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Chapter 1
Re-contextualizing Inclusiveness & SEL 
in Learning Analytics

Yuan 'Elle' Wang and Srećko Joksimović

Abstract In this chapter, we review the brief history of SEL-focused research 
within the learning analytics field, followed by an introduction of the current state 
of inclusiveness and SEL. We then discuss the inclusiveness-driven development 
opportunities via (1) developing methods to enable SEL assessment at scale; (2) 
integrating more domain-based knowledge into diversifying the design of success 
metrics; and (3) incorporating diverse contextual learner features such as those 
associated with the COVID-19 pandemic. Finally, the four parts including 15 chap-
ters in this book are introduced.

Keywords Learning analytics · Social and emotional learning · Inclusive 
learning · DEI

1.1  Introduction

1.1.1  SEL

Various past research studies reveal that success within school, workplace, and 
other aspects of life in general depend on skills beyond academic achievements 
(D’Mello, 2017; Duckworth & Yeager, 2015; Heckman et al., 2006). Non-cognitive 
skills (Heckman & Rubinstein, 2001), as a term, has been widely used to refer to 
social and emotional learning capabilities beyond academic knowledge. Non- 
cognitive skills consist of a diverse range of aspects including conscientiousness 
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(Camara et al., 2015), growth mindset (Dweck, 2006), time management, and self- 
regulation (Gutman & Schoon, 2013), to name a few that have been well studied in 
recent years. Social and emotional learning (SEL) are often used interchangeably 
with the phrase “non-cognitive” attributes or 21st century skills. Scholars have 
noted that non-cognitive and cognitive aspects are closely related and far from being 
mutually exclusive; therefore, in this book, we will use the term “SEL” to refer to 
the attributes that have been traditionally called “non-cognitive” or “soft” skills in 
workplaces.

1.1.2  Recent Development of SEL & LA

As a burgeoning field, researchers and practitioners in learning analytics (LA) also 
started to analyze SEL-related questions by utilizing the fast-growing amount of 
learning data. SEL attributes have been measured either by using survey measures 
or derived from online behavior data such as those generated from learning manage-
ment systems.

Survey Measures Researchers (e.g., Kizilcec & Schneider, 2015) investigated the 
relationship between SEL factors, such as learner motivation and self-efficacy, and 
learning outcomes using self-reported survey items. They found that different moti-
vational types lead to varied types of engagement patterns. While these studies pro-
vide critical insights toward theory development, applying self-reported surveys 
alone limits what we can learn about online learners’ non-cognitive capabilities. For 
example, self-reported surveys often have limited response rates, lower than 10 per-
cent in MOOCs (e.g., Wang & Baker, 2015). Moreover, it is also arguable to what 
extent self-reported data provide unbiased data. Consequently, not reliably assess-
ing online learners’ SEL skills at scale undermines the extent to which learning 
analytics can be applied to assess and improve student learning.

Learning Analytics (LA) and Educational Data Mining (EDM) In addition to 
traditional survey measures, recent advances in the LA and EDM research fields 
provide innovative venues for investigation of students’ non-cognitive skills (e.g., 
emotion, metacognition, motivation). Multimodal data, such as eye gazes, facial 
expressions of emotions, heart rate and electro-dermal activities (D’Mello et  al., 
2017) were investigated. In addition, toward scaling up, EDM researchers have 
developed “automated detectors” out of computer log data to infer student’s emo-
tions and engagement in real-time. These detectors, developed from a combination 
of expert field observation (e.g. Ocumpaugh et al., 2015) and data mining on log 
files, can accurately predict affect and engagement (Baker et al., 2012).

LA and EDM methods offer promising paths toward assessing online learners’ 
non-cognitive skills, and ultimately toward deriving actionable applications to 
improve learner non-cognitive skills and subsequently improve cognitive outcomes 
as well. The direction toward developing tools and metrics to assess online learners’ 
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non-cognitive skills reliably and at scale remains an ongoing focus. This topic has 
been further discussed in Chap. 3 of this book.

1.2  SEL and Inclusiveness

Inclusive education focuses on addressing a wide spectrum of individual educa-
tional needs and promoting diversity to enrich learning experience for all learners 
and particularly focusing on those at risk of marginalization and social exclusion. 
Contemporary literature underscores the importance of inclusive education for sup-
porting social and academic outcomes (e.g., Heckman & Rubinstein, 2001). In that 
sense, social and emotional learning has been utilized as a framework for enabling 
learners to build relationships, respect others, and develop healthy, collaborative, 
and supportive learning environments (Weissberg et al., 2015).

Although the line of inquiry with regard to the relationship between SEL skills 
and academic or professional success have been extensively investigated, the con-
nection between various lines of SEL research and their influence on promoting 
diversity and inclusive excellence remains largely at the secondary level. This is 
particularly challenging in the context of online and higher education more gener-
ally. In other words, there is a lack of research investigating (1) how inclusion and 
diversity should be promoted in the context of online and higher education, (2) how 
inclusive excellence can be promoted via the lens of SEL research, and (3) what is 
the role of learning analytics in enhancing SEL skills and promoting inclusion and 
diversity?

Many have noted that the collateral benefits of these lines of inquiries are to 
expand our understanding on the diverse needs and challenges learners face, where 
raising awareness of this issue has been the primary goal. However, in order to 
develop and derive actionable insights such as informing intervention inclusive 
learning design and policy change, more empirical research is needed to directly 
target how SEL research can benefit toward promoting inclusive excellence and 
diversity as a primary target.

Before one can argue how SEL and LA research can benefit inclusive education, 
it is imperative to understand the complexity and diversity of learners and the vari-
ous appropriate success metrics or learning outcomes for these learners. As such, in 
the following section, we discuss some of the common types of success metrics and 
learners in SEL-focused LA research studies.

1.2.1  Diversity of Success Metrics

SEL skills have been studied in relation to a variety of success metrics including 
academic outcomes, engagement and persistence, and professional development. 
One of the most common success metrics that have been used is academic success 
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(Farkas, 2003; Lleras, 2008; Duckworth & Seligman, 2005). It has been shown that 
the predictive power of non-cognitive skills on academic achievement across a wide 
range of educational settings is at least equal to or better than the predictive power 
of cognitive skills.

In addition to academic success, popular success metrics also encompass persis-
tence in postsecondary settings with attendance and retention (e.g., Credé et  al., 
2010) and engagement. Moreover, SEL skills have also been linked to career 
advancement (Bowles & Gintls, 2002; Heckman et al., 2006), well-being (Cohen, 
2006) and key 21st century competencies, such as critical thinking and problem 
solving (Buckingham Shum & Crick, 2016). In these settings, SEL attributes may 
serve both as predictors and proxies of success.

1.2.2  Diversity of Learners

Similar to the development of success metrics, the concept of learner diversity has 
been further enriched and acknowledged in recent years. A simple binary partition 
of K-12 and adult learners is far from sufficient. An emerging group of learners in 
postsecondary and online higher education consists of adult learners predominantly 
defined as those with adult responsibilities, such as working full-time, being finan-
cially dependent, have dependents or being a single parent, or a nontraditional tra-
jectory in their educational experience (e.g., delayed enrollment into higher ed, or 
did not complete high school) (Horn, 1996). They comprise an important segment 
of student diversity that is usually overlooked – the nontraditional adult learners 
(NAL). In the US, NALs represent around 40% of the postsecondary population and 
are projected to grow much faster compared to traditional late adolescent students 
who enter postsecondary education (National Center for Education Statistics, 2009). 
Over 40% of higher education (first tier) institutions indicated that there was no 
consideration for older adult students in their “outreach, programs and services or 
financial aid” (Lakin et al., 2008). But adult learners seek higher education for a 
variety of reasons – related to career change, career mobility, retraining, or retire-
ment (DiSilverstro, 2013). And in a predominantly work-based society and growth 
of NALs, the demand for postsecondary education will increasingly attract NALs 
that are qualitatively, developmentally, and socially very different (Chen, 2017) 
from the traditional-age, late adolescent student. Hence, such educational settings 
would require embracing this aspect of diversity in the type of learners they attract, 
admit, and provide support.
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1.3  Opportunities for Inclusiveness in SEL-Focused 
LA Research

1.3.1  SEL Assessments at Scale Online

The availability of clickstream data from large-scale online learning platforms, such 
as Massive Open Online Courses (MOOCs), are expected to enable assessments at 
scale to advance the science of learning and learner success (Stokes, 2013). Although 
assessment of learner success should include both cognitive and non-cognitive 
aspects, more attention has been given toward measuring learners’ cognitive abili-
ties, oftentimes operationalized by test scores or the number of clicks in the environ-
ment (Reich, 2015), than on the non-cognitive abilities.

Much of the research studies on non-cognitive assessments are focused on theory 
development rather than actionable applications (Duckworth & Yeager, 2015) 
derived from practical measurements incorporating short term feedback on progress 
toward improvement. The lack of feedback in assessment limits applicability. A 
recent review of MOOC literature (Joksimovic et  al., 2018) shows that existing 
research focuses primarily on understanding factors that explain academic learning 
outcomes, thus in most cases failing to include the assessment of non-cogni-
tive skills.

1.3.2  Integrating Domain-Based Education Research

Domain-based education research can be better integrated into the SEL-focused LA 
research. Baker and Boser (2021) argued that domain-based knowledge including 
both the learning sequence and structure are critical toward building effective learn-
ing analytics models. Much existing SEL-focused LA research was carried out in 
the mathematics learning setting at the K-12 level. Insights obtained from these 
studies can be helpful as a guide for other domain areas and other age groups. 
However, relying heavily on knowledge generated from one or a few domains may 
discourage researchers and practitioners from less-studied domains and fields such 
as the various science subjects and non-STEM subjects. The lack of domain diver-
sity may also hinder the long-term development and limit the scope of generaliz-
ability of SEL-focused LA research. Therefore, it is recommended that 
domain-specific knowledge be integrated early in the research ideation process. 
More granular domain-based structure and learning sequences should be consid-
ered. For example, research into students’ SEL perspectives of a college biology 
course may benefit by considering special features unique to learning biology for 
college students in addition to using any general principles that can apply to all 
STEM college-level courses.
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1.3.3  Incorporate Diverse Learner Features

Diverse features of learners beyond basic demographic features need to be consid-
ered. One the one hand, an exciting trend is seen that SEL-focused LA research 
includes different age groups. On the other hand, there is a tendency of oversimpli-
fication by only looking at basic demographic features such as learners’ age and 
gender. For example, contextual factors such as the learner’s home-based learning 
environment and adult learners’ career and family responsibilities can provide criti-
cal insights into explaining the learning challenges that are not solely due to reasons 
associated with design features of learning tools. By incorporating variables that 
reflect learners’ contextual factors may also help us better design learning environ-
ments for learners.

To conclude, LA research has enabled SEL-focused studies to be conducted at 
scale across a wide spectrum of age groups and domain areas. Along with the fast 
development, this sub-field has encountered numerous inclusiveness-driven devel-
opment opportunities via (1) developing methods to enable SEL assessment at 
scale; (2) integrating more domain-based knowledge into diversifying the design of 
success metrics; and (3) incorporating diverse contextual learner features including 
those associated with unexpected large-scale influences from the COVID-19 
pandemic.

In this book, Part I includes three chapters that provide an overview of SEL, LA, 
as well as the SEL-focused research development, followed by Part II which 
includes six chapters that zero in on six distinctive SEL attributes including empa-
thy, creativity, motivation, self-regulated learning, and collaboration. Part III con-
sists of three studies that looked at students in the K-12 settings with subjects 
including reading, mathematics, and biology. Finally, Part IV comprises four chap-
ters that focus on the adult and professional learning settings including those 
designed for undergraduate students, graduate students, professional degree-seekers 
that pursue online MBA degrees, as well as a course designed for the general public 
that encourages actions toward protecting our environment.
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Chapter 2
State of the Science on Social 
and Emotional Learning: Frameworks, 
Assessment, and Developing Skills

Jason D. Way, Dana Murano, and Kate E. Walton

Abstract This chapter provides an overview of the current research and thinking 
on social and emotional learning. First, it presents several frameworks for organiz-
ing the social and emotional learning space. Second, it summarizes research sup-
porting the idea that social and emotional skills can change over time. Finally, it 
discusses traditional approaches to social and emotional learning assessment.

Keywords Social and emotional learning · Frameworks · Assessment · 
Development

In recent years, education has shifted from focusing solely on cognitive skills to an 
approach that considers the whole child (e.g., Aspen Institute, 2018; Lipnevich 
et al., 2016; Weissberg et al., 2015). This shift is supported by an increasingly large 
evidence base for the importance of social and emotional (SE) skills in fostering 
students’ cognitive and non-cognitive development. SE skills can be defined as 
“individual characteristics that originate from biological predispositions and envi-
ronmental factors, manifested as consistent patterns of thoughts, feelings, and 
behaviors, developed through formal and informal learning experiences, and that 
influence different outcomes throughout the individual’s life” (John & DeFruyt, 
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2015, p.  4). Meta-analytic evidence shows that SE skills contribute to students’ 
positive behavior, attitudes toward school, and academic performance in K-12 con-
texts (Durlak et al., 2011). SE skills remain important constituents of student suc-
cess throughout the lifespan, with SE skills being strong predictors of student 
retention and academic performance in higher education (Robbins et al., 2004) and 
predictors of job performance (Barrick et al., 2001). In this chapter, we provide an 
overview of how SE skills are conceptualized and organized by various frameworks, 
discuss approaches to assessing SE skills, and summarize research describing how 
SE skills change over time. The goal of this chapter is to provide a solid foundation 
of the SE skill landscape upon which to build throughout the rest of this book.

2.1  Organizing Frameworks for Social and Emotional Skills

Although initiatives to help students develop SE skills in educational contexts are 
becoming increasingly popular, little consensus exists on an operational definition 
and organizing framework through which to conceptualize these skills (e.g., Jones 
et al., 2016). We chose the definition above as one that encompasses what we see as 
the important factors surrounding SE skills. An important consideration in under-
standing the SE skill landscape is that it is rife with that we know as the jangle fal-
lacy (using different terms to describe the same thing). This fallacy first emerges in 
how we describe this group of skills we are discussing. Terms such as psychosocial 
skills, non-cognitive skills, 21st century skills, social and emotional skills, personal-
ity traits, and behavioral skills are all frequently used in the literature to refer to this 
same group of skills, and these terms are often used interchangeably between frame-
works. We will use social and emotional skills throughout this chapter for consis-
tency but will refer to bodies of other literature using different terminology regularly. 
Another instance of the jangle fallacy occurs when we consider how we define and 
label individual social and emotional skills. Multiple frameworks which organize 
and label skills exist, and in many instances, different terms are used interchange-
ably to label the same underlying constructs. For example, behaviors associated 
with the personality trait conscientiousness may be labeled “grit” in one framework, 
“organization” in another, and “sustaining effort” in a third. The following section 
reviews several prominent conceptualizations and organizing frameworks in the 
field. While this review is not exhaustive of all frameworks used in practice, we aim 
to cover several prominent frameworks in order to acquaint readers with the 
landscape.
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2.1.1  The Collaborative for Academic, Social, 
and Emotional Learning

The Collaborative for Academic, Social, and Emotional Learning (CASEL) defines 
social and emotional learning (SEL) as “the process through which children and 
adults acquire and effectively apply the knowledge, attitudes, and skills necessary to 
develop healthy identities, manage emotions and achieve personal and collective 
goals, feel and show empathy for others, establish and maintain supportive relation-
ships, and make responsible and caring decisions (CASEL, 2020). This framework 
is fairly prominent in the United States and referenced frequently by educators and 
researchers alike (see Fig. 2.1). Within this framework, SE skills are categorized 
into five competency areas: self-awareness, self-management, responsible decision 
making, relationship skills, and social awareness. These competencies can be devel-
oped in multiple contexts, including in classrooms via curriculum and instruction, 
in schools through schoolwide practices and policies, and in homes and communi-
ties through family and community partnerships. This integrated framework pro-
motes intrapersonal, interpersonal, and cognitive competencies.

Fig. 2.1 CASEL framework. (© 2021 CASEL, www.casel.org)

2 State of the Science on Social and Emotional Learning: Frameworks, Assessment…
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Each of the framework’s five competency areas covers one key aspect of social 
and emotional development. Both the self-awareness and self-management compe-
tencies target intrapersonal skills. The self-awareness competency is the ability to 
recognize one’s emotions, thoughts, and values, and to identify how these factors 
influence behavior. This competency area also includes the individual’s ability to 
assess his or her own strengths and limitations, social identities, sense of self- 
efficacy, and sense of purpose. The second competency related to intrapersonal 
skills, self-management, is the ability to successfully regulate one’s emotions, 
thoughts, and behaviors. This is key in situations which require individuals to man-
age stress and control behavioral impulses. This competency also includes stress 
management, self-discipline, self-motivation, goal setting, and organizational skills. 
The framework also includes two competencies related to interpersonal skills: social 
awareness and relationship skills. Social awareness entails the abilities to under-
stand the perspectives of and empathize with others, particularly those from diverse 
backgrounds. Social awareness also includes showing concern for others’ feelings 
and recognizing situational demands and opportunities. Social awareness skills 
serve as the foundation for relationship skills, the fourth competency area. 
Relationship skills are the abilities to establish and maintain healthy and supportive 
relationships and to effectively navigate settings with diverse individuals and 
groups. Relationship skills include being able to communicate effectively, demon-
strate cultural competency, resolve conflicts constructively, and seek and offer sup-
port when needed. The final competency, responsible decision-making, is the ability 
to make caring and constructive choices about behavior and social interactions 
based on multiple domains, including safety concern, ethics, and social norms. This 
also entails being able to evaluate consequences of one’s actions. Discrete skills 
within this competency include identifying solutions for personal and social prob-
lems, demonstrating curiosity and open-mindedness, thinking critically, and assum-
ing ethical responsibility.

2.1.2  Organisation for Economic Cooperation 
and Development

The Organisation for Economic Cooperation and Development (OECD) also offers 
a framework for organizing SE skills (Chernyshenko et al., 2018). This framework 
emphasizes an international perspective and carefully considers which skills are 
included based on relationships with healthy behaviors, overall well-being, and aca-
demic achievement. The Big Five personality framework serves as the theoretical 
foundation for this framework. Borrowed from personality psychology, this frame-
work has been recognized as a universal framework that can be used to organize SE 
skills (Kyllonen et  al., 2014; Roberts et  al., 2015).This stems from 50  years of 
empirical support for the framework documenting critical educational and life out-
comes (e.g., Barrick & Mount, 1991; McCrae & Costa, 1996; Poropat, 2009) and 
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cross-cultural relevance (McCrae & Terracciano, 2005; Schmitt et al., 2007). The 
five factors are conscientiousness, agreeableness, emotional stability, openness to 
experience, and extraversion. Conscientiousness describes a person’s tendency to be 
organized, dependable, diligent, hard-working, and achievement oriented. 
Agreeableness is a trait most prominent when considering interactions with others. 
It describes an individual’s tendency to be friendly, helpful, empathetic, and trusting 
of others. Emotional stability, which is also referred to by its negative pole, neuroti-
cism, describes a person’s capability to cope with stressful situations and emotions, 
remain composed in times of change and uncertainty, and manage emotions. 
Openness to experience describes a person’s curiosity, creativity, and interest in and 
acceptance of different cultures, ideas, values, and art. Extraversion describes a per-
son’s preference for social interactions with others, gregariousness, assertiveness, 
positive affect, and sensation-seeking (John & Srivastava, 1999).

In the OECD framework (see Fig. 2.2), SE skills are aligned with each of the 
factors of the Big Five, and each contains facet-level skills. SE skills were selected 

Fig. 2.2 OECD social and emotional skills. (OECD (2021), (About the OECD’s Study on Social 
and Emotional Skills), https://www.oecd.org/education/ceri/social- emotional- skills- study/about/)
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for inclusion in the framework based on demonstrated malleability, appropriateness 
for 10- and 15-year-old students, cross-cultural comparability, relevance, and pre-
dictive validity. The framework includes facets representing each of the Big Five 
factors, as well as facets from compound skills, which are more broad skill areas 
that do not align one-to-one with the Big Five factors. The five clusters within this 
framework are task performance, collaboration, emotional regulation, open- 
mindedness, and engaging with others. Task performance aligns with conscien-
tiousness and includes achievement motivation, responsibility, persistence, and 
self-control. Collaboration aligns with agreeableness and includes empathy, trust, 
and cooperation. Emotional regulation aligns with emotional stability and includes 
stress resistance, optimism, and emotional control. Open-mindedness aligns with 
openness to experience and includes tolerance, curiosity, and creativity. Engaging 
with others aligns with extraversion and includes sociability, assertiveness, and 
energy. The compound skills selected for the framework and inclusion in the study 
are critical thinking, meta-cognition, and self-efficacy (Chernyshenko et al., 2018). 
Given their alignment with the Big Five, there is confidence about the five domains’ 
generalizability and replication, and defining skills at the facet-level within the 
framework advances our understanding of SE skills beyond the factor-level 
structure.

2.1.3  ACT Holistic Framework

The ACT Holistic Framework also recognizes that student success is comprised of 
many components, and therefore includes SE skills within a broader framework for 
student development (Camara et al., 2015). The Holistic Framework aims to help 
individuals develop skills needed across the lifespan to educate shifts from kinder-
garten to career, and to ultimately achieve life and workplace success by developing 
a well-rounded area of skills. The four skill areas as Core Academic skills, Cross- 
Cutting Capabilities, Behavioral Skills, and Education and Career Navigation 
Skills. For the purpose of this chapter, we will focus only on the Behavioral Skills 
area of the framework, given its relevance for SE skills. The Behavioral Skills 
domain includes interpersonal, self-regulatory, and task-related behaviors that are 
important for adaptation to and successful performance in workplace settings.

Similar to the OECD framework, the Behavioral Skills component of the Holistic 
Framework derives its framework structure from personality psychology. The 
HEXACO model serves as the foundation for this framework, which shares the 
same five broad domains as the Big Five (with minor differences). An important 
differentiator of the HEXACO model is the addition of a sixth domain: honesty- 
humility. This describes an individual’s tendency to act honestly, fairly, and ethi-
cally. The HEXACO model includes this additional domain to account for the 
emergence of a sixth factor in cross cultural research (Ashton & Lee, 2007). Both 
the HEXACO and Big Five models show empirical support linking personality 
structure to behaviors, and hence are used to categorize SE skills.
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Fig. 2.3 ACT holistic framework behavioral skills. (© 2021 ACT, Inc. https://www.act.org/con-
tent/act/en/k12- educators- and- administrators/college- and- career- readiness/holistic- 
framework.html)

Another similarity between the OECD framework and the Behavioral Skills 
component of the Holistic Framework is that each SE skill maps to a HEXACO 
domain and contains subcomponents. There are six broad domains in the ACT 
Behavioral Skills Framework (see Fig. 2.3): Acting Honestly (honesty/humility), 
Maintaining Composure (emotional stability), Socializing with Others (extraver-
sion), Getting Along with Others (agreeableness), Sustaining Effort (conscientious-
ness), and Keeping an Open Mind (openness to experience). Domains are arranged 
hierarchically, so that each higher-order domain has a set of components, subcom-
ponents, and behavioral skills (see Casillas et al., 2015). For example, the Getting 
Along with Others domain includes the components of Cooperation, Goodwill, 
Perspective Taking, Patience, and Helpfulness. The subcomponent level of 
Cooperation includes Respect for Others, Collaboration, and Conflict Management. 
Each subcomponent then contains specific behavioral skills. Behaviors within the 
Collaboration subcomponent include working through disagreements, making com-
promises, working well with others, and contributing to a team’s work. The frame-
work includes 23 components and 50 subcomponents in total, each of which is 
mapped to specific behaviors, resulting in a framework that provides a rich level of 
detail at the skill level relative to many others of its kind.
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2.2  SEL Frameworks Summary

The landscape of SE skill frameworks can certainly seem overwhelming. In fact, 
according to a recent report, there are over 136 frameworks currently in use (Berg 
et al., 2017). There are several important caveats to keep in mind as you digest the 
landscape. First, although skills are often grouped and categorized differently across 
frameworks, most SE skills across frameworks can broadly be grouped within one 
of the three categories: interpersonal skills, or skills that contribute to an individu-
al’s capacity to relate to others, intrapersonal skills, or skills that relate to the indi-
vidual being able to manage themselves, and task-related behaviors¸ which are 
related to students being able to make decisions that benefit them and help them to 
achieve on-track outcomes. In both personality frameworks, intrapersonal skills 
include conscientiousness and emotional regulation, while interpersonal skills 
include agreeableness and extraversion, and the CASEL competencies align to 
these higher-order components as well. Additionally, most SE skill frameworks 
make use of a hierarchical structure. In all three frameworks discussed, broad 
domain-level categories exist at the highest level, and more specific levels contain 
narrower skills and competencies. The jangle fallacy emerges at both levels; there 
are many commonalities in skills included across frameworks, but they are often 
labeled and categorized differently. This can create confusion when attempting to 
compare skills from different frameworks, as it is not always clear how similar skills 
from different frameworks might be. Thus, care must be taken when choosing which 
framework and skills to measure, to ensure that the intended skill is truly the con-
struct being assessed.

2.3  Social and Emotional Skill Development

Having provided an overview of what SE skills are, it is important to discuss that 
these skills are not static. SE skills are known to develop naturally over time and, as 
we will review later, in response to intervention. Although there are multiple ways 
to evaluate skill continuity and change (for a thorough review, see Walton & Billera, 
2016), here we will review research relying on two approaches: rank-order stability 
and mean-level change. Rank-order stability, which is typically estimated with test- 
retest correlations, refers to the degree to which students maintain their relative 
positioning within their cohort. That is, if a child is the most rambunctious student 
in the class at one time point, is that child still among the most rambunctious at a 
later timepoint? If so, it would suggest that there is high rank-order stability for this 
characteristic. One study including first- and second-grade students (Hampson & 
Goldberg, 2006) provided estimates of five characteristics over a four-year period, 
and the test-retest correlations ranged from .36 to .55, which were on the same order 
of magnitude as those reported by Prinzie and Deković (2008) in their study of a 
similarly aged sample of students. Studies tracking the development in older 
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students (i.e., 12- to 16-years-old) indicate that test-retest correlations increase in 
magnitude as students age (Klimstra et al., 2009; Pullman et al., 2006), reaching as 
high as .75. In sum, research demonstrates a fairly high degree of rank-order stabil-
ity in school-aged children. The student who, relative to his/her peers, is rambunc-
tious at an early age is likely to be among the more highly rambunctious students at 
an older age.

Significant rank-order stability does not preclude the possibility of mean-level 
change (i.e., the average amount a cohort develops) over time. Throughout develop-
ment, a student may continue to be among the more rambunctious in his/her cohort, 
but that student may still become less rambunctious over time. That is, on average, 
the cohort may become calmer and more orderly as a whole. Indeed, research shows 
this to be true; personality traits, which some erroneously perceive as being stable 
or immutable over time, show significant growth over the life course, even into old 
age (Roberts et al., 2006). To cite some examples in school-aged children, gains of 
approximately a quarter of a standard deviation in extraversion and openness to 
experience during adolescence have been reported (Pullman et al., 2006).

The research cited above pertains to naturally occurring growth. We see that 
people tend to maintain their relative standing in their cohort while their skills and 
traits develop and change. Can anything be done to hasten the developmental pro-
cess? There is an abundance of literature saying yes. In fact, several meta-analyses 
have been carried out to summarize the efficacy of interventions. In their meta- 
analysis, Roberts and colleagues showed that clinical interventions are effective in 
altering personality traits to a significant degree, even when the interventions last a 
brief eight weeks. School-based interventions targeting SE skills show similar 
promise. In the first such meta-analysis (Durlak et al., 2011), which included more 
than 270,000 students from 213 studies, students in SEL programs significantly 
improved on SE skills (compared with those in control conditions). Effects across 
SE skills for the total sample averaged .57. Since the release of Durlak and col-
leagues’ meta-analysis, three additional meta-analyses (Sklad et al., 2012; Taylor 
et al., 2017; Wiglesworth et al., 2016) have been carried out, each extending the 
work of Durlak and colleagues and substantiating their conclusion that SEL pro-
grams are efficacious. It is clear that such programs have immediate effects, as well 
as long-term benefits. A final point to be made is that such interventions can be 
fairly simple to implement and brief in duration. For example, one group of study 
participants were encouraged to complete specific challenges designed to improve 
certain characteristics. Engaging in simple tasks, such as “When you are worried 
about something, write it down,” or “Say ‘please’ and ‘thank you’ when asking for 
something,” resulted in gains of up to .17 standard deviations over the course of just 
a few months.

Cross-disciplinary research shows that individual differences develop naturally 
throughout the course of life, and skills can be developed with effort – much like a 
physical muscle. Exercise the muscle, and it will grow. This concept is an important 
feature of most, if not all, definitions of SE skills and SEL.
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2.4  Social and Emotional Skill Assessment

Regardless of how we conceptualize them, SE skills can develop over time. 
Measuring them is a key component in how we track growth. In this section, we will 
discuss the most common traditional methods of assessing SE skills, namely, self- 
report Likert items, situational judgment items, and forced-choice items. SE skills 
can be assessed by other methods, such as parent/teacher/other report, behavior 
observation, stealth assessment, etc. However, given that the goal of this chapter is 
to provide an overview of the most common traditional approaches to SE skills, we 
have chosen to focus on self-report methods.

2.4.1  Self-Report Likert

Self-report Likert items have been used for decades in SE skill and behavioral 
research, and their use is expected to continue into the future. As noted by Spector 
(2012), they are “cheap, efficient, flexible, and in appropriate settings they have 
good predictive validity (p. 459).” Individuals are asked to indicate their level of 
agreement with a number of statements (e.g., “I work hard”; see Fig. 2.4 for an 
example).

Although the predictive validities for Likert items are modest, they are the same 
or higher than other assessment methods. By making the items context specific 
(e.g., “I work hard at school”), the predictive and incremental validities increase 
(Bing et al., 2004; Davison & Bing, 2009; Lievens et al., 2008a). Likert items have 
the benefit of not requiring nearly the level or amount of reading as some other 
assessment methods, such as situational judgment items (discussed in the next sec-
tion), thereby reducing the cognitive load on the respondent. On the other hand, 
these items may be particularly susceptible to response biases, such as reference 
effects. That is, often people answer such items by asking the question, “compared 
to whom?” As a consequence, it could be the case that students from very high 
achieving schools, for example, might rate themselves lower on their SE skills than 
students from low-achieving schools simply because they are using a different refer-
ence group and not because they are truly lower on these skills. This is often called 
the Big-Fish Little-Pond Effect (Marsh & Hau, 2003).

Fig. 2.4 Example Likert item
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There has been considerable debate regarding the occurrence of faking on self- 
report measures used in high-stakes situations, such as applying for university 
admission or for a job. Although studies have shown that individuals are able alter 
their scores when instructed to appear as favorable as possible, this does not tell us 
the extent to which it occurs in high-stakes situations (Spector, 2012). In a study 
conducted by Hogan et al. (2007), they reviewed self-report scores for job appli-
cants who were rejected for a position and reapplied six months later. They found 
that applicants were as likely to decrease their scores as increase them. The debate 
also concerns the question as to what is actually taking place when respondents 
misrepresent themselves on self-report SE or behavioral items. Is this faking to 
appear more favorably to gain admission to a school or program, which is some-
thing to be prevented? Is this actually impression management that occurs every day 
when individuals interact with each other (Hogan et al., 2007)? It appears that fak-
ing is not impacting criterion-related validity of self-report scales (Hogan et  al., 
2007; Ones et  al., 1996). Even when they try to correct for faking, studies have 
found very little difference in criterion-related validities between uncorrected and 
faking corrected samples (Schmitt & Oswald, 2006). In general, correcting scores 
for faking is not recommended. Another option to address faking is to add warning 
statements indicating that faking can be detected and will result in consequences 
(Dwight & Donovan, 2003). Finally, other item types, such as those described 
below, may be effective for reducing faking.

2.4.2  Situational Judgment Test

One promising alternative to self-report items is the situational judgment test (SJT) 
format. In general, SJTs present scenarios describing incidents critical to effective 
behavior. Respondents either identify an appropriate response from a list of alterna-
tives or indicate their level of agreement with statements concerning the appropri-
ateness of various behaviors SJTs present (see Fig.  2.5). They have become a 
popular selection method in high-stakes contexts (Campion et al., 2014), with stud-
ies and meta-analyses showing that SJTs can be valid predictors of important 

Instructions: Read the situation below and choose the most appropriate response.

You are taking part in a study group with classmates in preparation for a particularly difficult 

test. As the first review session gets underway, it becomes clear that the other members of the 

group have not taken good notes and are not as familiar with the material as you are. 

A. Do nothing: clearly you will get better marks on the test.

B. Suggest that everyone read over the textbook in preparation for the next session.

C. Leave the group because you will be better off studying on your own. 

D. Offer to use your notes as the basis for the remaining review sessions.

E. Ask the teacher for advice as to how to handle the next meeting.

Fig. 2.5 Example situational judgment item
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outcomes (e.g., McDaniel et al., 2001) over and above self-report tests of personal-
ity, cognitive ability, and job experience (Chan & Schmitt, 2002; Weekley & 
Ployhart, 2005). They are an effective approach for assessing SE skills (e.g., inter-
personal skills, procedural or tacit knowledge; Kyllonen & Lee, 2005; Lievens & 
Sackett, 2012; MacCann & Roberts, 2008; Oswald et al., 2004).

Some research suggests that SJTs are advantageous because they are more dif-
ficult to fake than self-report scale items (Hooper et al., 2006; Lievens et al., 2008b). 
A comparative evaluation of three response formats’ (rate effectiveness, rank 
responses, and choose most/least effective) construct validity showed that the rate- 
SJT displayed stronger correlations with hypothesized SE skills and weaker correla-
tions with general mental ability (Arthur Jr et al., 2014). Further, SJTs tend to score 
well in terms of respondent reactions due to high face validity (Bauer & Truxillo, 
2006). Students report they are engaging and worth completing (Lipnevich et al., 
2013), which better supports multiple administrations and retains student “buy-in” 
to the ongoing process of SE skill assessment. Finally, SJTs can be repurposed as 
formative assessments so as to provide a student with feedback on his or her com-
petencies in the domain of interest.

One concern noted in the literature is that they are not as effective at reducing 
racial/ethnic subgroup differences as other noncognitive methods. In particular, the 
amount of reduction appears to be driven by the reading load of the SJT (Ployhart 
& Holtz, 2008; Whetzel et al., 2008). One way to address this concern is to reduce 
reading load by producing video SJTs or providing voiceover for text that should be 
read by test takers. Some studies, however, show that SJTs may be associated with 
less adverse impact (e.g., Schmitt et al., 2009). Another concern has to do with the 
reliability of SJTs. In a meta-analysis of the reliability of SJTs, Kasten and Freund 
(2015) noted that “the reliability of SJT scores is typically rather low and below 
recommended levels for high-stakes applications” (p. 230). However, a recent report 
by Sorrel et al. (2016) addressed this issue by creating a Q-matrix using cognitive 
diagnosis models that coded the attributes of each SJT item to a multidimensional 
matrix. Calculating the reliabilities (as classification accuracies) based on the matrix 
increased reliability of SJTs substantially.

2.4.3  Forced Choice

Forced choice (FC) methods are a family of related methods of presenting assess-
ment content, where examinees are presented with two or more statements and 
asked to choose which statement is most like them. Variants of this method will 
have examinees choose the statements that are most and least like them or rank 
order the statements by degree of similarity to themselves (see Fig.  2.6). These 
methods contrast with single statement methods of presenting assessment content, 
which ask examinees to rate agreement with the statement content using Likert 
scales. FC methods have been most commonly used in the context of personality 
assessment, which will be the focus of the research discussed here. As an aside, FC 
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Item Most Like 
Me

Least Like 
Me

I do more than what my teachers expect of me.

I am concerned about other students’ well-being.

I cope well with stressful assignments.

Fig. 2.6 Example forced choice item
Instructions: Choose the item that is most like you and least like you. Do nothing with the 
third item.

methods are often discussed in reference to item response theory (IRT)-based scor-
ing methods. It should be noted that the topic of scoring method is related to, 
although distinct from, the topic of assessment presentation method. Scoring meth-
ods relevant to personality assessment include classical test theory (CTT) and vari-
ous IRT-based methods. Both single statement and FC presentation methods can be 
scored using either of these scoring methods. However, it is typically recommended 
to use IRT-based pairwise-preference scoring models for FC presentation methods. 
Comparing the effectiveness of the various IRT scoring methods is beyond the 
scope of this chapter, and the discussion below includes research that used both 
unidimensional and multidimensional pairwise-preference models.

FC methods have only become popular in the personality assessment literature in 
the past twenty years or so, mostly due to limitations of computing power necessary 
to run the algorithms for IRT parameter estimation. Generally, FC assessments are 
complicated and time intensive to develop (see Stark et  al., 2011, for a sample 
description of the process). One, they require several rounds of data collection and 
analysis to develop. After an initial item pool has been developed, test ratings using 
Likert scoring must be gathered. The number of ratings must be substantial (gener-
ally at least 1000 people) in order to provide accurate estimation of the item param-
eters. Once the parameters have been estimated, data must also be collected on the 
social desirability of each item, so that items of roughly equal desirability can be 
paired. Once the test form has been developed using these methods, the test must be 
validated with additional data collection efforts. However, these methods result in a 
test that is generally shorter than traditional single statement methods (Stark et al., 
2011), can be converted into an adaptive test, and can be converted into many dif-
ferent test forms due to the many different combinations of statements that can be 
created from the statement pool (Stark et al., 2012). It should be noted that appli-
cants typically have negative reactions to the FC presentation method, as they feel 
artificially limited by the statements presented and are forced to choose a statement 
that may not represent a completely accurate description of themselves (Converse 
et al., 2008).

In terms of reliability and validity, the literature has been somewhat contradic-
tory on how FC presentation methods compare to more traditional single statement 
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presentation methods. Although some have noted that it is more difficult to evaluate 
the reliability of FC assessments (Heggestad et al., 2006; Stark et al., 2011), they are 
generally found to have comparable reliability to single statement assessments 
scored using Likert methods (Chernyshenko et  al., 2009; Geldhof et  al., 2015). 
Issues of validity, especially in regards to faking, are more complicated. Most 
research comparing single statement and FC methods have focused on comparing 
construct validity and evaluating the IRT-based scoring methods. In this regard, FC 
methods do well, as the two presentation methods show convergence in construct 
validity in personality assessment (Chernyshenko et al., 2009; Christiansen et al., 
2005; Geldhof et al., 2015). Fewer studies have examined the predictive validity of 
FC assessments, with some showing comparable validity to single statement meth-
ods (Bowen et al., 2002; Christiansen et al., 2005; White & Young, 1998), some 
showing more predictive validity (Drasgow et al., 2012), and some showing less 
predictive validity for FC assessments (Geldhof et al., 2015). Other concerns that 
have been raised in regard to FC methods include that given the differences in test 
construction across different studies, it is difficult to know exactly which features 
and development procedures contribute to test validity (Stark et  al., 2012). 
Additionally, the process of responding to FC items may be more cognitively taxing 
than single statement items, and may therefore lead to greater fatigue, errors in 
responding, and diminishing gains in incremental validity of the personality assess-
ment over cognitive ability tests (Chernyshenko et  al., 2009; Vasilopolous et  al., 
2006). Finally, even after using the complicated methods to develop a FC test, it is 
no more effective in providing normative standing on a trait than Likert scoring 
methods (Heggestad et al., 2006).

Some studies have found that FC methods may reduce faking (Christiansen 
et al., 2005; Walton et al., 2021), especially when paired with the multidimensional 
pairwise-preference scoring method (Cao & Drasgow, 2016). However, other 
research has shown that there is no difference in faking between single statement 
and FC methods (Heggestad et  al., 2006), and that FC methods don’t appear to 
affect examinees’ response processes (Guan & Carter, 2016). Furthermore, given 
that no scales are used in these items, FC tests eliminate scale response effects. 
Reference bias should also be minimized with FC tests because respondents con-
duct an internal (self vs. self) rather than an external (self vs. other) comparison 
when responding to the items.

2.5  Conclusion

In this chapter, we presented several frameworks, assessment methods, and devel-
opmental courses of SE skills in order to provide a foundation of the traditional 
thinking and approaches in this area and serve as a starting point/contrast to the rest 
of the book. The next chapter presents an overview of current research on learning 
analytics as applied to SE skills, while the rest of the book presents novel, ground-
breaking research in this area.
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Chapter 3
Mapping the Landscape of Social 
and Emotional Learning Analytics

Srećko Joksimović, Shane Dawson, Abhinava Barthakur, Oleksandra Poquet, 
Yuan 'Elle' Wang, Fernando Marmolejo-Ramos, and George Siemens

Abstract Educational research is increasingly implementing and studying new 
approaches for assessing attributes that go beyond conventional assessments of stu-
dents’ cognitive ability. Despite decades of research, there remains a lack of consen-
sus in describing these skills or attributes, variously termed “non-cognitive skills”, 
“21st century competencies”, “personal qualities”, “social and emotional learning 
skills”, and “soft/core skills”. Regardless, these skills and qualities reflect dimen-
sions of learning that are broader than conventional curriculum knowledge. The 
importance of such skills has been well established in contemporary literature 
as highly relevant for success in school, university, the workplace, and engaged 
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citizenship more broadly. The relatively new fields of learning analytics and educa-
tional data mining have introduced numerous novel methodologies to education 
research. This work has served to advance assessment models for social and emo-
tional learning skills. Building on one of the most referenced social and emotional 
learning frameworks, this chapter provides a comprehensive overview of learning 
analytics methods for measuring skills such as creativity, critical thinking, or emo-
tional regulation, among others. We recognize that the potential of learning  analytics 
to measure SEL is largely under-utilized and pose possible ways to advance work in 
this domain.

Keywords Measuring skills · Learning analytics · Social and emotional learning · 
Frameworks · Psychometrics and learning analytics

3.1  Introduction

Developing skills that promote collaboration, leadership, critical thinking, and com-
plex problem solving are foundational across a range of education settings from 
K-12 to corporate learning. These skills and competencies, detailed as social and 
emotional learning (SEL) in this chapter, are integral to engagement in complex 
problem solving and are increasingly seen as employment qualities. Supporting 
these skills is far from straightforward (Buckingham Shum & Deakin Crick, 2016). 
The decreasing half-life of knowledge and the growing integration of machine 
learning are collectively changing the nature of learning, work, and the environ-
ments where learning and work occur (de Laat et al., 2020). The uptake of advanced 
technologies in education settings has also generated new modes of learner data, 
developed by the fields of learning analytics (LA) and educational data mining 
(EDM). It is at this juncture where learning analytics can be leveraged to bring 
insights into how learning models and data mining methods can be used to eval-
uate SEL.

Measurement of skills and literacies has been of interest to LA since the incep-
tion of the field. Lockyer et al. (2013) and Dawson and Siemens (2014) described 
how checkpoint and process analytics can measure complex multiliteracies and 
learning design models. Further, a collective set of learning analytics work in 2016, 
defined and proposed novel methods for assessing a complex array of competencies 
included under the SEL domain, forming a special issue in the Journal of Learning 
Analytics – titled Learning Analytics for 21st Century Competencies (Buckingham 
Shum & Deakin Crick, 2016). The topic of the special issue was further developed 
through a series of workshops at the Learning Analytics and Knowledge conference 
in 2018 and 2019. LA research on 21st Century skills and SEL evolved into another 
special issue published in the Journal of Learning Analytics in 2020 (Joksimović 
et  al., 2020). Despite this continued interest among LA researchers investigating 
SEL, there remains a lack of a coherent and system-level narrative that can guide the 
development of assessment models for measuring and understanding such a com-
plex array of skills and competencies (Dawson et al., 2019).
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In Chap. 2 of this book, Way and colleagues provide an extensive overview of 
several commonly used SEL frameworks. The authors review the Collaborative for 
Academic, Social, and Emotional Learning (CASEL) framework that defines SEL 
across five competency areas: self-awareness, self-management, responsible deci-
sion making, relationship skills, and social awareness. Then, Way and colleagues 
continue to review the ACT holistic framework that, similarly to CASEL, is struc-
tured around four broad skill areas – (i) core academic skills; (ii) cross-cutting capa-
bilities; (iii) behavioral skills; and (iv) education and career navigation skills. 
Another framework discussed by Way and Colleagues is that by the Organization 
for Economic Cooperation and Development (OECD). OECD framework centers 
on the Big Five Personality traits alongside 6 broad domains: collaboration; open- 
mindedness; engaging with others; compound skills; task performance; and emo-
tional regulation (see Fig.  3.1). While the frameworks discussed by Way and 
colleagues (Chap. 2) are well established, none of them have considered the role LA 
and EDM methods can play in advancing this work. This chapter fulfills this gap. 
Drawing on the OECD framework, this chapter discusses how LA can measure and 

Fig. 3.1 OECD’s framework for measuring social and emotional skills
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promote SEL skills. In so doing, we demonstrate how LA and EDM methods can 
support and advance SEL research and measurement of complex skills and 
competencies.

3.2  Measuring Social and Emotional Learning Skills

The OECD framework is grounded in the Big Five Personality traits (Raad & 
Perugini, 2002). As can be seen in Fig. 3.1, SEL skills within the OECD framework 
are closely linked to the assessment of the five personality traits – conscientious-
ness, emotional stability, agreeableness, openness to experience, and extraversion, 
using well-established instruments (De Raad, 2000; Raad & Perugini, 2002; 
Rammstedt et al., 2017). Among the most commonly used instruments are the Big 
Five Factor Markers (Goldberg, 1992), which comes in long (100 indicators) and 
short formats (50 indicators), and the NEO-PI Big Five Questionnaire (Ashton, 
2013). The majority of research exploring SEL outlined within the OECD frame-
work relies on data collected through surveys and questionnaires. Evaluation of 
SEL in research has mainly focused on investigation of learners’ perceived experi-
ences or informing the design of future learning activities (e.g., Hannay et al., 2010; 
Rammstedt et  al., 2017). Although these approaches and instruments have been 
validated, such use of retrospective data has well-noted design limitations (e.g., 
Brutus et al., 2013). In short, current attempts to measure SEL are over reliant on 
staccato and post hoc reflections. The analysis of these data hampers attempts to 
provide more proactive and just in time feedback about the learning process.

Subdomains of the OECD SEL framework, such as empathy, trust, or critical 
thinking are also predominantly measured using survey data and self-reported mea-
sures (e.g., Gerdes et al., 2010; Madsen & Gregor, 2000; Staib, 2003). However, 
over the last decade, a growing number of research work has explored less intrusive 
data-driven approaches, that are also grounded in theory, to understanding 
SEL. Research in EDM and LA represent an unobtrusive way of data collection and 
do not require an interruption of the learners’ behavior as they undertake specific 
learning or assessment tasks (Bergner, 2017; Gašević et  al., 2014). More impor-
tantly, providing an analytics-driven operationalization of the SEL constructs estab-
lishes a basis for developing assessment for learning and provision of real-time, 
formative feedback as the learning process unfolds (Gašević et al., 2017; Joksimović 
et al., 2019). This is an important shift in approach that mirrors trends in social sci-
ences (Lazer et al., 2009) where data is used to model and evaluate human behavior, 
expanding the range of measures beyond established assessment instruments. In 
what follows, this chapter provides a brief overview of existing approaches to mea-
sure SEL and reflects on examples that utilize LA and EDM to develop novel meth-
ods for measuring SEL skills and competencies. Each section explores a specific 
domain of the OECD framework and proposes how LA and EDM methods can 
measure and promote the underpinning skills and characteristics defining SEL.

S. Joksimović et al.



31

3.2.1  Collaboration

Collaboration is arguably among the most researched areas of SEL (Schneider 
et  al., 2021). Early works investigating collaboration tended to measure the out-
comes of groups or teams working together. For example, the product of group work 
is often the assessed artefact to demonstrate effective group or teamwork (e.g., 
Chikersal et  al., 2017; Dillenbourg et  al., 1996; Lacerenza et  al., 2018). More 
recently, a growing number of studies have examined the process of collaboration 
through the use of learning analytics and data mining (D.  C. Gibson, 2018; 
Hernández-García et al., 2018). This shift towards the use of learner trace data mir-
rors the growth in uptake of digital technologies to support the learning process. The 
analysis of digital data with varied assessment models have led to the use of multi-
ple metrics to understand different aspects of collaboration and cooperation such as 
team or group work (Griffin & Care, 2015).

Griffin and Care (2015), present one of the most comprehensive frameworks for 
the assessment of collaborative problem solving across two broad categories of 
social and cognitive competencies. In so doing, Griffin and Care (2015), provided a 
mapping between trace data and complex skills measures, such as participation 
(e.g., action or interaction), perspective taking (e.g., adaptive responsiveness), or 
social negotiation (e.g., negotiation or self-evaluation). In developing an alternative 
model for collaborative problem solving, Gibson (2018) provided definitions of key 
dimensions of SEL (i.e., collaboration, creativity, personal learning, problem solv-
ing, and global sustainability) and metrics of specific team attributes (e.g., establish-
ing and maintaining shared understanding or exploring and understanding) collected 
automatically within a digital learning space. Hernández-García et al. (2018) also 
demonstrate how log data can be used to measure communication, cooperation, 
monitoring, and coordination in group work. More recently, Martinez-Maldonado 
et al. (2021) proposed a conceptual model of collaboration analytics. This is, argu-
ably, one of the first conceptual models that integrates LA, theory, and design to 
provide unobtrusive and data-informed evidence of collaboration, across diverse 
settings, providing collaboration related feedback at the individual and group level. 
Martinez-Maldonado et al. (2021) also provide several use-cases that operational-
ized the proposed model, showing the potential of LA and EDM for measuring SEL 
skills and competencies in the collaboration domain.

In addition to log or trace data, LA and EDM approaches draw heavily on the 
analysis of textual artefacts that are generated through collaborative learning tasks 
such as discussion forums or peer exchanges. Discourse analysis has been one of the 
most applied approaches to measure various aspects of collaboration as it allows for 
understanding concrete discursive actions and practices (Kovanović et al., 2017). 
Tarmazdi et al. (2015) operationalized Dickinson and McIntyre’s teamwork model 
to provide a dashboard that depicts the quality of teamwork across the seven dimen-
sions: leadership, orientation, monitoring, coordination, communication, feedback, 
and backup behavior. The approach proposed by Tarmazdi et al. (2015) builds on 
the combination of natural language processing, information retrieval, and 

3 Mapping the Landscape of Social and Emotional Learning Analytics



32

sentiment analysis methods to operationalize metrics of team collaboration. Dowell 
and colleagues introduced Group Communication Analysis, a computational lin-
guistic framework for automated text analysis of the sequential interactions of 
online team communication (Dowell et al., 2019). The framework introduced by 
Dowell et  al. (2019) allows for measuring social impact, participation, internal 
cohesion, sharing or negotiating ideas, among several other dimensions. The recent 
advances in artificial intelligence, such as GPT-3 (Brown et al., 2020) or Google’s 
BERT – Bidirectional Encoder Representations from Transformers (Devlin et al., 
2018) – warrant further investigation into the role discourse analysis can play in 
measuring and supporting SEL.

In this book, our contributors focus on studying online collaboration (Chap. 8) 
and empathy (Chap. 4), as perhaps the most challenging concepts to be replicated 
by machines (Bollmer, 2017). In Chap. 8, Cukurova and colleagues broaden the 
discussion on providing analytics-based assessment of SEL, proposing a framework 
for measuring collaboration as a process. In so doing, Cukurova and colleagues 
build on collaborative cognitive load theory and social network analysis to examine 
the relationship between the interactivity gains and coordination costs. Some of the 
metrics used to evaluate online collaboration, as revealed by Cukurova and col-
leagues (Chap. 8) include number of posts viewed by a learner or entire group, 
number of comments each learner made or the amount of time learners spent in 
participating in discussions. In addition to those shallow proxies of learners’ col-
laboration, educators also tend to opt for more complex insights, such as quality of 
learners’ posts from the subject domain, dialogic, or learning perspective (Chap. 8). 
In Chap. 4, on the other hand, Knezek, Christensen and Gibson further discuss a 
very complex relationship between technology and empathy, noting that “real-world 
empathy is six times more strongly related to feelings than virtual empathy”. 
Nevertheless, as Knezek and colleagues further posit, deploying learning analytics 
models for measuring empathy remains a stretch goal. Even with the long history of 
psychometric development regarding empathy, it is still questionable to what extent 
existing instruments measure what they claim to be measuring (Chap. 4). It then 
becomes even more challenging to develop machine learning models that would 
grasp the understanding of empathy in technology mediated environments.

3.2.2  Open-Mindedness

Open-mindedness is among the five domains of social and emotional skills within 
the OECD framework. Open-mindedness, or openness to experience, has been com-
monly labeled as one of the critical skills in generalizing learning across different 
contexts and learning tasks, in individual, group, and organizational learning (Dale 
et al., 2021; Lord, 2015). Although primarily measured within the Big Five inven-
tory, alternative measures exist such as: open-minded thinking scale (Stanovich & 
West, 2007) or the Intellectual Humility Scale (Alfano et al., 2017). As a subdomain 
of open-mindedness, curiosity has been linked to a wide variety of work and 
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learning related processes, such as learning performance, job satisfaction, socializa-
tion and forming an identity, psychological health, and decision making, among 
other dimensions (for a review see Wagstaff et al., 2021). The concept is generally 
defined as “the desire for knowledge and sensory experiences that sparks explor-
atory behavior, [and] represents one of the most fundamental and pervasive aspects 
of humanity” (Wagstaff et al., 2021, p. 363). It is noteworthy, that since 2000, more 
than 15 measures of curiosity have been developed and validated in contemporary 
literature (Wagstaff et al., 2021). The volume of measures developed in this short 
time span indicated both the importance of curiosity in SEL and the drive to over-
come the limitations of existing evaluation approaches. Finally, tolerance, another 
sub-domain of open-mindedness, also has been studied using self-reported mea-
sures, and is commonly seen as a context-dependent skill (Bobo & Licari, 1989; 
Hjerm et al., 2020; Sztejnberg & Jasiński, 2014). Nevertheless, to the best of our 
knowledge, in contemporary literature there are no attempts that utilize LA and 
EDM driven methods in operationalizing and measuring dimensions of open- 
mindedness or it’s subdomains of curiosity and tolerance. This remains a gap in LA 
and EDM research and is an area of investigation that could be promoted through 
various means of discourse analysis or social and network analysis (Chen & Poquet, 
2020; Kovanović et al., 2017; Poquet & de Laat, 2021).

In contrast to the other skills in the domain of open-mindedness, creativity 
received considerable attention in LA and EDM research and practice. The relation-
ship between creativity and learning analytics is twofold – first, the use of learning 
analytics to support creative processes (e.g., Britain et al., 2020; Saleeb, 2021); and 
second in the use of learning analytics to measure creativity (e.g., Gal et al., 2017). 
Britain et al. (2020), for instance, proposed a platform that integrates support for 
design ideation and a learning analytics dashboard. The use of data-driven methods 
in measuring creativity are a focus of this book. Gal et al. (2017) provide means for 
automated measurement of creativity, using log data collected from learners’ inter-
actions with various problems in the Kodetu game-based learning environment for 
teaching programming skills. For instance, learners would get additional points for 
each solution attempt, use while statements instead of if, or using both while and if 
statements. Gibson (2018) further proposed how to measure creativity within a 
framework for unobtrusive observation of team learning within the Curtin Challenge 
platform. Creativity is measured via log data indices that represent proxies for idea 
generation, design and refinement, openness, and exploration, working creatively, 
and creative production.

The topic of creativity and learning analytics is further discussed in Chap. 5 of 
this book. Specifically, Marrone and Cropley (Chap. 5) operationalize creativity and 
position it as a core competence that will delineate humans from machines in the 
age of Artificial Intelligence. Marrone and Cropley (Chap. 5) propose the Innovation 
Phase Model to measure creativity and suggest how LA applications can support 
various dimensions of the proposed model. Further LA applications to reflect cre-
ativity can be obtained via social network analysis in online settings. Such applica-
tions build on Ronald Burt’s seminal research (Burt, 2004) to identify idea generation 
and propagation (creativity) within and across groups (e.g., Lee & Tan, 2017).
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3.2.3  Engaging with Others

Engaging with others as a SEL domain has been studied in educational and learning 
analytics research from two aspects: (i) observed from the original notion of extra-
version or (ii) as a part of the collaboration domain (Sect. 3.2.1). On the other hand, 
the three subdomains – i.e., energy, assertiveness, and sociability – have been usu-
ally observed in somewhat different contextualization than defined within the 
OECD framework (Fig. 3.1). For instance, although the existing literature does not 
necessarily cover energy as a construct, learners’ motivation and self-efficacy that 
link to energy from the conceptual point of view, have been explored in the learning 
analytics domain. In that sense, Ahmad Uzir et al. (2020), de Barba et al. (2020), as 
well as Jovanovic et al. (2019), among others, rely on trace data to extract various 
time effort or regulatory indicators (e.g., entropy of weekly session counts). 
Assertiveness, on the other hand, have been primarily studied in the context of 
understanding factors that shape team effectiveness, using self-reported measures 
(e.g., Pearsall & Ellis, 2006). The cotemporary literature does not recognize LA or 
EDM driven approaches in studying assertiveness. Finally, the notion of sociability 
has been primarily contextualized in studying group and teamwork, predominantly 
utilizing social network analysis (SNA) techniques (e.g., Lancieri, 2017). Being a 
central methodology in learning analytics, SNA offers multiple opportunities for 
automated data collection and analysis (Dowell et  al., 2015; Joksimović et  al., 
2018a; Skrypnyk et al., 2015). This topic has been further discussed in Chap. 14 of 
this book, where Benson and Houtti propose several social interaction metrics (e.g., 
number of likes or number of views) to disentangle learners’ engagement with a 
case-based online learning platform.

In the domain of computer supported collaborative learning, engaging with oth-
ers is a dimension where various (learning analytics) algorithms have been devel-
oped to foster social matching and collaboration between learners. For instance, 
Adamson et al. (2014) introduced Bazaar – a platform for multi-dimensional multi-
party dialog, where an artificial agent matches learners based on their topic of inter-
est. This idea of fostering social interactions has been further discussed in Chap. 13, 
where Wang, Camacho and Goel explore the design of AI-based social matching 
systems to enhance social interactions between online learners. The proposed social 
matching platform utilizes natural language processing to extract various informa-
tion about learners – such as hobbies, city, or country of birth – to build profiles of 
online learners. Profiles of learners are further matched based on learners’ prefer-
ences (e.g., geographically or based on their age). Nevertheless, in the evaluation of 
the proposed solution, considerable concerns have been raised by learners about the 
transparency of the proposed solution as well as about losing agency in building 
social connections. Finally, in Chap. 15, Li and Krasny present a study that explores 
how a MOOC can foster participants taking climate actions and helping spread 
those actions through their social networks.
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3.2.4  Compound Skills

Compound skills have been extensively researched in education and learning ana-
lytics. The concept includes 3 sub-domains namely: critical thinking, self-efficacy, 
and metacognition. This grouping of characteristics very much aligns with theories 
of self-regulated learning – one of the most cited theories in LA research. Critical 
thinking has been valued as a crucial factor that characterizes students who are 
prepared for increasingly complex life and work environments (Paul & Elder, 1990). 
The assessment of critical thinking in learning analytics is primarily driven by the 
work in the Community of Inquiry (CoI) and cognitive presence as one of the CoI 
domains (cite, cite). For instance, Kovanovic and colleagues (2016) rely on linguis-
tic properties extracted from learners’ discussion forum posts, providing an over-
view of the classification features most indicative of the different phases of cognitive 
presence. A similar approach has been applied by Neto and colleagues (2018) to 
develop a classification method for automated analysis of cognitive presence in dis-
cussion messages written in Portuguese or earlier by Paul Corrich (2011). 
Metacognition (i.e., thinking about thinking) is regarded as a critical skill in stu-
dents’ learning, problem solving, reasoning, development, school transitions, and 
achievement of longer-term life outcomes in general (Veenman et al., 2006). As one 
of the most promising approaches, trace-based self-reports, as proposed by Zhou 
and Winne (2012) – meaning, each self-report was embedded into a task – can be 
used to provide analytics-driven insights into metacognitive skills. Additionally, 
recent literature in LA and EDM proposed a variety of analytics methods that rely 
on sequence or process mining have been proposed for identifying learning tactics 
and strategies (Matcha et al., 2019; Van Laer & Elen, 2018), as well as reflective 
writing and related automated text analysis methods for understanding learners’ 
metacognition (Gibson et al., 2016). Finally, Jovanovic et al. (2019) utilized stu-
dents’ traced self-reports on cognitive load and self-efficacy to investigate how a 
predictive model for self-reports can be made based on log data.

Compound skills have been addressed in several chapters in this book. 
Specifically, Gabriel and colleagues (Chap. 6) discusses novel, learning analytics 
driven methods for measuring motivational and affective processes related to self- 
regulated learning, across various learning environments. In so doing, Gabriel and 
colleagues recognize a shift in how LA and EDM researchers define and measure 
motivation and affect utilizing multimodal data. In Chap. 7, Rakovic and Winne 
provide a summary of research accessing and synthesizing content across multiple 
sources, writing processes and self-regulated learning. As a result, Rakovic and 
Winne propose a two-dimensional typology of cognitive and metacognitive pro-
cesses in self-regulated writing using multiple sources spanning two problem spaces 
in writing tasks, rhetorical and content. In Chap. 10, Hillaire and colleagues further 
introduce an automated method for measuring reading comprehension skills. The 
proposed solution is primarily based on measuring valence interpretation from 
learners’ self-reports and discussion comments. Finally, San Pedro and colleagues 
(Chap. 11) leverage recent methodological advances in measurement, LA and EDM 
to develop automated detectors of learners’ academic emotions, and engagement, 
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using data collected by a middle school mathematics software. Such detectors are 
further used to predict which students will go to selective colleges several years later.

3.2.5  Task Performance

As defined in the OECD framework (Fig. 3.1), conscientiousness or task perfor-
mance includes a range of skills “that determine the propensity to be self-controlled, 
responsible towards others, hardworking, persistent, orderly, virtuous and rule abid-
ing” (OECD, 2017, p. 17). The construct itself is rather intriguing. As Gamez (2014) 
explains, in its original definition, consciousness “can only be measured through 
first person reports” (ibid., p.1). However, in the domain of LA and EDM research, 
task performance has been commonly linked to academic performance and various 
forms of summative and formative assessment. For instance, Xing et al. (2021) uti-
lized Bayesian Network model to analyze log data of learners’ interactions with an 
engineering challenge. Additionally, Janssen et al. (2016) measure the task perfor-
mance in a Minecraft based environment that captures parameters such as time, 
number of errors, or number of used rails. More recently, a considerable body of 
research emerged that utilizes multimodal learning analytics to measure task perfor-
mance. In that sense Bitner and Le (2021) rely on EEG-devices to differentiate 
attention values between incorrect and correct solutions in a problem solving task, 
Abrahamson et  al. (2015) used eye-tracking devices, whereas Larmuseau et  al. 
(2020) relied on a variety of metrics (e.g., heart rate variability, skin temperature, or 
galvanic skin response) to explore the association between cognitive load and task 
performance.

The concept of persistence, as defined in the OECD framework (Fig. 3.1) primar-
ily draws on several interrelated concepts: (i) concept of mastery oriented behav-
iors, and (ii) self-constructs such as self-efficacy beliefs, self-concept or confidence 
(Stankov et al., 2014). However, of particular importance for understanding learn-
ers’ persistence in their beliefs that they can succeed is the theory of situational and 
individual interest (Renninger & Hidi, 2019). Persistence, commonly defined as a 
continuous engagement with a difficult task, is one of the four mastery behaviors 
being critical for success in school and life in general. Persistence has been usually 
captured using self-reported instruments (Christensen & Knezek, 2014). For exam-
ple, Computer Attitude Questionnaire is a Likert-scale self-report instrument that 
consists of two subscales – Motivation/Persistence and Study Habits (Christensen & 
Knezek, 2002). The instrument has been validated across various formal and infor-
mal settings for almost 30 years. However, this subdomain can be captured using a 
combination of self-reported (i.e., learners’ self-efficacy beliefs) and trace data. 
Additionally, the indicator closely relates to learners’ capacity to adapt or attempt a 
new strategy after receiving information that the current strategy is not successful. 
Specifically, providing feedback during the task performance, learners may enhance 
their effort, persistence, and self-efficacy through prompting of meta-motivational 
(Miele & Scholer, 2018) and emotion regulation strategies (Gross, 2015).
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3.2.6  Emotional Regulation

Affect and motivation play a crucial role in learners’ ability to monitor and regulate 
their learning, particularly when studying and engaging with STEM content 
(Azevedo et  al., 2017; Efklides et  al., 2018). Although the initial approaches to 
measuring learners’ motivation and affect were predominantly centered around the 
utilization of self-reported instruments, recent advances in LA and EDM showed 
comparable results employing trace data (D’Mello et al., 2017; Porter et al., 2020). 
In one of the recent studies, Bosch and D’Mello (2017), for example made consider-
able advances in mapping affective states, such as anger, anxiety, boredom, confu-
sion, curiosity, disgust, fear, frustration, flow/engagement, happiness, sadness, and 
surprise to the traces of learner interactions in online settings. Triangulating data 
from learners’ face recordings, self-reports, and trace data, (Bosch & D’Mello, 
2017) detected certain behaviours (e.g., reading, coding) that trigger specific affec-
tive states (e.g., boredom, engagement, curiosity, frustration). Despite still being its 
infancy, such research provides a sound basis for more salient operationalisation 
and measurement of complex constructs, such as motivation and affect (Lajoie 
et al., 2019).

Although stress resistance, optimism, and emotional control are somewhat spe-
cific constructs and are not being addressed as such (Fig. 3.1), their various mani-
festations in learning have been extensively studied in educational research, learning 
analytics, and educational data mining. Specifically, negative emotions, such as 
frustration, have been linked to less use of self-regulatory learning strategies and 
lower levels of engagement with learning tasks (Efklides et al., 2018). For example, 
utilizing sequence mining (Kinnebrew et al., 2013) and coherence analysis (Segedy 
et al., 2015), the nature of learners’ interactions with the task (e.g., the strategies 
applied) before and after the feedback can be explored to provide automated means 
for the assessment of emotional control. Additionally, Epistemic Network Analysis 
(Shaffer, 2018), can be used to quantify differences in the nature of learners’ inter-
actions with the task before and after receiving negative feedback. The stress resis-
tance subdomain has been primarily linked to the notion of managing anxiety and 
performing well in high-pressure situations (OECD, 2017). Numerous studies 
showed a detrimental effect of anxiety on learning and performance (e.g., Gabriel 
et al., 2020). However, it has been only recently that considerable advances have 
been made in measuring anxiety and stress resistance utilising various learning ana-
lytics methods and approaches. One of the most comprehensive approaches repre-
sents a work by Smets et  al. (2018) who developed an approach for ambulatory 
stress detection, relying on physiological and contextual measurements, collected 
through wearable devices and smartphones. Specifically, using two wearable 
devices, Smets et al. (2018) captured three physiological signals unobtrusively – the 
electrocardiogram, skin conductance, and skin temperature, namely – and revealed 
"significant differences between physiological features for ECG, SC, and ST 
between different stress levels" (ibid., p.67). Ramakrishnan et  al. (2019), on the 
other hand, showed that the combination of several physiological factors – namely, 
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EEG, heart rate variability, heart rate, and galvanic skin response – show promising 
results in differentiating stressful from non-stressful states.

Despite the complexity of measuring various concepts, significant advances have 
been made over the last several years in capturing proxies of emotional control, 
trust, critical thinking, or creativity, among other dimensions. WIth more data being 
available, various methods gained more prominence in measuring SEL. Some of the 
most utilized approaches include sequence and process mining (Jovanovic et al., 
2019; Matcha et al., 2019), Bayesian network models (Xing et al., 2021), combina-
tion of self-reflective prompts and trace data (Jovanović et al., 2019; Zhou & Winne, 
2012), as well as various methods of natural language processing and discourse 
analysis in general (Dowell et al., 2019; Gibson et al., 2016). Multimodal learning 
analytics further brought a plethora of opportunities, including unprecedented 
sources of data that allow for capturing various psycho-physiological measures as 
proxies for SEL. Further adoption of the proposed methods, however, to great extent 
will depend on the ability to develop reliable and valid assessment of SEL dimen-
sions, such as those proposed in the OECD framework (Fig. 3.1).

3.3  Bridging Psychometrics and Learning Analytics

While the pedagogical shift from academic knowledge to competence in curricula 
is gaining widespread attention (Milligan, 2020), valid and replicable assessment of 
these competencies (and SEL skills more broadly) has been of increasing concern. 
This is primarily due to the complex nature of these constructs, making it hard to 
quantify and measure them (Joksimović et al., 2020). As such, educators and poli-
cymakers argue the need for requisite changes in the methods of assessments from 
those used to measure the learning within the cognitive domain. This, along with the 
confluence of digitalisation and advancement in contemporary education research 
have paved the way for interdisciplinary approaches to assess the acquisition of 
social and emotional skills. One such promising area of blended methodology 
research includes the intersection of established psychometric theories and 
approaches and learning analytics methodologies (e.g., Milligan & Griffin, 2016).

Assessments from the psychometrics perspective is a process of evaluating stu-
dents’ knowledge and learning based on their performance in various assessment 
situations. The field of psychometrics follows a top-down approach, starting from 
theory to identifying and collecting behavioural evidence and observable indicators 
eliciting various skills and other learner attributes (Drachsler & Goldhammer, 2020). 
With respect to learning analytics, the field is concerned with understanding and 
optimising learning and providing personalized learning experiences (Joksimović 
et  al., 2019). Following a bottom-up methodology, LA researchers collect fine-
grained student learning data to analyse learner behaviour and draw inferences about 
the learning process (Drachsler & Goldhammer, 2020). Overall, although LA and 
psychometrics are different in their theoretical and methodological assumptions, 
they fundamentally share a similar goal of positively impacting learning 
(Mislevy, 2019).
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Drawing on the advantages from psychometrics and LA, researchers have 
adopted more blended methodologies for measuring and sensemaking of various 
SEL skills which were otherwise beyond our grasp. Milligan & Griffin (2016) used 
a similar methodology to quantify a 21st century competency  – crowd-sourced 
learning capability – associated with effective MOOC based learning. In their study, 
the authors demonstrate how blended methodologies can be used to operationalise 
an assessment rubric and categorise learners into different groups based on these 
rubric measures. In another study, Hu et al. (2017) used a three step methodology 
marrying psychometrics and state of the art learning analytics techniques to investi-
gate online problem-solving capabilities of learners in primary school. Similarly, 
He and colleagues (2017) adopted a psychometric approach of topic modelling to 
examine students’ online forum postings. Therefore, these studies have consoli-
dated the narrative raised by several researchers of developing blended methodolo-
gies as the future for assessment of SEL skills.

This amalgamation of methods has the potential to provide fine-grain data to 
evidence complex skills and support assessment. A goal that would not be achieved 
by using only one of the aforementioned approaches. This is well demonstrated in 
the work of Barthakur and colleagues (Barthakur et al., 2022) (forthcoming). The 
authors utilise a blended methodology, combining state-of-the-art learning analytics 
techniques with psychometrics, to measure complex skills development within a 
workplace learning MOOC.  The authors illustrate a systematic and scalable 
approach to assess leadership skills based on learners’ self-reflective writings. 
Rather than evaluating learners based on their final course grade, this study provides 
empirical evidence of measuring leadership skills that have previously been beyond 
our grasp. This blend of psychometrics and learning analytics, besides utilising vari-
ous data sources (e.g., trace-data, assessments, and survey data as well as from 
aggregated information), is specifically suited for near real-time assessment for 
learning processes and formative feedback purposes. Such an approach would be 
fundamentally different from standardized assessments, such as PISA, that focus 
primarily on providing assessment of learning, without the intention to optimize 
learning or the environments in which learning occurs – a holy grail of learning 
analytics.

3.4  The Role of Design

Learning analytics has a tremendous, yet underutilized, potential to help address 
challenges associated with measuring SEL skills and competencies (Gašević et al., 
2016; Knight et al., 2013; Mangaroska & Giannakos, 2019). Being utilized either as 
an assessment of learning or as providing the means for assessment for learning. 
Learning analytics provides tools and methods for assessing complex skills and 
competencies in a timely and formative manner (Gašević et al., 2014; Knight et al., 
2013; Pardo & Siemens, 2014). However, it is questionable whether the evidence 
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for skills and competencies we aim to measure is present in the data we collect 
(Joksimović et al., 2019).

Despite technological advances and recent proliferation of various learning man-
agement systems, two approaches stand out when it comes to the assessment of 
complex skills. First, PISA standardized assessment provides frameworks for mea-
suring collaborative problem solving (2015), creativity (2021/2022) and learning in 
the digital age (2024/2025). Another line of research in complex skills assessment 
is structured around intelligent tutoring systems (Anderson et  al., 1985). Both 
approaches are characterized by the closed and context-specific nature of the tech-
nology used, that allows for very specific and structured interactions to occur. More 
importantly, both streams include a set of tasks specifically designed so learners 
could elicit specific skills and competencies. Similar approaches have been adopted 
in several chapters in this book. Specifically, in Chap. 10, Hillaire and colleagues 
relied on Udio – an online reading environment – to capture various measures of 
reading comprehension. In Chap. 12 Prieto and colleagues introduce LAPills plat-
form, whereas in Chap. 13, Wang and colleagues presented an AI-based social 
matching system.

Joksimovic and colleagues (2018b) provided a comprehensive overview of the 
approaches to measuring learning at scale. Although contextualized in MOOC set-
tings, conclusions derived from the work presented by Joksimovic and colleagues 
(2018b), to a great extent, hold in more traditional fully online or blended learning 
settings. In their work, Joksimovic and colleagues (2018b) provided a conceptual-
ization and operationalisation of engagement in online learning, consisting of cog-
nitive, behavioral, academic, and affective engagement. The study further showed 
that contemporary literature primarily provides instrumentation for measuring 
behavioral and academic engagement, with some crude proxies for measuring cog-
nitive engagement. Very little has been done in the context of affective engagement. 
The reason for this is rather straightforward, as Joksimovic and colleagues (2018b) 
further posit – existing online courses are not designed for learners to elicit behav-
iors that would allow for capturing various aspects of affective or even cognitive 
engagement. Moreover, the evidence for behavioral and academic engagement is 
not necessarily driven by learning activities designed for, but rather by the underly-
ing platform used to deliver learning experience.

For instance, measuring curiosity does not seem feasible using standard log data 
collected by contemporary learning management systems that are being a primary 
data source for most learning analytics applications to date. However, building on 
the work by Zhou and Winne (2012) or Jovanovic et al. (2019), among others, and 
providing means for gauging curiosity with specific activities incorporated in the 
course and assessment design, could yield valid indicators for measuring curiosity. 
Likewise, tasks that allow students to elicit persistence differ from effort or 
challenge- seeking ones, in a sense that persistence tasks require continuous interac-
tion with complex, difficult problems (Porter et al., 2020). Persistence is also one of 
the defining aspects of successful problem solving (van Horik & Madden, 2016; van 
Horik & Madden, 2016). However, while the anticipation of interest commonly 
leads to engagement, persistence depends on “the quality of the interest experience” 
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(Renninger & Hidi, 2019, p. 168). In such settings, a combination of students’ self-
efficacy belief, confidence, and judgments of learning, along with trace data will be 
used to provide the evidence for their ability to persist in completing learning 
activities.

The notion of design for learning (Goodyear & Carvalho, 2014; Jones, 2015), 
therefore, becomes instrumental in the fulfilment of the full potential of learning 
analytics. Drawing on the research in learning networks where the paradigm of 
design for learning has been commonly applied, design for learning assumes that 
the focus of the analysis of learning networks is always activity-centered (Goodyear 
& Carvalho, 2014). However, “activity cannot be designed: it is emergent” 
(Goodyear & Carvalho, 2014, p. 18). In operationalizing focal dimensions neces-
sary for understanding learning and providing means for assessment for learning, 
the concept of engagement, as an overarching construct in the field of education that 
brings together "many separate lines of research under one conceptual model" 
(Appleton et al., 2006, p. 427), should be revisited. Engagement, in this context, is 
also emergent and cannot be designed. We can design environments and activities to 
foster learners’ engagement. As such, the concept of learner engagement comple-
ments Goodyear and Carvalho (2014) notion of activity, which is being recognized 
as a main focus in design for learning in networks. Thus, engagement here is also 
viewed as emergent (i.e., cannot be designed), encapsulating measurable evidence 
of learners’ activities in diverse learning environments.

3.5  Conclusion

As Martin et al. (2016) stated, “even with increasing attention to the importance of 
21st century skills, there is still relatively little known about how to measure these 
sorts of competencies effectively” (ibid., p. 37). A half a decade later, this statement 
still holds. This is by no means due to a lack of research in this domain. A simple 
search on Scopus for “21st century skills”, “social and emotional learning” or “non- 
cognitive skills” shows rapid growth in the number of articles on the topic in the 
same period. The lack of evidence about “how to measure these sorts of competen-
cies effectively” (Martin et al., 2016, p. 37) stems from the fact that there is a little 
consensus among researchers and practitioners on what to call this cluster of con-
cepts that represents “21st century skills”, “social and emotional learning” or “non- 
cognitive skills” (Matteson et al., 2016). In Joksimovic and colleagues (2020) we 
argued that none of the terms being used is complete enough, as well as that a 
“range of terms will be needed, with limited chance of a unifying term in the near 
future” (Joksimović et al., 2020, p. 1). This is further supported by the “Explore 
SEL” list,1 which provides 40 related frameworks used to measure SEL.

1 http://exploresel.gse.harvard.edu/
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While challenges exist in defining SEL, more reliable approaches can be achieved 
through careful integration of the methods from psychometrics into LA through 
advanced assessment approaches (see Sect. 3.3). Real-time feedback on SEL devel-
opment requires insights into learners’ proficiency in different skills and competen-
cies. The majority of the existing conceptual frameworks outlining SEL components 
do not envision the link between analytics and psychometrics. With forecast demand 
accelerating for SEL skills in the future of work, it’s increasingly important for LA 
researchers to create constructs of SEL through integrating psychometric models 
and practices. This approach, while still not fully defining SEL, will serve to advance 
the research domain sufficiently to begin interacting with the actual outputs of 
assessments. These assessments, in turn, serve to inform, reframe, and revise SEL 
models to ensure greater accuracy over time.

References

Abrahamson, D., Shayan, S., Bakker, A., & Van Der Schaaf, M. (2015). Eye-tracking Piaget: 
Capturing the emergence of attentional anchors in the coordination of proportional motor 
action. Human Development, 58(4–5), 218–244.

Adamson, D., Dyke, G., Jang, H., & Rosé, C. P. (2014). Towards an agile approach to adapting 
dynamic collaboration support to student needs. International Journal of Artificial Intelligence 
in Education, 24(1), 92–124. https://doi.org/10.1007/s40593- 013- 0012- 6

Ahmad Uzir, N., Gašević, D., Matcha, W., Jovanović, J., & Pardo, A. (2020). Analytics of time 
management strategies in a flipped classroom. Journal of Computer Assisted Learning, 36(1), 
70–88. https://doi.org/10.1111/jcal.12392

Alfano, M., Iurino, K., Stey, P., Robinson, B., Christen, M., Yu, F., & Lapsley, D. (2017). 
Development and validation of a multi-dimensional measure of intellectual humility. PLOS 
ONE, 12(8), 1–28. https://doi.org/10.1371/journal.pone.0182950

Anderson, J.  R., Boyle, C.  F., & Reiser, B.  J. (1985). Intelligent tutoring systems. Science, 
228(4698), 456–462. https://doi.org/10.1126/science.228.4698.456

Appleton, J. J., Christenson, S. L., Kim, D., & Reschly, A. L. (2006). Measuring cognitive and 
psychological engagement: Validation of the student engagement instrument. Journal of School 
Psychology, 44(5), 427–445. https://doi.org/10.1016/j.jsp.2006.04.002

Ashton, M. C. (2013). Chapter 2—Personality traits and the inventories that measure them. In 
M. C. Ashton (Ed.), Individual differences and personality (2nd ed., pp. 27–55). Academic. 
https://doi.org/10.1016/B978- 0- 12- 416009- 5.00002- 5

Azevedo, R., Mudrick, N., Taub, M., & Wortha, F. (2017). Coupling between metacognition and 
emotions during STEM learning with advanced learning technologies: A critical analysis, 
implications for future research, and design of learning systems. Teachers College Record, 
119(13), n13.

Barthakur, A., Kovanovic, V., Joksimovic, S., Zhang, Z., Richey, M., & Pardo, A. (2022). Measuring 
leadership development in workplace learning using an automated system. British Journal of 
Educational Technology.

Bergner, Y. (2017). Measurement and its uses in learning analytics. In C.  Lang, G.  Siemens, 
A. F. Wise, & D. Gaševic (Eds.), The handbook of learning analytics (1st ed., pp. 34–48). Society 
for Learning Analytics Research (SoLAR). http://solaresearch.org/hla- 17/hla17- chapter1

Bitner, R.  A., & Le, N.-T. (2021). Can EEG-devices differentiate attention values between 
incorrect and correct solutions for problem-solving tasks? Journal of Information and 
Telecommunication, 0(0), 1–20. https://doi.org/10.1080/24751839.2021.1950319

S. Joksimović et al.

https://doi.org/10.1007/s40593-013-0012-6
https://doi.org/10.1111/jcal.12392
https://doi.org/10.1371/journal.pone.0182950
https://doi.org/10.1126/science.228.4698.456
https://doi.org/10.1016/j.jsp.2006.04.002
https://doi.org/10.1016/B978-0-12-416009-5.00002-5
http://solaresearch.org/hla-17/hla17-chapter1
https://doi.org/10.1080/24751839.2021.1950319


43

Bobo, L., & Licari, F. C. (1989). Education and political tolerance: Testing the effects of cognitive 
sophistication and target group affect. Public Opinion Quarterly, 53(3), 285–308. https://doi.
org/10.1086/269154

Bollmer, G. (2017). Empathy machines. Media International Australia, 165(1), 63–76.
Bosch, N., & D’Mello, S. (2017). The affective experience of novice computer programmers. 

International Journal of Artificial Intelligence in Education, 27(1), 181–206.
Britain, G., Jain, A., Lupfer, N., Kerne, A., Perrine, A., Seo, J., & Sungkajun, A. (2020). Design 

is (A)Live: An environment integrating ideation and assessment. In Extended Abstracts 
of the 2020 CHI conference on human factors in computing systems, pp.  1–8. https://doi.
org/10.1145/3334480.3382947

Brown, T. B., Mann, B., Ryder, N., Subbiah, M., Kaplan, J., Dhariwal, P., Neelakantan, A., Shyam, 
P., Sastry, G., Askell, A., et al. (2020). Language models are few-shot learners. ArXiv Preprint 
ArXiv:2005.14165.

Brutus, S., Aguinis, H., & Wassmer, U. (2013). Self-reported limitations and future directions 
in scholarly reports: Analysis and recommendations. Journal of Management, 39(1), 48–75. 
https://doi.org/10.1177/0149206312455245

Buckingham Shum, S., & Deakin Crick, R. (2016). Learning analytics for 21st century competen-
cies. Journal of Learning Analytics, 3(2), 6–21. https://doi.org/10.18608/jla.2016.32.2

Burt, R.  S. (2004). Structural holes and good ideas. American Journal of Sociology, 110(2), 
349–399. 10.1.1.388.2251.

Chen, B., & Poquet, O. (2020). Socio-temporal dynamics in peer interaction events. In Proceedings 
of the tenth international conference on learning analytics & knowledge, pp. 203–208. https://
doi.org/10.1145/3375462.3375535

Chikersal, P., Tomprou, M., Kim, Y. J., Woolley, A. W., & Dabbish, L. (2017). Deep structures 
of collaboration: Physiological correlates of collective intelligence and group satisfaction. In 
Proceedings of the 2017 ACM conference on computer supported cooperative work and social 
computing, pp. 873–888. https://doi.org/10.1145/2998181.2998250

Christensen, R., & Knezek, G. (2002). Advancing teachers through stages of adoption of technol-
ogy in the classroom. In D. A. Willis, J. Price, & N. Davis (Eds.), Proceedings of society for 
information technology & teacher education international conference 2002 (pp. 1983–1987). 
Association for the Advancement of Computing in Education (AACE). https://www.learn-
techlib.org/p/17561

Christensen, R., & Knezek, G. (2014). Comparative measures of grit, tenacity and perseverance. 
International Journal of Learning, Teaching and Educational Research, 8(1).

D’Mello, S., Dieterle, E., & Duckworth, A. (2017). Advanced, Analytic, Automated (AAA) mea-
surement of engagement during learning. Educational Psychologist, 52(2), 104–123. https://
doi.org/10.1080/00461520.2017.1281747

Dale, G., Cochrane, A., & Green, C. S. (2021). Individual difference predictors of learning and gen-
eralization in perceptual learning. Attention, Perception, & Psychophysics, 83(5), 2241–2255. 
https://doi.org/10.3758/s13414- 021- 02268- 3

Dawson, S., & Siemens, G. (2014). Analytics to literacies: The development of a learning analyt-
ics framework for multiliteracies assessment. International Review of Research in Open and 
Distance Learning, 15(4), 284–305.

Dawson, S., Joksimović, S., Poquet, O., & Siemens, G. (2019, March 4). Increasing the impact of 
learning analytics. In Proceedings of the international conference on learning analytics and 
knowledge. https://doi.org/10.1145/3303772.3303784

de Barba, P. G., Malekian, D., Oliveira, E. A., Bailey, J., Ryan, T., & Kennedy, G. (2020). The 
importance and meaning of session behaviour in a MOOC. Computers & Education, 146, 
103772. https://doi.org/10.1016/j.compedu.2019.103772

de Laat, M., Joksimovic, S., & Ifenthaler, D. (2020). Artificial intelligence, real-time feedback 
and workplace learning analytics to support in situ complex problem-solving: A commen-
tary. The International Journal of Information and Learning Technology, in-print. https://doi.
org/10.1108/IJILT- 03- 2020- 0026

3 Mapping the Landscape of Social and Emotional Learning Analytics

https://doi.org/10.1086/269154
https://doi.org/10.1086/269154
https://doi.org/10.1145/3334480.3382947
https://doi.org/10.1145/3334480.3382947
https://doi.org/10.1177/0149206312455245
https://doi.org/10.18608/jla.2016.32.2
https://doi.org/10.1145/3375462.3375535
https://doi.org/10.1145/3375462.3375535
https://doi.org/10.1145/2998181.2998250
https://www.learntechlib.org/p/17561
https://www.learntechlib.org/p/17561
https://doi.org/10.1080/00461520.2017.1281747
https://doi.org/10.1080/00461520.2017.1281747
https://doi.org/10.3758/s13414-021-02268-3
https://doi.org/10.1145/3303772.3303784
https://doi.org/10.1016/j.compedu.2019.103772
https://doi.org/10.1108/IJILT-03-2020-0026
https://doi.org/10.1108/IJILT-03-2020-0026


44

De Raad, B. (2000). The big five personality factors: The psycholexical approach to personality 
(pp. vii, 128). Hogrefe & Huber Publishers.

Devlin, J., Chang, M.-W., Lee, K., & Toutanova, K. (2018). Bert: Pre-training of deep bidirectional 
transformers for language understanding. ArXiv Preprint ArXiv:1810.04805.

Dillenbourg, P., Baker, M., Blaye, A., & O’Malley, C. (1996). The evolution of research on collab-
orative learning. In Learning in humans and machine: Towards an interdisciplinary learning 
science (pp. 189–211).

Dowell, N., Skrypnyk, O., Joksimović, S., Graesser, A. C., Dawson, S., Gašević, D., de Vries, P., 
Hennis, T., & Kovanović, V. (2015, June 26). Modeling learners’ social centrality and perfor-
mance through language and discourse. In Proceedings of the 8th international conference on 
educational data mining.

Dowell, N. M., Nixon, T. M., & Graesser, A. C. (2019). Group communication analysis: A com-
putational linguistics approach for detecting sociocognitive roles in multiparty interactions. 
Behavior Research Methods, 51(3), 1007–1041.

Drachsler, H., & Goldhammer, F. (2020). Learning analytics and eAssessment—Towards com-
putational psychometrics by combining psychometrics with learning analytics. In D. Burgos 
(Ed.), Radical solutions and learning analytics: Personalised learning and teaching through 
big data (pp. 67–80). Springer. https://doi.org/10.1007/978- 981- 15- 4526- 9_5

Efklides, A., Schwartz, B. L., & Brown, V. (2018). Motivation and affect in self-regulated learn-
ing: Does metacognition play a role?

Gabriel, F., Buckley, S., & Barthakur, A. (2020). The impact of mathematics anxiety on self- 
regulated learning and mathematical literacy. Australian Journal of Education, 64(3), 227–242. 
https://doi.org/10.1177/0004944120947881

Gal, L., Hershkovitz, A., Morán, A. E., Guenaga, M., & Garaizar, P. (2017). Suggesting a log- 
based creativity measurement for online programming learning environment. In Proceedings 
of the fourth (2017) ACM conference on learning @ scale, pp.  273–277. https://doi.
org/10.1145/3051457.3054003

Gamez, D. (2014). The measurement of consciousness: A framework for the scientific study of 
consciousness. Frontiers in Psychology, 5, 714. https://doi.org/10.3389/fpsyg.2014.00714

Gašević, D., Dawson, S., & Siemens, G. (2014). Let’s not forget: Learning analytics are about 
learning. TechTrends, 59(1), 64–71. https://doi.org/10.1007/s11528- 014- 0822- x

Gašević, D., Dawson, S., Rogers, T., & Gašević, D. (2016). Learning analytics should not promote 
one size fits all: The effects of instructional conditions in predicting academic success. The 
Internet and Higher Education, 28, 68–84. https://doi.org/10.1016/j.iheduc.2015.10.002

Gašević, D., Kovanović, V., & Joksimović, S. (2017). Piecing the learning analytics puzzle: A 
consolidated model of a field of research and practice. Learning: Research and Practice, 3(1), 
63–78. https://doi.org/10.1080/23735082.2017.1286142

Gerdes, K.  E., Segal, E.  A., & Lietz, C.  A. (2010). Conceptualising and measuring empathy. 
British Journal of Social Work, 40(7), 2326–2343.

Gibson, D.  C. (2018). Unobtrusive observation of team learning attributes in digital learning. 
Frontiers in Psychology, 9, 834. https://doi.org/10.3389/fpsyg.2018.00834

Gibson, A., Kitto, K., & Bruza, P. (2016). Towards the discovery of learner metacognition from 
reflective writing. Journal of Learning Analytics, 3(2), 22–36. https://doi.org/10.18608/
jla.2016.32.3

Goldberg, L. R. (1992). The development of markers for the Big-Five factor structure. Psychological 
Assessment, 4(1), 26.

Goodyear, P., & Carvalho, L. (2014). Introduction: Networked learning and learning networks. In 
L. Carvalho & P. Goodyear (Eds.), The architecture of productive learning networks (pp. 3–22). 
Routledge.

Griffin, P., & Care, E. (2015). Assessment and teaching of 21st century skills. Methods and 
approach. Springer.

Gross, J. J. (2015). Emotion regulation: Current status and future prospects. Psychological Inquiry, 
26(1), 1–26.

S. Joksimović et al.

https://doi.org/10.1007/978-981-15-4526-9_5
https://doi.org/10.1177/0004944120947881
https://doi.org/10.1145/3051457.3054003
https://doi.org/10.1145/3051457.3054003
https://doi.org/10.3389/fpsyg.2014.00714
https://doi.org/10.1007/s11528-014-0822-x
https://doi.org/10.1016/j.iheduc.2015.10.002
https://doi.org/10.1080/23735082.2017.1286142
https://doi.org/10.3389/fpsyg.2018.00834
https://doi.org/10.18608/jla.2016.32.3
https://doi.org/10.18608/jla.2016.32.3


45

Hannay, J. E., Arisholm, E., Engvik, H., & Sjoberg, D.  I. K. (2010). Effects of personality on 
pair programming. IEEE Transactions on Software Engineering, 36(1), 61–80. https://doi.
org/10.1109/TSE.2009.41

Hernández-García, Á., Acquila-Natale, E., Chaparro-Peláez, J., & Conde, M. Á. (2018). Predicting 
teamwork group assessment using log data-based learning analytics. Computers in Human 
Behavior, 89, 373–384. https://doi.org/10.1016/j.chb.2018.07.016

Hjerm, M., Eger, M. A., Bohman, A., & Fors Connolly, F. (2020). A new approach to the study of 
tolerance: Conceptualizing and measuring acceptance, respect, and appreciation of difference. 
Social Indicators Research, 147(3), 897–919. https://doi.org/10.1007/s11205- 019- 02176- y

Hu, Y., Wu, B., & Gu, X. (2017). Learning analysis of K-12 students’ online problem solving: A 
three-stage assessment approach. Interactive Learning Environments, 25(2), 262–279.

Janssen, D., Tummel, C., Richert, A., & Isenhardt, I. (2016). Towards measuring user experi-
ence, activation and task performance in immersive virtual learning environments for stu-
dents. ILRN.

Joksimović, S., Dowell, N., Poquet, O., Kovanović, V., Gašević, D., Dawson, S., & Graesser, 
A.  C. (2018a). Exploring development of social capital in a CMOOC through language 
and discourse. The Internet and Higher Education, 36, 54–64. https://doi.org/10.1016/j.
iheduc.2017.09.004

Joksimović, S., Poquet, O., Kovanović, V., Dowell, N., Mills, C., Gašević, D., Dawson, S., 
Graesser, A.  C., & Brooks, C. (2018b). How do we model learning at scale? A systematic 
review of research on MOOCs. Review of Educational Research, 88(1), 43–86. https://doi.
org/10.3102/0034654317740335

Joksimović, S., Kovanović, V., & Dawson, S. (2019). The journey of learning analytics. HERDSA 
Review of Higher Education, 6, 27–63.

Joksimović, S., Siemens, G., Wang, Y. E., San Pedro, M. O. Z., & Way, J. (2020). Beyond cognitive 
ability. Journal of Learning Analytics, 7(1), 1–4.

Jones, C. (2015). Networked learning: An educational paradigm for the age of digital networks. 
Springer. https://books.google.co.uk/books?id=NKyRngEACAAJ

Jovanović, J., Gašević, D., Pardo, A., Dawson, S., & Whitelock-Wainwright, A. (2019). Introducing 
meaning to clicks: Towards traced-measures of self-efficacy and cognitive load. In Proceedings 
of the 9th international conference on learning analytics & knowledge, pp. 511–520. https://
doi.org/10.1145/3303772.3303782

Jovanovic, J., Mirriahi, N., Gašević, D., Dawson, S., & Pardo, A. (2019). Predictive power of 
regularity of pre-class activities in a flipped classroom. Computers & Education, 134, 156–168. 
https://doi.org/10.1016/j.compedu.2019.02.011

Kinnebrew, J., Mack, D., & Biswas, G. (2013). Mining temporally-interesting learning behavior 
patterns. Educational Data Mining 2013.

Knight, S., Buckingham Shum, S., & Littleton, K. (2013). Epistemology, pedagogy, assessment 
and learning analytics. In ACM international conference proceeding series, pp. 75–84. https://
doi.org/10.1145/2460296.2460312

Kovanović, V., Joksimović, S., Gašević, D., Hatala, M., & Siemens, G. (2017). Content analytics: 
The definition, scope, and an overview of published research. In C. Lang, G. Siemens, A. F. Wise, 
& D.  Gaševic (Eds.), The handbook of learning analytics (1st ed., pp.  77–92). Society for 
Learning Analytics Research (SoLAR). http://solaresearch.org/hla- 17/hla17- chapter1

Lacerenza, C. N., Marlow, S. L., Tannenbaum, S. I., & Salas, E. (2018). Team development inter-
ventions: Evidence-based approaches for improving teamwork. The American Psychologist, 
73(4), 517–531. https://doi.org/10.1037/amp0000295

Lajoie, S. P., Pekrun, R., Azevedo, R., & Leighton, J. P. (2019). Understanding and measuring 
emotions in technology-rich learning environments. Learning and Instruction, 101272. https://
doi.org/10.1016/j.learninstruc.2019.101272

Lancieri, L. (2017). Asymmetry in the perception of friendship in students groups. International 
Association for Development of the Information Society.

3 Mapping the Landscape of Social and Emotional Learning Analytics

https://doi.org/10.1109/TSE.2009.41
https://doi.org/10.1109/TSE.2009.41
https://doi.org/10.1016/j.chb.2018.07.016
https://doi.org/10.1007/s11205-019-02176-y
https://doi.org/10.1016/j.iheduc.2017.09.004
https://doi.org/10.1016/j.iheduc.2017.09.004
https://doi.org/10.3102/0034654317740335
https://doi.org/10.3102/0034654317740335
https://books.google.co.uk/books?id=NKyRngEACAAJ
https://doi.org/10.1145/3303772.3303782
https://doi.org/10.1145/3303772.3303782
https://doi.org/10.1016/j.compedu.2019.02.011
https://doi.org/10.1145/2460296.2460312
https://doi.org/10.1145/2460296.2460312
http://solaresearch.org/hla-17/hla17-chapter1
https://doi.org/10.1037/amp0000295
https://doi.org/10.1016/j.learninstruc.2019.101272
https://doi.org/10.1016/j.learninstruc.2019.101272


46

Larmuseau, C., Cornelis, J., Lancieri, L., Desmet, P., & Depaepe, F. (2020). Multimodal learn-
ing analytics to investigate cognitive load during online problem solving. British Journal of 
Educational Technology, 51(5), 1548–1562. https://doi.org/10.1111/bjet.12958

Lazer, D., Pentland, A., Adamic, L., Aral, S., Barabási, A.-L., Brewer, D., Christakis, N., 
Contractor, N., Fowler, J., Gutmann, M., Jebara, T., King, G., Macy, M., Roy, D., & Van 
Alstyne, M. (2009). Computational social science, Science, 323(5915), 721–723. https://doi.
org/10.1126/science.1167742

Lee, A.  V. Y., & Tan, S.  C. (2017). Promising ideas for collective advancement of communal 
knowledge using temporal analytics and cluster analysis.

Lockyer, L., Heathcote, E., & Dawson, S. (2013). Informing pedagogical action: aligning learning 
analytics with learning design. American Behavioral Scientist, 57(10), 1439–1459. https://doi.
org/10.1177/0002764213479367

Lord, M. (2015). Group learning capacity: The roles of open-mindedness and shared vision. 
Frontiers in Psychology, 6, 150. https://doi.org/10.3389/fpsyg.2015.00150

Madsen, M., & Gregor, S. (2000). Measuring human-computer trust. 11th Australasian Conference 
on Information Systems, 53, 6–8.

Mangaroska, K., & Giannakos, M. (2019). Learning analytics for learning design: A systematic lit-
erature review of analytics-driven design to enhance learning. IEEE Transactions on Learning 
Technologies, 12(4), 516–534. https://doi.org/10.1109/TLT.2018.2868673

Martin, C. K., Nacu, D., & Pinkard, N. (2016). Revealing opportunities for 21st century learning: 
An approach to interpreting user trace log data. Journal of Learning Analytics, 3(2), 37–87. 
https://doi.org/10.18608/jla.2016.32.4

Martinez-Maldonado, R., Gašević, D., Echeverria, V., Fernandez Nieto, G., Swiecki, Z., & 
Buckingham Shum, S. (2021). What do you mean by collaboration analytics? A conceptual 
model. Journal of Learning Analytics, 8(1), 126–153. https://doi.org/10.18608/jla.2021.7227

Matcha, W., Gašević, D., Jovanović, J., Pardo, A., Maldonado-Mahauad, J., Pérez-Sanagustín, M., 
et al.. (2019). Detection of learning strategies: A comparison of process, sequence and network 
analytic approaches. In European conference on technology enhanced learning, pp. 525–540.

Matteson, M. L., Anderson, L., & Boyden, C. (2016). ‘Soft skills’: A phrase in search of meaning. 
Portal: Libraries and the Academy, 16(1), 71–88.

Miele, D. B., & Scholer, A. A. (2018). The role of metamotivational monitoring in motivation 
regulation. Educational Psychologist, 53(1), 1–21.

Milligan, S. (2020). Standards for developing assessments of learning using process data. In 
M. Bearman, P. Dawson, R. Ajjawi, J. Tai, & D. Boud (Eds.), Re-imagining university assess-
ment in a digital world (pp. 179–192). Springer. https://doi.org/10.1007/978- 3- 030- 41956- 1_13

Milligan, S., & Griffin, P. (2016). Understanding learning and learning design in MOOCs: A 
measurement-based interpretation. Journal of Learning Analytics, 3(2), 88–115. https://doi.
org/10.18608/jla.2016.32.5

Mislevy, R.  J. (2019). Advances in measurement and cognition. The ANNALS of the American 
Academy of Political and Social Science, 683(1), 164–182.

OECD. (2017). Social and emotional skills: Well-being, connectedness and success. OECD.
Pardo, A., & Siemens, G. (2014). Ethical and privacy principles for learning analytics. British 

Journal of Educational Technology, 45(3), 438–450. https://doi.org/10.1111/bjet.12152
Paul, R., & Elder, L. (1990). Critical thinking. Sonoma State University.
Pearsall, M.  J., & Ellis, A.  P. J. (2006). The effects of critical team member assertiveness on 

team performance and satisfaction. Journal of Management, 32(4), 575–594. https://doi.
org/10.1177/0149206306289099

Poquet, O., & de Laat, M. (2021). Developing capabilities: Lifelong learning in the age of 
AI. British Journal of Educational Technology, 52(4), 1695–1708. https://doi.org/10.1111/
bjet.13123

Porter, T., Molina, D. C., Blackwell, L., Roberts, S., Quirk, A., Duckworth, A. L., & Trzesniewski, 
K. (2020). Measuring mastery behaviors at scale: The persistence, effort, resilience and 
challenge- seeking task (PERC). Journal of Learning Analytics, 7(1), 5–18.

S. Joksimović et al.

https://doi.org/10.1111/bjet.12958
https://doi.org/10.1126/science.1167742
https://doi.org/10.1126/science.1167742
https://doi.org/10.1177/0002764213479367
https://doi.org/10.1177/0002764213479367
https://doi.org/10.3389/fpsyg.2015.00150
https://doi.org/10.1109/TLT.2018.2868673
https://doi.org/10.18608/jla.2016.32.4
https://doi.org/10.18608/jla.2021.7227
https://doi.org/10.1007/978-3-030-41956-1_13
https://doi.org/10.18608/jla.2016.32.5
https://doi.org/10.18608/jla.2016.32.5
https://doi.org/10.1111/bjet.12152
https://doi.org/10.1177/0149206306289099
https://doi.org/10.1177/0149206306289099
https://doi.org/10.1111/bjet.13123
https://doi.org/10.1111/bjet.13123


47

Raad, B. D. E., & Perugini, M. E. (2002). Big five factor assessment: Introduction. Hogrefe & 
Huber Publishers.

Ramakrishnan, A., Pardes, A., Lynch, W., Molaro, C., & Platt, M. L. (2019). A machine learn-
ing approach to identifying objective biomarkers of anxiety and stress. BioRxiv. https://doi.
org/10.1101/745315

Rammstedt, B., Danner, D., & Lechner, C. (2017). Personality, competencies, and life outcomes: 
Results from the German PIAAC longitudinal study. Large-Scale Assessments in Education, 
5(1), 2. https://doi.org/10.1186/s40536- 017- 0035- 9

Renninger, K. A., & Hidi, S. (2019). Interest development and learning.
Saleeb, N. (2021). Closing the chasm between virtual and physical delivery for innovative learn-

ing spaces using learning analytics. The International Journal of Information and Learning 
Technology, 38(2), 209–229. https://doi.org/10.1108/IJILT- 05- 2020- 0086

Schneider, B., Dowell, N., & Thompson, K. (2021). Collaboration analytics—Current state 
and potential futures. Journal of Learning Analytics, 8(1), 1–12. https://doi.org/10.18608/
jla.2021.7447

Segedy, J. R., Kinnebrew, J. S., & Biswas, G. (2015). Using coherence analysis to characterize 
self-regulated learning behaviours in open-ended learning environments. Journal of Learning 
Analytics, 2(1), 13–48.

Shaffer, D. W. (2018). Epistemic network analysis. In International handbook of the learning sci-
ences (pp. 520–531). https://doi.org/10.4324/9781315617572- 50

Skrypnyk, O., Joksimović, S., Kovanović, V., Gašević, D., & Dawson, S. (2015). Roles of course 
facilitators, learners, and technology in the flow of information of a CMOOC. International 
Review of Research in Open and Distance Learning, 16(3), 188–217.

Smets, E., Rios Velazquez, E., Schiavone, G., Chakroun, I., D’Hondt, E., De Raedt, W., Cornelis, 
J., Janssens, O., Van Hoecke, S., Claes, S., Van Diest, I., & Van Hoof, C. (2018). Large-scale 
wearable data reveal digital phenotypes for daily-life stress detection. Npj Digital Medicine, 
1(1), 67. https://doi.org/10.1038/s41746- 018- 0074- 9

Staib, S. (2003). Teaching and measuring critical thinking. Journal of Nursing Education, 42(11), 
498–508.

Stankov, L., Morony, S., & Lee, Y. P. (2014). Confidence: The best non-cognitive predictor of 
academic achievement? Educational Psychology, 34(1), 9–28.

Stanovich, K. E., & West, R. F. (2007). Natural myside bias is independent of cognitive ability. 
Thinking & Reasoning, 13(3), 225–247. https://doi.org/10.1080/13546780600780796

Sztejnberg, A., & Jasiński, T. L. (2014). Measurement of the tolerance general level in the higher 
education students. International Journal of Latest Research in Humanities and Social Science 
(IJLRHSS), 1(4), 01–07.

Tarmazdi, H., Vivian, R., Szabo, C., Falkner, K., & Falkner, N. (2015, July). Using learning analyt-
ics to visualise computer science teamwork. https://doi.org/10.1145/2729094.2742613

van Horik, J. O., & Madden, J. R. (2016). A problem with problem solving: Motivational traits, 
but not cognition, predict success on novel operant foraging tasks. Animal Behaviour, 114, 
189–198.

Van Laer, S., & Elen, J. (2018). Towards a methodological framework for sequence analysis in the 
field of self-regulated learning. Frontline Learning Research, 6(3), 228–249.

Veenman, M. V., Van Hout-Wolters, B. H., & Afflerbach, P. (2006). Metacognition and learning: 
Conceptual and methodological considerations. Metacognition and Learning, 1(1), 3–14.

Wagstaff, M. F., Flores, G. L., Ahmed, R., & Villanueva, S. (2021). Measures of curiosity: A litera-
ture review. Human Resource Development Quarterly, 32(3), 363–389. https://doi.org/10.1002/
hrdq.21417

Xing, W., Li, C., Chen, G., Huang, X., Chao, J., Massicotte, J., & Xie, C. (2021). Automatic assess-
ment of students’ engineering design performance using a Bayesian network model. Journal of 
Educational Computing Research, 59(2), 230–256. https://doi.org/10.1177/0735633120960422

Zhou, M., & Winne, P. H. (2012). Modeling academic achievement by self-reported versus traced 
goal orientation. Learning and Instruction, 22(6), 413–419.

3 Mapping the Landscape of Social and Emotional Learning Analytics

https://doi.org/10.1101/745315
https://doi.org/10.1101/745315
https://doi.org/10.1186/s40536-017-0035-9
https://doi.org/10.1108/IJILT-05-2020-0086
https://doi.org/10.18608/jla.2021.7447
https://doi.org/10.18608/jla.2021.7447
https://doi.org/10.4324/9781315617572-50
https://doi.org/10.1038/s41746-018-0074-9
https://doi.org/10.1080/13546780600780796
https://doi.org/10.1145/2729094.2742613
https://doi.org/10.1002/hrdq.21417
https://doi.org/10.1002/hrdq.21417
https://doi.org/10.1177/0735633120960422


Part I
Key SEL Attributes



51

Chapter 4
Empathy: How Can Technology Help 
Foster Its Increase Rather Than Decline 
in the 21st Century?

Gerald Knezek, Rhonda Christensen, and David Gibson

Abstract Empathy (a caring concern for the thoughts and feelings of others) has 
been a focus of studies at the national and international level since the late 1980s 
when Japan delayed introduction of microcomputers into elementary schools in part 
due to concerns that technology would turn young children into “non-thinking 
machines.” (Children & Computers in Schools, 1996). In the early 1990s, three 
years of study by the USA authors of the current chapter, in conjunction with col-
leagues in Japan and Mexico, found no tangible evidence of those specific concerns 
at the early primary school level, but did uncover evidence of a construct they 
labeled Computer Seclusion emerging at the middle school level (Computers in the 
Schools, 1996). Since those early studies, many other trends based on the original 
IEA items customized by Japan have emerged. Among these are the extensive gen-
der gap regarding empathy that is now known to exist for young learners from the 
first grade through completion of secondary education. Another is that empathy is 
positively related to many other characteristics, such as self-concept, study habits, 
and creative tendencies. In this chapter findings from empathy data gathered from 
5000 middle school students in 2009, compared with previous studies using the 
same item set and more recent findings in the literature, will be used to present 
implications for best practices regarding the current strong interest in empathy as a 
contributor to twenty-First century skills that appear to be declining among today’s 
youth in our society. Conjectured reasons for these declines are also included in the 
chapter, as well as coaching historical findings in the context of the newly-emerging 
importance of social emotional intelligence.
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Empathy has been defined as the ability to sense other people’s emotions, coupled 
with the ability to imagine what someone else might be thinking or feeling and 
compassionately take appropriate action (Goleman, 2008). Empathy is a social phe-
nomenon that requires us to consider capacities of both social and emotional intel-
ligence. It has been a focus of studies at the national and international level since the 
late 1980s and is believed to be impacted by more than social and emotional intel-
ligence, including the use of technology as well as technology-mediated communi-
cation. Newer constructs of empathy, for example, include virtual empathy (Rosen 
et al., 2012) and digital empathy which is defined as “care and concern for others 
expressed through computer-mediated communications” (Terry & Cain, 2016, p. 1).

For many nations, concerns about empathetic side effects of information tech-
nology have emerged at the national policy level. For example, Japan delayed the 
introduction of microcomputers into elementary schools in part due to concerns that 
technology would turn young children into “non-thinking machines” (Collis et al., 
1996). In the early 1990s, 3 years of study in conjunction with colleagues in Japan 
and Mexico found no tangible evidence of those specific concerns at the early pri-
mary school level. Since those early studies, many other trends based on the original 
International Association for the Evaluation of Educational Achievement (IEA) 
items have emerged. Among these trends are the extensive gender gap regarding 
empathy as well as a relationship to other characteristics such as self-concept, study 
habits, and creative tendencies.

The study of empathy and its relationship to technology is not new. However, 
with the ubiquitous nature of the use of technology by students and new approaches 
in learning analytics, the use of sophisticated means to collect and represent capaci-
ties of empathy can now go beyond self-reports to include unobtrusive observation 
of behavior in naturalistic settings. Since more recently empathy has been elevated 
to the role of a desirable outcome measure (Knezek & Christensen, 2018) that can 
be incorporated into learning analytics systems, much research is needed to see how 
such data might be included in learning analytics systems of the future. Accuracy 
and privacy, for example, are important matters to be carefully considered. Is it ethi-
cal to have socio-emotional characteristics given to an entity without the knowledge 
of where that data will be used? These are important considerations in the context 
of how learning analytics systems can best capture and represent individual learner 
empathy. This theme will be addressed from several perspectives.

The chapter will include findings from two decades of empathy studies, focusing 
on the relationship of empathy to technology and exploring how learning analytics 
may be applied to provide feedback to help improve empathy in students and teach-
ers. The goal of the chapter is to propose research-informed ideas about ways in 
which learning analytics systems can build on quality measures to capture and rep-
resent individual learner empathy, thereby enabling learning analytics systems to 
better support the fostering of empathy in learners in the future.
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4.1  Literature Review

Empathy is a construct representing people’s compassionate awareness, knowledge, 
attitudes and behaviors towards others (Ekman, 2003; Goleman, 2008); a lack of 
empathy is associated with more negative attitudes and behaviors (Belman & 
Flanagan, 2010). The construct is a complex entity that appears to have at least three 
major components: (1) a cognitive mechanism (awareness, recognition, understand-
ing), (2) an affective component that allows the matching of emotions with other 
people and (3) a compassionate component or behavioral response that is part of the 
self and social management of emotions (Ekman, 2003; Goleman, 2008; Powell & 
Roberts, 2017). Observable social behaviors may indicate one’s capacity for empa-
thy, in particular, behaviors that indicate cognitive awareness of the emotional states 
of others and social skills that indicate compassionate empathy toward others.

How do the different types of empathy relate to the uses of technology? Cognitive 
empathy may in fact be enhanced by technology. However, affective and compas-
sionate empathy, feeling what another person feels and taking action, may be ham-
pered by many of the social media tools common in the twenty-first century, and 
lead to byproducts already emerging, such as bullying via social media.

Large multidimensional data sets from digital learning tools (e.g. digital games, 
simulations, communication tools, social media) combined with self-report mea-
sures may be useful in understanding an individual’s empathy status, capabilities 
and propensities as well as the causes and remedies of the lack of empathy. Feedback 
made possible by digital learning tools can inform both teachers and students before, 
during and after engagements with technology-enhanced learning experiences and 
point the way toward improvements for learning (Ifenthaler et al., 2017). In addi-
tion, given the ubiquitous nature of technology in every facet of our lives, under-
standing the relationship of technology and empathy is important for understanding 
social and cultural challenges facing society.

4.1.1  Relationship of Technology to Empathy

Is technology changing the way we empathize with others? According to Turkle 
(2016), technology affects how we communicate with others and therefore impacts 
our relationships. Technology may impede the ability to read facial expressions and 
identify emotions (Uhls et al., 2014). Research studies have suggested that empathy 
is essential in the development of resilience, ability to adapt to change and the rec-
ognition and appreciation of the perspectives of others (Gordon, 2012). The health-
care industry has understood the importance of empathy in patient-provider 
relationships for decades (Terry & Cain, 2016). Research in the field of medicine 
has indicated that the expression of empathy is reduced in digital telemedicine 
encounters (Terry & Cain, 2016), leading the authors to believe the expression of 
empathy is also likely to be reduced in other digital encounters.
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Many researchers and practitioners in the field of education have noted a decline 
in empathy over the last decade that could be related to the rise in personal technol-
ogy use. For example, Konrath et al. (2011) have speculated that technology has 
reduced our ability to be empathetic to others. In a study of empathy between 1979 
and 2009 with more than 13,700 university students, researchers found major 
decreases in empathy over that time. Their hypothesis based on the longitudinal data 
was that one likely contributor to the declining empathy was the rising prominence 
of personal technology and media use in everyday life (Konrath et al., 2011). In that 
context, Shaffer identified the rise of multi-subculturalism (Shaffer, 2005), an 
increasing stance of isolation into smaller and smaller subcultures made possible by 
global communication technologies and practices (e.g. blocking others, recommen-
dation systems). Ribble and Miller (2013) conveyed the concern that the misuse of 
technology is related to the lack of empathy being displayed by students. These 
authors went on to state that other factors, such as the lack of emotional connection 
on social networks, increased violent media exposure, and the lack of face-to-face 
interaction that technology provides also contribute to lower empathy (Ribble & 
Miller, 2013). If increasing isolation is partially driving a decrease in empathy, as 
the data suggests, then educators might want to consider how to introduce learning 
opportunities for modeling and reflecting on empathetic responses that re-build the 
bridges from self to others. Learning analytics, if created in near real-time and 
embedded into learning experiences, has the potential to provide information and 
feedback for the journey toward increased empathy.

The relationship between technology use and empathy appears to not be simple. 
Rosen et  al. (2012) termed a phrase “virtual empathy” to assess the empathetic 
responses via virtual environments from their findings that virtual empathy has real 
impacts on relationships especially in the areas of social networking and instant 
messaging. Those who were able to practice virtual empathy actually increased 
their ability to express empathy face-to-face (Rosen et al., 2012). Perhaps not so 
surprising, playing violent video games was the only form of media use that was 
directly related to real-world empathy in a negative manner (Spradlin et al., 2012). 
The same researchers (Carrier et  al., 2015) noted that real-world empathy is six 
times more strongly related to feelings than virtual empathy, which suggests that as 
immersion and emotional valence are increased in digital experiences, the impacts 
on empathy may be increased. The example provided was that “a person would need 
five to six supportive comments on a social network to get the same feeling as 
receiving a hug from a friend to feel better” (Carrier et al., 2015, p. 46).

There appears to be a relationship between online communication tools and 
empathy. Collins (2014) found a positive correlation between empathic concern and 
using chat, time spent using and connecting on Facebook similar to a study that 
found a positive relationship between conversing with others online and empathic 
communication (Ivcevic & Ambady, 2012). Carrier et al. (2015) reported a positive 
impact on empathy from online chatting, video chatting and social networking that 
led to face-to-face interactions. The Pew Internet and American Life Project survey 
stated that 48% of teens who participate in online communication feel that it 
strengthens their relationships with peers (Madden & Rainie, 2003). Konrath and 
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colleagues (2011) found that those who were better able to express virtual empathy 
were also better able to express real-world empathy and that practicing virtual 
empathy actually led to people being better at expressing empathy face to face. 
However, Carrier et  al. (2015) found that increased time spent in video gaming 
online was associated with lower real-world empathy in males and females, and 
suggested that perhaps the lack of nonverbal cues in the online world contributed to 
findings of lower virtual empathy compared to real-word empathy among an anony-
mous sample of more than 1000 young adults.

Certain uses of technology may aid in improving empathy in some students. 
According to Belman and Flanagan (2010), digital games are well-suited to support 
educational programs that foster empathy because games allow players to inhabit 
the roles and perspectives of other people in a uniquely, immersive way. A digital 
simulation study of high school students showed that those who played the simula-
tion game expressed more global empathy and greater interest in learning about 
other countries (Bachen et al., 2012).

Contrary to these findings, there are also negative impacts on empathy from the 
use of technology depending on how much and in what way it is used. Goleman 
(2008) indicated that technology makes disconnecting from others easier to do. 
Carrier et al. (2015) found going online decreases empathy, specifically cognitive 
empathy. These researchers speculated the decline may be due to the lack of nonver-
bal cues in most computer-mediated communication (Carrier et  al., 2015). The 
increasing practicality of learning context data acquisition through systems such as 
learning analytics, offers hope that a deeper understanding of the relationship 
between technology and empathy may someday emerge.

One learning analytics approach to studying the relationship of technology to 
empathy is to intensely localize a particular digital experience. For example, the 
digital traces might be studied from a digital game or simulation designed to elicit 
cognitive, emotional or compassionate empathetic interactions. Inherent in the 
design of the experience is the assumption that someone could think, feel and 
behave from the perspective of a role in the setting. The data from the enactment 
would then supply streams of information for the process of constructing classifiers 
and testing their validity within a model of the user, the task and the evidence 
(Mislevy et al., 1999). Another learning analytics approach would start with exist-
ing sources of data that are best if fine grained and from multiple sources, and are 
time-stamped for coordination with the production of evidence of the thinking, feel-
ing and action that is expected in a given situation. In either approach, a variety of 
analytic methods might make use of network theory (e.g. Epistemic Network 
Analysis, Shaffer et al., 2009), or concepts from the physical properties of networks 
such as entropy-as-an-indicator of order (Feng & Kirkley, 2020). It is also possible 
that machine learning in conjunction with any number of statistical methods can, in 
what might be considered a rigorous new conception of mixed methods research, 
bridge not only qualitative with quantitative, but also computational and theoretical 
modeling (Gibson & Ifenthaler, 2017).
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4.1.2  Gender and Empathy

There has been a consistent pattern in the research literature showing that females 
report higher empathy than males (Christov-Moore et  al., 2014; Eisenberg & 
Lennon, 1983; Lennon & Eisenberg, 1987). Cassels et al. (2010) reported their gen-
der findings in the context of reconfirming that females were higher (p < .001) than 
males in two measures of affective empathy, personal distress and empathetic con-
cern. Carrier et al. (2015) conducted a study with over 1700 members from the “Net 
Generation” (those born after 1980) comparing real-world empathy to virtual empa-
thy. Their findings regarding gender included similarities for males and females. 
These researchers found that while cognitive empathy scores were higher than 
affective empathy scores, cognitive empathy scores were lowered more in the online 
world than were affective empathy scores (Carrier et al., 2015). Perhaps it is the 
type of technology used that impacts empathy differently in males and females. 
Learning analytics applied to large sets of data can help answer these questions.

4.1.3  Impacts in the Classroom

Empathy of both teachers and students impacts learning in the classroom. More 
than two decades ago Lewis et  al. (1996) reported that “students work harder, 
achieve more, and attribute more importance to schoolwork in classes in which they 
feel liked, accepted, and respected by the teacher and fellow students” (p. 20). They 
summarized their findings by reporting that their project “… has shown that when 
kids care about one another—and are motivated by important, challenging work—
they’re more apt to care about learning” (p. 16). Mendes (2003) described steps that 
teachers can take to let students know that teachers empathize with student crises, 
and care about individual student learning.

In the twenty-first century empirical research is emerging that socio-emotional 
attributes such as empathy can be transmitted from teachers to their students. For 
example, one study conducted by Christensen (2002) used a time-lag regression 
technique called panel analysis to demonstrate that, over the course of a school year, 
positive teacher attitudes tend to imbue positive attitudes in their students. Thus, 
both modeling empathy for students and teaching empathy to students  – so that 
students tend to possess a caring concern for the thoughts and feelings of others – 
can be envisioned to contribute to desirable learner outcomes. Several studies com-
pleted since the 1990s are relevant to this topic.

Empathetic teachers create classroom environments that impact their students’ 
lives, as well as learning, because they understand the social nature of teaching 
effectively (Darling-Hammond, 2000; McAllister & Irvine, 2002). As the diver-
gence between the economic and ethnic background of teachers and students grows, 
the need increases for teachers to understand and empathize with their students. 
Warner (1984) emphasizes the importance of teachers’ ability to empathize with 
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their students and believes empathy can be taught to teachers. It is important for 
teacher education programs to focus on the need to educate teachers in understand-
ing the perspectives of diverse learners (Darling-Hammond, 2000) as well as how to 
instill these traits in their students.

Teaching empathy in Denmark has been compulsory since 1993 for 1 h each 
week for ages 6–16 (Morning Future, 2019). Many believe the required empathy 
focus contributes to the high level of happiness in the country (Helliwell et  al., 
2018). In the U.S., the Making Caring Common Project at Harvard’s Graduate 
School of Education has created recommendations for educators in building empa-
thy in their school communities (Jones et  al., 2020). These recommendations 
include five steps: (1) Model empathy, (2) Explain and give importance for empa-
thy, (3) Practice empathy, (4) Set clear ethical expectations, and (5) Make school 
culture a priority (Jones et al., 2020).

Near-real time learning analytics may have a role to play, along with validated 
report-measures, in providing data for timely, accurate feedback contextualized as 
closely as possible to one’s responses in settings that elicit empathetic emotions and 
compassionate care for others. Such uses of learning analytics methods have begun 
to accumulate research on digital games, simulation-based learning and the applica-
tion of machine learning to large data sets created by social platforms, learning 
management systems and other digital learning platforms (Sin & Muthu, 2015; Tlili 
& Chang, 2019). We next review some key validated measures and suggest ways of 
developing indicators and classifiers for learning analytics.

The unobtrusive collection of data through simulations and collaborative learn-
ing has potential for the application of learning analytics to provide useful feedback 
to users regarding empathy as well as assess the effectiveness of possible empathy 
curricula introduced to students. A framework has been introduced with the comple-
mentary methods of social network analysis (SNA) and epistemic network analysis 
(ENA) which illustrates how indicators of collaborative learning emerge from social 
ties and content analysis of discourse when modeled as overlapping networks 
(Shaffer & Ruis, 2015).

4.2  Measures of Empathy

In this section we review several validated measures and make suggestions about 
possible learning analytics situations and approaches that may 1 day expand the 
types of indicators of empathy that can be studied rigorously with both machine 
learning and psychometrics. We begin with a discussion of types of empathy, then 
describe several validated instruments measuring empathy constructs and end with 
a description of how machine-based learning could be used to produced indicators 
of empathy based on data within a learning analytics system.

There are at least two dimensions of empathy, namely understanding the emo-
tions of others (cognitive empathy) and actually experiencing their emotional states 
(affective empathy) (Zych et  al., 2019, p.  88). There is also possibly a third 
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Table 4.1 Examples of empathy measures

Scale Source Type of empathy

Interpersonal Reactivity Index (IRI) Davis (1980, 1983) and Cassels et al. 
(2010)

Cognitive and 
affective

Basic Empathy Scale Jolliffe and Farrington (2006) Cognitive and 
affective

Computer Attitude Questionnaire 
Empathy Scale

Christensen and Knezek (2001, 2008) 
and Knezek and Christensen (1996)

Affective

Compassion Scale of Dispositional 
Positive Emotion Scales (DPES)

Shiota et al. (2006) Compassionate

dimension of empathy, called compassionate empathy (Goleman, 2008), that is 
related to willingness to take appropriate action based on experiencing an emotional 
empathetic state. As shown in Table 4.1, this compassionate dimension of empathy 
seems to be missing in the literature of both psychometrics and learning analytics.

4.2.1  Indicators of Empathy Based 
on Traditional Psychometrics

Self-report measures for non-cognitive constructs such as empathy are generally 
developed according to a four-stage process in classical psychometrics (DeVellis, 
2011). The first stage is that items are selected or written based on an accepted blue-
print for a construct of interest. In stage 2, pilot-test survey items are then adminis-
tered to a representative sample of the target audience and checked for alignment 
with each other to ensure acceptable internal consistency reliability (Cronbach’s 
alpha) for a scale to be produced by summing or averaging across these items in the 
future. In the third stage, data collected from a large survey sample are subjected to 
factor analysis or another dimension confirmation technique such as multidimen-
sional scaling (Dunn-Rankin et al., 2004) to ensure that responses from the survey 
participants can be translated into independent, reliable scales. In the fourth stage, 
the validated instrument is administered to a group of participants and scale scores 
are produced to represent the extent of possession of an attribute, such as empathy, 
by each individual. The goal of this process is to find items that indirectly infer 
characteristics of a person that are not directly observable. The theoretical basis is 
that the level of agreement with items on a scale representing a construct are caused 
by the degree of possession of a construct (such as empathy) by the individual.

4.2.2  Examples of Validated Empathy Instruments

One instrument that has been used in studies of empathy is The Interpersonal 
Reactivity Index (IRI) (Davis, 1980), with a description reported by Cassels et al. 
(2010) as a 28-item index used to assess both cognitive and affective components of 
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dispositional empathy. It is a self-report measure of empathy and has been shown to 
be valid (Davis, 1980, 1983). The IRI includes four different areas of empathy, two 
of which are consistent with indictors of affective empathy referenced in this 
chapter:

 1. Personal distress: the tendency to experience distress and/or discomfort when 
witnessing another person’s distress (e.g., “Being in a tense emotional situation 
scares me.”).

 2. Empathic concern: the tendency to feel sympathy and/or concern for others in 
negative situations (e.g., “I often have tender, concerned feelings for people less 
fortunate than me.)

(Cassels et al., 2010, p. 314)

Many studies of empathy have been based on measures of general empathy speci-
fied in the Basic Empathy Scale by Jolliffe and Farrington (2006) (Zych et  al., 
2019). Examples of affective empathy items on the Basic Empathy Scale include 
“After being with a friend who is sad about something, I usually feel sad” and “I 
tend to feel scared when I am with friends who are afraid.” Sample cognitive empa-
thy items include “When someone is feeling ‘down’ I can usually understand how 
they feel” and “I can usually work out when people are cheerful” (Jolliffe & 
Farrington, 2006). The initial survey included 40 items and was administered to 363 
adolescents and exploratory factor analysis revealed that two constructs could be 
measured using 20 items (Jolliffe & Farrington, 2006). The 20-item version was 
then administered to a separate group of 357 adolescents from the same schools and 
confirmatory factor analysis validated the two-factor solution. Scale scores pro-
duced for this second group were used to produce a large number of findings, 
including the following (Jolliffe & Farrington, 2006):

 (a) females were found to be higher than males on both affective and cognitive 
empathy;

 (b) empathy was positively related to parental supervision and socioeconomic status;
 (c) empathy was positively correlated with the personality trait of openness, for 

both males and females;
 (d) adolescents who would help victims of bullying had greater empathy;
 (e) cognitive empathy was positively associated with the personality trait of 

extraversion;
 (f) affective empathy was positively associated with personality trait of 

neuroticism;
 (g) for females, empathy was positively correlated with intelligence;
 (h) for males, empathy was positively correlated with the personality traits of 

agreeableness and conscientiousness.

Cognitive empathy items of the Basic Empathy Scale focus on recognition, aware-
ness, and understanding of feelings in others while affective empathy items identify 
the respondent as being involved with (caught up in) the feelings themselves. 
Sanchez-Perez et al. (2014) described the difference between the two as the ability 
to construct the mental state of another (cognitive empathy) versus experiencing an 
emotionally concordant response aligned with the affective state of another 
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(affective empathy). Cassels et al. (2010) have pointed out that affective empathy, as 
an emotional response to others’ distress, can take on two forms: empathetic con-
cern or personal distress. Distinctions between these two forms have been previ-
ously described, as they emerged from the work of Davis (1980, 1983) and others.

Compassionate empathy scales are less frequently found in social sciences litera-
ture. One scale that would appear to align with the third component of empathy as 
defined by Goleman (2008) is the Compassion Scale of the Dispositional Positive 
Emotion Scales (DPES) by Shiota et al. (2006). The five items on this scale are: (1) 
It’s important to take care of people who are vulnerable; (2) When I see someone 
hurt or in need, I feel a powerful urge to take care of them; (3) Taking care of others 
gives me a warm feeling inside; (4) I often notice people who need help; and (5) I 
am a very compassionate person (Shiota et al., 2006, p. 71). Shiota et al. (2006) 
reported reliability to be Cronbach’s Alpha = .80 for this scale.

4.2.3  Prospects for Indicators of Empathy via 
Machine Learning

Psychometric instruments may not be capturing the full scope of established com-
ponents of empathy (for example compassionate actions), so this is one area where 
learning analytics systems could possibly add a richer context in the future. The 
development of classifiers in machine learning and learning analytics often begins 
with a hypothesis (e.g. an educated guess) or a model (e.g. an existing useful com-
putational system), and follows a process similar to the blueprint for a psychometric 
construct. Expert knowledge at the early stage is presumed to be aligned or comple-
mentary to if not fully mapping of what Cattell called the ‘nomological network’ of 
the construct (Cattell, 1957). Experts have a role in codifying critical observations 
and evidence or signals in data streams from authentic professional practice envi-
ronments, including digital and simulated environments. Their knowledge is used to 
build structured entities (e.g. metatagged and labeled data) for a training file. Then 
algorithms are developed to automate the experts’ observations for massive new sets 
of data, in a process that includes exploration, pattern recognition, data transforma-
tion and norming, and then used with a reward function to train and optimize the 
algorithms for effective predictions. The algorithms that constitute the detector (or 
sets of detectors) are trained via data examples and a reward function for correct 
predictions, based on how well the detector assigns a correct categorical class label 
to particular data points.

For example, in one study, the state of a student in “engaged concentration” was 
constructed from evidence of both “concentration” and “being on-task” based on a 
distillation of expert observations. Automated detectors were then created and vali-
dated on the data using ten-fold participant-level cross-validation. For example, ten 
groups were randomly formed, the detector was trained on nine of the groups, then 
tested on the tenth, and this process was iterated until a strong predictability is 
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reached. In this study several detectors were created using a number of computa-
tional methods. Then, the best-performing method was selected for each state based 
on performance using standard tools of statistics such as Cohen’s Kappa and A’ of 
Wilcoxin (Paquette et al., 2015). A’ is equivalent to the area under the ROC curve in 
signal detection theory (Hanley & McNeil, 1982). A model with an A’ of 0.5 per-
forms at chance, and a model with an A’ of 1.0 performs perfectly.

4.2.4  Selected Findings from Studies by the Authors

The authors of the current chapter began refining instruments for learning disposi-
tions believed to be related to or influenced by information technologies in the early 
1990s. This refinement continued into the early twenty-first Century (Christensen & 
Knezek, 2001) with research using these instruments continuing for two decades 
beyond (Christensen & Knezek, 2008; Knezek & Christensen, 1996, 2008, 2018). 
The empathy scale used for these studies was originally developed for the Computers 
in Education (CompEd) 20-nation international study led by the International 
Association for the Evaluation of Educational Achievement (IEA) headquartered in 
the Hague, Netherlands (Collis et al., 1996). The instrument has remained intact 
over the past three decades as one of the scales of the Computer Attitude 
Questionnaire (Christensen & Knezek, 2001, 2008; Knezek & Christensen, 1996). 
Individual items are listed in Table 4.2.

Internal consistency reliability for the CAQ Empathy Scale formed from these 
nine items, for children from upper elementary school through secondary education, 
typically fall in the range of alpha = .76 to alpha = .77 (Collis et al., 1996, p. 78). 
These Empathy scale items shown in Table 4.2 appear to be primarily in the realm 
of affective empathy as defined by researchers including Jolliffe and Farrington 
(2006). Findings presented in the following sections are based on the CAQ 
Empathy Scale.

Table 4.2 Computer Attitude Questionnaire (CAQ) empathy scale

1. I feel sad when I see a child crying
2. I sometimes cry when I see a sad play or movie
3. I get angry when I see a friend who is treated badly
4. I feel sad when I see old people alone
5. I worry when I see a sad friend
6. I feel very happy when I listen to a song I like
7. I do not like to see a child play alone, without a friend
8. I feel sad when I see an animal hurt
9. I feel happy when I see a friend smiling
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4.2.5  Empathy Norms Are Related to Culture

In the early 1990s an international study was able to confirm through focusing on 
attitudes toward computers of young children in the USA, Mexico and Japan that 
empathy was an important consideration in distinguishing among norms in different 
cultures in the broader context of learning dispositions (Knezek et  al., 1993). 
Evidence also emerged that learning dispositions (including those related to tech-
nology) may shift in children who move away from their original cultural home-
land. The implication is that young children residing in a country away from their 
homeland, and attending school in that new environment, evolve somewhat toward 
the cultural norm of their new environment. This is consistent with the more recent 
findings of Cassels et al. (2010) as reported in their study of 190 adolescents and 
young adults in Canada: “The bicultural individuals’ scores fell in between the East 
Asian and Western groups, but revealed significant differences from their ‘uni- 
cultural’ peers, demonstrating shared influences of community and family” (p. 309).

As technology increasingly links common interest groups across nations and 
cultures in the twenty-first century, we might anticipate that the interaction of tech-
nology with cultural background is becoming more complex than in the past. 
Certainly, it is no longer simply a case of from which region of the world one’s 
ancestors originated, or even the part of the world in which one resides. As Shaffer 
points out, the multitude of subcultures of practice (e.g. how doctors, lawyers and 
teachers ply their various trades) is at once global and multicultural, yet current 
educational systems are organized around highly localized and unitary conceptions 
of both the means and ends of education (Shaffer, 2005). Learning analytics systems 
of the future will need to be clear about the contexts of the activities leading to the 
data-as-evidence as well as the cultural impacts on both the creators of learning 
experiences (e.g. how the structure, timing and data gathering capabilities of an 
embedded sensor-net may reveal the decisions and intentions of the creators) as 
well as those participating in, learning from and otherwise impacted by the 
experiences.

4.2.6  Empathy Declines Less Than Other Learning 
Dispositions as Grade Level Increases

From 1999 through 2004 the authors conducted research on technology affordances 
and learning dispositions while serving as external evaluators for a U.S. federally- 
funded Technology Innovation Challenge Grant involving 51 public school dis-
tricts. One finding by the authors was that K-12 student attitudes tend to become 
less positive in general as the students progress through school (Knezek & 
Christensen, 2005). As shown in Fig. 4.1, students in first grade appear to have posi-
tive attitudes related to all of the measured indices including: Creative Tendencies, 
Empathy, Computer Importance, Computer Enjoyment, Motivation, Attitudes 
Toward School, Study Habits, Motivation to Study, and Attitudes toward Computers. 
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Fig. 4.1 Grade 1–12 trends in student attitudes across 14 Texas schools

The general trend from grade 1 to grade 11 is one of consistent decline, followed by 
a grade 11–12 trend toward more positive attitudes during the final year in school.

The seemly parallel paths of empathy and computer attitudes across level of 
maturation in school children that are graphically displayed Fig.  4.1, raised the 
question in early research by the authors as to whether these two might be related. 
Precisely why neither empathy nor computer importance were found to have exten-
sive declines across years of maturation, unlike many other recorded learning dispo-
sitions, remains largely a mystery. However, the associations identified in the 
following section begin to shed some light on directions that future researchers may 
need to explore more deeply.

One previously unreported trend shown in Fig. 4.1 is that empathy appears to 
increase across grades 10 and 11, as a mirror image of attitudes toward school, cre-
ative tendencies, computer importance and computer enjoyment, and most other 
learning dispositions measured for this project. It then returns to the grades 1–12 
trend line and declines at grade 12, the last year of secondary school.

A learning analytics approach taking account of this finding of dispositional 
decline in all measures across the years might explore ‘what changes?’ from grade 
9–10. The goal would be to add multiple sources of new objective data (not self- 
reported data) collected from grade 9 through 12 and then search for potential 
sources of influence in patterns (e.g. patterns of curriculum, teacher expectations, 
social mixing of students, fluctuations in student behavior, social opportunities, 
movement from buses to cars, increases in autonomy, etc.). As mentioned earlier, 
often the first step is to find, transform and examine existing sources of data col-
lected unobtrusively as multiple measures that stem from the common activity of 
‘going to school.’
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4.2.7  Empathy Is Associated with Other Learning Attitudes 
and Dispositions

Trends in empathy and technology (Knezek & Christensen, 2001, 2005) encour-
aged the authors to maintain empathy as a central measure in the assessment of 
technology progress for additional studies. In a separate study, technology and 
empathy data were collected from a large suburban school district during each of the 
years 2005–2009 (Christensen & Knezek, 2009). Data were gathered from 5128 
grade 3–5 elementary school students from 24 elementary/intermediate schools 
during spring 2009. More than 1600 students responded from each targeted grade 
level, from the 24 schools. Respondents were roughly half male (50.3%) and half 
female (49.7%). Associations focusing on the relationship of empathy to technol-
ogy and other learning dispositions were previously examined for these data 
(Christensen & Knezek, 2009), but additional analyses were completed in 2020 
focusing on empathy as an outcome (dependent) variable.

Analyses in 2020 began with detailed examination of associations among learn-
ing disposition indices previously reported for the 2009 data using outcomes from 
the 1990–2009 studies for guidance. This is consistent with the grounded theory 
research methodology advanced by Creswell (2013) and others where a research 
team “… sets out to discover or construct theory from data, systematically obtained 
and analyzed using comparative analysis” (Tie et al., 2019, np). Correlational analy-
ses showed that greater Empathy was found to be most strongly associated with 
Creative Tendencies (r = .44), but was also significantly (p < .05) associated with 
five other learning dispositions. In the case of Computer Importance (r = .203) and 
Computer Enjoyment (r = .218), both types of computer attitudes were significantly 
(p < .0005) correlated with Empathy to an educationally meaningful degree (Bialo 
& Sivin-Kachala, 1996), with magnitudes of association comparable to Cohen’s d 
effect sizes of .41 and .45, respectively (Cohen, 1988; Lenhard & Lenhard, 2016).

In order to more deeply explore the relationship of technology and empathy from 
the perspective of empathy as an outcome measure, a regression analysis was com-
pleted using Empathy as the targeted outcome measure with the other learning dis-
positions as predictors. The result was that Computer Enjoyment, Computer 
Importance, Study Habits, Motivation, Creative Tendencies and Attitudes Toward 
School together explained 27% of Empathy (RSQ = .270). All except Motivation 
were individually significant (p < .05). Creative tendencies (beta = .308) emerged as 
the strongest contributor to Empathy, followed by Attitude Toward School 
(beta = .180) and Study Habits (beta = .136). Computer Enjoyment (beta = .054) 
and Computer Importance (beta = .033) were not as strong but worthy of mention 
because both were positive contributors to Empathy. These relationships imply that 
learning analytics systems of the future will need to be capable of accounting for 
complex combinations of multiple contributors to empathy, in situations where nur-
turing empathy is deemed to be a desirable learning outcome.
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4.2.8  Measurable Differences Exist in Level of Empathy 
Related to Gender

Do females have greater empathy than males at the elementary school level? As 
shown in Table 4.3, across 5082 students in grades 3–5, 50.3% male and 47.7% 
female, with nearly equal distribution by grade level, two of seven learning disposi-
tions emerged as confirming sizeable differences by gender. These were Empathy 
(p < .0005, ES = .56) and Attitude Toward School (p < .0005, ES = .54). Both were 
more positive for females, with a magnitude of effect due to reported gender that 
would be considered moderate according to guidelines by Cohen (1988) and educa-
tionally meaningful (ES >  .3) according to established research criteria (Bialo & 
Sivin-Kachala, 1996). Note that across all seven types of learning dispositions 
reported in Table 4.2, only Computer Importance) was rated more positive by males 
(p = .26, NS), and the magnitude of the effect in favor of males (Cohen’s d = .03) 
was small according to guidelines by Cohen (1988).

The 2009 report produced by the authors on these data (Christensen & Knezek, 
2009) pointed out longitudinal trends across multiple years for the same school 
system. Specifically reported was that the effect of gender on empathy was compa-
rable across multiple years, with Cohen’s d = 55 in 2009; .72 in 2008; .63 in 2007; 
.62 in 2006; and .54 in 2005 (Christensen & Knezek, 2009). In addition, the authors 
illustrated that differences by gender in empathy remained consistent when the 
same students were assessed across 3 years, in grades 3, 4, and 5. Females appear to 
have maintained a high level of empathy across these grade levels, while males 
appear to have successively declined each year in school.

Multidimensional scaling (MDS) applied to the 2009 data set illustrated that 
males and females differ not only in their level or magnitudes of empathy but also 
in their perceptions of how empathy relates to other learning dispositions known to 
be related to use of technology. As shown in Fig. 4.2, the MDS 2-dimensional solu-
tion (Z score standardization) is meaningful for males, as the 2-dimensional solu-
tion shown accounts for 97.3% of object proximity while the 1-dimensional solution 
(not shown) would account for 54.1%, a loss of more than 20% of the variance 
explained. This loss of explanatory power by forced reduction to a 1-dimensional 
solution is largely because the best-fit line would run from the top center of the 
display, though the cluster of the four items of empathy, motivation, study habits, 
creative tendencies, computer enjoyment, and computer importance – while attitude 
toward school would remain distant from all other items in the analysis.

The MDS 2-dimensional solution shown in Fig. 4.3 accounts for 97.8% of object 
proximity for females, with empathy closer to the centroid of all items than was the 
case for males. Note that a 1-dimensional solution with a line drawn from lower left 
to upper right (not shown) would account for almost as much (97.3%) for females. 
This implies that empathy lies near the center of a linear continuum that has attitude 
toward school on one extreme and computer attitudes on the other for females, with 
empathy in the middle. Attitude toward school appears to lie on the same continuum 
as empathy for females.
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Table 4.3 Gender differences across six learning dispositions for 5000 students in grades 3–5

Measure Gender N Mean Std. Dev. Effect size Sig.

Empathy Male 2550 3.04 0.72 0.55 0.0005
Female 2532 3.42 0.59
Total 5082 3.23 0.69

Computer enjoyment Male 2571 3.47 0.50 0.12 0.0005
Female 2545 3.52 0.46
Total 5116 3.50 0.48

Computer importance Male 2566 3.27 0.56 −0.03 0.2550
Female 2540 3.25 0.55
Total 5106 3.26 0.56

Motivation Male 2553 3.02 0.63 0.05 0.0670
Female 2531 3.05 0.63
Total 5084 3.04 0.63

Study habits Male 2553 3.07 0.63 0.18 0.0005
Female 2531 3.19 0.59
Total 5084 3.13 0.61

Attitude toward school Male 2556 2.41 0.85 0.54 0.0005
Female 2538 2.87 0.81
Total 5094 2.64 0.86

Creative tendencies Male 2553 3.04 0.63 0.14 0.0005
Female 2534 3.12 0.58
Total 5087 3.08 0.61

The visual placement of objects in Figs. 4.2 versus 4.3 implies that it may be 
attitude toward school, more so than the relationship of technology to empathy, that 
is more complex for males and causes MDS to require two dimensions to adequately 
represent the seven learning dispositions featured in this analysis. Overall, patterns 
displayed in Figs. 4.2 and 4.3 imply that females likely possess different mental 
maps for empathy than males. Learning analytics systems may need to account for 
these differences when considering empathy as a contributor to learning, because 
the impacts will likely not be the same for males as for females.

4.3  Topics Warranting Additional Study

Several topics warrant additional study as we move toward meaningful representa-
tion of empathy in learning analytics systems. Three topics deemed to be important 
for advancing the field are addressed in this section.
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Fig. 4.2 Two-dimensional representation of perceived distances among seven learning disposi-
tions for males

Fig. 4.3 Two-dimensional representation of perceived distances among seven learning disposi-
tions for females

4.3.1  Placement in Learning Frameworks

Is empathy a dependent variable, and independent variable, or both, for the purposes 
of fostering learning and individual attribute development? Ongoing research needs 
to continue to address how empathy is related to currently-accepted “standard” 
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indices gathered by learning analytics systems. These are currently focused on aca-
demic performance, grades and career readiness outcomes. If we follow the recom-
mendations of Ifenthaler et al. (2020) about the need to put a focus on the learner 
and learning back into learning analytics, then a system responsive to individual 
learner needs rather than simply institutional management information should pay 
attention to gender, ethnicity, and a handful of socio-emotional variables including 
empathy when advising a learner of his or her status regarding satisfactory progress 
and suggested remediation strategies. For example, learning analytics systems of 
the future might regard targeted learner outcomes as a vector of desirable attributes 
known to be essential for productive and rewarding contributions to society among 
graduates of an educational institution. Currently, the primary outcome indicator 
appears to be academic performance in the form of grades and standardized test 
scores, or course completion rates. Some universities systematically follow up with 
alumni regarding careers and employment rates. A broader perspective might need 
to be implemented with a blueprint grounded in accepted twenty-first Century skills 
frameworks such as the Four C’s: communication, collaboration, critical thinking, 
and creativity (NEA, 2020)  – in order systematically address perceived broader 
needs of society beyond cognitive skills development. We suggest it has long been 
established that when viewing the society-contributor readiness of an individual, his 
or her behavior is known to be influenced by the three historically established psy-
chological domains of cognitive, affective and psychomotor (Bloom et al., 1956). 
Technology plays an increasingly-prominent role as a partner in each of these 
domains (Knezek & Christensen, 2018). For decades we have focused on outcome 
indicators in the cognitive domain. Empathy is emerging as an important outcome 
indicator in the affective domain. The framework for how it should be viewed and 
where it should be positioned has been in place since the seminal publications of 
Bloom and colleagues in 1956.

4.3.2  Influence of Technologies

What kinds of empathy are influenced by which kinds of technologies? There are at 
least two kinds of empathy (cognitive and affective) that appear to vary by gender 
and by culture. Affective empathy, which involves engagement with feelings of oth-
ers, seems to be potentially aligned with educational affordances and specifically 
technologies supporting two-way communications between people. Cognitive 
empathy, on the other hand, involves recognition and understanding of an unfortu-
nate situation of another. This appears to be able to be conveyed by one-way tech-
nologies such as television. Is there a meaningful distinction in types of 
communication technologies? The research literature is not clear. If there is a mean-
ingful distinction, then where would a modern system such as twitter be situated, 
and what does this imply for potential outcomes during children’s schooling years? 
This is basic research that needs to be pursued in detail, in order for the new 
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knowledge to be properly applied in teaching and learning systems and environ-
ments, including learning analytics systems.

4.3.3  Role of Learning Analytics Systems

How can learning analytics systems best capture and represent individual learner 
empathy? Since empathy has been elevated to the role of a desirable outcome mea-
sure that could be incorporated into learning analytics systems, much research is 
needed to see how such data might be combined in learning analytics systems of the 
future. Accuracy and privacy are very important matters to be carefully considered. 
Are we willing to have our socio-emotional characteristics given to an entity such 
as a university (or a company the university contracts with), the same as a mid-term 
or final examination test score?

In the field of data science and data analytics in particular, a difficult challenge is 
determining which kinds of data are important to gather, and how these data can it 
be transformed into variables that are useful for answering important research ques-
tions. This process is often referred to as feature engineering and selection (Kuhn & 
Johnson, 2020). If, as proposed by Ifenthaler et  al. (2020), that a major goal of 
learning analytics systems should be to benefit the learner and learning, then the 
question of which data elements to gather, what is important to assess, and via what 
measures, becomes paramount. If learning analytics systems are to become tools for 
guiding learners and education toward attainment of ‘productive future citizen’ 
societal goals, and beyond simple completion of a degree or mastery of content, 
then they will have to evolve toward accommodating measures of socio-emotional 
attributes such as empathy as well as cognitive performance.

Yet several areas of research need to further advance before the full incorporation 
of empathy into the fabric of human development /education systems in general and 
learning analytics systems in particular are likely to take place. For example, even 
with the rather long history of psychometric development regarding empathy, limi-
tations in what is being measured undoubtedly remain. For example, we should note 
that in the long line of instrument refinements based on The Interpersonal Reactivity 
Index (IRI) (Davis, 1980), or the Basic Empathy Scale (Jolliffe & Farrington, 2006), 
if there are no items concerning compassionate empathy (Goleman, 2008), then that 
factor is not going to be confirmed through procedures like confirmatory factor 
analysis by the original authors nor by any others who follow. Therefore, research 
to date may not be capturing the full scope of important aspects of empathy, and this 
is one area where learning analytics systems could possibly add richer context in 
the future.
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4.4  Conclusion

Does technology influence empathy? Is technology fostering empathy at a distance, 
and/or empathy’s decline, in the twenty-first century? The answer appears to be 
“yes” to each of these questions, if one focuses on the devices, applications, and 
technology systems that serve as communication mediums among human beings. 
However, it may not be the technology itself that is strengthening or reducing empa-
thy, but rather the extensions of possibilities over distance or time to the world com-
munity through the Internet and other media channels, or the reduction of bandwidth 
leading to misunderstandings regarding the intended message of the sender versus 
the interpretation of the receiver – that lead to positive or negative outcomes. The 
myriad of communication technologies available to a large portion of the world’s 
population in the twenty-first century are not all equal in their tendencies to facili-
tate and/or magnify positive or negative reactions in humans regarding empathy as 
a caring concern for the thoughts and feelings of fellow human beings. Perhaps 
additional research in the coming decades will help more precisely identify which 
systems need policy-level scrutiny and regulation, versus those that need encour-
agement and support for broader implementation to further desirable societal goals, 
one of which is fostering empathy in our society of the future. We envision a day 
where via embedded learning analytics, technology is better enabled to play a 
dynamic positive role, in line with the recommendation “…to create a mutual 
dependency between empathy and technology: Using technology to help people 
cultivate empathy among people, so empathy in the society may allow people to 
help each other” (Nishida, 2013, p. 277).
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Chapter 5
The Role of Learning Analytics 
in Developing Creativity

Rebecca L. Marrone and David H. Cropley

Abstract As society transitions into Industry 4.0 (whereby industries integrate 
digital and physical objects) the role of educational systems is to shape students into 
twenty-first century STEM citizens. Modern education systems develop competen-
cies such as creativity alongside STEM capabilities in response to this emerging 
workforce. The individual, social, and economic importance of creativity has 
encouraged scientists, educators, and psychologists to study creativity’s nature, 
assessment, and development. On an individual level, creativity is important when 
assisting problem solving and decision making. At the societal level, creativity can 
lead to scientific breakthroughs, conflict resolutions, and inventions. Creativity is 
fundamental to a thriving modern economy. Educators now focus on encouraging 
creativity in their students, thus, equipping them with the necessary skills to become 
workforce ready. For a society to successfully prepare for the Future of Work, a 
concerted emphasis on creativity in both school and the workforce is needed. This 
chapter will explore the role of Learning Analytics in developing creativity in 
education.
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5.1  Introduction

The emergence of cyber-physical systems, artificial intelligence, big data, and auto-
mation (Industry 4.0) has focused attention on the so-called Future of Work. At the 
core of Industry 4.0 is the automation of many of the tasks humans currently per-
form. However, despite the rapid adoption of Industry 4.0 technologies, the chal-
lenges of the twenty-first century—health, security, climate, population, and 
food—remain, and developing uniquely human competencies beyond those of 
machines is more important than ever. Competencies such as creativity, complex 
problem solving and critical thinking are widely regarded as essential to success in 
the emerging, Industry-4.0-enabled, work environment (Gray, 2016; Nakano & 
Wechsler, 2018; Sternberg & Lubart, 1996). There is, however, a challenge: how are 
these competencies to be developed, efficiently and effectively, in an educational 
paradigm that has frequently neglected them in favour of the acquisition of declara-
tive (i.e., factual) knowledge and “hard” skills (see, for example, Cropley, 2015).

Paradoxically, part of the solution to the rapid development of these competen-
cies may lie in the very technologies that have drawn attention to their need. As 
education systems pivot towards the systematic development of what have been 
treated, traditionally, as soft skills, the discipline of Learning Analytics (LA) offers 
a mechanism to enhance this transition by bridging the feedback gap to learners. 
“Learning analytics is the measurement, collection, analysis and reporting of data 
about learners and their contexts, for purposes of understanding and optimising 
learning and the environments in which it occurs” (Society for Learning Analytics 
Research, 2012). In an increasingly digital world, LA enables new ways of achiev-
ing excellence in teaching and learning for both educator and student (Siemens, 
2012). LA is synonymous with modern data-driven education. It provides educators 
with sophisticated techniques to study teaching and learning that can close the feed-
back loop to learners, offering more timely, precise, and actionable feedback.

Scholars, including Buckingham Shum and Fergusson (2012), have already rec-
ognised the potential of LA to support the development of creativity, and related 
competencies, calling for “analytics that can support the development of disposi-
tions such as creativity…” (p. 7), even as curriculum authorities around the world 
(Patston et al., 2021) begin to embed these competencies into the frameworks of 
school education. Concurrently, an acknowledgment of the importance of creativity, 
innovation, and technology skills to national prosperity in the twenty-first century 
continues to grow (Deloitte, 2016). What is now clear is that developing these com-
petencies is a priority for education systems at all levels, from primary to tertiary. 
The emerging field of Learning Analytics is well-placed to support the more rapid 
and successful development of these competencies.

LA will support the development of competencies such as creativity in modern, 
digitally enabled, learning environments in a variety of ways. These will depend, 
fundamentally, on an ability to extract, from current digital learning platforms and 
activities, data related to the development of key competencies such as creativity, 
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and, the ability to provide teachers and learners with more rapid and personalised 
feedback. Some attempts have been made to do this (e.g., Gal et al., 2017; Britain 
et al., 2020) however all of these are held back by limitations in the understanding 
of what creativity is, and what needs to be measured. This is not an uncommon 
problem (see Cropley & Cropley, 2009; Patston et al., 2018), but must be addressed.

Before LA can be applied to the task of encouraging creativity, creativity must be 
understood not merely as a skill, but as a more complex, multifaceted competency. 
Creativity consists not only of cognitive skills (e.g., divergent thinking), but also 
attitudes and dispositions (e.g., openness, a tolerance for uncertainty), and environ-
mental factors1 (e.g., the classroom climate2) in addition to subject-specific knowl-
edge (Cropley & Cropley, 2012).

Another matter that must be addressed before applying LA to encouraging cre-
ativity is the importance of dispelling the myths and misconceptions often associ-
ated with it. A common myth is that creativity is thought of as a trait that people are 
born with—“you either have it, or you don’t” (Olken, 1964, p. 149). Similarly, it is 
frequently conceived of too narrowly, as exclusively concerned with aesthetics—
“creativity is about art, isn’t it?” This is because creativity is often associated with a 
lack of rigour, impulsive behaviour, free expression of ideas without regard to qual-
ity, and other “soft” factors.

As the study of creativity has developed within educational psychology, a grad-
ual shift in our understanding of the term creativity has occurred (Patston et  al., 
2018). Many countries have adopted creativity into their school curricula (see 
Patston et al., 2021 for a recent review) and many industries and organisations also 
recognise its value (Khalili, 2016). In this chapter, we propose a roadmap on how to 
develop a user’s creativity through LA platforms irrespective of the subject, course, 
or age group. Thus, ensuring the successful development of this twenty-first-century 
competency.

5.2  The Definition of Creativity

Two basic components are needed by LA analysts when answering what is creativ-
ity? These components will answer the fundamental question and remove the basic 
blocks to connecting creativity with LA and ensure that progress is made in both 
fields. Rhodes (1961) conceptualises creativity as a system of 4 interacting psycho-
social dimensions, the 4P’s of Person, Product, Process and Press (the environment). 
The second component is understanding that creativity occurs not in a single step, 

1 The environment is defined as both the social environment (influence of various aspects of soci-
ety) and the institutional environment (e.g., day-to-day workplace or classroom).
2 The climate refers to the conditions of the environment—is the environment favourable or not for 
creativity?
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but as a series of stages or phases, each involving unique elements of the 4P’s. 
Before exploring these components, it is important to understand that a clear, and 
widely accepted, definition represents the consensus that has emerged over decades 
of creativity research. Plucker et al. (2004) have captured all the essential factors in 
the following definition: creativity is “the interaction among aptitude, process and 
environment by which an individual or group produces a perceptible product that is 
both novel and useful as defined within a social context” (p. 90).

5.3  The Four Ps of Creativity

The first component needed by LA analysts to support creativity in education is to 
recognise that creativity is characterised in terms of 4Ps: Person, Product, Process 
and Press (environment). Rhodes’s conceptual framework was first described in 
1961 and provides a robust framework for understanding the who, what, when, 
where and how of creativity in LA.

5.4  Person—Who Are the Creators?

The person addresses the personality factors relating to the individual involved in 
the creation of the product. Research has shown that personal properties (e.g., opti-
mism, openness, self-confidence, self-regulation), motivation (both intrinsic and 
extrinsic) and feelings (e.g., excitement, hope, fear) are distinct dimensions of the 
person that each have a bearing on creativity (Cropley & Cropley, 2013; Yeh & Lin, 
2015). Furthermore, these dimensions of the person interact with each other in vari-
ous ways such that different combinations have unique consequences for creativity 
(Baer, 2010). Research has shown how using log data to provide feedback can 
increase students’ self-regulation (Silva et al., 2018) and increase their motivation 
(Aluja-Banet et al., 2019). Authors also note that they can detect and support stu-
dent emotions in an online environment (Rienties & Rivers, 2014). It is therefore 
suggested that the traits required for being creative can be measured and supported 
through LA.

5.5  Product—What Do They Create?

The product addresses the output of the creative activity. It is widely accepted that 
an essential core of creativity, whether in art and poetry or Engineering and science, 
is the tangible artefact. This definition of product can be extended to any product, 
process, system or service that is both novel and useful (Plucker et al., 2004).
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The product is often viewed as an objective approach to creativity, as it deals 
with tangible objects available for measurement (Kozbelt et al., 2010). While more 
recent definitions of the creative product debate the existence of higher-order char-
acteristics (Cropley & Cropley, 2005), definitions from as far back as Stein (1953) 
suggest that the product is a combination of novelty and usefulness.

For example, for an object to be regarded as creative, it must be original and 
surprising, and it must solve a real problem or satisfy a real need. When examining 
LA, the product is the most obvious of the 4P’s and can vary greatly. The product 
could include students’ outputs such as a history essay, PhD thesis, or an individual 
art piece. Four criteria define a product’s creativity (Cropley & Kaufman 2012; 
Cropley & Cropley 2011): relevance and effectiveness; novelty; elegance, and gen-
esis (ability to shift paradigms). Products can be classified using these four dimen-
sions arranged in a hierarchy ranging from “routine” products (characterised by 
effectiveness alone) to “innovative” products (characterised by effectiveness, nov-
elty, elegance and genesis), with “original” and “elegant” products falling between 
the poles of routine and innovative. Whilst each field favours different characteris-
tics, we propose that in education, the hierarchy of importance should be effective-
ness, novelty, elegance, and then genesis in education.

To promote creativity through LA, the product should be designed to assist the 
user in developing their creativity. To empirically measure the creativity of a prod-
uct, feedback can be given to students on three key factors.

 1. Is my product (essay, proof, artefact) creative? Research by Gal et al., (2017) 
highlights that fluency (defined as a total number of responses) can be automati-
cally measured through a LA platform such as the coding game Kodetu. The 
authors analysed log data and determined how creative a student’s attempted 
solution was. The authors use standard definitions of creativity (fluency), and the 
results can highlight to teachers how creative both an attempted solution and a 
correct solution is. Whilst fluency is a measure of the process of decision mak-
ing, it can still be used to indicate “how much” overall creativity the solution 
possesses (e.g. expressed as a percentage—80%—or as a qualitative descriptor, 
the product is very creative). A teacher could use this feedback as a summative 
assessment of the student’s work. Whilst fluency is only a small subset of the 
definition of creativity and is an output of the process that students went through; 
it is a starting point for LA researchers to measure this competency.

 2. Why is my product creative (or not creative)? If a student completes a task in 
an online environment, a teacher will provide concrete feedback and examples 
of what specific characteristics contribute (or fail to contribute) to the product’s 
creativity. This approach highlights the particular actions a student can take to 
address their products shortcomings. Using the results in this manner resembles 
formative evaluation.

 3. How is my product creative? Using creative production activities, including 
cycles of feedback and revision, skills such as creativity, technical self-efficacy, 
and working through complexity can be nurtured (Blikstein, 2013; Vossoughi & 
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Bevan, 2014; Barron et al., 2014). Martin et al., in their 2016 study, suggest that 
analysis of log data through a social learning analytics approach may highlight 
opportunities to enhance creative production. These authors suggest that a 
teacher could use log data to observe how students have edited their work. This 
approach allows insight into every stage of the creative process and provides 
feedback on how students can adapt their approach to be more creative. The 
teacher could use the feedback to indicate the categories and strengths that con-
tribute to the product’s creativity and to what extent.

In addition to feedback, data collected in online environments can also be used to 
comment on the related aspects of the person, process and press. This addresses the 
fourth level of concrete and differentiated feedback for fostering creativity in the 
classroom—How do I go about being more creative? For example, Dooley and 
Lindner (2002) demonstrated that the competency catalogue approach could be 
used both to develop curricula and other teaching materials (i.e., elements of press) 
and also as a coaching, counselling, and mentoring tool (i.e., addressing the person). 
As an example of the latter, D. H. Cropley and Cropley (2000, p. 209) proposed 
“creativity counselling,” which focused on process and person. These authors sug-
gested that feedback might be along the lines, “You generated a high level of nov-
elty, but expressed it only in a rough and unfinished way”. This advice also informs 
teacher practice—how can the student be supported in achieving these changes? 
Research highlights that the approach and the provision of near real-time feedback 
can encourage support and engagement in teaching and learning and can foster cre-
ativity in the user (Britain et al., 2020).

5.6  Process—How Do They Create It?

Process identifies the thinking style that results in an innovative product (Rhodes, 
1961). Guilford (1957) first described two main thinking styles associated with cre-
ativity: divergent and convergent thinking. While divergent thinking is solely asso-
ciated with creativity, it is essential to recognise that convergent thinking also plays 
a critical role, particularly when creativity is considered in problem-solving and 
LA. Characteristics of divergent thinking include thinking unconventionally, pro-
ducing multiple answers, or seeing new possibilities. Typical results of this process 
involve developing alternative or numerous solutions, encountering surprising 
answers, deviating from the usual, and opening new and exciting opportunities.

In any discussion of process, it is also essential to recognise that creativity does 
not come from nowhere. It rests on a foundation of knowledge and requires effort. 
To be a creative student, you first need to be a capable student! The characteristics 
of convergent thinking vital in supporting the overall process include thinking logi-
cally and homing in on the single best answer. Typical results of this process have a 
quick, “correct” answer and greater familiarity with what already exists (Cropley, 
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2006a, b). It is vital that both convergent and divergent thinking can be used inter-
changeably depending on the context in which they are used (Cropley & 
Cropley, 2009).

Within LA, a product could be designed to encourage the process of both diver-
gent and convergent thinking at different stages of an exercise or activity. For exam-
ple, an educator could employ a LA feedback tool through Moodle to help students 
engage in a problem-solving task (e.g., how to grow food in space). Wang, in their 
2014 study, suggests that Sentiment Analysis could be used to monitor how students 
are tracking in their divergent thinking phase. Based on this text analysis, real-time 
feedback could be provided (i.e., you have only come up with three alternate solu-
tions for growing food, and they are all carbohydrate-based, have you considered 
fats or proteins?) before allowing students to proceed with the convergent thinking 
phase. By providing real-time feedback, the user is encouraged to move through 
both phases, potentially in a more in-depth manner, thus contributing to a more 
creative outcome for the task. Additionally, the use of LA in this context allows data 
to be generated beyond ‘how long a user was logged in for’ and contributes to an 
ever-growing data bank of ‘what is creative’ and ‘what isn’t creative’. Therefore, 
LA can objectively demonstrate how to best support creativity dependent on the 
task. Research highlights how LA dashboards provide insight into student work and 
guide it as a task is unfolding (Arnold & Pistilli, 2012; Verbert et al., 2013). This 
real-time feedback has been demonstrated to increase the creative output (Britain 
et al., 2020).

5.7  Press—Where Does the Creativity Happen?

Press examines the role of environmental and social factors on creativity and is 
defined loosely as the level of ‘pressure’ applied or perceived in an environment. 
Press can be used to address both: (a) how the ‘climate’2 can either facilitate or 
inhibit creativity; and (b) how the ‘environment’1 reacts to the production of creativ-
ity (Cropley, 2015). The positive or negative influence does not directly shape the 
creative outcome, but rather, these influences mediate or moderate the outcome by 
affecting variables related to the creative process or person. Press, therefore, high-
lights elements such as support for creativity (e.g., encouraging risk-taking through 
a forum), and how the physical environment may foster creativity (e.g., through the 
provision of appropriate feedback and support) (Cropley, 2015). Press also high-
lights how society tolerates radical deviations from norms (e.g., ‘are creative LA 
systems or lessons ridiculed or hailed?’).

In a LA context, press would relate to how the user interacts with the digital 
learning environment and the analytics, i.e., through a dashboard such as a 
LMS. Again, in an education context, whether it be K-12 or higher education, a LA 
platform must be designed to promote favourable press conditions. As an example, 
evidence from a Massive Online Open Course (MOOCS) on ‘teaching creativity at 
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scale’ highlighted that data collected through the MOOC provided insight into how 
to foster community and engagement amongst students (Tahirsylaj et al., 2018). By 
analysing such vast amounts of data these authors were able to adapt their course to 
best suit the students to develop and enhance their creative skills. That is, the authors 
used analytics to foster the right press conditions for creativity to flourish. Further 
evidence of facilitating the right press conditions include Clinnin who, in her 2014 
study, found that users who engaged with forum discussions were more likely to 
meet learning objectives. Additionally, users could also be prompted to take risks 
and develop their willingness to fail without reprimand or embarrassment if a LMS 
provides feedback on their progress without observation from a teacher (Tahirsylaj, 
2012). This may build confidence and stimulate creativity in the user as they can 
receive non-judgemental feedback.

5.8  Phase—The Stages of Creativity

Whilst the 4P’s are a comprehensive framework to understanding what impacts cre-
ativity, an extension of this framework is required when recognising and fostering 
creativity through LA.  Creativity and LA are concerned with solving problems; 
however, the solutions do not emerge in a single step and one must be prompted to 
understand that there is a sequence of stages that is followed. The first stage is start-
ing with the recognition that there is a problem to be solved. Next is determining the 
possible ways of solving that problem, narrowing these down to a few probable 
solutions. Finally, the best option for development and implementation is selected. 
To understand how to develop creativity through LA, it is first necessary to under-
stand how the 4Ps intersect with the stages that we know characterise 
problem-solving.

The answer to this issue is, therefore, a fifth P—Phases. These are the steps 
involved in generating novel and effective LA products, platforms, or solutions. 
Guilford (1959) described creativity as problem-solving and defined it as having 
four stages:

 1. recognition that a problem exists;
 2. production of a variety of relevant ideas;
 3. evaluation of the various possibilities produced;
 4. drawing of appropriate conclusions that lead to the solution of the problem.

Guilford’s model corresponds closely to Wallas’s (1926) well-known four-phase 
model. Wallas explains that in the initial phase of preparation, a person becomes 
thoroughly familiar with a content area. In the incubation phase, the person “moves 
through” or “stews over” the information obtained in the previous phase. In the 
phase of illumination, a solution emerges. The last phase is verification. The person 
tests the solution that has emerged from the phases of incubation and illumination. 
More recently, the Wallas model has been refined by adding three additional phases 
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Preparation Activation Generation illumination Verification Communication Validation

Fig. 5.1 The extended phase model of the creative process

(activation, communication, validation) by (Cropley & Cropley, 2008; Cropley, 
2006a, b), who have conceptualised creativity as involving seven consecutive phases 
(Fig. 5.1).

The phases of creativity captured in the Extended Phase Model shown in Fig. 5.1 
and the fundamental movement between convergent and divergent thinking link 
strongly to LA’s steps as the mechanism by which products and systems are realised. 
There are several important and recurrent themes both in creative and LA problem-
solving. These include the non-linear progression that the process frequently fol-
lows. Here is where creativity and Learning Analytics come together. As users of 
the LA systems move through a series of stages, these involve either convergent or 
divergent thinking.

The LA system must be designed to support the user to move through these seven 
stages based on interaction with a task. Take the food challenge task mentioned 
above. A user could receive creativity training and engage in modules relevant to the 
phase, i.e., you are in the preparation phase. It would be best if you did X. Then 
educational data mining techniques could be employed as they are designed as ‘an 
engine to make decisions or guide actions’ (Campbell et  al., 2007 as cited in 
Buckingham Shum & Ferguson, 2012 p. 4). This feedback could then allow the 
educator to reshape the activity. Research shows that students exhibit more creativ-
ity and are more engaged when receiving feedback and when courses are adapted to 
suit their needs (Tahirsylaj et al., 2018).

5.9  Paradoxes of Creativity

To understand the interaction of creativity and LA, one critical factor must be 
acknowledged. Each of the 4Ps described in previous sections is not always good or 
always bad for Creativity (Cropley, 1997; Cropley & Cropley, 2008). Aldowah et al. 
(2019), in their review on LA for twenty-first-century education, highlight that vari-
ous LA techniques are required across educational sectors when solving specific 
academic problems. These authors note that previous LA reviews such as Romero 
and Ventura (2010), Sacin et al. (2009), Schrire (2004), and Van Barneveld et al. 
(2012) fail to consider the association between different LA techniques when 
addressing specific educational problems. Aldowah et  al. (2019) propose that to 
solve various problems, various techniques must be considered. Therefore, some-
times it is necessary to think analytically and sometimes synthetically. This suggests 
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a paradox in creativity. Cognitive processes that appear to be mutually exclusive are 
both required for creativity. How can one develop and foster creativity through LA 
if one must simultaneously think both convergently and divergently? Therefore, 
discussions of creativity are confronted by several apparent paradoxes: Aspects of 
the processes of creativity, the personal properties associated with it, the conditions 
that foster its emergence and the products it yields seem to be mutually incompatible.

Similarly, a lack of structure and leadership pressure in any environment may 
encourage creativity sometimes but hinder it at other times. Properties of the indi-
vidual—a risk-taker, for example—may be favourable to creativity at some points 
in the process but unfavourable at different times. The solution to this paradox lies 
in the fifth P—Phases. LA and creativity take place across distinct phases. It is pos-
sible to build a model of creativity through LA that identifies the relationships 
between the person, the process, the product and the press at each phase and speci-
fies exactly what conditions favour or inhibit creativity, at each point in the problem- 
solving process.

5.10  The Innovation Phase Model

The Innovation Phase Model is a framework that addresses the paradoxes of creativ-
ity and specifies the thinking skills, personal properties, classroom climate and out-
comes associated with each phase of a process of creative problem solving (Cropley 
& Cropley, 2012; Cropley et al., 2011). As a roadmap for the development of LA to 
support creativity in education, the IPM outlines what an individual needs to do/be 
at any stage of creative problem-solving.

The IPM consists of 7 phases and five dimensions and produces 42 nodes, as 
highlighted in Table 5.1. Phase by phase, Table 5.1 shows the conditions that foster 
creativity and innovation change. What is good for creativity and innovation in, for 
example, the activation phase, may hinder Innovation in the verification phase. The 
42 nodes in the IPM are 42 things that LA can measure in real-time or near-real- 
time. The nodes are relevant to creativity irrespective of the task, subject or course. 
The key to successful creativity and innovation in any context is adjusting and 
adapting to the favourable conditions at each stage of the IPM.

5.11  How Can LA Use the IPAI to Encourage Creativity?

The Innovation Phase Model has been repeatedly empirically tested through the 
Innovation Phase Assessment Instrument (IPAI) described in (Cropley & Cropley, 
2012; Cropley et al., 2011). The IPAI highlights the relationship between creativity 
and innovation and demonstrates how teams or organisations may be well-aligned 
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or misaligned to the different conditions that favour creativity at each stage of the 
innovation process.

To provide a concrete example, let’s hypothesise that an educator wants to use 
LA to encourage creativity through a STEM problem-based learning task. The first 
phase in the IPAI is preparation. In this phase, the goal is to develop knowledge and 
recognise the problem. From a process point of view, an educator wants a task at 
this phase to support convergent thinking i.e., an educator will want to see a user 
spending a considerable amount time researching the same topic before moving 
onto a new topic. Therefore, the user logs into their Learning Management System 
(LMS) and explores different elements of the proposed challenge. Whilst logged 
into the LMS, the user leaves trace data based on their actions. An indication of 
convergent thinking may be spending an extended amount of time on a webpage or 
watching a video on a complex topic. Blomberg et al., in their 2014 study showed 
that watching a video on a complex topic enables students to better evaluate and 
integrate their learning, or in other words demonstrate convergent thinking. This 
trace data can then be used to provide meaningful feedback and encourage the user 
to remain in the convergent phase. For example, if an educator had OnTask3 embed-
ded into their LMS, the student would receive personalised and actionable feedback 
throughout their participation in this phase and the course. Research shows that 
students are generally dissatisfied with the quality of the feedback they receive 
(P. Ferguson, 2011). Similarly, educators are under pressure to provide consistent 
and relevant feedback. By using trace data, tailored and specific feedback could be 
provided to students. Tailored and specific feedback has been shown to positively 
impact student perception of feedback quality (Pardo et al., 2019). Therefore, LA 
can support user creativity and minimise the time needed for educators to provide 
feedback.

When considering the person element of the 4P’s, in this phase the user needs to 
be motivated. Therefore, videos could be placed on the Moodle, and the educator 
could receive feedback if the user is watching the videos or not (i.e., through log 
data) (Khan, & Pardo, 2016). Through this data, the educator could determine 
whether the user is ‘prepared’ enough to move onto the next phase. This feedback 
would allow educators to ascertain where more support is needed or determine if 
users can be extended into the next phase. This data and feedback would highlight 
how well aligned or misaligned an individual is, and therefore it can also predict 
how creative a final solution will be. This example demonstrates how a digital learn-
ing environment (DLE) can set up the means to develop creativity more effectively 
and that LA then uses this DLE to measure outputs that provide the feedback and 
personalised information that makes learning more effective. This IPAI could be 
implemented in any DLE irrespective of the task, course, or subject. The IPAI could 

3 OnTask integrates data from any online learning tool and lets the instructor define progress 
indicators.
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provide a holistic picture of how creative one is across different classes and where 
they could use support. It could be used in K-12, higher education, or an organisa-
tion and is not subject or task-specific.

5.12  Benefits

A LA-based approach to developing creativity in users can transform this compe-
tency and support the successful transition of individuals into Industry 4.0. LA can 
assist the development of creativity by minimising the time educators take to pro-
vide accurate and objective feedback on how creatively competent their students 
are. LA can provide near-real-time to real-time feedback, which can be easily dis-
tributed to all stakeholders. This process also encourages personalised learning as 
changes can be made to support development as a user moves through a task. This 
could potentially positively increase engagement and motivation in both user and 
educator. Additionally, users and educators learn to work alongside developing 
technologies such as machine learning or artificial intelligence that could be imple-
mented through LA. Therefore, they could create the view of these technologies as 
‘colleagues’ and consequently develop positive attitudes that will help the transition 
into Industry 4.0.

LA can also develop the objectives of creativity researchers to objectively 
determine what factors relate to student grade, motivation, and other factors across 
various populations. Therefore, researchers can create tasks that support these 
connections. Whilst modern and sophisticated approaches to the measurement of 
twenty-first-century skills such as creativity have been proposed (see Wilson & 
Scalise, 2015), there has been less focus on authentic learning and working envi-
ronments. For example, the measurement of (complex and collaborative) problem- 
solving has been measured through the Organisation for Economic and 
Co-operation and Developments (OECD) Programme for International Student 
Assessment (PISA). However, PISA is undertaken in highly controlled conditions 
and does not represent everyday learning conditions (Rosen & Foltz, 2014). 
However, Learning Analytics allows the measurement of these skills to occur in 
authentic settings with minimal external interference (Buckingham Shum & Crick, 
2016). Recent research has offered promising improvements in LA measurement 
validity to provide reliable means for developmental assessment of twenty-first-
century skills such as creativity (Gašević, 2019). Finally, it is suggested that utilis-
ing LA can develop more creative students and consequently contribute to more 
valued employees.
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5.13  Limitations

Whilst there is a push to embed creativity into school curriculums, there is a lack of 
empirical research connecting creativity and LA. In a LA context, creativity is mea-
sured almost solely through fluency tasks, and this is only one tiny aspect of creativ-
ity. Fluency is not a measure of the product’s creativity; it is a measure of the 
ideational capacity of the person generating the solution. Additionally, fluency is the 
total number of responses and we need to consider other elements to determine 
overall creativity, such as originality, i.e. not just how many responses but also how 
many unique ideas does each response provide? Currently, the field of LA is very 
basic in measuring creativity, but current data analysis methods should be applied to 
extend this competency, and researchers should be encouraged to develop this 
connection.

5.14  Conclusion

In conclusion, this chapter has provided a summary of how LA can develop creativ-
ity in students of all ages across digital learning environments that support various 
courses and tasks. As society progresses into Industry 4.0, using data to drive the 
development of competencies such as creativity becomes crucial. We have provided 
a roadmap of how LA can utilise the theories of the 4P’s and the phases of creativity 
to support the development of creativity.
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Chapter 6
Using Learning Analytics to Measure 
Motivational and Affective Processes 
During Self-Regulated Learning 
with Advanced Learning Technologies

Florence Gabriel, Elizabeth B. Cloude, and Roger Azevedo

Abstract Self-regulated learning is an important predictor of students’ academic 
achievement, employability, and career progression. Cognitive, affective, metacog-
nitive, and motivational processes play a crucial role in students’ ability to effec-
tively monitor and regulate their learning while using advanced learning technologies 
(ALTs). This chapter focuses primarily on motivational and affective processes 
related to self-regulated learning with different types of ALTs such as serious games, 
intelligent tutoring systems, simulations and immersive technologies. While initial 
approaches to measuring students’ motivation and affect have been predominantly 
centered around self-reported instruments, recent advances in learning analytics and 
educational data mining show significant benefits in using multimodal data as they 
reveal the dynamics of learning processes as they unfold with ALTs. As such, our 
chapter focuses on the use of novel techniques aimed at detecting, tracking, model-
ing, and fostering students’ motivational and affective processes during learning, 
problem solving, and reasoning with various ALTs. We discuss implications for 
measuring motivational and affective processes using multimodal data for research-
ers, students, and educators by combining both objective and subjective 
methodologies.
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6.1  Introduction

Advanced learning technologies (ALTs) such as serious games, intelligent tutoring 
systems, simulations, and immersive technologies can be powerful tools for foster-
ing students’ learning about complex topics. However, they require students to 
maintain increased levels of self-regulation to be successful (Schunk & Greene, 
2018). Self-regulated learning (SRL) can be described an active cyclical process 
which includes goal setting, strategic planning, monitoring strategies, and self- 
evaluation (Schunk & DiBenedetto, 2020; Winne, 2018) and is a strong predictor of 
academic success (Schunk & Greene, 2018). SRL has recently been a focus of 
attention in the learning analytics community (see Emara et al., 2021) and driven 
new research and methods in SRL and ALTs such as serious games (e.g., Cloude 
et  al., 2020a). Learning analytics is the measurement, collection, analysis and 
reporting of data about students and their contexts, for purposes of understanding 
and optimizing learning and the environments in which it occurs. It sits at the con-
vergence of learning (e.g., educational research, learning and assessment sciences, 
educational technology), analytics (e.g., statistics, visualization, computer/data sci-
ences, artificial intelligence), and human-centered design (e.g., usability, participa-
tory design, sociotechnical systems thinking; see Lang et  al., 2017). Cognitive, 
affective, metacognitive and motivational factors play an important role in SRL 
(Azevedo et al., 2018). Researchers have access to a wide array of techniques to 
collect large amounts of fine-grained multimodal data on cognitive and metacogni-
tive processes, including log files, eye tracking, and think-alouds (Azevedo et al., 
2019; Jarvela et  al., 2020). However, techniques for measuring motivation and 
affect have been more challenging to develop and are still in their infancy (Ainley 
& Ainley, 2019). This chapter will introduce innovative measures of motivational 
and affective processes that rely primarily on learning analytics methods and 
approaches and present implications of measuring multimodal motivational and 
affective processes for researchers, students, and educators using a combination of 
both objective and subjective methodologies.

6.1.1  Motivation and Affect

Motivational and affective processes are both critical for successful learning and are 
part of a complex system of interdependently connected SRL processes. They drive 
initial engagement, perseverance and ultimately performance on learning tasks by 
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influencing when, how, why, and which learning strategies are used (Efklides, 2011; 
Schumacher & Ifenthaler, 2018). Positive affect (e.g., enjoyment, hope, pride) pro-
motes motivation, enabling students to control their engagement with a learning 
task, and ultimately enhancing their commitment to achieving their learning goals 
(Pekrun, 2006).

Motivation is a goal-oriented process that allows individuals to initiate, direct 
and maintain behavior (Schunk et al., 2014). Students can find motivation from vari-
ous sources, be they internal (values, interests and competence beliefs such as self- 
efficacy) or external (affordances provided in the design of ALT features, context of 
the learning environment, and learner-centered instruction), and levels of motiva-
tion can fluctuate over the course of a learning task (Ainley & Ainley, 2019). Despite 
its importance, research shows that students face several challenges in monitoring 
and regulating their motivation during learning, problem solving and so forth (see 
Renninger & Hidi, 2019). Wolters (2003, p. 190) defines motivation regulation as 
“the activities through which individuals purposefully act to initiate, maintain, or 
supplement their willingness to start, to provide work toward, or to complete a par-
ticular activity or goal”. Students particularly need to accurately monitor and regu-
late their motivation when experiencing setbacks or after making mistakes which 
affect their motivation levels and engagement with a learning task (Wolters, 2003; 
Reindl et al., 2020). However, unlike contemporary research using trace methods to 
measure cognitive and metacognitive SRL processes, most of the motivation 
research has focused on self-reports and therefore not captured the temporally 
unfolding dynamics of motivational processes during learning, problem solving and 
reasoning with ALTs.

In the context of SRL, the most important component of affect is arguably emo-
tion regulation, though we must not neglect its links with mood, feelings and atti-
tudes (Efklides et al., 2018; McRae & Gross, 2020; Taub et al., 2019). Students with 
strong emotion-regulation skills may use these skills to develop positive affect and 
engage with learning more deeply than their peers. They develop adaptive emotions 
towards learning (e.g., curiosity and enjoyment), they experience less intense nega-
tive and potentially detrimental emotions and they are more inclined to use more 
metacognitive strategies such as monitoring their progress toward meeting their 
goals (Lajoie et al., 2020; Price et al., 2018). By contrast, students with negative 
affect (e.g., anxiety, frustration) tend to display lower levels of motivation, do not 
persevere as much, and engage in superficial learning (Gabriel et al., 2020; Pekrun 
et al., 2011; Pekrun, 2013).

6.2  Measuring Motivational and Affective Processes Using 
Multimodal Data

Motivation and affect can be conceptualized as either static traits or dynamic states 
(Pekrun, 2006; Ainley & Ainley, 2019). Traits can be described as a general orienta-
tion or disposition, whereas states are experienced on task at a specific point in time 
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and tend to fluctuate (Pekrun, 2006). The main difference between traits and states 
is the temporal element. Traits tend to be more stable, consistent and predictable 
relative to states, which are temporary and influenced by individual and situational 
variables (e.g., context, task, prior knowledge; Pekrun, 2020; Robinson & Clore, 
2002; Winne, 2020). Before the advent of learning analytics, researchers were lim-
ited in their ability to measure dynamic states, and studies have understandably 
relied on traditional measures that captured the static aspect of motivation and 
affect. It has been reported that up to 90% of these studies rely upon self-reported 
instruments (Klassen & Usher, 2010), which are famously problematic in that stu-
dents do not and cannot always report their motivational and affective strategies 
accurately for a variety of reasons (Panadero et al., 2016; Zimmerman, 2008). For 
example, students may inaccurately recall their motivational and emotional strate-
gies as the intensity of their emotions and motivation changes over time depending 
on the learning context; they may misunderstand questions; or they simply may not 
have sufficient declarative knowledge to correctly label the strategies they used 
(Karabenick et al., 2007; Rovers et al., 2019; Veenman, 2011). These issues chal-
lenge the validity of such measures in accurately detecting, measuring, tracking, 
modeling, and supporting students’ learning with ALTs. By only measuring static 
traits that do not fluctuate during learning, we end up missing key information that 
might provide insight into the temporal and dynamic nature of these constructs.

Our capacity to capture and analyze multimodal data during learning activities 
has grown exponentially over the last decade (D’Mello, 2017; Ochoa, 2017). This 
has caused a noteworthy shift in how researchers define and measure motivation and 
affect, with models such as D’Mello and Graesser’s Model of Affective Dynamics 
(2012) becoming widely accepted and techniques such as eye-tracking, facial moni-
toring, learner-system interactions and psycho-physiological indicators becoming 
commonplace to measure dynamic states (Azevedo & Gašević, 2019; Lodge et al., 
2019). The next section will focus on novel techniques (e.g., biometric sensors, 
trace data) aimed at detecting, tracking, modeling, and fostering students’ motiva-
tional (e.g., interest, task value, self-efficacy) and affective (e.g., emotion regula-
tion) processes during learning, problem solving, and reasoning with ALTs.

6.2.1  How Can These New Techniques Be Used to Detect, 
Track, Model, and Foster Students’ Motivation 
and Affect?

The rise of novel ALTs, such as immersive virtual environments, and computer 
power has provided an ubiquitous platform for capturing and analyzing multimodal 
data across spatial and temporal dimensions (i.e., multimodal learning analytics) to 
study learning with emerging technologies (Azevedo & Gašević, 2019; Dindar 
et al., 2019; Järvenoja et al., 2020; Lajoie et al., 2020; Mu et al., 2020; Noroozi 
et al., 2020). The majority of studies have used multimodal learning analytics to 
study cognitive and metacognitive aspects of the learning process (Azevedo & 
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Gašević, 2019; Sharma & Giannakos, 2020). This focus likely results from the zeit-
geist of the late 1980s, which had deep roots in understanding learning using infor-
mation-processing theory, especially in regard to cognitive sciences and its 
contributions to advancing our understanding of human cognition and metacogni-
tion using computers and artificial intelligence such as ACT-R (Anderson & 
Fincham, 2014) and SOAR architectures (Laird, 2012). This movement ultimately 
provided a foundation for building intelligent systems capable of capturing cogni-
tive and metacognitive processes as they occurred over time such as students’ initi-
ated metacognitive monitoring using an SRL palette designed into MetaTutor 
(Azevedo et al., 2018; Cloude et al., 2020b; Mangaroska et al., 2020). However, 
SRL does not only involve cognition and metacognition and would not exist without 
motivational and affective processes (Schunk & Greene, 2018; Winne & Azevedo, 
2022). Few studies have leveraged new techniques to capture motivational and 
affective processes during learning activities with ALTs that go beyond self-report 
methodologies (i.e., studying affect and motivation as traits; Ainley & Ainley, 
2019). We argue this gap in literature misses key information that could inform 
effective instructional and educational practices. Further, since contemporary theo-
retical frameworks describing motivation (e.g., metamotivation; Miele et al., 2020) 
and affect (e.g., emotion regulation; McRae & Gross, 2020) explain that several key 
factors influence motivational and affective processes, such as the context and indi-
vidual variables (Murayama & Elliot, 2011; Pintrich, 2000, 2003), it is essential to 
capture multiple streams of multimodal data during learning sessions to define these 
constructs as dynamical states. These data provide insight into the complex and 
dynamic nature of motivation and affect to understand their role in developing SRL, 
task, and domain-specific knowledge and skills with ALTs.

Other methodologies have been developed with aims to reduce the reliability/
validity concerns associated with using self-report data, such as the microanalytic 
approach for studying SRL (e.g., Cleary et al., 2019; Follmer & Sperling, 2019; 
Zimmerman, 2008). This approach uses both self-report items as well as semi- 
structured interview questions that are administered at specific points in the learning 
session to gauge contextual and task-specific information (e.g., students’ metacog-
nition related to a specific problem or topic) rather than more general construct 
information (e.g., overall metacognitive awareness). For example, to study meta-
cognition using the microanalytic approach during learning about complex biology 
topics with ALTs might involve administering both open- and close-ended ques-
tions during certain time points (e.g., moving to a new content page) across the 
learning session. The system might prompt the learner during a reading task to 
assess their feelings about how well they understand the content using a Likert scale 
ranging from 1 to 6 (e.g., 1 = I feel I strongly do not understand to 6 = I feel strongly 
I understand) and then administer a follow-up question to gauge why they felt the 
way they did and whether it relates to their learning goals. This method generates 
both qualitative and quantitative data before, during, and after specific learning 
activities to measure task- and context-specific information as it relates to metacog-
nition based on what the learner is doing. While this is a notable step toward 

6 Using Learning Analytics to Measure Motivational and Affective Processes…



98

measuring SRL as both a dynamic and fluctuating states that accounts for the con-
text and task the learner is engaging in, the approach is not impartial to reliability 
and validity concerns due to the very nature of self-reporting that relies on subjec-
tive data measuring the students’ perception of their metacognitive awareness 
(Ainley & Ainley, 2019; Cloude et al., 2018).

In this chapter, we argue that supplementing multimodal (objective) data with 
other methodologies, such as the microanalytic approach, might provide a ground-
ing framework to assist researchers in mitigating the challenges plaguing the field to 
augment our understanding of the role of motivation and affect on SRL across spa-
tial and temporal dimensions. A systematic review conducted by Noroozi et  al. 
(2020) assessed studies using multimodal data to capture motivational and affective 
processes during learning with emerging technologies. While they found that the 
majority of studies still used survey methods, they also reported a significant growth 
in the proportion of studies leveraging other modalities such as eye movements, 
concurrent verbalization, and trace data to capture motivational and affective pro-
cesses during learning activities. For instance, a longitudinal study by Wong and 
colleagues (2016) captured data on motivation using surveys, interviews, and reflec-
tive essays, while another study by Shahrokni and Talaeizadeh (2013) used trace 
data, interviews, and interactions with peers via forums, messages, and/or chats to 
capture motivation and affect during language learning. These studies demonstrate 
that triangulating multiple data channels such as capturing and triangulating both 
objective (i.e., trace data) and subjective (i.e., interviews, surveys) data points over 
time and at critical points during learning (e.g., administering self-report items mea-
suring motivation and affect when students change their strategies during learning) 
has the potential to capture motivational and affective processes during learning 
activities.

A more recent study conducted by Emerson et al. (2020) used continuous data to 
generate multimodal analytics and assess its relation to self-reported interest, a 
motivation construct, by comparing different machine-learning models to assess the 
accuracy rate of either unimodal and multimodal data channels in their ability to 
predict interest after learning with a game-based learning environment. They used a 
combination of the following modalities to predict interest: (1) trace data of in-game 
actions, (2) eye movements, and (3) facial expressions of emotions. After compar-
ing different models and their parameters, the results showed the most accurate 
model in predicting high, medium, or low interest was using both eye movements 
and trace data during learning, achieving an accuracy rate of 0.59. While the accu-
racy was moderate (i.e., 40% error rate), this study demonstrated significant prog-
ress in implementing a novel approach that used multiple streams of data captured 
during learning activities to examine whether it was predictive of interest with 
emerging technologies (Emerson et al., 2020). A similar study by Taub et al. (2020) 
examined the impact of agency during game-based learning on problem solving, 
scientific reasoning, and interest using multimodal data. They used the following 
data streams in their analyses: (1) trace data on in-game actions, (2) facial expres-
sions of emotions, and (3) performance on content assessments. Results showed 
that facial expressions of emotions and trace data during game-based learning 
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across the agency conditions were related to self-reported interest (Taub et  al., 
2020). These studies illustrate a start in the right direction, as relationships revealed 
between self-reported motivation and multimodal data might provide insight into 
how to capture motivation in real-time during learning activities. For example, what 
might facial expressions of emotions and eye tracking reveal about motivation and 
how it changes over time? Do fixations associated with particular interface features 
reveal students’ motivation as it relates to achieving specific goals like learning 
about the topic versus indicating no interest in learning about the topic? Further, 
could self-reported perceptions of motivation offer a ‘grounding’ technique for 
what the learner perceives their motivation to be and then assess the extent to which 
multimodal data generated before, during, and after reporting motivation might 
reveal relationships between eye gaze and facial expressions of emotions as indica-
tors of motivation in real-time?

A study by Järvenoja et al. (2020) used a similar approach and examined motiva-
tion and emotion regulation during collaborative-learning activities at the individ-
ual- and group-level using video and physiological instruments. Specifically, the 
video recordings provided data on individual students’ voice, facial expressions of 
emotions, and interactions among other group members, while the physiology 
instrument measured electrodermal activity and heart rate which have been previ-
ously correlated with intensive, temporal information on motivation, affect, and 
cognitive constructs during task execution (Efklides et al., 2018). Other studies have 
used this novel approach as well, highlighting its capacity to capture motivational 
and affective fluctuations across learning activities (Bakhtiar et al., 2018; Dindar 
et al., 2019; Goetz et al., 2016; Ketonen et al., 2018). However, major challenges 
continue to exist as most studies using multimodal data to examine fluctuations in 
motivation and affective processes continue to use traditional modeling techniques 
that cannot handle the nonlinear and complex nature of motivation and affective 
constructs, presenting more issues on the current state of challenges plaguing 
the field.

6.2.2  Modeling Motivational and Affective Processes

Common tools used to analyze multimodal data are traditional linear statistics (e.g., 
regression, clustering, correlation, analysis of variance, etc.), which test relation-
ships between outcome and predictor variables. These tools require adhering to 
three primary assumptions to reveal meaningful results: observation independence, 
normality of frequency distribution, and equal variance. While linear techniques 
account for unsystematic measurement variation, they do not account for systematic 
sources of variation (e.g., dynamical states such as intrinsic fluctuations like emo-
tion regulation during learning; Amon & Holden, 2019) versus unsystematic varia-
tion (e.g., measurement errors). Since contemporary theoretical models emphasize 
the dynamic, interdependent, and adaptive nature of motivation and affect, it draws 
us to question the appropriateness of using linear statistics to analyze data capturing 
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motivational and affective processes during learning with ATLs. Do linear tech-
niques align with contemporary theories and their underlying assumptions? Since 
variation in motivational and affective processes often results from countless and 
intertwined intrinsic interactions sensitive to contextual circumstances, it is impera-
tive that we implement modeling techniques built to handle the non-linear nature of 
motivational and affective constructs in order to partition the potential measurement 
errors that may exist in multimodal datasets and study individual differences in its 
variation.

Other limitations involve the very nature of the multimodal data we analyze, 
which more often than not fail to meet statistical assumptions of linear modeling. 
Linear techniques are based on the notion that averaging across data points reveals 
the ‘ground truth’ about the phenomena being studied (Laplace, 1812). But we are 
drawn to question this assumption since studies also reveal that the fluctuating 
dynamics of motivational and affective processes impact learning processes and 
academic achievement (Bakhtiar et  al., 2018; Cloude et  al., 2020a; Goetz et  al., 
2016; Moeller et al., 2018). We argue that in order to model the temporal and spatial 
dimensions related to motivational and affective processes, future studies need to 
implement non-linear techniques, such as fractals or recurrence quantification anal-
ysis, which are built to handle the continuous (or reoccurring) changes in motivation 
and affective processes rather than averaging across those dynamics (e.g., Amon 
etal., 2018).

Few studies have begun using non-linear techniques to examine a range of topics 
such as biological, psychological, and physiological processes (Favela, 2020; Amon 
et al., 2018). For instance, Amon and others (2018) modeled cognitive control using 
fractal equations. Their results illustrated that this scaling technique could handle 
changes over time as well as the interplay between the learner and context in which 
they were learning. Other studies have found similar oscillatory fluctuations in cog-
nition during reaction-time tasks using fractal analysis, where their findings empha-
sized that changes in cognition were not due to randomness (e.g., measurement 
errors) but rather individual differences (e.g., prior knowledge; Gilden, 2001). 
These findings highlight that using non-linear techniques may provide insight into 
motivational and affective processes as they occur in the real world to study how 
they relate to learning and achievement. However, in order to leverage non-linear 
techniques, we recommend future studies reconsider motivational and affective pro-
cesses as complex systems. Referring to complexity science may offer novel frame-
works and tools that could provide benefit to studying motivational and affective 
processes with ALTs by incorporating concepts, methods, and theories of complex-
ity science (e.g., embodied cognition). If motivation and affect contemporary frame-
works represent distinctive features that characterize complex systems (i.e., 
self-organization, emergence, and interaction dominance), they ought to be investi-
gated via complexity science (Favela, 2020). In the next section, we describe the 
implications for multimodal motivation and affect SRL data for researchers, stu-
dents, and educators.
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6.3  Implications of Measuring Multimodal Motivational 
and Affective Processes for Researchers, Students, 
and Educators

6.3.1  Implications for Researchers

A major concern for researchers examining multimodal data is how to use, modify, 
and/or develop new techniques to capture the dynamics of motivational and affec-
tive processes during learning, reasoning, and problem solving with ALTs. While 
much work has been done in the area of affect and learning analytics in terms of 
using facial expressions of emotions and physiological sensors (e.g., D’Mello, 
2017), the question remains whether the same methods can be used to capture moti-
vational states. For example, how can researchers validly and reliably measure 
(detect), track and model motivational states during learning with ALTs? What do a 
student’s fluctuations in their interest, task value, self-efficacy, etc. look like, and 
can they be captured using facial expressions and physiological data? If not, then 
can they be combined with other methods such as eye-movements and verbaliza-
tions which have predominantly been used to measure cognitive and metacognitive 
processes? Or, do we have to develop new methods or use the ALTs themselves as 
the research and instructional tool such as taking advantage of the affordances of 
immersive technologies? For example, imagine using traditional self-reports mea-
sures (e.g., sub-scales of the MSLQ, AEQ) in a stealthy manner by having artificial 
agents embedded in an immersive virtual environment administer the questions 
included in these questionnaires (e.g., “I think the instructional material in this VR 
system is useful for me to learn. Do you feel they are useful? If not, then tell me why? 
I’m really interested in understanding the basic concepts of the cardiovascular sys-
tem in this VR system. Do you feel the same levels of interest? If not, then what 
should we do to generate more interest?) as part of their behavioral repertoire. This 
would serve as combining the microanalytic approach with objective measures that 
are triggered by embedded artificial agents to gauge motivation and affect questions 
during a natural exchange between them and the students (during learning) using 
natural language processing (NLP) and be strategically timed based on (1) theoreti-
cal assumptions and research questions testing specific hypotheses (e.g., reactivity 
to explicitly asking about motivational and affective states induces the learner to 
reveal their motivational and affective states, beliefs, etc.), (2) time thresholds (e.g., 
ask about task value after 10 minutes of learning and 10 minutes before a learning 
session), and (3) intelligently based on learning analytics and other real-time analy-
ses of multimodal data (and may include explicit or implicit modeling of specific 
motivational and affective states by the artificial agents). Using embedded artificial 
agents as research tools in immersive virtual environments can significantly advance 
the field by allowing research to systematically design and test theoretical assump-
tions related to the complexity of capturing the temporal dynamics of motivation 
and affective processes using multimodal data. The advances will allow for fine- 
grained specification of time-scale of the phenomena (from milliseconds to hours 
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and days), temporal fluctuations based on internal and external constraints, sequenc-
ing, occurrence, re-occurrence, monitoring and regulating, and transfer of knowl-
edge and skills to other ALTs and non-ALT learning contexts and tasks. Lastly, 
issues of ethics and privacy will continue to be a major concern as researchers strive 
to collect significantly more multimodal data from students, including negative 
emotions which have been shown to be influential in enhancing learning. In addi-
tion, these issues remain a constant concern for researchers especially when nega-
tive personal or socially “undesirable” motivational (e.g., prolonged low situation 
interest) and affective (e.g., extended episodes of confusion which under certain 
conditions may be beneficial to learning) processes may have negative repercus-
sions on students’ well-being and impact their educational opportunities, academic 
achievement and success.

6.3.2  Implications for Students

A major concern for students is their general lack of ability to dynamically and 
accurately monitor and regulate their motivational and affective states during learn-
ing with ALTs. Recent advances in AI, learning analytics, and educational data min-
ing have enabled new opportunities for visualizing data including open learner 
models (OLMs) to foster students’ understanding of their cognitive, affective, meta-
cognitive, and motivational strategies and skill development while using ALTs 
(Bull, 2020; Bull & Kay, 2016). OLMs are a visualization of the system’s internal 
beliefs about the student’s current knowledge, skills, and abilities. They externalize 
the system’s internal model of the student to aid their monitoring of learning pro-
cesses. OLMs are a means of visualizing the current knowledge or skill levels of 
students in various ways, such as helping students independently track, reflect on, 
and pace their learning processes so they can learn more effectively (Bull, 2020). 
We propose that OLMs will be ideal for supporting and fostering the awareness 
needed to monitor, regulate, and reflect on motivational and affective processes 
(e.g., students can inspect, edit, and/or negotiate their motivational and affective 
states presented in OLMs). However, a neglected aspect of OLMs has been motiva-
tion and affect, which is critical for successful learning, problem solving, and rea-
soning with ALTs. Imagine a learner inspecting an OLM and it illustrates the 
system’s beliefs about their current motivational and affective states (e.g., low task 
value, low situational interest). The learner could use such data to (1) inspect the 
OLM and raise their awareness that they have not been monitoring their confusion, 
thus allowing them to identify the source of the confusion and potentially resolving 
their impasse; (2) reflect on their levels of interest and task value and edit their OLM 
beliefs about their interest and task value because the system beliefs are not accurate 
and this gives the learner autonomy to correct the systems’ beliefs; and (3) negotiate 
with the system as the learner justifies why they believe the OLM does not accu-
rately represent their current motivational and affective states. The design of the 
OLMs can include data analytics from the various data and the major challenge will 
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be the sensing of the changes in motivational and affective states—e.g., when do we 
know the ALT detected change in student’s self-efficacy? What was or were the 
sources of data? How reliable and valid are they? How does the sensing of this moti-
vational state translate to a quantifiable index (and qualitative value) that can be 
represented in the students’ OLM? When, how, what does the OLM illustrate 
regarding the learner’s self-efficacy? Is it the current state, how the current state dif-
fers from previous state (and the time between states), the history of self-efficacy 
states during learning (and the contextual information as to when the changes 
occurred), does it project future self-efficacy states based on beliefs about the 
learner as well as other learning and multimodal data? These are open questions that 
can advance the current state of measuring motivational and affective states and 
their implication to improve students’ self-regulation.

6.3.3  Implications for Educators

The motivational and affective data presented in OLMs can come from several 
sources, including self-report measures, learner-system interactions with artificial 
pedagogical agents (see previous sections), learning analytics from other instruc-
tional resources (e.g., log-files from learning with MOOCs), and other external 
regulating agents (e.g., peers, teachers, parents, etc.). Similar to the scenarios and 
questions raised in the previous section (Implications for students), these same data 
can be accessed by educators to understand the fundamental motivational and affec-
tive processes of students by representing the same data using learning analytics 
onto teachers dashboards (Klerkx et  al., 2017; Molenaar & Knoop-van Campen, 
2019; Wiedbusch et al., 2021). Teacher dashboards based on learning analytics of 
students’ multimodal motivational and affective (and other SRL) data can be objec-
tively presented to teachers to enhance their instructional decision-making. By 
focusing on motivational and affective states, we can significantly enhance the cur-
rent states of teacher dashboards and learning analytics that tend to focus on behav-
ioral indices of instruction (e.g., number of problems completed, time spent on 
specific tasks) while ignoring the complexities of motivational and affective states. 
By providing teachers with dashboards that include these data, teachers may have 
opportunities to more effectively isolate specific areas of self-regulation that need 
attention in the classroom (e.g., emotional dysregulation). The area of teacher dash-
boards opens new opportunities to enhance instructional practices. For example, 
imagine a teacher inspecting the edits a student has made to their OLM that are 
inaccurate and, based on this data, the teacher “pushes-out” a message that explains 
to the student that their edits to their motivational states on their OLM are inaccurate 
and provides an explanation. In addition, instead of the system’s beliefs about the 
students being presented on their OLMs, the teacher overrides the system and may 
“manipulate” the OLM states’ values to encourage all students to raise their aware-
ness and subsequently engage in more accurate monitoring and regulating of moti-
vation and affect during learning with ALTs. In summary, implications of measuring 
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multimodal motivational and affective processes align with current national and 
international reforms aimed at modernizing methods of assessing student learning 
with ALTs using multimodal data and learning analytics (NASEM, 2018; 
OECD, 2020).
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Chapter 7
SR-WMS: A Typology of Self-Regulation 
in Writing from Multiple Sources

Mladen Raković and Philip H. Winne

Abstract When writers mine information from multiple sources to develop an 
essay, they reinterpret and reorganize their knowledge as they pursue and, possibly, 
reshape goals for rhetorical structure. Such writing tasks are popular across age 
levels and domains. It is assumed cognitive processes engaged in this kind of task 
provide practice that improves writing skills and deepens engagement with content. 
However, writing grounded in multiple and typically diverse sources is a demanding 
task. Successfully synthesizing information across multiple sources calls on multi-
ple and interwoven cognitive and metacognitive processes as authors balance work 
in rhetorical, content and metacognitive spaces. To successfully traverse this com-
plex and evolving cognitive landscape shaped by multidimensional goals, writers 
need procedural knowledge that operationalizes skills plus broad conditional knowl-
edge to guide using those skills. For these reasons, success in multi-source writing 
tasks requires extensive and productive self-regulation. To advance research on 
these issues and give direction to engineering writing analytics to support produc-
tive self-regulation in multi-source writing, we synthesized research accessing and 
synthesizing content across multiple sources (Cho et  al., Strategic processing in 
accessing, comprehending, and using multiple sources online. In: Handbook of 
multiple source use. Routledge, pp 133–150, 2018; Perfetti et al., Toward a theory 
of documents representation. In: The construction of mental representations during 
reading. Psychology Press, p 88108, 1999; Rouet et al., Educ Psychol 52(3):200–215, 
2017; Rouet and Britt, Relevance processes in multiple document comprehension. 
In: Text relevance and learning from text. Information Age Publishing, Inc., 
pp 19–52, 2011), writing processes (Bereiter and Scardamalia, The psychology of 
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written composition. Hillsdale, 1987) and self-regulated learning (SRL; Winne, 
Cognition and metacognition within self-regulated learning. In: Schunk D, Greene 
J (eds) Handbook of self-regulation of learning and performance, 2nd edn. 
Routledge, pp 36–48, 2018; Winne and Hadwin, Studying as self-regulated learn-
ing. In: Hacker DJ, Dunlosky J, Graesser A (eds) Metacognition in educational 
theory and practice, Erlbaum, pp 277–304, 1998). The result is a two-dimensional 
typology of cognitive and metacognitive processes in self-regulated writing using 
multiple sources (SR-WMS) spanning two problem spaces in writing tasks, rhetori-
cal and content.

Keywords Self-regulation · Multi-source writing · Multiple source 
comprehension · nStudy · Learning analytics

7.1  Introduction

Students in post-secondary education are commonly assigned essays that require 
searching and synthesizing information across multiple sources. It is widely believed 
these kinds of assignments create opportunities for students to develop writing 
skills, deepen engagement with course content and practice composing within dis-
ciplinary genres. For instance, a chemistry student may be assigned a lab report in 
which evidence is extracted from theoretical papers to explain experimental find-
ings. A literature student may be assigned an argumentative essay dissecting and 
resolving a controversial interpretation of an author’s corpus. An economics student 
may need to synthesize diverse accounts of factors affecting economic growth in a 
multinational market. And a graduate student reviewing literature on a dissertation 
topic may weigh approaches to researching a phenomenon.

7.1.1  Challenges in Multi-source Composition

Students engaging in multi-source writing assignments are theorized to benefit in at 
least two ways. First, they develop skills in producing genre-appropriate written 
compositions (e.g., an evidence-based lab report, a persuasive argumentative essay). 
Second, they extend knowledge in the domain by carefully parsing and synthesizing 
with source materials they mine for this kind of assignment (e.g., Graham et al., 
2012; Klein & Boscolo, 2016).

Multi-source writing is, however, a demanding task that unfolds in two problem 
spaces: rhetorical and content domain (Bereiter & Scardamalia, 1987). In the rhe-
torical space, writers work out rhetorical problems of the composition (e.g., present-
ing a claim, crafting a rebuttal). Simultaneously, in the content space, writers tackle 
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challenges in identifying, contrasting and synthesizing knowledge in a domain. 
Successful writers strategically engage multiple cognitive and metacognitive opera-
tions to select and transform information in sources, and blend propositions and 
larger rhetorical structures into a coherent written product that meets goals for the 
assigned composition. These processes can broadly be classified as setting goals, 
comprehending information presented in multiple texts and other media, producing 
text, and metacognitively monitoring and controlling work and work flow. In this 
chapter, we assume cognitive and metacognitive operations are applied consciously 
and guided by goals. This aligns with Winne’s (2018) model of self- regulated learn-
ing and Cho et al.’s (2018) definition of “…strategies [as] deliberate applications of 
one’s processes…” (p.  135). We use the terms process and strategy 
interchangeably.

Multi-source writers set rhetorical goals in a context guided by task and genre 
requirements, e.g., “Convince the reader of a claim that plastic materials harm peo-
ple’s health.” This overarching goal is translated into multiple subgoals in the con-
tent space, e.g., find then synthesize information in sources that support and subvert 
this claim. To approach these subgoals, writers work to comprehend source texts by 
integrating propositions, identifying textual and conceptual relations, reflecting on 
how they process sources (reading paths; Cho et al., 2018), sorting and selecting 
propositions, transforming bundles of information to assemble new (for them) con-
tent knowledge, and (re)presenting these in a clear and coherent manner (Bereiter & 
Scardamalia, 1987). At the same time, writers metacognitively monitor the evolving 
draft for fit to rhetorical and other goals such as format and length. Given results of 
these monitoring operations, writers selectively engage metacognitive control pro-
cesses (e.g., re-searching, editing, revising) to modify their developing product and, 
perhaps, reshape goals in relation to revised perceptions of the assigned task (Winne, 
2018; Winne & Hadwin, 1998). To navigate productively within the multivariable 
rhetorical and content problem spaces in a multi-source writing task, writers need 
more than sufficient command of text comprehension strategies and text production 
processes. They also need to know standards used to metacognitively monitor when 
to invoke and how to manage those multiple processes. In other words, to be effec-
tive, writers need to self-regulate (Greene et  al., 2018). Self-regulation in multi- 
source writing may, however, encounter several major challenges.

Comprehending information within individual sources is just the first step in a 
multi-source writing assignment. Sampling and coordinating information across 
multiple sources adds demands to this work. The writer needs to keep text represen-
tations distinct while assembling inter-text relationships (Britt et al., 2018). It is not 
uncommon to encounter multiple yet differentially patterned representations of the 
same situation or phenomena (i.e., situational incoherence), as well as genuine 
informational discrepancies and conflicts (Braasch et al., 2012; Bråten et al., 2018). 
These challenges are further compounded by divergent lexical and semantic phras-
ing often present across sources, particularly when source documents were written 
for purposes differing from those of the assigned writing task. Limitations of work-
ing memory pose another challenge. Consequently, understanding textual material 
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often evolves over successive cycles involving external supports, e.g., notes and 
highlighted selections (Braasch et al., 2012).

At the same time, challenges to generating draft text compete for scarce cogni-
tive and metacognitive resources as authors strive to address rhetorical goals for a 
composition (Aull, 2015; Aull & Lancaster, 2014). Common among these chal-
lenges are under-developed composing skills, ignorance or misconceptions about 
genre-appropriate standards, and difficulties in establishing text coherence. These 
are compounded by demands arising from needs to transform and assemble source 
content in a composition ranging from mere paraphrasing to constructing a deeper 
account of a source information.

Adding to all these demands, many students lack self-regulatory skills to strate-
gically engage in goal-oriented processing critical to successfully navigating multi- 
source writing tasks (Hyytinen et al., 2017; Klein & Boscolo, 2016). For instance, 
goals writers construct for the writing task as they perceive it often do not go beyond 
simply specifying the genre. This leaves vague or may omit particular standards of 
the genre (Klein & Boscolo, 2016). As well, many writers tend to underuse meta-
cognitive monitoring (e.g., for fit of source material) and control (e.g., text revi-
sions) as they draft and revise the composition. Taken together, all these demands 
thwart many students from productively engaging in multi-source writing. The 
result may well preclude reaching main goals for which multi-source compositions 
are assigned: developing composing skills and expanding domain knowledge.

7.1.2  Foundations for Modelling Multi-source Composition

Prior research has generated seminal theoretical frameworks, e.g., the Document 
Model Framework (DMF; Britt et al., 1999; Perfetti et al., 1999), the MD-TRACE 
model (Rouet & Britt, 2011), the RESOLV model (Britt et al., 2018; Rouet et al., 
2017), and accounts of cognitive and metacognitive processes in writing (e.g., 
Bereiter & Scardamalia, 1987). Models of SRL highlight key roles for cognitive and 
metacognitive processes (e.g., Winne, 2018; Winne & Hadwin, 1998). Moreover, 
researchers have recently integrated research on SRL and writing processes (Graham 
et al., 2012; Klein & Boscolo, 2016), and SRL and multiple source use (Greene 
et al., 2018). Klein and Boscolo (2016) noted that, from a cognitive perspective, 
writing grounded in multiple sources requires writers to strategically cycle between 
reviewing source documents and composing can usefully be examined as a self- 
regulatory process. As Greene et al. (2018) pointed out “…expanding the SRL con-
nections to multiple source use research, and vice versa, reveals many promising 
directions and implications for future theory, research, and practice” (p. 321).

To advance research on multi-source writing processes, we integrated research 
on multiple source use, writing processes and SRL to assemble the SR-WMS (Self- 
Regulation in Writing from Multiple Sources) typology of interweaving cognitive, 
metacognitive and self-regulatory processes in multi-source writing. The SR-WMS 
model provides educational researchers and practitioners with a new theoretical 
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lens for studying writers’ strategic engagement during multi-source writing which, 
in turn, may spark developing new instructional interventions to promote students’ 
success in this complex task.

The remainder of the chapter is organized in three sections. In Sect. 7.2 we 
review relevant theoretical literature on multiple source comprehension, writing 
processes and self-regulated learning. In Sect. 7.3 we present the SR-WMS typol-
ogy. In Sect. 7.4 we discuss opportunities to use the nStudy software system (Winne 
et al., 2019) to collect trace data for engineering learning analytics about processes 
represented in the SR-WMS typology.

7.2  Literature Review

7.2.1  Multiple Source Comprehension

Researchers have proposed several theoretical models to represent comprehension 
of information spread across multiple sources. Perfetti et al. (1999) modelled multi- 
source comprehension as an interaction between the Intertext and Situations com-
ponent (submodels of a more general Documents Model). The Intertext component 
contains metadata about documents (e.g., author information, document type, docu-
ment context, inferred audience, language style, rhetorical goals, content summary) 
and functional relationships (e.g., supports, opposes) among the documents com-
prising the document space. The Situations model includes real and reader- 
constructed situations, and also captures interrelated situations in the document 
space. In this way, the Documents Model accounts for how readers move beyond 
comprehension of a single document to integrate information across documents to 
create an overall understanding of a situation, e.g., a controversial issue (Bråten 
et  al., 2018). As one way to remedy conflicting information found across docu-
ments, Britt et  al. (1999) suggested readers consider each document’s metadata 
(e.g., the authority ascribed to a source, publication date), relationships between 
author profiles and document content, and relationships among the documents 
themselves (e.g., common citations, succession from an earlier document to a 
later one).

Rouet and Britt (2011) modelled comprehension of multiple documents as an 
iterative cycle unfolding over five core processing steps in their MD-TRACE model: 
constructing a model of the task, assessing information needs, processing of each 
document, creating a product and assessing product quality. In the first step, the 
reader creates representations of the comprehension task and the associated writing 
task by surveying task instructions, recalling prior domain knowledge and 
experience(s) with a similar task, and indexing the availability of relevant resources. 
The reader’s mental representation of the task includes goals given in the task 
description as a basis for a plan and associated standards for monitoring work on the 
task, e.g., monitoring available documents for relevance. Next, the reader estimates 
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their information needs, essentially the gap between current knowledge and infor-
mation needed to complete the task. This underlies decisions about whether and 
how to search for external resources if recalled domain knowledge is judged insuf-
ficient to satisfy goals. In step 3, the reader accesses source documents, assesses 
them for their topical and task relevance, selects documents judged relevant and 
analyses them to identify and integrate content information. This step forms a 
Documents Model (Perfetti et  al., 1999). In step 4, the reader harnesses source 
information to begin crafting a response to the writing task. This step may involve 
various degrees and forms of knowledge transformation as dictated by task require-
ments (Wiley & Voss, 1999), e.g., to summarize relevant papers versus to fashion an 
argument supported by empirical evidence. In the final step, the reader compares a 
current draft to task goals and exits the task or, if the product is monitored as mis-
aligned to task goals, recycles to previous steps. This triggers reassessing content in 
source documents and potentially revising the product.

Rouet et al. (2017) extended this line of research to include reader’s motivation, 
interest and values in their REading as Problem SOLVing (RESOLV) framework. 
The RESOLV framework introduces two additional mental models for Context and 
Task. A Context Model is the reader’s representation of the task and conditions 
circumscribing the reading situation. It incorporates information about task instruc-
tions, attributes of the authority who set the writing assignment (e.g., course instruc-
tor), forecasts about characteristics of the intended audience for the essay, available 
external resources, and personal characteristics of the reader, namely, knowledge, 
skills, interest and perceived task value (Britt et al., 2018). A Task Model represents 
subgoals, plans, strategies and values (e.g., importance of a particular strategy) 
associated with the student’s understanding of the assignment. Importantly, the 
RESOLV model is based on several assumptions about cognition. First, reading is 
an adaptive and goal-directed activity. Second, processing resources are constrained. 
Third, readers intrinsically monitor feelings-of-knowing to estimate whether infor-
mation can be retrieved from memory. And, fourth, readers analyse costs and ben-
efits of pursuing goal-directed actions, and tune their decision thresholds as the task 
unfolds.

Parallel to the complex RESOLV model, Cho et al. (2018) argued: “Sophisticated 
readers use diverse strategies, monitoring the function of each, and deciding upon 
alternative choices of strategies if progress is halted.” (p. 144). Accessing, compre-
hending and using multiple sources is thus complemented by the student’s strategic 
processing. Cho et  al. (2018) proposed three layers of strategic processing. 
Constructive-integrative processing involves information search and identification 
of important ideas and knowledge building. Critical-analytical processing require 
evaluating sources’ metainformation and content. And metacognitive-reflective pro-
cessing consists of monitoring one’s knowledge and beliefs, reading paths, and 
properties of meaning constructed by work on the task.

These empirically supported models mark the reader’s prior knowledge as a criti-
cal feature in multi-source comprehension. Readers use their knowledge to con-
struct and enhance meaning from source texts (Stein, 1989) through a generic 
process of elaboration. According to Spivey (1990), three cognitive operations are 
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central to elaboration. One is organizing propositions to reorder or recombine multi-
source material and to group propositions to form chunks. The second is selecting 
relevant content per goals for the task, The third process is connecting elements to 
form relationships new to content in relation to prior knowledge.

Generally, these representative models of multiple source comprehension con-
verge on the view that cyclically constructing a global representation of source 
documents is critical when students develop provisional solutions to task require-
ments. Beyond this accomplishment, however, students must coordinate these pro-
cesses and integrate the products they generate in the content space with processes 
that produce text aligned to standards in the rhetorical space (Bereiter & Scardamalia, 
1987). This entails retrieving, activating and monitoring composing strategies to 
approach rhetorical goals. We review these in the next section.

7.2.2  Processes in Writing

According to Magliano et al. (2018), writers not only create a task model (Rouet & 
Britt, 2011) and documents model (Perfetti et al., 1999), they also construct a prod-
uct model. It is a mental representation of what has been written. The product model 
includes representations of two important kinds of differences: how much and in 
what ways the draft differs from sources, and how much and in what ways the draft 
deviates from standards for the writing assignment.

In this context, Stein (1990) identified four major groups of cognitive processes 
that occur in reading to comprehend and writing from multiple sources: planning, 
monitoring, elaborating, and structuring. Planning and monitoring processes con-
cern procedural aspects of cognition in a problem-based learning environment. 
They are commonly considered metacognitive processes that set standards for meta-
cognitive monitoring. Stein’s (1990) processes of elaborating and structuring repre-
sent actions students take after metacognitive monitoring, i.e., metacognitive control 
(Son & Schwartz, 2002). In this section we discuss planning, monitoring and struc-
turing processes with respect to their significance for writing production.

In the process of planning, the writer sets preliminary goals for the composition. 
Alternative plans are considered as means to build from available content knowl-
edge and accounting for rhetorical constraints the writing task imposes on discourse. 
Flower et al. (1989) distinguished schema-driven, knowledge-driven and construc-
tive planning strategies in writing. The standard for schema-driven planning is a 
framework explicit in or implied by the writing task. An example is this task instruc-
tion: Develop an argumentative essay that conveys a main claim, and provides three 
supporting sub-claims and one counterclaim, all backed up by empirical evidence. 
A writer who employs schema-driven planning “could concentrate on filling in the 
slots with appropriate information” (Flower et al., 1989, p. 4). Knowledge-driven 
planning strategies, in contrast, draw on the writer’s personal representation of con-
tent knowledge. Writers adopting this kind of plan decide to organize the essay 
based on the structure of their integrated knowledge. Constructive-planning 
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strategies subsume schema- and knowledge-driven planning. These plans include 
generating interconnected goals, organizing goals hierarchically, monitoring prog-
ress toward goals, instantiating goals in the written product, and identifying and 
resolving conflicts between goals.

While processing content spanning multiple sources and drafting fragments of 
an essay, authors monitor whether and how well the meaning of their evolving text 
agrees with goals they set for the composition (Hacker et al., 2009). For example, a 
skilled author might reflect: “After reviewing my goals for the essay and re-reading 
this paragraph, I am not sure if it effectively supports my main claim.” Metacognitive 
monitoring can also be focused on schema-driven goals. For example, the author 
monitors the state of a draft relative to perceived task requirements, e.g., “According 
to the professor’s instructions, I think I have not yet provided a counterargument.” 
Or “Is the evidence I borrowed from sources empirical or rational?” According to 
Hacker et al. (2009), four primary goal-oriented monitoring strategies are used to 
meet goals: reading, re-reading, reflecting and reviewing.

To judge whether they have operated validly on content information while draft-
ing an essay, writers also monitor their comprehension (Stein, 1990) relative to 
sources. For example, “Have I correctly paraphrased this paragraph from the source 
article?” Another potential topic for metacognitive monitoring concerns the extent 
to which information embedded in the draft meets rhetorical goals for the composi-
tion, e.g., “Is this really a compelling example that supports my argument?” 
Metacognitive monitoring can lead writers to re-evaluate and modify their written 
product and/or goals they previously set for the composition. This is one way the 
writer engages in metacognitive control to improve text quality (Hayes, 2000). 
According to Hacker et al. (2009), writers can draw on six metacognitive control 
strategies in writing: editing, drafting, generating ideas, producing words, translat-
ing information into new expressions, and revising.

As writers monitor and polish the structure of a draft, they manipulate multiple 
connected (or partially connected) propositions mined from sources. In this process, 
writers strive to ensure included content is appropriately shaped in the composition. 
Examples of structuring activities include subsuming source information under 
superordinate categories, organizing text into high- and low-level propositions, and 
illuminating relations between ideas in the text that might have been otherwise over-
looked (Stein, 1990).

It is important to note that, during multi-source writing, metacognitive monitor-
ing and control strategies interweave in and across the content and rhetorical spaces. 
For example, as the writer reads source texts and generates potentially appropriate 
ideas, those ideas are evaluated relative to goals for writing and adjudicated as to 
whether they already have been imported into the essay. Monitoring continues as 
other ideas are being shaped into appropriate rhetorical form in the essay draft. If 
meaning conveyed by the draft is a poor match to the author’s goals, one option is 
to rewrite to conform better to writing goals. The writer is an agent in this endeav-
our. In these activities, the writer’s self-regulatory tactics and strategies contribute 
to attaining goals and the overall quality of written products (Graham et al., 2012) 
and learning gains (Berthold et al., 2007; Klein et al., 2007). In the next section we 
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discuss powerful processes of self-regulated learning (SRL) and cast light on their 
connections to multi-source use and writing processes.

7.2.3  Self-Regulated Learning

SRL is a complex approach learners take to monitoring, managing and manipulat-
ing cognitive operations, motivations and emotions to optimize learning as a pro-
cess and the products of those learning processes (Winne, 2018; Winne & Marzouk, 
2019). To represent this process, several models have been proposed (e.g., Boekaerts, 
1991; Efklides, 2011; Hadwin et al., 2011; Pintrich, 2000; Winne & Hadwin, 1998; 
Zimmerman, 1989). For an overview of most influential SRL models and an empiri-
cal evidence supporting them, see Panadero (2017).

We use Winne and Hadwin’s (1998); Winne & Marzouk, 2019) model of SRL to 
guide the typology we propose. Their model highlights the roles of metacognitive 
monitoring and control in ways that closely align to how these operations are mod-
elled when students ground compositions in multiple sources.

Winne and Hadwin theorize SRL as unfolds over four recursive and loosely 
ordered stages: defining features of the task, setting goals and forging plans to meet 
them, enacting tactics and strategies, and, optionally, making large-scale adapta-
tions to the current task or for future ones. Five dimensions of a task can be observed 
in each stage: conditions in which current work is situated, operations the learner 
performs on information, products of those operations, and evaluations of opera-
tions (e.g., pace, difficulty) and their products relative to standards. A shorthand for 
this model is COPES (Winne, 2018).

In the task definition stage, students survey task requirements and internal (e.g., 
prior knowledge, skills, interests, preferences) and external (e.g., available source 
articles) factors they perceive have bearing on an assigned task. This product of this 
stage of SRL is a perception about the task resembling the context model compo-
nent in Britt et al.’s (2018) framework of reading as problem solving. In the next 
stage of SRL, students set goals and produce plans to approach those goals. Goals 
are influenced by standards perceived for the task and by each student’s personal 
standards, including motivational features such as self-efficacy and incentives per-
ceived about the task (Winne & Marzouk, 2019). Plans include sets of tactics and 
strategies to attain the goal. Stein (1990) and Flower et al. (1989) considered goals 
and plans critical for success in writing assignments. Moreover, goals and associ-
ated plans for organizing tactics and strategies are factors embedded in task models 
of multi-source reading comprehension and writing production described by Rouet 
and Britt (2011) and Magliano et al. (2018). In the stage 3, learners enact tactics and 
strategies (e.g., compare, contrast, integrate across multiple sources; Bråten et al., 
2014) that they planned in the previous stage. Learners create successive and inter-
related products as work proceeds, e.g., drafts of opening sentences and entire sec-
tions, and monitor each against the product model (Magliano et al., 2018). At points 
of their choosing, writers internally evaluate whether what has been written so far 
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accords with perceptions of the task, goals and plans. As judged worthwhile, stu-
dents may exercise metacognitive control to modify products “just in time” created 
in stages 1–3. This may include revising goals, activating new strategies and adapt-
ing foci and a schedule for monitoring the evolution of the essay draft. The adapta-
tion stage takes place after the main task is completed. At this stage, learners reflect 
on the whole of their work on the task (metacognitive monitoring) and may develop 
long-term adaptations for similar tasks in the future (metacognitive control). The 
result is forward-reaching transfer (Salomon & Perkins, 1989). Greene et al. (2018) 
point out, “There has been very little research on the processes learners use after 
reading or completing a multiple source use learning task (p. 327)” despite their 
theorized significance.

We enhance existing models of multi-source use in our SR-WMS typology to 
include various adaptive processes that occur after the task is complete. Equally 
important, we bring forward how the Winne-Hadwin model embraces key aspects 
of SRL relating to motivation and self-efficacy (Bråten et al., 2014; Zimmerman, 
2013), affect and emotions (Bowler, 2010), and epistemic beliefs and cognition 
(Greene et al., 2015).

7.3  SR-WMS – A Typology of Self-Regulation in Writing 
from Multiple Sources

Drawing on sources reviewed in the preceding sections, the SR-WMS typology of 
self-regulation in writing synthesizes research on using multiple sources in self- 
regulated researching, reading and writing (Table 7.1). As an organizer, we used the 
four stages of Winne and Hadwin’s (1998) model of SRL because it conceptually 
organizes multiple cognitive, metacognitive and motivational processes previous 
researchers described about multiple source writing. In particular, the Winne- 
Hadwin framework emphasizes adaptation and the cyclical nature of engagement 
characteristic of multi-source writing tasks. We identify self-regulatory constructs 
salient to each stage and project them onto the rhetorical and content spaces of 
multi-source writing tasks (Bereiter & Scardamalia, 1987). In the rhetorical space, 
writers work on solving problems of text production and in the content space they 
work on solving problems attending comprehending and coherently integrating 
information provided in multiple sources.

In stage 1 the writer makes efforts to understand the task. They strive to develop 
familiarity with rhetorical constraints the task imposes, e.g., number of claims to 
present and validate in the essay, the minimum/maximum number of source texts to 
be cited. They survey resources available for support, including: their own compos-
ing skills (self-efficacy), knowledge of the assigned genre, motivation and interest 
in task and content, and time constraints. In the content space, the writer surveys 
their own information problem solving skills for searching, filtering, selecting rel-
evant documents and harnessing meta-textual information (e.g., linguistic cues, 
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rhetorical devices, headings; Greene et al., 2018). These skills are applied to locate 
relevant and trustworthy source texts, if sources are not already provided, and to 
locate relevant information within source texts. The writer also brings to the task 
prior knowledge about the content, knowledge of text comprehension tactics (e.g., 
highlighting, note taking, summarizing), and interest in and emotional stance about 
the topic. As well, the writer’s epistemic beliefs may play a critical role in the writ-
er’s perception of the task and standards selected for engaging with it (e.g., opting 
only for sources written by authorities).

In stage 2, the writer sets goals and creates plans. Rhetorical goals relate to 
designing and composing a written product using evidential information from mul-
tiple source texts. These can be created by strategies guided by schemas, knowledge 
or constructions generated uniquely for the task (Flower et al., 1989). Content goals, 
on the other hand, deal with processing information selectively sampled from source 
texts to fill slots in the schema governing the genre’s rhetorical space, e.g., warrants 
for evidence supporting claims. Klein (1999) explains that “…writers set rhetorical 
goals … [t]hen set sub goals in content space that subserve these rhetorical goals” 
(p.  244). For example, if a writer is composing an argumentative essay arguing 
against using plastic bags, they may set a goal in the rhetorical space to convince the 
reader of a claim that plastic materials harm people’s health. This goal then is trans-
lated into a subgoal in the content space, e.g., find and synthesize information in 
source articles that support this claim taking care (metacognitively monitoring) to 
note potential counterclaims and evidence supporting them.

In stage 3, the writer enacts tactics and strategies planned in the previous stage. 
Given the nature of multi-source writing tasks, the writer needs to deftly interweave 
text production and text comprehension strategies. We categorize these as object 
level (vs. metacognitive) strategies as they represent operations on information 
comprising the essay itself. Examples of object level processes the writer enacts in 
the rhetorical space include word production, idea generation, drafting, editing, 
translating, revising (Hacker et  al., 2009). Examples of object level processes in 
content space include reading, re-reading, highlighting, tagging, note taking (e.g., 
defining, summarizing, debating, comparing and contrasting), reviewing and 
reflecting.

The writer also engages metacognitive strategies to monitor emerging properties 
of the draft and the utility of selected object-level composing strategies in the rhe-
torical space as well as text comprehension strategies in the content space. This 
includes monitoring the alignment of products and properties of processes (e.g., 
ease, efficiency) relative to goals and related subgoals in the content space to assure 
meaning represented in the draft composition agree with goals they set (Hacker 
et al., 2009). As well, the writer monitors whether they validly represented content 
information (Stein, 1990). To address any discrepancies revealed by metacognitive 
monitoring, the writer engages in metacognitive control to enact what are judged to 
be corrective object level strategies for text production, e.g., translating, editing 
(Hacker et  al., 2009); and for reading comprehension, e.g., modifying a reading 
path, revisiting, note taking, pausing, questioning (Cho et al., 2018; Goldman et al., 
2012; Greene et  al., 2015; Greene & Azevedo, 2007). Metacognitive monitoring 
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and control can also be enacted regarding products of previous stages, potentially 
modifying perceptions about the task, revising goals and reforming plans.

Once the task is complete, at the adaptation stage (stage 4), the writer may evalu-
ate the entire scope of activities and products across previous stages. One aim may 
be to profile how they engaged in the task, e.g., to identify text comprehension 
strategies that did versus those that did not work well. When this happens, the writer 
may develop forward-reaching plans to improve performance in future similar tasks 
(Winne & Azevedo, 2022).

It is important to note the four stages of self-regulated learning may not unfold 
in this linear way. Writers exercising agency can retreat and jump over stages. For 
example, upon becoming aware of task requirements and recalling prior content 
knowledge (stage 1), the writer may immediately begin drafting (stage 3) without 
carefully setting goals (stage 2), then survey (monitor) their internal and external 
resources to check for contributions and obstacles present in the task (stage 1).

7.4  Learning Analytics About Processes 
in Multi-source Writing

7.4.1  nStudy – Software to Support Multi-source Writing

Digital data about student’s writing activities in technology-enhanced learning envi-
ronments can be harnessed to map and support student progress in writing from 
multiple sources. Winne et al. (2019) designed and developed a software suite called 
nStudy. nStudy has two main components. One is an extension to the Chrome web 
browser. It provides a wide array of structured cognitive tools learners can use to 
operate on information they survey and learn (Fig. 7.1). The other component is a 
pair of backend databases and systems. These record and assemble logged events as 
a time-stamped array of learner activity and as multi-part artifacts that amalgamate 
those events in coordinated structures. Among a variety of functionalities, nStudy’s 
features support students to research, index by tags, annotate and cross-link infor-
mation in source materials. Other features support drafting and revising composi-
tions that incorporate artifacts learners construct by mining and organizing 
information situated in multiple sources. For example, writers can annotate an entire 
bookmark as well as selections of information within a website. Notes are web 
forms that can be configured by an instructor to nudge cognition and provide stan-
dards for metacognition. Note forms can be configured to operationally define fac-
ets of goals, schemas for analysing and evaluating information according to 
discipline-specific genres or almost any structure of information or procedure, such 
as monitoring a task’s conditions in preparation for framing goals. A Goal note can 
be configured to document constructive-planning strategies (Flower et al., 1989). It 
can include fields to guide the writer to organize rhetorical goals hierarchically, 
identify interconnected goals and resolve potential conflicts between goals. As 
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Fig. 7.1 Study view in nStudy

another example, a Debate note can be designed so the writer can enter information 
about main claims, evidence and warrants from the source articles. The writer can 
also link multiple Debate notes to create a larger argument structure. Students can 
search for and organize artifacts in nStudy’s Library view and index them using task 
specific tags, e.g., “Reliable?” or “Needs Research.” Every engagement a student 
has with information is timestamped and stored to represent which operations a 
student applied to particular information. When these structured data have strong 
links to theoretical constructs, they form trace data describing how learners work 
and what they work with (Winne, 2020). Trace data provide rich material for devel-
oping learning analytics describing and encouraging productive self-regulation in 
multi-source writing.

7.4.2  Example

Ann is an undergraduate student studying environmental science. She has been 
assigned a term paper – an essay to argue why using single-use plastics (bags, take 
out containers, etc.) should be abandoned in modern societies. Ann has previously 
written several essays in this genre but she is aware there are several new, specific 
requirements for this particular assignment. She interprets her instructor’s oral 
description of the essay as requiring her to provide at least two arguments supported 
with evidence, at least one counterargument supported with evidence, and a rebuttal 
to the counterargument. Ann recalls from in-class discussions several propositions 
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Fig. 7.2 Essay Plan note form in nStudy. (Green shading indicates material that can be cloned to 
create a blank copy of the field array. Gray text is replacement text, meant to guide the learner, 
disappears as the learner enters text in the text field)

forwarded by peers, including that plastic materials (a) may harm human health and 
(b) may present significant challenges to being recycled even if consumers deliver 
used plastics to recycling depots. She decides she will research multiple sources to 
extract and organize information to satisfy these requirements. Accordingly, she 
sets two rhetorical goals using the Essay Plan note form in nStudy (Fig. 7.2).

In the Topic Goals note form (Fig. 7.3), Ann creates the subgoals in the content 
space and links them to corresponding rhetorical goals in the Essay Plan. For exam-
ple, Ann’s subgoals linked to her first rhetorical goal could be to find examples of 
diseases caused by plastic materials, rank those diseases by severity and elaborate 
on the most severe diseases to create a persuasive case for her rhetorical argument. 
She considers, however, that plastic bags may have one advantage over the paper 
bags – plastic bags are more durable and that can save money. Ann decides she will 
include this claim as a counterargument and sets the corresponding goal in the Essay 
Plan note template. In this way, Ann’s goal setting and planning is guided by the 
task schema (e.g., she dedicated two template slots for arguments and one slot for 
counterargument) and content knowledge (e.g., she recalled information from in- 
class discussion). As well, Ann engaged in productive constructive planning, e.g., 
by hierarchically organizing and interconnecting her goals and subgoals.
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Fig. 7.3 Topic Goals note form in nStudy

Fig. 7.4 Debate Note form in nStudy

Ann searches for relevant source documents using her content subgoals as stan-
dards for monitoring information she finds in the Internet. She wants to source only 
peer-reviewed academic articles, as she deems those documents are trustworthy. 
This reflects her epistemic beliefs. She creates a bookmark for each article she 
judges potentially relevant based on reading its abstract. In the Library view, Ann 
revisits the collected bookmarks and reads each, highlighting relevant information. 
She completes multiple Debate note forms (Fig. 7.4), jotting down claims, examples 
and warrants identified in these sources that she judges are relevant to her goals. 
Ann reorganizes her notes in the Library view, e.g., by collecting notes with 
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information about diseases caused by plastic materials into a subfolder. In this way, 
she further elaborates source information while, again, monitoring the fit of these 
artifacts to her goals. Ann noticed that some of the collected documents did not 
contain goal-relevant information and removed them from the nStudy Library.

Ann begins drafting her argument in nStudy’s Report tool. First, she generates a 
list of ideas by dragging relevant notes into the tool. The contents of those notes 
becomes available for editing. She works out rhetorical connections among these 
ideas and develops the skeleton for her first draft. In this process, Ann navigates 
between the rhetorical and content spaces, often re-reading parts of source texts 
using the link nStudy automatically established between a note and information 
selected in an article. She monitors her comprehension of information in sources as 
she re-evaluates how that information fits rhetorical roles in her evolving draft. Ann 
compares draft text to goals in her Essay Plan note form about evidence for causes 
of diseases (monitoring for goals). She wants to enrich the essay with a few details 
and switches to re-reading her selections highlighted in source articles (metacogni-
tive monitoring and control of tactics). As she assembles information, she realizes 
she did not bookmark articles that advocate for use of plastic bags, the concept she 
originally wanted to use as a counterargument. She, however, remembers a few 
websites that documented how plastic bags were useful as a kitchen aid. So, Ann 
returns to her Essay Plan note and modifies her rhetorical goal for the counterargu-
ment, an instance of metacognitive control. Once she has drafted what she judges 
(monitors) forms a the full set of arguments, counterargument and rebuttal, Ann 
reviews and makes minor edits before submitting her essay to the instructor.

Now that her task is complete, Ann reflects on her activities throughout this proj-
ect. She judges she learned a lot about the topic. Tactics and strategies she used to 
select information to highlight and using nStudy’s note forms helped her compre-
hend source materials. She observes that reviewing her Essay Plan note and, occa-
sionally, updating it to match information available in source texts was productive. 
She plans to reuse these tactics in the next essay assigned. She also plans a modifi-
cation to her just-used strategy. She will skip the idea generation activity. Instead, 
she will start drafting her essay by reviewing highlighted selections and notes in the 
nStudy Library because that approach seems more efficient.

7.4.3  Implications

Analysing fine-grained trace data about Ann’s writing activities in terms of the 
SR-WMS typology expands opportunities to develop learning analytics to address 
challenges many writers face in activating productive self-regulation when develop-
ing essays sourced from multiple documents. For example, notes Ann created in 
nStudy when she dealt with problems in the content space could be analysed using 
natural language processing methods to detect inter-textual relationships she may 
have initially missed (Britt et al., 1999, 2018). Such a semantic similarity- and/or 
ontology-based analysis (Foltz et  al., 2010; Harispe et  al., 2015) of source 
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documents Ann consulted may shed light on representations of the essay topic 
across sources and help Ann identify similarities and discrepancies between sources 
and her essay (Braasch et al., 2012; Bråten et al., 2017). Also, characterizing seman-
tic overlap between the task requirements/goals Ann set and her draft may help her 
identify and develop productive revisions. An analysis of text cohesion (Graesser 
et al., 2004) may signal need for other revisions in both the content and rhetori-
cal spaces.

New learning analytics also can be generated from nStudy’s trace data as Ann 
worked on her research and writing activities. A “playback” of her work, e.g., “This 
is how you set your goals, searched and filtered sources … .” may support Ann’s 
work at phase 4 of the Winne-Hadwin SRL, charting forward-reaching adaptations 
for her next assignment. Analytics like these are designed to promote metacognitive 
monitoring and control critical to productive self-regulation (Winne, 2018). With 
practice across multiple assignments, these analytics can help Ann and her class-
mates construct effective genre- and task-appropriate compositions as they expand 
domain knowledge.

Analytics like these also can help instructors provide Ann and her classmates 
personalised support to improve writing. This is often a challenge for instructors 
given the massive and diverse enrolments in contemporary higher education. Finally, 
the SR-WMS framework may be used to explore a range of research questions. 
Examples include: To what extent do information-problem solving skills and prior 
knowledge about the content predict learning gains? Can engagement in construc-
tive planning and goal setting predict essay quality? How does students’ self- 
regulation of writing change within single assignments and across assignments? 
Which analytics are particularly critical for supporting students’ self-regulation in 
writing?
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Chapter 8
Identifying Tertiary Level Educators’ 
Needs and Understanding 
of the Collaboration Process Analytics

Mutlu Cukurova, Carmel Kent, and Abayomi Akanji

Abstract There is little doubt about the significant role the educators play in sup-
porting the collaboration process through monitoring and supporting effective inter-
actions. However, little work explores the educators’ needs and understandings of 
the analytics generated to measure the process of collaboration in online learning 
settings. In this chapter, we first explain a new method of measuring the process of 
collaboration (CLaP) by drawing upon the collaborative cognitive load theory and 
utilising social network analysis. Then, we report the results of two educator work-
shops and a survey that investigated the educators’ understanding of the collabora-
tion process visualisations compared to more commonly used participation measures 
such as the number of posts and the number of views. Our results show that although 
educators can indeed gain more insights into the collaboration process with CLaP 
visualisations, these are still considered limited and too complex to be easily adopted 
in practice. Moreover, currently, many educators are not evaluating the collabora-
tion process in online settings at all, or when they do, they only rely on participation 
measures. We conclude the chapter with a discussion on the findings and their future 
implications.
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8.1  Introduction

Education is going through unprecedented changes across the globe. During the 
year 2020, 165 countries have entirely closed their primary, secondary, and higher 
education institutes in an attempt to stop the spread of the ongoing coronavirus 
pandemic (UNESCO, 2021). Even though schools were closed, many countries’ 
educational systems made significant efforts to provide for continuity of learning 
through distance education and online teaching. However, as over half of the stu-
dents never worked together during the school closures (Parkin et al., 2020), col-
laborative learning opportunities were far from reaching their potential.

Learning analytics (LA), as a field, has a significant role in facilitating collabora-
tive learning in the classroom, whether remote or not. LA can be used to inform 
educators, administrators, parents, students and other educational stakeholders with 
actionable insights about the collaborative learning processes of students. LA has 
been significantly evolving as a research field, contributing to our understanding of 
how collaboration occurs and can be supported in digital learning environments. 
However, real-world adoption and impact of learning analytics research are scarce, 
and far from their actual potential (Ferguson & Clow, 2017; Dawson et al., 2019; 
Alwahaby et al., 2021). In part, this is due to the limited amount of research focus-
ing on the adoption and use of collaboration analytics solutions by key stakeholders 
in real-world settings (i.e., Zhou et al., 2021a, b).

This chapter presents the findings of our investigations on educators’ expecta-
tions and their perceptions of collaboration analytics generated from student inter-
actions in an online collaborative learning platform. More specifically, we first 
present a new method of evaluating the process of collaboration from students’ 
online interaction data with the help of collaborative cognitive load theory and 
social network analysis (Kent & Cukurova, 2020). Then, we present the results of 
our fieldwork, investigating educators’ requirements, insights, and iterative sugges-
tions to the visualisations of these analytics. Specifically, two research questions are 
of interest;

 1. To what extent are tertiary-level educators evaluating the collaborative processes 
in digital learning environments and the value of descriptive metrics to do so?

 2. What is the added value of collaboration process analytics provided by CLaP 
compared to more traditional participation metrics for educators?

8.2  Background and Previous Work

For educators to provide adequate support to their collaborating students, they need 
to understand students’ patterns of behaviour within the collaboration process (Van 
Leeuwen & Rummel, 2020). Unlike the outcome of collaboration where the impact 
can be measured through pre and post-test analyses, an understanding of the process 
of collaboration is not as direct. It involves the consideration of both “cognitive and 
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social (interaction) aspects of the collaborative process” (Kaendler et  al., 2015; 
Greiffenhagen, 2012). Over time, some orchestration dashboards have been devised 
to gather, analyse and interpret students’ digital traces in a bid to understand their 
collaborative learning (Van Leeuwen et al., 2019; Van Leeuwen & Rummel, 2020). 
These dashboards serve as visual representations, informing educators about their 
learners’ work, to help them track progress (Verbert et al., 2014). They also offer 
useful insights for teachers to track and stimulate different communication mecha-
nisms among learners that are contributory to learning (Van Leeuwen et al., 2019), 
and recognise students and/or groups who need particular support (Molenaar & 
Knoop-van Campen, 2017).

As presented by Van Leeuwen et al. (2019) collaborative learning dashboards 
can be categorised into mirroring, alerting and advising dashboards. Mirroring 
dashboards offer information about learners to support monitoring of collaborative 
activity but leave all subsequent detection and interpretation of relevant information 
to the teacher (Van Leeuwen & Rummel, 2020). On the other hand, alerting dash-
boards provide alerts about classified groups that need the teachers’ support, and the 
advising dashboards also provide an interpretation and advice on top of the informa-
tion provided to the teacher (Van Leeuwen et al., 2019). Recent LAK and CSCL 
publications have good examples of all three categories of collaborative learning 
dashboards (i.e., Schwarz et al. (2018); Voyiatzaki and Avouris (2014); Casamayor 
et  al. (2009); Martinez-Maldonado et  al. (2015); Gerard and Linn (2016); Segal 
et al. (2017)).

Although LA dashboards have the potential to enable educators to reflect and 
gain insights on their students’ collaboration, Van Leeuwen et al. (2017) revealed 
that the method of how educators identify and interpret the information presented 
on these dashboards remains predominantly uninvestigated. McCoy and Shih 
(2016) report that one of the contributing factors to this difficulty is the perception 
of teachers as mere users of LA technologies rather than considering them as co- 
creators of the data and visualisations. Additionally, some educators are not well 
equipped with the necessary data literacy skills to make sense of LA and their visu-
alisations (McCoy & Shih, 2016). Moreover, it is important to note that most col-
laborative learning dashboards fulfil the mirroring function. That is, the interactions 
are visualized only in a descriptive manner without any meaningful interpretation of 
what it might mean for collaborative learning as a whole or what the teacher should 
do next. When teachers use such a dashboard, they have to take an interpretative 
stance by themselves and make the connections between observed events to the 
pedagogical aims (Van Es & Sherin, 2002). Since taking an interpretative approach 
is not what teachers instinctively do or are routinely trained to do (Van Es & Sherin, 
2008), there is an urgent need to investigate educators’ understanding of collabora-
tive learning visualisations and analytics, to (i) help them adapt their pedagogy to 
the observed collaborative learning analytics; (ii) better adapt the design of LA to 
the needs and requirements of educators.
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8.2.1  Teacher Evaluations of Collaboration Analytics

In the design of effective collaborative LA, most available research highlights the 
significance of robust technical approaches (Rosé et al., 2019) and the use of learn-
ing sciences principles (Luckin & Cukurova, 2019). There is a range of other factors 
that are frequently overlooked, such as teachers’ preferences, the reason and usage 
of the collaboration analytics, or the social context in which the analytics will be 
used. Understanding the perceptions of educators, their needs in collaborative learn-
ing support and their perceptions of the collaborative learning visualisations are 
crucial for the successful adoption and the wider impact of learning analytics. 
Recently, there has been scrutiny of the limitations of modern LA systems 
(Prestigiacomo et  al., 2020). This investigation is a result of the challenges that 
students (Jivet et  al., 2018; Matcha et  al., 2019) and teachers (Mangaroska & 
Giannakos, 2018) experience in understanding and acting upon data to enhance 
learning. This examination is important because the effectiveness of collaboration 
analytics visualisations is highly dependent on the application of insights to achieve 
the desired goal. Yet, very little work has been done to address teachers’ needs and 
understanding of collaboration analytics in real-world teaching contexts.

According to Gibson and Martinez-Maldonado (2017), teachers frequently 
extract “irrelevant” interpretations from collaboration analytics. As a result, they 
find it challenging to apply insights from the visualisation to improve learning. This 
research indicates that stakeholders (such as students and teachers) should be 
involved in the design process of collaboration analytics to support their needs. If 
teachers are excluded from the design process, likely, the generated analytics will 
not fulfil their needs and understanding. Thus far, few studies specifically focus on 
engaging teachers in the design of LA or undertaking significant teacher evaluation 
studies in collaborative learning contexts. Chen and Zhu (2019), Holstein et  al. 
(2017), and Holstein et al. (2018) are some relevant emerging examples, yet not 
specifically focusing on collaboration analytics.

For instance, Prestigiacomo et  al. (2020) suggested a human-centred design 
strategy via the concept of social translucence that can be used to design effective 
learning analytics. According to Prestigiacomo et al. (2020), the “visibility” prin-
ciple advocates for the need to make relevant information available about a specific 
task. The “awareness” concept aims, above the visibility principle, to enable an 
interpretation of a noticeable situation to facilitate evidence-based decision-making. 
Finally, the concept of “accountability” is the dimension for social regulation to 
keep individuals accountable for the data they share with others. To put this into 
practice, Prestigiacomo et  al. (2020) involved six high school teachers in imple-
menting the three principles of Social Translucence. Their analysis showed that, 
under visibility, teachers want the following information to be available: tracking 
students’ (reading and writing) behaviour, collaboration, affect, engagement, 
orchestration, learning modalities, feedback and assessment. More specifically on 
collaboration, the teachers wanted to know how well the students work collectively 
and have an understanding of the individuals that participate in the group work.
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More specifically in the context of collaborative learning, Martinez-Maldonado 
(2019) studied teachers’ preferences in collaborative LA visualisations. Focusing 
on the perspective of user experience, this study confirms that teachers prefer graph-
ical explanations in the form of tracking visualizations, to text-based explanations. 
On the other hand, the teachers found that text-based explanations were easier for 
students to follow when they are linking ideas. In essence, the choice of analytics to 
use could be influenced by the specific pedagogy implemented. Moreover, Martinez-
Maldonado’s (2019) findings show that teachers want the flexibility to configure the 
data the collaborative learning visualisations display. Teachers are generally under 
pressure to keep up to date with all activities and have to continuously decide which 
group or student receives their attention at any given moment (Greiffenhagen, 
2012). Given the dynamic nature of collaborative learning, such flexibility offers 
good chances for the adoption of collaboration analytics visualisations. Similar 
points were raised by Holstein et al. (Holstein et al., 2018) in individual learning 
settings. The authors report that the value of teacher’s visualisations may depend on 
the extent to which they are involved in their design decisions. In collaborative 
learning contexts, Van Leeuwen et al. (2014) also affirm that the teacher’s beliefs of 
what is accountable for effective collaboration can significantly affect their use of 
the collaboration analytics visualisations.

Swidan et al. (2019) investigated how teachers comprehended the progression of 
multiple groups through collaborative visualisations. The authors found that incor-
rect solutions, explanations or challenges, technical problems, confusion, off-topic 
discourse, idleness and correct solutions are some of the situations that teachers can 
detect using their collaboration analytics visualisations. It’s interesting to note how 
teachers’ experience can also affect how they interpret the visualisations of collab-
orative learning. Teachers with more years of expertise tend to respond based on 
their preferences of the situation regardless of what is presented with the visualisa-
tions. However, novice teachers respond to the learners in a sequential pattern, as 
the dashboard informs them. However, as argued by Van Leeuwen et al. (2019), the 
mechanisms by which educators discover and perceive important data on collabora-
tion visualisations remain understudied. The authors explain that the pattern or 
sequence in which teachers navigate through the visualisations affects their under-
standing of the data, and consequently, the decision they make to support the stu-
dents learning in groups (Van Leeuwen et al., 2019). Therefore, they argue that in 
addition to having a data-rich visualisation, teachers must also have an inbuilt guide 
to enhance their use of collaboration analytics visualisations. In their meta-analyses 
of 26 papers on collaboration orchestration tools, Van Leeuwen and Rummel (2019) 
emphasised the need to investigate further how teachers engage and interact with 
collaboration analytics and their visualisations.

To be able to create collaboration analytics and visualisations that would be 
meaningful for the educators’ practice, it is expedient to (a) “understand the teach-
ers’ needs;” (b) “understand the particular context of usage;” and (c) “understand 
how the design of the analytics can be aligned with their pedagogical intentions,” 
(Martinez-Maldonado, 2019). Before exploring teachers’ needs and understandings 
with regards to collaboration process analytics, we present in the next section the 
specific analytics built and evaluated in this study.
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8.3  Specific Collaboration Analytics Investigated by 
the Study

In this study, we focused on collaboration analytics that are inspired by the collab-
orative cognitive load theory -CCLT- (Kirschner et al., 2018). In our previous work, 
we suggested a new method of measuring the process of collaboration using social 
network analysis to evaluate the balance between interactivity gains and coordina-
tion costs of learner communities (Kent & Cukurova, 2020). The following section 
presents a slight overview of this approach in support of the chapter’s interpreta-
tions. For more detailed explanations of the approach, as well as the detailed expla-
nations of the connection between CCLT and the social network analysis metrics we 
used in the analysis please refer to Kent and Cukurova (2020).

Kirschner et al. (2018) argue in CCLT that the limitations of working memory 
(WM) result mainly from a high cognitive load, thus necessitating the need to com-
bine multiple WMs to work collectively on an assignment. The combination of mul-
tiple working memories makes it easier for students to perform tasks in groups. In 
this case, the working memory capacity may increase without necessarily increas-
ing the cognitive load of the tasks. So rather than an individual focusing their lim-
ited working memory to solve a problem, more than one learner’s working memory 
can be combined to solve the same problem. In such a scenario, collaboration 
becomes useful because it reduces extraneous cognitive load. Therefore, the goal of 
the collaboration is, to a certain extent, to provide just enough collective WM to 
overcome cognitive overload. On the other hand, when the collective WM is signifi-
cantly higher than the cognitive load, the task loses its complexity; therefore, par-
ticipants become less engaged since their cognitive resources become redundant. 
Moreover, groups in collaborative settings require significant effort to be coordi-
nated and organised. This also negatively impacts the outcome of the collaborative 
process since the learners would have to put in more effort to get things going. If the 
learners have prior experience of working together, the opposite may be the case. 
Thus, collaborative learning becomes an act of striking the right balance between 
the WM gains from interactions (interactivity gains) and the costs of coordinating 
the challenges associated with operating with (and in the context of) others (coordi-
nation costs).

8.3.1  Analytics of Collaboration as a Process (CLaP)

Leveraging CCLT, in our recent work, we suggested a new method of measuring the 
process of collaboration irrespective of its particular indirect outcome evaluations 
(i.e., grades, group project outcomes etc.) (Kent & Cukurova, 2020). In this work, 
we use social network analysis to examine the relationship between the interactivity 
gains (IG) and coordination costs (CC) in group learning to make sense of learners’ 
collaboration process.
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Table 8.1 Top-level breakdown of the collaboration

Data Community 1 Community 2

Total number of students 42 32
Total number of interactions 7600 15,515
Total number of interactions per student 7600/42 = 181.0 15,515/32 = 484.8
Total number of posts 253 408
Total number of posts per student 253/42 = 6.0 408/32 = 12.8
Total number of cross-reference 24 222
Total number of cross-references per student 24/42 = 0.57 222/32 = 6.94

Interactivity Gains (IGs) IGs are the cognitive wealth and benefit resulting from 
interactions with co-learners. Interactions, using social influence, are known to 
boost collaborative learning and collective performance (Bernstein et al., 2018).

Coordination Costs (CCs) CCs are cognitive resources needed by participants to 
participate in the collaboration process effectively, manage their interdependencies 
and ideas, and complete the task collaboratively. The CCs affect collaborative learn-
ing; the more resources that are needed to coordinate the collaboration, the lower 
the effectiveness of collaboration (Nokes-Malach et al., 2012).

To examine the process of collaboration, we analysed the collaboration process 
of two communities using the CC and IG. The CC is proxied as variance in degree, 
and the IG is proxied as reciprocity. The students were drawn from two different 
postgraduate cohorts, pseudonymised Community 1 and Community 2, with 42 and 
32 students, respectively.

An online discussion tool was used for data collection, and the collaboration 
activities were recorded for 7 weeks. The tasks for the two communities were the 
same and involved building a collective concept map via online discussions. At the 
end of the 7 weeks, Community 1, which has 42 students generated 7600 total num-
ber of interactions, 253 total number of posts and 24 total number of cross- references. 
On the other hand, Community 2 with 32 participants aggregated 15,515 total num-
ber of interactions, 408 total number of posts and 22 total number of cross- references 
among their posts. Table 8.1 shows the breakdown.

Collaboration as a Process (CLaP) Analytics The interactions among the stu-
dents are categorised into three dimensions, namely: Contribution Interactions. 
These are interactions that are related to the creations, updates and deletion of posts. 
Consumption Interactions. These are interactions that are related to viewing posts, 
viewing a map of posts, viewing attachments, searching and refreshing sub-posts 
(Kent & Rechavi, 2020). Organisational Interactions. These involve the connection 
of non-connected posts, voting and “un-voting” posts, following and unfollowing 
posts/learners.

Figure 8.1 shows that the two communities exhibit different patterns of growing 
interactions. Community 1 started with fewer interactions compared with 
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Fig. 8.1 Evolving interaction networks of Community 1 (top) and Community 2 (bottom). 
Consumption type interactions are orange, contributions are blue, and organisational interactions 
are green

Fig. 8.2 (Left) Community 2’s CLaP components, normalised to a 0–1 scale; (right) Community 
2’s number of interactions, normalised to the size of the community and a 0–1 scale.

Community 2, which started on a good note and continues to grow throughout the 
7 weeks.

As can be seen in Fig. 8.2 above, in community 2, the number of contributions 
for all three types of interactions show increase from week 1 until the end of week 
7. On the other hand, reciprocity (proxy for IG) and degree of variation (proxy for 
CC) values present different degree and directions of change. For instance, it seems 
that the higher the CC, the lower the IG and vice versa. Despite the sharp increase 
in the IG from weeks 6 to 7, for Community 1, the CCs did not experience a sharp 
decrease. This experience can be attributed to the fact that the tasks introduced were 
grade related, which by default could compel all students to participate in the col-
laboration. The impact on learning design decisions, including assessment, on the 
observed learning analytics, has been well established in the literature (i.e., Zhou 
et al., 2021a). Based on this insight, the CLaP analysis was assumed to also be used 
by instructors to understand possible ways to manipulate the learning activities to 
enhance collaboration. In this study, we intend to examine the value, or not, of CLaP 
visualisation for educators and test such assumptions.
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8.4  Methodology

To choose educators from different backgrounds and experiences to investigate their 
needs and understanding with regards to the visualisations of collaboration process 
analytics, we asked faculty members at five different institutes to respond to a sur-
vey and invited them to two workshops for introducing the ClaP analytics for focus 
group discussions. The details of the workshops and survey are discussed below, 
and the questions used can be found in the Appendices.

8.4.1  Participants

In total, 19 participants were recruited based on convenience sampling. The sample 
included both experienced online teachers and those with fewer or no years of expe-
rience. The diversity of participants was ensuring, as we were able to craft a good 
image of both novices, as well as experienced instructors. The participants were all 
based in the departments of psychology, education, and computer science and were 
teaching a variety of subjects related to these fields. All participants had some 
research interests in the area of educational technology and/or learning analytics. 
However, they are not actively engaged in this area. As we highlight below, most of 
them did not also have any particular experience in teaching in online settings. 
Although 19 participants are not a large sample size, compared to previous research 
(i.e., Prestigiacomo et al. 2020), it was a sufficient sample size for in-depth teacher 
evaluations.

8.4.2  Data Collection Phases

Workshop Part 1 In the first phase, we organised a workshop for the participants 
to introduce them to the CLaP analysis and the visualisations of IG and CC. The 
workshop was interactive, as the attendees were encouraged to react/respond to the 
subject of discussion in real-time. The discussion included the theoretical consider-
ations of CLaP analytics (i.e., how the working memory and long-term memory 
relates to the collaboration process). We also explained the IGs and CCs in relation 
to the proxies that we derived from the social network analysis. Finally, we dis-
played some of the visualisations to the participants to have a better understanding 
of the metrics (posts, views, reciprocity, and the variance of note degree) we are 
using to analyse the process of collaboration.

Survey After the first phase, we asked participants to fill out the survey to express 
their understanding of student collaboration in online asynchronous learning set-
tings as well as their needs in interpreting those visualisations. We grouped the 
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survey questions into two categories as summarised below. The survey involved 
multiple-choice questions, Likert scales, open and closed-ended questions, multiple 
selection questions. All survey questions used in this study can be found in the link 
provided in Appendix 8.1.1

 1. Previous Experience in Online Collaboration.  – Survey Section 1, all seven 
questions

 2. Collaboration Visualisations

 2.1. Charts showing students’ participation. – Survey section 2, questions 1, 2, 
and 3

 2.2. Charts showing students’ interaction and coordination. – Survey section 2, 
questions 4, 5, 6, and 7

 2.3. Comparing the participation charts to interaction and coordination charts. – 
Section 2, question 8

 2.4. Views about online collaboration charts – Survey Section 2, questions 9, 
10, and 11

Workshop Part 2. Open discussion After the participants completed the sur-
veys, in the second half of the workshop, we invited participants for an open- 
ended discussion on the collaboration visualisations. This phase aimed to 
generate in-depth probes on the participants’ views of the collaborations charts 
as well as any potential aspects the survey didn’t cover but the participants con-
sidered as significant. The workshop was run in online settings with all partici-
pants attending together. The discussion was facilitated by an experienced 
researcher inviting contributions to pre-set questions in Appendix 8.2 (as derived 
from the survey items), and questions were followed up with explorative probes 
inviting explanations to answers. The visualisations were introduced with a pre-
sentation by the expert, each phase of the workshop took 90  min, and was 
recorded for qualitative data analysis of the discussion transcript.

8.4.3  Data Analysis

The survey data was analysed using SPSS 24.0 software. For the analysis, all data 
were inputted into the software and descriptive statistics were applied. The qualita-
tive data analysis was conducted using Braun and Clarke’s six phases of thematic 
analysis (Braun & Clarke, 2006). Transcribing workshop recordings was the first 
step. An independent researcher developed the first thematic codes of critical 
moments. Afterwards, codes and data were shared with other researchers to be 
discussed and revised to ensure that emerging themes and quotes covered all of the 
collected data and that they can be audited.

1 https://forms.gle/qknjnTkpQ16JwXf8A
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8.5  Results

8.5.1  Participants Experiences in Online Teaching and Their 
Confidence in Reading Basic Visualisations

Based on previous research (Swidan et al., 2019; Martinez-Maldonado, 2019) and 
our assumption that participants’ knowledge in collaborative learning and their con-
fidence in reading basic visualisations both might be moderating factors on their 
understanding of the process visualisations we studied, next we summarise their 
answers to these two questions.

Figures 8.3a, b summarise the experience of the participants in online teaching 
as well as their confidence in reading visualisations. Six of the participants did not 
have any experience in online teaching, while 5 of them had 1–3 years of experience 
in online teaching. Only 1 participant had 3–5 years of experience in online teach-
ing, while 7 of them had over 5  years of experience. Mean  =  2.9  years and 
SD = 2.5 years. To compliment that, 7 out of the 19 participants had no experience 
in designing online collaboration, while 8 of them had 1–3 years of experience in 
designing online collaboration. No one had 3–5 years of experience, while only 4 of 
them had over 5 years of experience. Mean = 2.1 years and SD = 2.2 years. On a 
scale of 1 (Not at all) to 7 (I am an expert), 5 participants indicated having level 5 of 
knowledge about CL (Collaborative Learning), while only two indicated having the 
same confidence level (5) of reading basic visualisations. Although none indicated 
having a level 7 of CL knowledge, five participants indicated having level 7 of con-
fidence in interpreting basic visualisations. Out of the five participants who reported 
having a level 5 of CL knowledge, only two reported on level 5 confidence level of 
reading basic visualisation. Although only one participant reported having level 1 of 
CL knowledge, this single participant is among the four participants who declares 
having level 6 confidence in reading basic visualisation.

Fig. 8.3 (a) Participants’ years of experience in online teaching and designing online collabora-
tion. (b) Participants’ self-declared knowledge of collaborative learning and confidence in reading 
basic visualisations
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8.5.2  Evaluation of Collaboration in Online Classes

The survey reports showed that 12 out of the 19 participants do not evaluate online 
collaboration as part of their teaching practice. Only one participant evaluates the 
collaboration competence of every learner individually. Three participants evaluate 
collaboration competence as a group while another three participants argued that 
they assess both the collaboration of individuals and groups. In general, we had four 
participants who evaluated the collaboration competence of individuals and six who 
preferred to evaluate the collective collaboration competence of groups. In general, 
even though most of the participants used online collaboration to engage their stu-
dents in active learning, most of them did not evaluate collaboration at all.

Participants’ Pedagogical Purposes for Using Online Collaboration 
(Table 8.2) 15 out of the 19 participants use online collaboration to engage their 
students in active learning. Out of these fifteen participants, ten use online collabo-
ration for knowledge building, nine use it to build their students’ collaborative skills 
and another eight for communication. Only two participants said they use all six 
pedagogical purposes included as options in the question, and only three partici-
pants (P6, P7, and P8) listed other purposes for using online collaboration. P6 said 
that they use online collaboration to support “master’s projects remotely.” and P7 
uses online collaboration for “Community building – developing a sense of com-
munity among the students as well as partially developing a sense of ownership.”

Criteria Participants Use to Evaluate Online Collaboration (Table 8.3) Out of 
all the criteria teachers might use to evaluate online collaborations, “Quality of each 
student’s posts evaluated from a subject domain perspective” received the highest 
response; 11 of the 19 participants chose this one. Out of these 11 participants, eight 
also evaluate the collaboration by checking the “quality of each student’s posts eval-
uated from a dialogic perspective”. Interestingly, three of the seven participants with 
experience in teaching online also evaluate the online collaboration based on the 
quality of each student’s posts from the perspective of the subject domain. Notably, 
only P14 said they evaluate collaboration based on the “Number of posts for the 
whole group”. Out of the five participants (P3, P13, P14, P17, and P2) who evalu-
ated the “Number of posts each student replies to others,” four (P13, P14, P17, and 
P2) have more than 5 years experience in online teaching.

8.5.3  Educator Interpretations of Students’ 
Online Collaboration

Interpretations of Student Collaboration Based on the Descriptive Statistics of 
Student Interactions (Table 8.4) First, participants are shown basic descriptive 
metrics and asked to interpret and determine the collaboration process between two 
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Table 8.4 High-level descriptive metrics of the two cohorts

Class name Term
Total number of 
interactions

Total number 
of posts

Number of 
students

Total number of 
cross-references

Community 1 Autumn 
2015

7600 233 (246 after 
deletions)

42 24

Community 2 Spring 
2017

15,515 408 (399 after 
deletions)

32 222

cohorts of students. The descriptive metrics included the total number of interac-
tions, the total number of posts, the number of students, and the total number of 
cross-references.

Although 17 out of the 19 participants expressed that Community 2 was more 
collaborative, four of them were sceptical about their decisions. P3 said that “the 
number of interactions and cross referencing indicated Community 2 is more col-
laborative than Community 1”. This participant also suggested that more data such 
as the “quality of interaction” could confirm the decision to go for Community 1. 
Although P9 preferred to have more data to determine that Community 2 was more 
collaborative than Community 1, they used the “total number of cross references” 
as the yardstick for the choice of the more collaborative community. Among the 15 
participants who argued that Community 2 was more collaborative, five (P6, P7, 
P12, P19, and P1) made their decision based only on the total number of interac-
tions and cross-references.

In addition to the two factors mentioned above, P6 argued that familiarity among 
the students and the pedagogy/course context can impact their online collaboration. 
More specifically, the participant said that “I think maybe students knew better each 
other in spring, maybe there is something different in the context”. In addition, P7 
asserted that having access to the quality of interactions instead of just the total 
number of interactions and cross-references can give more insight into the commu-
nity with better collaboration. P11 who based the choice between Community 1 and 
Community 2 on the “total number of interactions” had a similar opinion: “The 
number of posts might not be an accurate metric of collaborative learning, because 
there are other, more accurate metrics (quality over quantity)”. The four partici-
pants (P5, P13, and P14, P2) who have more than 5 years of experience designing 
online collaboration had slightly different reasons for their choice of Community 2 
over Community 1. P5 only mentioned that “Community 2 looks better from the 
outside”. P13 and P2 said Community 2 was more interactive because they had 
more interactions, posts, and cross-references. For P14, the choice of Community 2 
was determined only by the number of cross-referencing.

Besides basing their decisions on metrics, P15, P17, P19, P1 and P2 also based 
their decisions on the ratio of students to posts/interactions/cross-references. 
Although Community 2 had fewer students than Community 1, the posts/interac-
tions/cross-references were higher than those of community 1.

M. Cukurova et al.



147

Fig. 8.4 Line graphs of the number of contributions (left – Community 1; right – Community 2)

Next, Fig. 8.4, showing the number of posts per week for each community, were 
shown to the participants. Participants were required to read the visualisation to 
determine which community is more collaborative and provide reasons to support 
their choice. Additionally, they were asked if their choice remains the same through-
out the 7 weeks.

Out of the 19 participants who responded to this question, 15 asserted that 
Community 2 is more collaborative than Community 1. P17 observed that there is 
an increase in Community 1’s number of contributions during Week 5. On the other 
hand, P12 said that Community 1 is more active in Week 3. Though most partici-
pants came up with their decision by looking at the number of posts, P9 took it one 
step further by looking at the ratio of students to posts. Two participants (P3 and P5) 
said that they could not make sense of which community is more collaborative - 
using the available data (Contribution by post).

According to P14 and P19, Community 2 is preferred because it yields higher 
contributions, which increase consistently over the weeks. P19 noted some ambi-
guities in certain weeks: “Overall contributions in community 2 are higher and 
consistently increasing. However, different periods reveal different trends. Weeks 2 
and 5 appear to show a much greater increase in collaboration in community 1. 
Rate of increase per week would be a useful metric.”

On the other hand, P2, a participant with over 5 years of experience in online 
collaboration expressed that “Community 2 is more collaborative because there are 
more posts every week than community 1. I’m not sure of the trend since the rise of 
community 1 is much bigger than 2.”

Following was Fig. 8.5 below, showing the number of posts (yellow line) and 
views (purple line) for each community based on the number of posts and views per 
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Fig. 8.5 Line graphs of contributions and views (left – Community 1; right – Community 2)

week. The participants were invited to view the visualisations to determine which 
community was more collaborative. Further, they were encouraged to provide rea-
sons for their choice as well as indicate whether their choice remained the same for 
all 7 weeks.

In this case, only 12 participants (P5, P7, P8, P9, P12, P13, P15, P16, P18, P19, 
P1 and P2) chose Community 2 as more collaborative than Community 1. Only nine 
of these 12 participants (P7, P9, P12, P15, P16, P17, P18, P19, and P1) explained 
the reason behind their choice of Community 2. It is worth taking note that P3, P14 
and P17 who have a minimum of 1–3 years of experience in designing online col-
laboration found it quite challenging to decide which of the communities is more 
collaborative. According to P3, the data (the number of posts and views) were insuf-
ficient to make conclusions while P14 and P17 expressed that they aren’t sure which 
community is more collaborative.

According to P7, the choice of Community 2 was heavily predicated on the 
steady increase in views and postings over the weeks. Further, the participant 
noticed a sharp increase for Community 1 in Week 6. The participant explained that 
this might be because it is toward the end of the course, and everyone is trying to 
address everything they might have missed. On the other hand, the participant 
observed that the interaction in Community 2 was less during this week (6) and said 
that this may be because they have a steady interaction before that week and they 
would not have so many backlogs to address. “They may be more interested in self- 
learning or self-review of course-related stuff,” the participant added. According to 
P12, although Community 2 had more posts and views than Community 1, the 
Communities can be said to have almost the same level of collaboration if the ratio 
of views per post is considered. On account of this, the participant asserted that the 
number of posts is not enough metric to measure students’ collaboration. According 
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Fig. 8.6 Line graphs of Interactivity Gain (left – Community 1; right – Community 2)

to P19, “The overall number of posts is much higher for community 2 so I would say 
they are more collaborative. However, both week 2 and 5 show community 1 col-
laborations increasing more rapidly.”

Interpretations of Student Collaboration Based on the Collaboration Process 
Analytics In this section, we first presented the graphs in Fig. 8.6 showing the reci-
procity of learners’ interactions per week for each community. The reciprocity of 
the learners’ social network (i.e., to what extent they respond to each other) was 
measured to represent their interactivity gains (IG). The participants were asked 
which community is more collaborative and why. Additionally, they were asked if 
their choice would remain the same for all 7 weeks.

Ten participants (P3, P5, P8, P11, P12, P13, P16, P18, P19 and P2) chose 
Community 2 to be more collaborative than Community 1 based on the IG. Overall, 
they chose Community 2 because in most weeks the normalised value of the IG was 
higher than in Community 1. Additionally, P5, P7, and P8 explained that the steadi-
ness and consistency of the IG of Community 2 indicated that there is better col-
laboration. For P18, Community 2 looked more collaborative in Weeks 2, 3 and 4. 
However, there were no meaningful differences in the other weeks. P2, on the other 
hand, used the average IG over the weeks to decide the most collaborative commu-
nity. Here is what the participant observed: “Community 2 is more collaborative 
because the average gain of community 1 is around 0.48 while the average of com-
munity 2 is around 0.54. I am not sure of the future situation according to the bigger 
rise of community 1.”
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Fig. 8.7 Line graphs of Interactivity Gains and Coordination Cost (left – Community 1; right – 
Community 2)

According to P11, the choice of Community 2 was also based on the decrease in 
the IG of Community 1 in the middle of the course (Week 3 and 4). Although P12, 
P13, P16, and P19 chose Community 2, they explained that the experience was not 
the same throughout the entire period. P16 stated that Community 1 was more col-
laborative in Week 6 & 7 and for P19, it was more collaborative in Weeks 5 to 6. 
“Overall community 2 is higher, but not for all of the weeks,” said P12. For P13, 
Community 1 showed a higher level of collaboration only during Week 5.

Although not being specific about which is the more collaborative community, 
P7 expressed that Community 2 had a steady IG, while Community 1 still has a 
higher IG despite the drop in weeks 2 and 3. P15 was similarly not clear about 
which is the more collaborative community but explained that while Community 1 
had the highest value (presumably Week 7) of IG, Community 2 had a steady value. 
P17 had a hard time interpreting the visualisation in a short amount of time.

We next presented Fig. 8.7 depicting the mutuality of learners’ interactions (blue 
line) and the cognitive cost for learners to coordinate their actions (green line) per 
week for each community. This value is applied by examining the degree of hetero-
geneity within learners’ social networks to represent their CCs. The participants 
observed the visualisation to examine which group, Community 1 or Community 2, 
is more collaborative, and why. Similar to previous questions, they were also asked 
whether their choice remained the same for all 7 weeks.

P19 offered further insight into the graphs: “The results for community 2 seem to 
indicate that as mutual interactivity increases, cognitive cost decreases. This indi-
cates a greater ability to collaborate. Community 1 does not follow this pattern in 
week 1 and 2, where mutual interactivity also correlates with higher cognitive costs 
and vice versa”.
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P16 argued that “Community 2 was more collaborative”, and explained: “due to 
an increasing trend in interactivity gain and a decrease trend in coordination cost 
throughout”. It is quite interesting to note that this participant neither has a long 
experience in online teaching nor online collaboration. However, they seemed to be 
comfortable interpreting the graphs. However, P13 noted that they do not under-
stand how CC is calculated despite their extensive experience in both online teach-
ing and online collaboration. P5 (also with the same experience in online 
collaboration) chose Community 2 and expressed that the “Community 2 process 
grows more steadily, which I believe is better than trying to catch up in the last week.”

Similar to their previous responses to the descriptive metric graphs, P17 also 
emphasise the difficulty of interpreting the visualisation in a short amount of time 
(within the workshop presentation period). P6, who did not give a definite conclu-
sion, suggested that the two communities differ between the IG and the CC in Week 
7. According to P18, Community 1 was more collaborative because the interactions 
were more heterogeneous. Other comments were from P1 “Community 2 as they 
were consistent in their collaboration” and from P2 – “Community 2 is more col-
laborative because its ratio of gain and cost is higher than community 1. I think it 
will remain.”

Following were the graphs in Fig. 8.8 showing the difference between the learn-
ers’ gains per week for each community and their CCs. The participants were again 
posed with the same questions above, to decide which community is more collab-
orative and also provide reason(s) for their decision.

Eight participants (P3, P5, P6, P8, P10, P11, P16 and P2) chose Community 2 to 
be more collaborative. P3, P6, P11 and P16 provided explanations that relate to the 
highlighted differences. These participants indicated that Community 2 is more col-
laborative since the difference between the CC and IG was lower in Community 2. 

Fig. 8.8 Line graphs of Interactivity Gain, Coordination Cost and the highlighted difference 
between the two measures (left – Community 1; right – Community 2)
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The participants explained that the closer the lines (CC & IG) are to each other, the 
greater the chance of Collaboration. Notably, only P6 and P16 out of the four par-
ticipants observed the difference between Week 6 and Week 7. According to P6, 
Community 1 was more efficient than Community 2 from Week 6 through Week 7. 
P16, however, provided a different conclusion. The participant suggested that the 
two communities had the same level of collaboration in Week 6 and 7.

P2 concluded that Community 2 was more collaborative because “…its average 
ratio of gain to cost is smaller than community 1, and the ratio becomes smaller and 
smaller”. P4 and P15 found this visualisation intriguing and argued that they serve 
as a better “representation of the collaboration” than the previous charts with 
descriptive metrics. P19 was not able to make sense of these graphs. The participant 
expressed “I am not convinced of how this ‘difference’ is useful in determining 
which community is more collaborative.” Finally, P18 noted the changes across the 
weeks. The participant argued that “At weeks 1, 2 and 6, community 2 looks more 
collaborative, other weeks community 1 looks more collaborative.”

When the participants probed if they spot a change in Community 1’s behaviours 
in different weeks, 17 participants (P3, P5, P6, P7, P8, P9, P10, P11, P12, P13, P15, 
P16, P17, P18, P19, P1 & P2) observed a change in Community 1’s behaviour after 
Week 5. The explanations given by P5, P6, P7, P8, P9 and P11 concerned exam, 
end-of-term, or grade-related activities. They were all aware of the peculiarities of 
students’ activities near assignment periods. P7 speculated that the changes in stu-
dents’ collaboration could be because they needed to complete a final project. 
Therefore, they needed to make up for the time they may have lost before that time. 
Additionally, P6 indicated that since the students are likely to have known each 
other better and shared a common purpose, that could also influence their interac-
tion rate during those 2 weeks.

According to P13, P16, and P2, the changes might stem from the introduction of 
a new intervention/instructional design. Additionally, P16 mentioned the possibility 
that assessments could have been assigned at those points. Most participants focused 
on course-related activities, but P17 suggested that the instructor could have pro-
vided incentives to encourage students to interact before these weeks. For P19, 
“Week 5 shows a sudden increase in interactivity gain. Hard to say why without 
knowing more details- Perhaps due to an intervention (for example a particular 
assignment or debate) or given the time, maybe this is when students become more 
familiar with the online community?” P1 also agreed that better familiarity among 
the students could have led to the surge in Week 5.

Differences in Interpretations of Student Collaboration Based on the 
Descriptive Metrics and Collaboration Process Analytics Visualisations Next, 
the participants were invited to comment on the type of insights they gained from 
the participation charts with descriptive metrics and the insights gained from the 
IGs & CCs charts.

The reports showed that half of the participants (for example, P13, who has over 
5 years’ experience in online teaching and online collaboration) had difficulty mak-
ing sense of the CC and the IG charts. On account of that, the participants could not 
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interpret collaboration based on these graphs. On the other hand, the other half 
indicated that the process analytics visualisations provided better metrics (than the 
number of posts and views) to determine the quality of collaboration. For instance, 
P19 expressed that the process graphs showed how collaboration relates to cogni-
tion: “I believe the second two charts show more granular information to under-
stand the collaborative process more deeply and its effects (or gains) on cognition 
as a consequence.”

Similarly, P3, P5, P8, P11 and P17 indicated that the process graphs provided a 
better perspective about the collaboration process. Unlike the descriptive metrics, 
they give an understanding of whether the students are only posting randomly, or 
they also respond to one another (Reciprocity as IG). Even though P17 acknowl-
edged that the IG and CC charts provided more information about the collabora-
tion, the participant requested that examples/training should be provided to educators 
to minimise the difficulty in explaining the concepts to avoid giving an explanation 
that is out of context. P10 was satisfied with the descriptive metrics to make neces-
sary inferences about collaboration, whereas P7 and P1 were unsure whether the 
process charts offer better insights than others. P1 explained that regardless, the 
familiarity among the students would influence their rate of collaboration so data 
from other contextual information should be provided in addition to descriptive 
graphs and/or process graphs.

Finally, we asked the participants what other metrics educators would appreciate 
seeing to interpret students’ collaboration process. In addition to the number of 
social interactions among the students, the participants reported they would like to 
have metrics about the quality of the (interaction) contents. While the number of 
social interactions among the students could also have been counted as an indication 
of collaboration, that might not be an accurate indicator of the quality of the col-
laboration. In essence, many participants wanted the quality of the content to be 
taken into consideration as well as the amount of interaction. As P11 argued, “From 
my point of view, the number of social interaction might not be an accurate indica-
tor as students might replies to each other with a short sentence like ‘that is a great 
idea’ especially if they have been given marks according to their interaction, there-
fore content quality should be associated with the number of social interaction.”

In addition to the quality metrics, the participants wanted to know the level of 
agreement or disagreement amongst the participants as well as the number of argu-
ments initiated. Similarly, the level of off-task discussions and the specific tasks that 
lead to collaboration were considered equally important measures to interpret col-
laboration. P15 said that it would be interesting if the data graphs were linked to 
specific tasks to know the nature of the tasks. P19 wanted to know the exact type of 
collaboration activity students engages in. Another metric considered as important 
was the number of contributions in a specific discussion topic thread rather than 
accumulated measures. Finally, the participants wanted to have data about the spe-
cific individual students who participated in the collaboration including their exist-
ing knowledge of the topic discussed, their previous experience in collaboration and 
their familiarity with each other.
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To gain a general sense of how useful the graphs discussed above would be to the 
participants in their practice, we asked whether they would be open to seeing any 
graphs from the lessons they teach online. Eleven participants (P7, P9, P10, P11, 
P12, P13, P14, P15, P16, P17, & P1) were interested in descriptive metrics graphs 
because they deemed them useful for preparing feedback to students. Interestingly, 
eight (P7, P9, P10, P11, P12, P13, P15, & P16) were also interested in having access 
to the same graphs to improve the online teaching design, and seven (P9, P10, P11, 
P12, P13, P16, & P1) were also interested for evaluating the collaboration process.

Out of these 11 participants, six (P7, P11, P12, P14, P15, & P16) were interested 
in the process analytics graphs with IGs and CCs for preparing feedback on the col-
laboration process. Moreover, five (P11, P12, P15, 16, and 17) of the 11 participants 
were interested in them for improving online teaching design, and ten were inter-
ested in accessing them to measure the students’ collaborative efforts. Most practi-
tioners thought that the graphs can help them provide feedback and assess the 
process of collaboration. In general, only three (P11, P12, & P16) of all the partici-
pants wanted to have access to all the graphs for providing feedback, assessment 
and improvement of the collaboration process. Rarely, P4 was the only participant 
who did not find any of the graphs useful.

Finally, inspired by the accountability dimension of the social transparency prin-
ciples (Prestigiacomo et  al., 2020) we investigated to what extent practitioners 
agreed on who should have access to the graphs. Most participants (16) agreed that 
the individual learner and the course management team should have access to the 
graph. A significant number of participants (9) also stated that individuals should 
have access to other groups’ graphs. Except for P10, all participants did not con-
sider it necessary to share the data with the public. P17 indicated that learners and 
instructors should have access to the data alongside training and explanations of 
concepts.

8.6  Discussion

This section is an examination of the research questions based on the participants’ 
interpretations of the various collaboration analytics graphs presented above.

8.6.1  The Extent Tertiary-Level Educators Evaluate Their 
Students’ Online Collaboration and the Value 
of Descriptive Metrics

The results above show that most of our tertiary-level educators (12 out of 19 par-
ticipants) do not evaluate their students’ online collaboration activities as part of 
their teaching practice at all. Those who do, prefer to evaluate the students 

M. Cukurova et al.



155

collectively as a group rather than assessing individual student’s collaborative 
actions. This is quite interesting to observe since all of the participants said that they 
use collaborative activities in their teaching. One of the workshop participants said: 
“I speak for myself, and probably for a lot of teachers, these kinds of things are very 
implicitly measured, and when they do, they usually follow heuristics. I mean a very 
implicit approach, like… okay … are students posting messages here? Or is the 
forum empty? Do they share messages and materials? To what extent are they get-
ting on the task? To what extent they are dividing the task – you know – like you do 
this, you do this, and I do that, and we just assemble the different pieces. For most 
of us, usually, the assessment is very implicit and very heuristic, even when it is 
online.”

While most of them use collaborative learning to engage their students in active 
learning, some use it for knowledge building, few others use it for skill develop-
ment. Those who said that they evaluate students’ online collaboration, said that 
they look at the quality of students’ posts from the domain knowledge and dia-
logic perspectives. Although most Learning Management Platforms do not pro-
vide a lot more than merely the number of posts and views to evaluate online 
discussions, none of the educators emphasized in their free responses that the 
number of posts and views are very valuable sources to gauge how much their 
students are collaborating. However, the educators’ interpretations of the graphs 
of the total number of posts and views suggested that they are conversant with the 
metrics. Using the total number of posts and views for the two communities, edu-
cators can make some sense of what is going on in their students’ online collabo-
ration activities. These metrics give the teachers some understanding about 
participation levels, but less on the interactive and dialogic levels. Asides from the 
total number of posts and views, the educators indicate the consistent and steady 
increment of the metrics as exhibited by Community 2 as a reason for their deci-
sions. Although educators were familiar and comfortable interpreting these 
descriptive metrics, they were not considered these very insightful to interpret 
students’ online collaboration.

We found that participants’ experiences with online teaching, online collabora-
tions, and their general knowledge of graphs had little influence on their interpreta-
tion of collaboration from descriptive metrics. However, this is likely to be due to 
the participants’ high level of digital and data literacy in general, as the sample of 
our participants were selected from university-level educators. Although both nov-
ice and experienced teachers made sense of the descriptive metrics and their graphs, 
they expressed that the number of posts and views in online discussions is not a 
good indicator of collaboration. On the contrary to what is commonly found from 
“human-computer interface research” (Dix et al., 2004), participants did not state 
they needed some time to get familiar with these kinds of charts, which might be 
considered an advantage.
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8.6.2  The Added Value of CLaP Analysis (IGs and CCs)

Our results show that the educators are neither aware of nor familiar with the theo-
retical considerations of collaborative cognitive load theory: namely interactivity 
costs and coordination costs. Furthermore, the number of participants who interpret 
the data from CLaP analysis accurately is lower in comparison to previous descrip-
tive metrics. However, participants extract more detailed information about the pro-
cess of collaboration from the graphs of CCs and IGs. The graphs of CCs and IGs 
provided practitioners with a better understanding of the learners’ cognitive process 
during collaboration. One of our workshop participants said: “From my own teach-
ing experience, I used to evaluate my students upon their posts number and the 
quality of the posts themselves. But now after reading the paper and being involved 
in this interaction, I have changed my mind as my eyes have been opened… I think 
the posts number is not enough by itself, and we need to collect a lot of metrics 
together to evaluate the collaboration process… for me, as a teacher, to see this 
graph is really useful as opposed to the basic analytics as just posts number.”

Educators have appreciated the perception of the cognitive costs that the students 
have invested and the benefits they were able to get during this process. It is interest-
ing to note that they “decoded” that the higher the CCs, the lower the IG scores the 
learners would be able to attain, and vice versa. Only in weeks 6 and 7 did the CC 
not decrease substantially; the IGs line, however, showed a steep increment. This 
peculiarity was due to the introduction of exam-related activities during the six- 
week period in our dataset. The participants have encountered situations like this 
before. They were, therefore, able to explain that the teacher must have introduced 
some exam or grade related activities to motivate the students and enhance their 
collaboration. The educators specifically reflected based on the temporal dimension 
of the analysis: “Looking at these two graphs, I get the impression that both groups 
ended up more or less at the same level, but the process is very different. I mean 
community two was collaborating in a more steady fashion, while community 1 is 
trying to catch up more on the last day. In my experience when they try to catch up 
at the last day, the product may be good, but given that the process is not good, 
learning tends to be not so good.”

These kinds of interpretations and opportunities to reflect on the collaborative 
patterns of behaviours of their students can potentially be valuable for teachers to 
improve their practice. Learning analytics graphs typically capture and visualise 
traces of learning events, to facilitate understanding and contemplation (Verbert 
et al., 2013). That is, beyond the recognition of what happened to learners during the 
collaboration process, the graphs should effectively initiate reflection in the mind of 
the instructors to make sense of how different activities or interventions they intro-
duced influence the students’ collaboration. Although the participants didn’t have 
any prior knowledge of the CLaP analysis, the results indicated that it had the poten-
tial to assist educators in understanding online collaboration. Such a theory-based 
understanding of collaboration may help instructors to connect to learning theories 
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to carry out various manipulations in a bid to improve the students’ interactions. 
While some of these strategies might yield positive outcomes, others might have a 
negative/null effect on the process. For example, when reflecting on being able to 
follow the CC angle of learning one of the workshop participants said: “If my goal 
for students was to develop collaboration skills (rather than domain knowledge), I 
might appreciate coordination costs because students can then reflect on how they 
collaborated and what was hindering/helping”. Another participant tried to connect 
CC to the pedagogical aim: “I am struck by these two graphs which actually shows 
that the cost is much higher in both communities, and I ask myself why are students 
continuing to interact… if my goal is for students to learn from the interaction – that 
is striking.”

It is worth noting that participants with higher years of experience sometimes 
ignore metrics that they are unfamiliar with. This is similar to what Swidan et al. 
(2019) observed when educators engage with the dashboard. Less experienced par-
ticipants chose to follow the instructions on the dashboard, while more experienced 
participants followed their preferences. This is perhaps an example of “Illusion of 
Validity” (Kahneman, 2011) – where they trust their judgment more than what the 
dashboard indicates. Alternatively, it might be due to experts’ tendency to ‘auto-
mate’ their decision making, and not deliberate on details. These results further 
highlight the need for human-centred approaches (Buckingham Shum et al., 2019) 
to address the needs of educators.

To our surprise, most practitioners found it difficult to understand the changes 
in Community 1 during the last 2  weeks when we asked them to observe the 
changes alongside other interpretations. While this was not the case when the inter-
pretation was made separately. This is most likely due to the density of information 
on the collaboration process graphs (Lim et al., 2019). Indeed, previous research 
indicates that some learning analytics visualisations in collaborative learning set-
tings might increase teachers’ cognitive load (van Leeuwen, 2015), and may be 
perceived as “extra workload” (Chounta & Avouris, 2016). Therefore, we noted the 
importance of simplifying the graphs to enhance the educators’ cognitive ease 
when interpreting the results. Recent research into data storytelling approaches in 
learning analytics contexts suggests potential ways to accomplish this (Martinez-
Maldonado et al., 2020). We argue that collaboration analytics visualisations may 
be more beneficial if they focus on fewer points/features for educators to interpret 
at a time (Echeverria et al., 2018). In ClaP visualisations, this might potentially be 
achieved through clear explanations of indexes used to calculate IG and CC values 
to teachers, IG and CC values’ presentation in separate graphs, and weekly prog-
ress of the CLaP values for each cohort rather than the presentation of the graph 
based on accumulated values. However, these assumptions should be studied 
experimentally, and potential solutions to supporting educators’ interpretations of 
analytics visualisations should come from co-design and participatory design ses-
sions with educators.
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8.7  Conclusions

The process of collaboration is not as straightforward to evaluate and support as its 
learning outcomes (i.e., students’ academic grades, group project outcomes, etc.). 
In contrast to the latter, where pre and post-test results can be examined to compre-
hend the impact of collaboration, cognitive processes must be explored in the for-
mer; not just individually, but also collectively. For more details on the 
operationalisation of the collaborative cognitive load theory with social network 
analysis and metrics, readers are referred to Kent and Cukurova (2020). However, 
the purpose of this chapter was to study educators’ needs concerning such analytics, 
as well as their interpretations of them.

The visualisations of cognitive processes must be easily understood by instruc-
tors and learners so that they can reflect on the collaboration process and glean 
insight from it and intervene accordingly. Here, we investigated the tertiary-level 
educators’ needs and interpretations of the online collaboration process. More spe-
cifically, we looked at to what extent they evaluate students’ online collaboration 
in their teaching, how much they appreciate descriptive metrics on students’ contri-
butions to and views in online discussions, and to what extent the visualisations of 
IGs and CCs can help them get better insights into the process of collaboration.

Overall, the participants found the descriptive metrics of the total number of 
posts and views to be useful for “broad interpretations” and a “superficial under-
standing”. However, the visualisations of CCs and IGs appeared to strengthen their 
understanding of the collaborative and cognitive processes of communities. Such an 
understanding was also connected to more detailed and timely interventions for 
learning which would not be possible only from the number of posts and views. On 
the other hand, all graphs studied here were still considered limited by educators in 
various ways to assess online collaboration and were also considered as too com-
plex to be quickly adopted in practice.

8.7.1  Limitations and Future Research

All our participants were recruited from departments that are somehow associated 
with learning analytics including educational psychology, learning sciences, and 
computer science. Although participants didn’t have direct experience in using 
learning analytics in their teaching frequently, it is important to acknowledge that 
they all had some research interest in this space and wanted to explore more in the 
future. This background of the participants is likely to skew some of the results 
presented here. Besides, knowing that this research was conducted during the height 
of the Covid19 pandemic, it would be interesting to know if the findings remained 
the same pre or post-COVID. Since most academic activities have migrated online, 
educators needed to have a good understanding of their learners’ online activities. It 
was surprising to find out that although all of them use collaborative activities in 

M. Cukurova et al.



159

their teaching, most educators do not evaluate their students’ online collaboration at 
all, which might affect their ability to provide helpful feedback. Furthermore, we 
recognized that the participants not having detailed information about specific 
activities learners undertook to generate the metrics they are presented with put 
them in a disadvantageous position. On account of this, we consider it important to 
conduct similar research with participants who have a good understanding of the 
tasks the learner completed, and investigate their interpretations of the CLaP 
analytics.
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 Appendices

 Appendix 8.1: Link to the Participant Survey

https://forms.gle/qknjnTkpQ16JwXf8A

 Appendix 8.2: Below Are the Survey Questions We Used 
to Probe Discussions in the Second Half of the Workshop

 1. Using the HLDs (total number of posts, views and cross-reference), which 
community is more collaborative and why?

 2. Using the graphs of the number of posts per week for each community. Which 
community is more collaborative and why? Does your choice remain the same 
for all 7 weeks?

 3. Using the number of posts and views per week for each community, which 
community is more collaborative and why? Does your choice remain the same 
for all 7 weeks?

 4. Using the graphs of the mutuality of learners’ interactions per week for each 
community. This is measured through the reciprocity of learners’ social net-
work (that is, to what extent they respond to each other) to represent their IGs. 
Which community is more collaborative and why? Does your choice remain the 
same for all 7 weeks?

 5. Using the graphs showing the mutuality of learners’ interactions and the cogni-
tive cost for learners to coordinate their actions per week for each community. 
This value is measured through the degree of heterogeneity in learners’ social 
network to represent their CC.  Which community is more collaborative and 
why? Does your choice remain the same for all 7 weeks?
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 6. Using the graphs showing the difference between the learners’ gains from inter-
actions and their CCs per week for each community. Which community is more 
collaborative, and why? Does your choice remain the same for all 7 weeks?

 7. Can you spot a change in Community 1’s behaviours after week 5? What would 
you guess might have caused it?

 8. When comparing the type of insights you gain from the participation charts to 
the insights gained from the IGs & CCc charts, how (if at all) would you say the 
last two add to what you might observe in online collaboration?

 9. What additional information would you like to see in online collaboration 
graphs? What metrics would be valuable to see?

 10. Would you like to see any of the graphs from the lessons you teach online? If 
so, how might you use them?

 11. Who should have access to these graphs generated from online learning 
environments?
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Chapter 9
Augmented Reality (AR) for Biology 
Learning: A Quasi-Experiment Study 
with High School Students

Christy Weng-Lam Cheong, Xingmin Guan, and Xiao Hu

Abstract In recent years, Augmented Reality (AR) has been adopted at both for-
mal and informal learning settings. It has been found useful in training learners’ 
core competencies, such as spatial ability, practical skills, and conceptual under-
standing. Various studies have highlighted its positive impact on enhancing learning 
outcomes (e.g., learning engagement and performance). Its impact on learners’ aca-
demic emotion, however, is yet to be comprehensively investigated. The aim of this 
study is to explore high school students’ perception of AR in biology learning, mea-
sure the impact of AR on their learning performance, and systematically examine 
the extent to which AR affects their academic emotion. A quasi-experiment was 
conducted among 103 students from a high school in mainland China. An AR learn-
ing material was developed for participants in the experiment group, while the con-
trol group used traditional learning approaches solely. Questionnaire surveys and 
focus-group interviews were conducted to understand participating students’ per-
ception towards AR and/or the subject of biology as well as their academic emotion 
during the quasi-experiment. Their learning performance before and after the inter-
vention was also measured and compared. The findings indicate a general willing-
ness to use AR applications in learning among the participating students. The 
capacity of AR was confirmed in terms of facilitating acquisition of conceptual 
knowledge in biology and in stimulating positive academic emotions towards the 
subject. These findings suggested that AR can serve as an effective means in science 
education to sustain students’ positive learning emotion and engagement in both 
formal and informal learning environments.
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9.1  Introduction

Augmented Reality (AR) refers to a combination of technologies which overlays 
computer-generated content onto the real world (Azuma, 1997). It has been applied 
in nearly all walks of life, ranging from medicine, military, manufacturing to enter-
tainment. In education, increasing interests in AR application have equally been 
observed (e.g., Chen et al., 2017; Dunleavy & Dede, 2014; Tan & Waugh, 2013). In 
the early stage of educational AR application, the Horizon Report 2012 (Johnson 
et al., 2012) predicted that AR would be utilized widely in K-12 education within 
4–5 years, which would produce new experiences and opportunities for information 
access and learning in three-dimensional (3D) space. This prediction has seemingly 
become reality over the past few years. Extensive discussions were reported in the 
literature on AR application in various educational contexts (such as experiential 
learning and location-based game learning) and in different academic disciplines 
such as mathematics (Estapa & Nadolny, 2015), chemistry (Cai et al., 2014), biol-
ogy (Aivelo & Uitto, 2016), physics (Cai et  al., 2017), and geography (Turan 
et al., 2018).

In science learning, AR has been found affordable in training students’ spatial 
ability, practical skills, and conceptual understanding (Cheng & Tsai, 2013). These 
affordances of AR have been confirmed in the context of biology learning, which 
involves objects rarely seen in daily life and abstract concepts that students may find 
challenging. In Tan and Waugh’s study (Tan & Waugh, 2013), a Virtual-Reality 
(VR) material, which enables visualization of DNA, proteins, and cellular structures 
in 3D space, was developed for use by secondary school students in learning molec-
ular biology. Compared to traditional classrooms where models, diagrams and other 
physical tools are used to show the structure, AR can provide a realistic environment 
for an enhanced learning experience (Lee, 2012).

AR-facilitated learning was not only found beneficial for enhancing students’ 
cognitive learning outcomes (e.g., learning performance) but also learning experi-
ence in the social and emotional domain (Akçayır & Akçayır, 2017). In their review 
of 55 published studies between 2011 and 2016, Chen et al. (2017) reported that AR 
in education had the trends of improving learning performance, increasing learning 
motivation and engagement as well as improving perceived enjoyment. Similar 
findings were obtained by Harley et al. (2016) in their study comparing students’ 
emotion and learning performance in learning contexts respectively with the pres-
ence and absence of AR applications. They found that AR could enhance learning 
effectiveness and enjoyment (Harley et  al., 2016). Such characteristics of 
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educational AR applications provide a great opportunity to unfold the role of aca-
demic emotion in students’ learning process using analytic methods.

However, compared to learning outcomes, academic emotions, i.e. emotions 
associated with learning (Pekrun, 2006), are a less populated area in which the 
impact of AR application is measured. Few studies have considered emotions com-
prehensively. Most of them focused on one or two emotions while there are a wide 
range of emotions in the learning context such as pride, anxiety, boredom, etc. 
(Pekrun, 2006). Emotion has been found to be an important factor shaping learning 
behaviors and affecting learning performance (Artino Jr et al., 2012; Mega et al., 
2014). It is thus worth exploring the impact of AR in this area.

This study aims to bridge this research gap by exploring how high school stu-
dents perceive AR in biology learning (Research Question 1), and to what extent AR 
impacts their learning performance (RQ2) and academic emotion (RQ3). Through 
performing analytics on high school students’ self-reported academic emotion in 
technology-enriched learning settings, findings of this study would be helpful for 
(1) understanding students’ academic emotion when learning with advanced tech-
nology (AR in this study); and (2) designing educational AR applications to create 
a better learning experience and facilitate independent learning.

9.2  Related Work

9.2.1  AR in Education

AR creates “a situation in which a real-world context is dynamically overlaid with 
coherent […] virtual information” (Klopfer & Squire, 2008). It has the capacity of 
3D visual presentation and real-time user-environment interaction (Azuma, 1997). 
It can be location-aware or vision-based (Dunleavy & Dede, 2014). Location-aware 
AR tracks every move of the users using GPS, which can be well utilized in learning 
contexts where locations matter (e.g. field trips). Vision-based AR enables users to 
access information by means of an object (such as QR codes and pictures) using 
digital devices, which is suitable for learning in classrooms, laboratories and 
museums.

Used in various educational contexts, AR has been suggested as one of the poten-
tial new technologies for pedagogical applications (Johnson et al., 2011). The affor-
dances of AR as an educational application have been emphasized in existing studies 
in terms of (1) the opportunities available for students to observe objects and learn 
in three dimensions (Chen et al., 2011), (2) the facilitation of mastery of abstract 
concepts (Hughes et al., 2011), (3) the provision of immersive learning experience 
(Han et al., 2015), and (4) the bridging of formal and informal learning (Sotiriou & 
Bogner, 2008).

In science education, informal learning environments (e.g. museums and field 
trips) are perceived as partners of formal education (Ramey-Gassert et al., 1994). 
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AR application in informal science learning environments have been found to be 
effective in enhancing learning outcomes. A systematic review of published studies 
from 2003 to 2017 (Goff et al., 2018) reported that AR was found to be effective in 
enhancing students’ conceptual knowledge, topic interest and engagement in sci-
ence learning. Huang et  al. (2016) designed an AR-based learning tool for eco- 
education to be used by secondary school students exploring botanical gardens. 
Their findings indicated that the tool was effective in stimulating positive emotions 
and engagement as well as enhancing learning performance. A study conducted on 
informal learning in science museums (Salmi et al., 2017) revealed that AR-facilitated 
learning was particularly helpful for enhancing preadolescent low-achievers’ learn-
ing performance.

While the benefits of AR application in education are generally acknowledged, 
existing studies also noted its possible drawbacks. Aivelo and Uitto (2016), for 
example, cautioned about the digital gap among students in relation to AR opera-
tional knowledge. When insufficient knowledge or difficulties are encountered, con-
fusion and anxiety would naturally arise to varying extents, which may discourage 
learning. This negative impact would become particularly strong in informal learn-
ing contexts where learning is not compulsory. To ensure effective learning after the 
use of AR, a comprehensive understanding of the impact of AR on academic emo-
tion is desirable.

9.2.2  AR in Biology Learning

The discipline of biology involves a wide range of abstract concepts and objects that 
have little similarity to those we often see in daily life (e.g., gene and DNA). To 
facilitate learning, they are usually shown through verbal, visual, mathematical, 
dynamic or physical conceptual models (Koba & Tweed, 2009).

Given the aforementioned affordances of AR in education, AR can be an effec-
tive means to demonstrate biological conceptual models. A number of successful 
attempts have been reported in literature. For instance, Weng et al., (2006) devel-
oped an AR game about mitosis, meiosis and respiration for secondary school stu-
dents, which were found helpful for enhancing their perception and understanding 
of relevant processes and phenomena. Applying AR in presenting digestive system 
by a flat torso of the human body in a summer school, Pribeanu et al. (2008) found 
that AR is successful to increase students’ learning motivation and interests. On 
another line of research on teachers, Aivelo and Uitto (2016) examined the percep-
tion of experienced secondary and primary teachers on an AR game about parasites. 
They found that sustaining situational interest in the game is key to its successful 
utilization.

However, little research on the applications of AR to biology learning considered 
academic emotion in a systematic sense. Some previous studies included affective 
constructs such as motivation or interests, but, none of them, to the best of our 
knowledge, studied a range of academic emotions or differentiate emotions towards 
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the lessons using AR applications and those towards the learning subjects (see 
Sect. 9.3.4).

9.2.3  Definition of Academic Emotion

Emotion is multi-component phenomena in coordinated psychological processes 
consisting of affective, cognitive, physiological, motivational and expressive com-
ponents (Shuman & Scherer, 2015). Academic emotion refers to an organism’s 
responses to significant stimuli during the teaching and learning process, which 
includes physiological activation, motivational, perceptual, evaluative and learning 
processes, motor expression, action tendencies, and monitoring subjective feelings 
(Benard, 1997).

Academic emotion is considered as a significant predictor of the learning strate-
gies adopted by students as well as their learning outcomes, such as learning moti-
vation, self-regulation and academic achievement (Pekrun et  al., 2002). Various 
empirical studies have also confirmed that academic emotion affects learning 
behaviors and performance. An earlier study by Peper (2006) demonstrated that 
anxiety could reduce intrinsic motivation to learn, and at the same time increase 
extrinsic motivation to avoid failure. Exploring academic emotions in science edu-
cation, Um et al. (2012) reported that positive emotions could facilitate cognition 
and enhance learning performance.

Pekrun (2000) proposed a theoretical model that categorizes discrete academic 
emotions into four classes defined by the activation-deactivation and positive- 
negative dichotomies. One of the assumptions of the framework is that discrete 
academic emotions make specific influences on learning and performance. Positive- 
activating emotions, such as enjoyment, pride and hope, help learners go on learn-
ing. Positive-deactivating emotions, such as relief and relaxation, lead learners to 
adjust the pace of learning but still keep them to study. Negative-activating emo-
tions, such as anxiety, anger and shame/guilt, push learners to overcome difficulties 
in the learning process or work harder to avoid failure. Negative-deactivating emo-
tions, such as boredom, hopelessness and disappointment, could make learners feel 
incapable of achieving the expected learning outcomes.

Despite the stated role of academic emotion in learning, efforts devoted to mea-
sure the impact of AR application on academic emotion tended to be limited and 
focus on few emotions. In this study, the impact of AR on academic emotion was 
measured using a systematic approach based on the emotion categorization defined 
by Pekrun’s model (Pekrun, 2000).
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9.3  Research Methods

To answer the three research questions, a quasi-experiment was conducted in a high 
school in mainland China. This section presents the research design in detail.

9.3.1  Study Context

The school where the study was conducted is located in a developed city of South 
China, offering 3-year upper secondary education (equivalent to Grade 10 to Grade 
12 in the US education system). Two classes in Grade 11 participated in this study 
respectively as the experiment group and the control group, both of which had no 
prior experience with AR learning materials. The students in these two classes were 
academically more capable than their peers in other Grade-11 classes in the school. 
At the time this study was conducted, they had finished the standard high school 
curriculum for biology and were preparing for the National College Entrance 
Examination to be held at the end of Grade 12.

During the quasi-experiment, both groups were reviewing topics related to cell 
structure. The experiment group was provided with an AR-based material on cell 
structure, whereas the control group had a regular lesson reviewing the topics.

9.3.2  AR Learning Material

For the intervention, a vision-based AR learning material on cell structure was 
developed drawing upon the lesson plans and inputs from the class teacher. 
Developed in Unity, the material consists of two main 3D objects respectively for 
animal and plant cells. Each object is equipped with 3D images of the cell organ-
elles, textual explanations of the basic concepts and features of the structure con-
cerned, as well as interactive features.

By scanning the cell structure pictures on the textbook using smartphones or 
tablets provided by the school, students can get access to the AR learning material. 
They can interact with the 3D objects (such as turning or zooming) by touch ges-
tures. In addition, there are 11 and 10 interactive buttons available in respective 
objects. These buttons, altogether, lead to textual explanations of 9 animal and 8 
plant cell organelles as well as 2 conclusions for each cell structure. By clicking 
these buttons, students will be prompted by a note card providing the stated textual 
information (See Figs. 9.1 and 9.2).
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Fig. 9.1 An illustration of the AR learning material on animal cell

Fig. 9.2 The AR learning material on plant cell shown on a smartphone

9.3.3  Procedure

The experiment group and the control group had a biology lesson that reviewed cell 
structure respectively with and without access to the AR learning material. In this 
lesson, after the teacher introduced the topic, the experiment group was invited to 
use the AR learning material and given a demonstration on its operation and usage. 
After that, four students shared one device and explored the material for 30 min 
while technical assistance was provided by the teacher and the researcher if needed. 
During the week after the lesson, the students from the experiment group could 
continue using the AR learning material at home. In order to encourage them to do 
so, a notification was sent to their parents about this arrangement right after 
the lesson.
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Fig. 9.3 Procedure of the quasi-experiment

One week before the lesson, both groups of students completed the pre- intervention 
questionnaire surveys on class-related and studying-related emotion (see Sect. 9.3.4). 
To measure students’ emotion towards the lesson itself, the questionnaire survey on 
class-related emotion was conducted in both groups again after the lesson. The post-
intervention survey on studying-related emotion was administered 1 week after the 
lesson to accommodate possible emotional changes towards the biology subject. The 
AR usage and perception survey was completed solely by the experiment group 
1 week after the lesson to collect their views on the AR material. The academic perfor-
mance of both groups before and after the lesson was tracked using the two monthly 
tests respectively conducted 2 weeks before and after the lesson. Figure 9.3 shows the 
procedure of the quasi-experiment in chronological order.

Lastly, focus-group interviews were conducted to gain a deeper understanding of 
relevant student perception. Five sub-groups were selected on a random basis 
respectively from the experiment group and the control group. In each focus-group 
interview, students were asked to discuss their perception of the lesson on cell struc-
ture and the subject of biology. For the experiment group, students also discussed 
their perceptions of AR learning.

9.3.4  Measures

To understand how students perceived AR in learning biology (RQ1), a question-
naire survey was conducted in the experiment group after the intervention. The stu-
dents were asked to (1) report their frequency of after-class usage of the AR material, 
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and (2) rate on a 5-point Likert scale their level of satisfaction towards it and rele-
vant experience of sensory immersion. The questionnaire items were adopted and 
modified from those proposed and verified in a previous study on young children’s 
perception toward AR materials (Han et al., 2015). Satisfaction was measured in 
terms of students’ interest in and perceived user-friendliness of the AR material 
while sensory immersion was measured in terms of students’ self-engagement and 
environment engagement.

In order to examine the impact of AR on learning performance (RQ2), the scores 
students received from their monthly tests were collected and compared to measure 
learning performance. The monthly tests held 2 weeks before and after the interven-
tion were taken respectively as the pre-test and post-test. The scope of these tests 
covered the entire high school biology curriculum which the students had com-
pleted at the time of this study, and thus the learning performance examined is for 
the biology subject.

In order to measure the impact of AR on academic emotion (RQ3), students’ 
academic emotions before and after the intervention were measured using two ques-
tionnaires adapted from the Achievement Emotions Questionnaire (AEQ) (Pekrun 
et al., 2002, 2005). The AEQ is a multidimensional questionnaire widely adopted 
for assessing students’ academic emotion. For example, it was used in measuring 
students’ negative emotions, such as anxiety, anger and boredom, in mathematics 
learning in lower secondary schools (Sutter-Brandenberger et al., 2018). Another 
study focusing on post-secondary students measured learning activity- related emo-
tions using the AEQ, including enjoyment, anxiety and boredom (Maymon et al., 
2018). The AEQ measures nine discrete emotions in all four classes defined by the 
activation-deactivation and positive-negative dichotomies in Pekrun’s model 
(Pekrun, 2000). It includes enjoyment, hope, pride (positive- activating), anger, anx-
iety, shame (negative-activating), relief (positive- deactivating), hopelessness and 
boredom (negative-deactivating). The AEQ includes these emotions in three types 
of academic achievement situations: (1) class-related, i.e. triggered while attending 
lessons, (2) studying-related, i.e. towards the course or subject, and (3) test-related, 
i.e. towards tests and exams.

With a particular focus on the teaching and learning process, this study examined 
both class-related and studying-related emotions, removing the test-related emotion 
“relief” (positive-deactivating) from the list. Two respective questionnaires were 
thus designed using the AEQ manual with inter-item reliability validated in the lit-
erature. Each contained eight constructs measured on a 5-point Likert scale ranging 
from 1 (strongly disagree) to 5 (strongly agree). The questionnaires are presented in 
the Appendix.

9.3.5  Data Analysis

To answer RQ1, a descriptive statistical analysis was conducted on the data col-
lected from the questionnaire survey about students’ usage and perception of the AR 
material.
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To answer RQ2, an independent samples t-test was conducted on the pre-test 
data for a learning performance comparison between the groups to examine their 
initial homogeneity. Another independent samples t-test was conducted on the post- 
test data to examine whether the two groups had significant differences in learning 
performance after the intervention.

To answer RQ3, after the internal reliability of each emotion construct was mea-
sured, a Mann-Whitney U test per academic emotion was conducted on responses 
to the pre-questionnaire to see if there were significant emotional differences 
between the groups before the intervention. Then the emotion constructs were sepa-
rated into two groups according to the results of these tests. For the constructs where 
significant differences were not observed, a post-questionnaire Mann-Whitney U 
test was conducted per academic emotion. For the constructs where significant dif-
ferences were observed, a Mann-Whitney U test was conducted within each student 
group to compare the ratings on each academic emotion between pre- and post- 
intervention questionnaires. In this way, we were able to find out which student 
group had significant changes in which emotion construct.

In addition, to control the false discovery rate in cases of multiple tests, the 
Benjamini-Hochberg procedure was conducted in all statistical tests in this study 
(McDonald, 2009).

9.4  Results

103 students participated in this study. Valid sets of questionnaires were collected 
from 88 students, forming the sample for data analysis. In this sample, 47 students 
were in the experiment group (26 males and 21 females) and 41 were in the control 
group (22 males and 19 females).

9.4.1  Students’ Perception of AR

The self-reported frequencies of after-class usage of the AR material in the experi-
ment group indicate that 70.3% of the surveyed students (33 out of 47) reported 
having used the material at home. Among them, 11 (23.4%) used the AR material 
twice or more often. Table 9.1 shows the descriptive statistics describing students’ 
perception of AR. A median of 3.00 or above across items indicates that students 
were satisfied with the AR learning experience. The median for Item 1 was the high-
est, indicating that students were willing to use it in learning.

Findings from the focus group interviews provided some insights about the fac-
tors influencing students’ use of the material. It was found that the perceived novelty 
of the technology may contribute to motivating the use. A student (Participant #14) 
noted, “I would like to use it again at home because I think it interesting and fancy. 
And I even want to share this technology with my parents.” The values of AR’s 
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Table 9.1 Statistics of students’ perceptions towards AR

Criteria Questions Median

Satisfaction Interest I would like to learn with AR frequently. 5
I am more motivated to learning when using AR. 4

User-friendliness I found the AR was easy to use. 4
AR is attractive. 4
AR is useful for learning. 3
AR is flexible. (I can learn at any place.) 4

Sensory 
immersion

Self-engagement I felt immersed in learning while using AR 3
Environment 
engagement

I felt the real cell structures were in front of me 
while using AR.

4

affordances in 3D visualization for learning was also acknowledged. A student 
(Participant #22) mentioned, “AR shows the cell structures three-dimensionally so 
that we can observe them from multiple angles and understanding the structure 
further.” However, the technical requirement (both hardware and soft skills) for 
using the AR might have possibly discouraged usage, as a student (Participant #24) 
expressed, “I think it inconvenient for me to download the application to learn at 
home.” Another student (Participants #42) also stated, “after feeling it interesting, I 
found it a little hard to control so that I lost my interest soon.”

9.4.2  Learning Performance

The results of the t-test which compared the pre-test scores of the two groups indi-
cate statistically significant differences in learning performance between the groups 
(t = −2.619, p = .011), which highlighted their initial heterogeneity. Specifically, the 
mean score of the experiment group was 58.81 out of 100, while that of the control 
group was 52.79.

Because of the groups’ initial heterogeneity in learning performance, to answer 
RQ2, a t-test was conducted using the differences between the pre-test and post-test 
scores of individual students in the two groups (the means of the experimental and 
control groups were 19.54 and 23.76 respectively). The results indicate no statisti-
cally significant differences between the groups (t = 1.328, p = .188), rejecting the 
hypothesized impact of AR on learning performance.

9.4.3  Academic Emotion

Table 9.2 presents the results of the statistical analyses on data collected from the 
academic emotion surveys. Sufficient internal consistency for each emotion con-
struct was confirmed using Cronbach’s alpha (α ⩾.690) (George & Mallery, 2003). 
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Results of the Mann-Whitney U tests on responses to the pre-questionnaires indi-
cated no significant differences between the experiment and control groups in most 
of the emotion constructs, except for studying-related hope (α = .794). Therefore, to 
answer RQ3, a Mann-Whitney U test was conducted within each student group to 
compare the ratings on studying-related hope between pre- and post-intervention 
questionnaires. For other emotion constructs, a post-questionnaire Mann-Whitney 
U test was conducted per construct to compare the two groups’ ratings.

As shown in Table 9.2, significant differences between the experiment and con-
trol groups were found in four class-related emotions. After the intervention, 

Table 9.2 Statistics of student ratings on emotions

Emotion Group
Cronbach’s 
alpha Mean(pre) Mean(post)

p-value(C. vs 
E.)

Class-related Enjoyment C .921 3.14 3.27 .000**
E 3.31 4.19

Pride C .749 3.69 3.34 .006**
E 3.85 3.98

Hope C .903 3.61 3.56 .000**
E 3.96 4.23

Anxiety C .690† 2.43 2.09 .491
E 2.54 1.95

Boredom C .893 2.55 2.34 .055*
E 2.56 1.70

Hopelessness C .935 1.58 1.63 .075*
E 1.36 1.32

Shame C .721 2.26 2.24 .182
E 2.62 1.83

Anger C .866 1.60 1.80 .006**
E 1.49 1.26

Studying- 
related

Enjoyment C .879 3.36 3.51 .050*
E 3.72 4.14

Pride C .744 3.73 3.83 .163
E 4.11 4.28

Anxiety C .800 2.38 2.07 .491
E 2.23 2.02

Boredom C .905 1.71 1.83 .188
E 1.63 1.57

Hopelessness C .792 1.67 1.56 .491
E 1.53 1.51

Shame C .706 1.62 1.63 .491
E 1.70 1.57

Anger C .803 1.86 1.78 .188
E 1.57 1.45

Note: C: control; E: experiment; †: after removing one item. **: significant at p = 0.05 level; *: 
significant at p = 0.10 level
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students in the experiment group tended to be more positive towards the lesson than 
their peers in the control group. In the post-questionnaire, their ratings of all 
positive- activating emotions, namely enjoyment, pride and hope, were significantly 
higher than those of students in the control group while those of anger were signifi-
cantly lower. For negative-deactivating emotions (i.e., boredom and hopelessness), 
ratings from students in the experiment group were also lower than those from stu-
dents in the control group though the differences were only significant at the p = 0.10 
level. In terms of anxiety and shame, the two negative-activating emotions, the two 
student groups did not significantly differ, but we can observe that the experimental 
group had a larger reduction on ratings in these two emotions than the control group.

As for studying-related emotions, after the intervention, the experiment group’s 
ratings of enjoyment were higher than those of the control group (p = .05). The two 
groups did not rate significantly differently on other studying-related emotions 
although a trend can be observed from the mean values of the post-questionnaire 
responses that the experiment group rated positive emotions higher and negative 
emotions lower than the control group. From the Mann-Whitney U tests comparing 
the pre- and post-intervention ratings on studying-related hope within the two stu-
dent groups respectively, no significant differences were found (pe  =  .365 and 
pc = .335). In sum, the findings indicate that AR did not make a significant impact 
on students’ emotion towards the subject of biology except for enjoyment.

Findings from the focus group interviews align with the statistical findings pre-
sented above. The perceived novelty of the AR material was found to be a stimulus 
of positive academic emotions. A student (Participants #12) noted that he found the 
AR material visually attractive and thus caught his attention. Another student 
(Participant #21) stated, “I felt it was a novel technology so that I would like to try 
it out of curiosity.” In addition, students tended to find the opportunities of explora-
tion in 3D space helpful for their understanding of the content concerned, making 
them enjoy the lesson and feeling interested and engaged. A student from the exper-
iment group (Participant #22) said, “my cognition of the cell structures is changing 
because of AR. In the past, I thought them so boring, however, I feel them interesting 
with AR learning so that I also have more interests in this subject.” Another one 
from the experiment group (Participant #42) said, “I am looking forward to having 
the lesson and learning this content because I think I would be very interesting.” In 
contrast, a student from the control group (Participant #61) reflected, “I am annoyed 
that there is too much and complex information for each [cell] structure to 
remember.”

9.5  Discussions

This study examined students’ perceptions of using AR in biology learning as well 
as the impact of AR on academic emotions and learning performance. In terms of 
students’ perception of AR, the findings indicated that students were generally will-
ing to use AR in after-class learning and satisfied with the immersive experience 
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provided by the technology. As Hughes et al. (2011) explained, AR is able to help 
students understand and master things that may not be easily seen or not at all pres-
ent in the real world. It can help visualize complex concepts and models enhancing 
students’ spatial ability (Billinghurst et al., 2005). These affordances of AR were 
explicitly confirmed in this study via the focus group interviews which indicated 
that the immersive experience enabled by AR facilitated the learning of cell struc-
ture. However, this study also found that users may be discouraged from using the 
AR application by its technicality. Perceived user-friendliness is thus a possible 
factor affecting the utilization.

No significant difference, however, was found in learning performance with the 
use of AR in this study. This finding is contrary to Cai et al. (2017), who found that 
their AR learning tool significantly improved the learning performance of junior 
high school students in physics. Different from this study where participating stu-
dents had already completed the curriculum before the intervention and were in the 
process of examination preparation, it was the first time for the participants in Cai 
et al. (2017) to learn the content concerned. This seems to suggest that the use of AR 
is helpful for initial learning rather than reinforcing learning, which requires further 
studies to confirm. Another previous study (Cai et al., 2014) also found significant 
gains in learning performance through using AR materials in one chemistry lesson 
of Grade 11 students. It is noteworthy that there was no differentiation of experi-
ment and control groups in Cai et al. (2014) where the performance gain was mea-
sured by comparing the test performances of the same group of students before and 
after a review session using the AR material. In our study, both the experiment and 
control groups improved their learning performances (Sect. 9.4.2), suggesting that 
the use of AR might not have been the reason for improved performance. More stud-
ies are called for to further examine the effect of AR in learning performances in 
different learning contexts.

This study found that the use of AR in learning tended to increase positive emo-
tions and reduce negative emotions, which was partially due to the perceived nov-
elty of the technology. This finding is in alignment with Huang et al.’s study on 
AR-based experiential learning (Huang et al., 2016), which found that AR increased 
students’ sense of fun and curiosity and thus stimulated their positive emotions dur-
ing learning. This study also found that the impact of AR learning on class-related 
emotion was more obvious than that on studying-related emotions. This is possibly 
because the intervention was implemented in one single lesson followed by volun-
tary access for only one week. As Haberman (1991) noted, people’s belief and atti-
tude are changing through emotions, which tends to be a slow process. A student 
from the experiment group (Participant #22) actually commented that the constant 
use of AR “will definitely help us to cultivate our scientific interests and experience 
in doing experiments.”

Since the 1990s, nurturing students’ literacy in Science, Technology, Engineering 
and Mathematics (STEM) has been on the prioritized agenda in education (Bybee, 
2010). With its strengths in introducing conceptual models, facilitating understand-
ing, and arousing learners’ positive academic emotions, AR bears strong potentials 
in enhancing STEM education and consequent learner competencies. As suggested 
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in this study, user-friendly AR materials can be used consistently to help develop 
learners’ interest towards the subjects. Technical support, such as in-class or on-site 
instructions and demonstration, video tutorials for after-class or pre-visit reference, 
and on-demand assistance, can be provided to alleviate possible technology anxiety 
and frustration in usage. Carefully designed, the utilization of AR is likely to be an 
effective means to sustain learning engagement, especially in informal learning 
environments, where learning outcomes gained via formal education can be further 
fortified.

9.6  Limitations

There are several limitations in this study. First, the study was conducted on partici-
pants with prior knowledge of the topic at a time they were preparing for examina-
tions. This research setting is helpful for examining the impact of AR on reinforcing 
learning but not on learning new knowledge. It would be more comprehensive to 
measure the impact of AR on learning performance in both of these contexts. 
Second, the pre-test and post-test measuring learning performance were synchro-
nized with tests administered by the school. This approach is effective in reducing 
the possible interruption of school activities, but limits the contents to be tested. In 
this study, the two tests covered the entire high school biology curriculum rather 
than cell structure only. The findings of this study on learning performance thus 
contribute more empirical evidence to discussions about the impact of AR on learn-
ing the biology subject than specific content represented by the AR material. Third, 
despite the alignment with previous studies (e.g., Cai et al., 2014, 2017), students’ 
contact time with the AR material was nonetheless limited (i.e. one lesson and one 
week after it) and may be insufficient for learning and emotional influences to 
evolve. Further studies are needed to examine possible changes in learning perfor-
mance and academic emotions after the tool is used for a substantially longer period 
of time.

9.7  Conclusions and Future Work

This study examined the utilization of AR in biology learning from students’ per-
spective and measured its impact on learning performance and academic emotions 
on the secondary education level. A general trend of willingness to use AR applica-
tions in after-class learning was found among students. The capacity of AR was 
confirmed in terms of facilitating acquisition of conceptual knowledge in biology 
and in stimulating positive academic emotions towards the learning process. These 
findings support the feasibility of AR application to learning in the scientific domain 
where individual learners’ conceptualization capabilities are largely leveraged.
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Diverging from its predecessor by its systematic approach to academic emotion, 
this study is a starting point of further research on AR-facilitated learning and its 
effects on social and emotional learning. Subsequent studies can be conducted by 
extending the research design with more AR materials and/or longer learner-mate-
rial contact time. In addition, more research can be conducted to test the feasibility 
and impact of AR application in purely informal learning settings such as museums 
and libraries. Last but not least, with recent development of wearable technology, 
sensors (such as wristbands) can be considered for use to collect relevant psycho-
physical data for the purpose of triangulating the findings in social and emotional 
learning.
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 Appendix

 AEQ ITEMS

Course-related emotions:

ENJ 1: I get excited about going to class.
ENJ 2:I am motivated to go to this class because it is exciting.
ENJ 3:After class, I start looking forward to the next biology class.
PRI 1: When I make good contributions in class, I get even more motivated.
PRI 2: I think that I can be proud of that I know about this subject.
PRI 3: I would like to tell my friends about how well I did in this course.
HOP 1: I hope that I will be successful in biology learning motivate me to invest a 

lot of effort.
HOP 2: In class, I am confident because I understand the material.
HOP 3: Before the class, I am optimistic that I will be able to keep up with the 

material.
ANX 1: Thinking about class makes me feel uneasy.
ANX 2: Even before class, I worry whether I will be able to understand the material.
ANX 3: When I don’t understand something important in class, my heart races.
BOR 1: Because I get bored in class, my mind begins to wander.
BOR 2: Because the time drags, I frequently look at my watch.
BOR 2: I start yawning in class because I am so bored.
HOL 1: Even before class, I am resigned to the fact that I won’t understand the 

material.
HOL 2: During class, I feel hopeless that I won’t understand the material.
HOL 3: After the class, I feel hopeless continuing in this subject.
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SHA 1: After the class, I’d rather not tell anyone when I don’t understand something 
in class.

SHA 2: During the class, if the others knew that I don’t understand the material I 
would be embarrassed.

SHA 3: During the class, I am embarrassed that I can’t express myself well.
ANG 1: I wish I didn’t have to attend the class because it makes me angry.
ANG 2: During the class, thinking about the poor quality of the course makes 

me angry.
ANG 3: When I think of the time I waste in class, I get aggravated.

Studying-related emotions:

ENJ 1: I enjoy the challenge of learning the material.
ENJ 2: Certain subjects are so enjoyable that I am motivative to do extra readings 

about them.
ENJ 3: I am so happy about the progress I made that I am motivated to continue 

studying.
PRI 1: Because I want to be proud of my accomplishments, I am very motivated in 

learning biology.
PRI 2: When I solve a difficult problem in my studying, my heart beats with pride.
PRI 3: I’m proud of my capacity.
HOP 1: During the class, the thought of achieving my learning objectives inspires me.
HOP 2: Before the class, I feel optimistic that I will make good progress at studying.
HOP 3: I feel confident that I will be able to master the material.
ANX 1: During the class, the subject scares me since I don’t fully understand it. 

(dropped)
ANX 2: When I look at the books I still have to read, I get anxious.
ANX 3: After the class, I worry whether I have properly understood the material.
BOR 1: Because I am bored about this subject, I have no desire to learn.
BOR 2: While studying biology I seem to drift off because it’s so boring.
BOR 3: The material bores me so much that I feel depleted.
HOL 1: My lack of confidence makes me exhausted before I even start.
HOL 2: During studying, I wish I could quit because I can’t cope with it.
HOL 3: After studying I’m resigned to the fact that I don’t have the ability.
SHA 1: I feel ashamed because I am not as adept as others in studying.
SHA 2: Because I have had so much troubles with the course material, I avoid dis-

cussing it.
SHA 3:I turn red when I don’t know the answer to a question relating to the course 

material.
ANG 1: Because I get so upset over the amount of material, I don’t even want to 

begin studying.
ANG 2: I get annoyed about having to study.
ANG3: When I sit at my desk for a long time, my irritation makes me restless.
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Chapter 10
Struggling Readers Smiling on the Inside 
and Getting Correct Answers

Garron Hillaire, Boris Goldowsky, Bart Rienties, and Samantha G. Daley

Abstract In this chapter, we explore inclusive learning analytics to predict reading 
comprehension outcomes in the context of middle school remedial reading class-
rooms for 235 students from 12 school districts in the United States. The design of 
the system used in this study followed the Universal Design for Learning Guidelines 
which have expressed the goal of supporting all learners, a common goal with inclu-
sive learning analytics. We construct a predictive model for reading comprehension, 
introducing a novel method to apply the same sentiment analysis method to inter-
pret both emotional self-reports and discussion comments, contributing new insights 
about the relationship between emotion and cognition during learning. The novel 
method of analysis was inspired by the inclusive design principles of Universal 
Design for Learning by treating the two data sources as multiple means of expres-
sion. The relationship the model suggests is that struggling students with positive 
emotional reactions coupled with neutral communication about reading materials 
are more likely to provide correct answers. The psychological phenomena of posi-
tive internal experience coupled with downregulated expression have previously 
been described as “smiling on the inside,” and are considered socially desirable 
when outperforming peers. We explore the model in terms of bias across a range of 
groups legally protected from discrimination. With the limitations of the measures 
and the model in mind, we provide recommendations on how to support students in 
this psychological state of “smiling on the inside”.
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10.1  Introduction

The intersection of learning analytics and inclusivity considers how marginalized 
students are represented by data and the analysis of that data. For example, previous 
studies have explored the emotional expression of assistive technologies (Hillaire 
et al., 2019), evaluations of online learning designs (Iniesto et al., 2014), and the use 
of data visualization to support help-seeking behaviors of students (Daley et  al., 
2016). The current study uses multiple methods to triangulate the emotional states 
of students and looks for evidence of how those states may correlate with success in 
academic tasks.

Our work is based on Universal Design for Learning (UDL). Central to the UDL 
framework is the UDL Guidelines (CAST, 2018), which were established to guide 
the development of learning environments that support all learners, including 
struggling students (Meyer et  al., 2014). The UDL Guidelines do not reference 
learning analytics specifically, but there are nevertheless a variety of applications 
of the UDL Guidelines to analytics research. Inclusive design naturally supports 
the aim of inclusive analytics, but it is not sufficient. To connect inclusive design to 
inclusive analytics, we align the analytic methods with the principles of inclu-
sion or UDL.

In this chapter, we examined data from Udio (Boucher et al., 2015), a reading 
comprehension platform based on UDL. One of the key principles of supporting 
variability through learning design in the UDL Guidelines is to provide multiple 
means of action and expression (CAST, 2018). In Udio, one example of this is that 
students expressed their emotional reaction to reading materials in two different 
ways: by using a “reaction wheel” with a fixed set of words, or through an open, 
asynchronous discussion area (see instruments). From a design perspective, multi-
ple means of expression are intended to support all learners with options for engag-
ing with reading materials. The related inclusive analytics challenge that we tackle 
is the coordination of both of these response channels—emotional self-report and 
discussion comments—as two related expressions around the same reading mate-
rial. We set out to see if the emotional data footprint from Udio generated by these 
two response options, in combination with skill-based measures, would predict suc-
cess on a reading comprehension task. Based on this, we look for insights into how 
online environments can support diverse learners by focusing on what successful 
learning – in this case, reading – looks like from an emotional perspective for strug-
gling students.

The focus on emotions in the analytic methods are not based on convenience, but 
on the anticipated importance of emotions in learning for struggling students. Udio 

G. Hillaire et al.



189

was built for middle-school struggling readers, a population of learners who have 
often built up many years of frustrating and negative emotions associated with read-
ing in school. Thus, when presented with a reading-based task, these students have 
a double hurdle to overcome: both a lack of skills and a lack of motivation, even an 
aversion to the task itself. As an online reading environment designed to help these 
students, Udio represents an opportunity to directly investigate how these interac-
tions play out. While we have no direct access to students’ emotional states, the 
intervention did provide us with two ways to gain insight into emotion: discussion 
comments that students wrote, and the words they chose from a fixed list of “reac-
tions”. We also had a proximal measure of comprehension of each reading page as 
well as more global measures of reading skill from standardized instruments. One 
novel feature of our approach is that we interpret both the self-report scale and the 
discussion comments with the same sentiment analysis technology (see analysis). 
Our motivation for using the same interpretive approach for both data sources was 
to align our analysis with the design principle that the two data sources provide 
students with multiple means of expression about the learning material. This 
resulted in a model in which the two emotional measures are expressed in similar 
scales and can both be used to predict the outcome variable. Our analysis indicates 
that a positive self-report in conjunction with neutral discussion comments predicts 
more correct reading comprehension outcomes. Generating a promising model is 
testament to the importance of the intertwined nature of learning design and learn-
ing analytics.

However, generating a promising model does not yet reach the goal of support-
ing all learners.

It is a goal of UDL to globally implement supports that are essential for some 
students with the goal of benefiting all students. This aim aligns well with the con-
sideration of ethical concerns about student data and predictive models. We have 
collected demographic information about groups legally protected from discrimina-
tion, including race, gender, socio-economic status (SES), English Language 
Learning (ELL) status, and Individual Education Program (IEP) status. We exam-
ined the bias of the predictive model based on these groups. The bias analysis dem-
onstrated that there are both positive and negative biases, suggesting further work is 
needed to improve the model before it would be able to achieve the goal of support-
ing all learners.

With these ethical considerations around bias explored, we finally present the 
implications of our results. Our model suggests that students who had (1) positive 
internal experiences; and (2) external presentations of neutral communication with 
peers are more likely to have provided correct answers on the reading comprehen-
sion check. The phenomenon of positive internal emotion with downregulated neu-
tral expression has been previously described as “smiling on the inside” (Schall 
et al., 2016). Connecting these results to socio-emotional learning, we finally dis-
cuss how teachers might best support these students who are “smiling on the 
inside”.
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10.2  Related Work

10.2.1  Inclusive Learning Analytics and Universal Design 
for Learning

There is a known relationship between learning design and learning analytics 
(Macfadyen et al., 2020). The data we collect are a consequence of the design of the 
system used to collect the data. This relationship illustrates that the exploration of 
inclusive learning analytics might best be supported by exploring data from a sys-
tem that was designed with inclusivity in mind.

The Universal Design for Learning (UDL) framework provides guidelines for 
educational goals, methods, materials, and assessments that can support all learners, 
including struggling students. The UDL perspective suggests that when students 
struggle, the criticism should first focus on the design of the system to identify if 
there are unnecessary barriers to student success embedded within the design, rather 
than assigning the deficiency to the student (Meyer et al., 2014). The UDL Guidelines 
are organized into three principles, encouraging the provision of (1) multiple means 
of engagement; (2) multiple means of action and expression; and (3) multiple means 
of representation (CAST, 2018).

The intersection of UDL and learning analytics was explored at the 2014 
Learning Analytics Summer Institute (Hillaire et al., 2014) where the Udio platform 
used in this study was discussed as an example of how UDL creates an interesting 
opportunity to explore learning analytics. In addition, the design of “What’s your 
reaction?” (see instruments) was used as an example of how to prototype visual 
learning analytics (Hillaire et al., 2016). When systems are designed up front with 
inclusivity in mind, the data they collect have the potential to provide insight into 
learning for all students including struggling students. We examine the data col-
lected from Udio to explore what emotional footprints struggling students generate 
at the intersection of emotion and cognition during reading comprehension.

10.2.2  Emotion, Cognition, and Reading Comprehension

There is, of course, no simple model of how emotion and cognition interact around 
learning. Fiedler et al. (2014) describe “broaden and build” theory of positive emo-
tion (Fredricks et al., 2004; Fredrickson, 1998), saying that both positive and nega-
tive emotions influence learning. Negative emotions are considered more effective 
for considering a complex learning task in isolation (Clore & Huntsinger, 2007), 
while positive emotions are considered associated with assimilative learning tasks 
(Fiedler & Beier, 2014). A competing perspective is that emotions in general are a 
deficit to learning: cognitive load theory advocates that neutrality is optimal for 
student performance (Fraser et al., 2012). These perspectives provide a theoretical 
frame to investigate student emotion during learning.
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To contextualize positive emotion—or the potential lack of positive emotions—
for middle school students, we consider that these students may have experienced 
years of affect and motivational challenges. For example, a study with 500 students 
in grades 2–4 that included 87 students with reading comprehension difficulties 
found that about half of the students appeared motivated and self-reported high 
levels of positive affect, while the other half appeared to lack motivation. Students 
with disabilities had lower motivation and more negative experiences (Sideridis 
et  al., 2006). This result indicates that before middle school many students are 
already developing motivation issues for reading comprehension.

Further work illustrated that emotional responses during reading correlated with 
comprehension measures (with the limitation that multiple choice assessment did 
not have a correlation) (Daley et al., 2014). Repeated struggles lead to a lack of 
motivation, causing more failures, setting up a vicious cycle.

We report exploratory results on a predictive model that suggests that students 
who self-report positive emotions and at the same time make neutral comments in 
the discussion about reading are more likely to get correct answers. This internal 
positive emotion coupled with downregulated neutral expression has previously 
been described as “smiling on the inside“(Schall et al., 2016). The smiling on the 
inside phenomenon is considered a result of downregulated expression so that stu-
dents provide socially desirable interactions when they are outperforming peers.

10.2.3  Measuring Emotion with Sentiment Analysis

There has been an increased interest in the interplay of emotion and cognition in 
recent years (Okon-singer et al., 2015), facilitated by the development of new emo-
tional measures in the discipline of affective computing (Calvo & D’Mello, 2010). 
These new emotion measures are just starting to gain momentum in the context of 
education and detection of students’ emotions (Herold, 2016). Sentiment Analysis 
is an affective computing approach to make predictions about the emotional content 
of text (Pang & Lee, 2006); it has been used to detect specific emotions as well as 
the categorical dimension of valence in text (Medhat et al., 2014). A lexical approach 
to sentiment analysis uses a dictionary of words that are categorized in a dimen-
sional manner. Typically, the dimension used is valence. An example dictionary is 
(Warriner et al., 2013), which provides a valence score for 13,915 words. The scores 
are on a scale between 0 and 10, with scores 4 and below considered negative, 4–6 
neutral, and above 6 positive. The scores generated for this dictionary were created 
in a crowd-sourced manner (Warriner et al., 2013). The way a lexical approach is 
applied to text is to substitute words with their associated valence scores, and then 
compute the average of these scores to summarize the valence of written text com-
munication (Pang & Lee, 2006).

The affective computing method of sentiment analysis holds promise for appli-
cations in educational research (Rienties & Rivers, 2014; Sharples et  al., 2015). 
Some recent studies, for example, have found a correlation between the calculated 
valence of students’ course reviews with their completion rates (Wen et al., 2014).

10 Struggling Readers Smiling on the Inside and Getting Correct Answers



192

10.2.4  Measuring Emotion by Self-Report

Perhaps the simplest way to get information on people’s affective states is to ask 
them. This self-report technique can be implemented in a wide variety of ways, and 
there are several validated instruments for self-reporting emotions. For example, 
PANAS asks participants to rate their agreement with positive and negative words 
to determine the extent to which an experience is positive and the extent to which an 
experience is negative (Watson et al., 1988). This positive-negative axis is known as 
“valence” and is considered a universal dimension for categorizing emotion 
(Russell, 1980). The Geneva wheel places words on two dimensions, valence and 
arousal (the level of intensity of the response) and asks participants to rate their 
agreement with 12 words with intensity for each term (Sacharin et al., 2012).

All self-report methods have known limitations. From the perspective of mea-
surement breakdown in the classroom, there are challenges for both the student 
accurately reporting their emotions and the teacher accurately observing emotions. 
For example, when a student uses a specific list of words (s)he may not interpret the 
word to mean the same thing as the instrument expects (Duckworth & Yeager, 
2015). Furthermore, there are often challenges in the accuracy of tools used to 
research emotions. For example, in a recent review of publications in the journal 
Emotion (Weidman et al., 2016), 69% of studies developed an impromptu scale for 
emotional measures, making it difficult to compare results across studies. Given the 
tension between using words the target population is familiar with and using a stan-
dardized scale, there is a real challenge to get a measure that allows participants to 
accurately report their emotions and yield results that are comparable with 
other work.

In the present study, we selected a set of emotion words through formative evalu-
ation with struggling readers (Hillaire et al., 2016). While this approach may help 
with the first problem of students selecting from emotion words that are interpreted 
in the anticipated manner, it does not solve the problem of generating results that are 
comparable with other studies. To address this second problem, we interpret the 
self-report scale we created using sentiment analysis to anchor our novel measure-
ment scale within a more standard approach, with the intention of closing the gap 
between novel and standard measurements.

10.2.5  Measuring Reading Comprehension

Reading comprehension is a difficult task to measure because of the many factors 
involved in reading. When comparing measures that predict reading comprehen-
sion, there is evidence that the instruments used to identify struggling readers pro-
duce variable results (e.g., a student identified as a struggling reader by one 
diagnostic instrument may not be identified by another instrument) (Cutting & 
Scarborough, 2009). Difficulties in reading could be due, for example, to challenges 
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in decoding words, in vocabulary, in background knowledge about the topic, or in 
understanding complex syntax (Brasseur-Hock et al., 2011). A single reading com-
prehension measure will be unlikely to disentangle these contributing elements and 
are rarely sensitive to changes over short time periods.

Previous work has illustrated a potential relationship between the emotions of 
the student and reading comprehension, pointing out that even the narrative of the 
text can evoke emotional response (Kneepkens & Zwaan, 1995). The relationship 
between emotion and cognition during reading comprehension may be a part of 
learner variability that generates inconsistent results from measures designed to pre-
dict reading comprehension. As our review on emotions and learning indicated the 
potential benefits of positive and neutral emotions during learning and further evi-
dence that struggling readers often experience negative emotions, there is reason to 
explore how emotions relate to reading comprehension measures.

10.3  The Present Study

We explore if sentiment analysis can be used to give us comparable measures of the 
emotional valence of both self-report and discussion comments to explore the pre-
dictive power of these two emotional indicators: will they give us any insight into 
when students were motivated to read and comprehend a text? Thus, we break down 
our research questions as follows:

Research Question 1 (RQ1): To what extent can we use sentiment analysis to inter-
pret self-report?

Research Question 2 (RQ2): To what extent can we use sentiment analysis to inter-
pret students’ discussion comments?

Research Question 3 (RQ3): To what extent does sentiment analysis of self-report 
and discussions correlate with providing correct answers in a reading compre-
hension activity?

10.3.1  Ethical Concerns with Predictive Modeling 
in Education

In learning analytics research, it is common to produce predictive models associated 
with learning and report accuracy of the model. When researching inclusive learn-
ing analytics, it is important to interrogate predictive models to identify model fits 
by considering demographic characteristics. When considering which groups to 
evaluate, a reasonable starting point is to consider groups protected by discrimina-
tion laws. A recent review of algorithmic bias in education points out that the most 
commonly studied groups are race, gender, and learner’s current national location, 
while language learning and disability status are groups for which there is limited 
literature (Baker & Hawn, 2021).
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We explore how emotional measures might predict reading comprehension and 
report both overall accuracy as well as interrogate the model in terms of fairness. To 
evaluate fairness we examine model predictions across groups including race, gen-
der, Individual Education Plan (IEP) status, English Language Learning (ELL) sta-
tus, and Socio-Economic Status (SES). This approach includes categories frequently 
studied for algorithmic bias in education (e.g., gender, race) and includes groups for 
which there is limited work (e.g., IEP, ELL) (Baker & Hawn, 2021). We have 
included these groups to anchor the analysis to groups protected by anti- 
discrimination laws. One of the limitations in taking this approach is how adhering 
to legally protected groups comes with labels and grouping approaches that are not 
necessarily ideal (Baker & Hawn, 2021). For example, we include ELL status, but 
recognize that there is a shift towards referring to students as emergent bilinguals 
(García et al., n.d.). We focused on contributing evidence about algorithmic bias for 
groups using designations frequently used by schools to connect the interpretation 
of results with advice for teachers.

As First Author on this paper, I am a student who was in a remedial reading class 
in the sixth grade, classified by others as Native American and self-identify as a 
member of the Lummi Nation. In the sixth grade, some could easily argue I had 
undiagnosed reading disabilities. I am sensitive to the problematic nature of these 
categories. I believe we are a long way from understanding how to adequately 
address bias in algorithms and engaging in this work is both difficult and necessary. 
Hopefully, the contribution of this chapter can improve our collective understanding 
of the known limitations in how we have categorized students.

10.4  Participants

The present work is part of the “Udio” project (Boucher et al., 2015), we include 
data from a subset of that project’s participants, including 33 classrooms in 15 mid-
dle schools within 12 districts across the continental United States. The classrooms 
involved in this intervention were all specifically designed to serve struggling read-
ers: designated as remedial reading, resource room, or other settings with students 
identified as requiring additional support in reading.

Within this overall cohort, the present study only considers data from students 
who consented to participate in the study and who used the three response features 
(“Discuss It”, “What’s Your Reaction?”, and “Boost your Understanding”) that we 
are analyzing, and who had at least one case of a text within which they used all 
three features. The demographic data for the 235 students meeting these criteria are 
detailed in Table 10.1.
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10.5  Procedure

Udio was an online reading environment designed to support struggling readers to 
engage with texts in multiple genres and on a wide variety of topics. 340 different 
texts were available for students to choose from both fiction and non-fiction, with 
topics ranging from sports and entertainment, personalities to science, history, and 
current issues. The majority of the online texts were single-page readings, but a few 
spanned multiple pages. Reading supports based on the principles of Universal 
Design for Learning (CAST, 2018; Meyer et al., 2014) were available, such as text- 
to- speech for reading content aloud, English and English-to-Spanish dictionaries, 
the ability to highlight and collect key ideas, etc.

Students used the online Udio environment (see Fig. 10.1) on individual laptops 
several times a week for a period of 7 months as part of their regular school day. 
Although teachers provided varying degrees of direction, generally students were 
free to choose texts of interest to them, and to read, listen, and use any of the fea-
tures to interact with those texts.

10.6  Instruments

10.6.1  What’s Your Reaction?

This was an interactive self-report feature that allowed students to click one or more 
of the 12 emotion adjectives to express their feelings about a text (see Fig. 10.2). 
These were organized in a circular fashion reflecting the affective dimensions of 
valence and arousal, similar to the Geneva Wheel (Sacharin et al., 2012). Students 
were free to select any or all of the 12 words. They could also, by clicking another 
link “See others’ reactions”, see a visualization of the aggregated data showing how 
many of their classmates had chosen each descriptor, but others’ reactions were not 
personally identifiable. For more information on the design of this feature, see 
(Hillaire et al., 2016).

10.6.2  Discuss It

This was a discussion area, presented as a sidebar next to the reading content (see 
Fig. 10.3). In this area, students (and teachers) could express their thoughts about 
the text either by writing, drawing, or leaving a voice recording. These comments, 
including the author’s name, were visible to their classmates and teachers. It was 
also possible to reply to classmates’ comments (in the following analysis we do not 
make a distinction between top-level comments and replies).
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Table 10.1 Demographic information about participants

Demographics Grade 6 Grade 7 Grade 8 Total

Gender Male 52
63%

43
65%

55
64%

150
63.8%

Female 31
37%

23
35%

31
36%

85
36.2%

Race White 33
40%

20
30%

18
21%

71
30.2%

Black or African American 24
29%

19
29%

22
26%

65
27.7%

Hispanic or Latino 21
25%

21
32%

41
48%

83
35.3%

Asian or Pacific islander 0
0%

2
3%

1
1%

3
1.3%

Alaska native or American Indian 1
1%

0
0%

0
0%

1
0.4%

Two or more races 4
5%

4
6%

3
3%

11
4.7%

Missing 0
0%

0
0%

1
1%

1
0.4%

IEP IEP 48
58%

37
56%

49
57%

134
57.0%

Non-IEP 35
42%

29
44%

36
42%

100
42.6%

Missing 0
0%

0
0%

1
1%

1
0.4%

ELL ELL 8
10%

18
27%

25
29%

51
21.7%

Non-ELL 75
90%

48
73%

60
70%

183
77.9%

Missing 0
0%

0
0%

1
1%

1
0.4%

SES Free/reduced-Price lunch 65
78%

46
70%

74
86%

185
78.7%

Non-free/reduced-Price lunch 18
22%

20
30%

11
13%

49
20.9%

Missing 0
0%

0
0%

1
1%

1
0.4%

Total 83
35%

66
28%

86
37%

235
100%

10.6.3  Boost Your Understanding

This feature allowed students to check their understanding of the text through a 
maze procedure, that is, by choosing appropriate words from a short list of options 
to complete a summary paragraph (see Fig.  10.4). Once a word was chosen for 
every blank, they could click “Check my answers”. After checking, they had the 
opportunity to correct any mistakes, but the number of answers that they got correct 
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Fig. 10.1 The Udio platform

on the first try was recorded. This approach to an in-the-moment measure of reading 
comprehension allowed us to focus specifically on whether students could generate 
a reasonable summary of often very brief reading passages. The vocabulary and 
reading levels were similar to the passage itself to control for factors beyond making 
meaning from the text.

10.6.4  RAPID Probability

Prior to the study, students completed the RAPID assessment, a computer-adaptive 
measure developed by Lexia Learning (2016) that includes assessments of reading 
comprehension, vocabulary knowledge, syntactic knowledge, and word recogni-
tion. In the reading comprehension subtest, students are asked to read a passage and 
respond to multiple choice questions. Students are presented passages of differing 
levels of difficulty, depending on their performance on the other subtests. In these 
analyses, we use the “reading success probability” score, a percentage intended to 
indicate the likelihood that the student will perform at the level of reading compre-
hension expected for their given grade level, as defined by a commonly used stan-
dardized achievement measure. The formula used to derive the probability score 
incorporates not only reading comprehension, but also the other aspects of reading 
and language included in the RAPID, making it adaptive for the student’s age, 
appropriate to use multiple times in a single school year, and a robust means to 
consider their comprehensive performance in reading.
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Fig. 10.2 “Whats your reaction?” feature in Udio

10.7  The Dataset

We constructed a combined dataset by selecting student-text pairs where a student 
used all three features of interest in their interactions on that text, so that we had an 
emotion self-report, one or more discussion comments, and a comprehension check 
result for that student-text pair. There were 235 students who used all three features 
for at least one text. These students completed all three activities for between 1 and 
53 texts, with the mean around 7 texts (M = 7.19; SD = 8.39) for a total of 1691 
student-text pairs where the student did all three activities. Of these 1691 instances, 
students got a correct score on the comprehension check on 548 (32%).

10.8  Analysis

To answer Research Question 1 (RQ1):"To what extent can we use sentiment analy-
sis to interpret self-report?”, we recognize that self-report using “What’s your reac-
tion?” was designed with an ad hoc list of discrete words and then reinterpreting the 
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Fig. 10.3 “Discuss It” feature in Udio

data in a dimensional way through valence. Calvo et  al. (2010; Weidman et  al., 
2016) argue that it is not ideal to reinterpret discrete emotions in dimensional terms. 
To address this concern, our self-report instrument was modelled including the 
dimensions of valence and arousal (Hillaire et al., 2016). Mapping the words to their 
valence values in the Warriner dictionary gives us a method to formally evaluate the 
degree to which this design intention was successful. We first interpret every pos-
sible response using “What’s your reaction?” and then interpret the actual responses 
provided by students.

To answer Research Question 2 (RQ2):"To what extent can we use sentiment 
analysis to interpret students’ discussion comments?”, we first take a sample of 
student comments and have human raters determine the valence of the comments 
using the same method used when developing the Warriner dictionary. Then we 
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Fig. 10.4 “Boost your understanding” feature in Udio

interpret student comments using the Warriner dictionary and compare the agree-
ment between human raters and the Warriner dictionary with a random baseline 
where we randomly assign valence categories to student comments. We then exam-
ine the distribution of all student comments interpreted using the Warriner dictionary.

To answer Research Question 3 (RQ3):"To what extent does sentiment analysis 
of self-report and discussions correlate with providing correct answers in a reading 
comprehension activity?”, we first examined valence scores from self-reports with 
reading comprehension outcomes using a density plot for students with correct 
answers compared to students with incorrect answers. We next use the same method 
to examine valence scores from discussion comments. Finally, we evaluate a three- 
predictor logistic regression that considers the valence of self-report, the valence of 
discussion comments, and the RAPID probability score for students predicting stu-
dent success on the reading comprehension check. After evaluating the model accu-
racy across all students, we examined the fairness of the model considering a range 
of student demographic categories.

10.9  Results

10.9.1  (RQ1) to What Extent Can We Use Sentiment Analysis 
to Interpret Self-Report?

To answer RQ1, we conducted a theoretical and practical analysis of the process. In 
the theoretical analysis, we examined all possible self-report responses and in the 
practical analysis we examined the actual responses from the students in this study.
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When conducting a theoretical mapping of self-report words to the dimension of 
valence, we looked up the words from “What’s Your Reaction” in the Warriner dic-
tionary. There was a direct match for 8 of the 12 words. For the remaining 4 words, 
there was a word stem used as a substitution. For example, the word ‘challenging’ 
does not appear in the Warriner dictionary, so ‘challenge’ was used to map the 
option to a valence value. This mapping process was done by inspection of the dic-
tionary. Table 10.2 shows the self-report words that were shown on the positive and 
negative sides of the circular word wheel and their valence scores.

The guidance for interpreting valence scores from the Warriner dictionary is that 
scores above 6 are positive, scores below 4 are negative, and scores between 4 and 
6 are neutral. Thus, 11 of the 12 words fall into the expected category. The word 
“challenging” was presented as a positive word, but in the Warriner dictionary the 
closest match, “challenge”, has a score of 5.95. While it is near the threshold value 
for positive, it is considered neutral based on the guidance for interpreting Warriner 
valence scores. However, it was close enough to the threshold value of 6 that if the 
mean score was calculated for a pair of reactions including ‘challenging’, with any 
other positive word the score would be positive and with any other negative word 
the score would be neutral.

Udio users could select between 1 and 12 words. With 12 options in a multise-
lect, there are 4095 combinations. For each combination of possible responses, the 
Warriner valence score (see Table  10.2) was substituted. (E.g., the selection of 
[Curious, Good] translated into [6.58, 7.89]). After the response was translated into 
valence scores, the arithmetic mean was calculated (e.g., 6.58 + 7.89/2 = 7.235). 
The result of every possible response generated the histogram in Fig.  10.5. The 
distribution generated had a min  =  2.1; max  =  7.89, std.  =  0.68, mean  =  4.83, 
median = 4.83. Data were tested (formally) for violation of normalcy by running the 
Shapiro-Wilk’s test, which indicated that the distribution is different from a normal 
distribution (p < 0.05). The skewness of the data = 0.01 and excess kurtosis = 0.93. 
The kurtosis and the histogram indicate the distribution is leptokurtic, meaning it 

Table 10.2 Warriner dictionary scores for react words

Polarity React option Warriner dictionary Valence score

Positive Engaging Engaged 6.78
Interesting Interesting 6.78
Challenging Challenge 5.95
Curious Curious 6.58
Calming Calm 6.89
Good Good 7.89

Negative Annoying Annoying 3.00
Frustrating Frustrating 2.57
Confusing Confusion 3.32
Sad Sad 2.10
Boring Boring 2.71
Dull Dull 3.40
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has more outliers than a normal distribution. This is illustrated in the heavy tailed 
histogram in Fig. 10.5. The skewness is low enough that the distribution is approxi-
mately symmetric. The mean of the distribution was lower than 5 (4.83), which 
indicates that the approximately symmetric distribution is shifted left of the neutral 
value by 0.17. If we were to shift the threshold values of 4 and 6 by 0.17, the median 
of the distribution would become neutral and the word “challenging” would move 
into the positive region.

When self-reporting reactions to a text, students provided between 1 and 12 
words with the mean number of words selected between 4 and 5 (M  =  4.45; 
SD = 3.09). The most common response was selecting all 12 words, occurring 132 
times. The valence score for selecting all twelve words was 4.83 (the mid-point, or 
neutral point of the adjusted valence scale). While this response may reflect students 
not using the system for the intended purpose, the scoring approach results in a 
neutral score for responses where all 12 words are selected. The second most com-
mon reaction was to select the single positive word “good” which occurred 111 
times. The third most common response was to select all six of the positive words, 
which occurred 106 times. The fourth most common response was to select “inter-
esting” and “good,” occurring 99 times. The fifth most common response was 
“interesting” alone, occurring 72 times. These common responses show up as peaks 
in the distribution of responses from the study, as shown in Fig. 10.6. The distribu-
tion generated had a Min = 2.1; Max = 7.89, Mean = 5.99, Median = 6.21, SD = 1.23. 
The distribution was left skewed with a skew of −0.85 and had an excess kurtosis of 
0.56. It is not surprising that the distribution was (formally) identified as signifi-
cantly different from a normal distribution as indicated by the Shapiro-Wilk’s test 
(p < 0.05).

Fig. 10.5 All possible “What’s your reaction?” values interpreted using the Warriner dictionary
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Fig. 10.6 “What’s your reaction?” student responses interpreted using the Warriner dictionary.

In summary, all possible combinations of word selections did not generate a 
normal distribution, although it was approximately symmetrical around the mid-
point 4.83. The result of students’ actual use of the feature generated a distribution 
that was jagged and skewed to the left. Based on the most popular selections and the 
histogram, this result appears to be the result of students frequently selecting only 
positive words to describe their reaction. The minimum and maximum values were 
the same between the theoretically possible values and the actual outcome from use 
by students. While the majority of responses were the selection of some groups of 
positive words, there were some responses across the entire scale, as illustrated by 
the histogram.

From a theoretical perspective, the mapping generated a plausible distribution 
with a skewness that indicated there were more possible responses at the positive 
and negative extremities of the scale than there would be in a normal distribution. 
The lack of normality may actually make sense as it allows for more positive and 
negative responses with wide tails while maintaining symmetry so as not to nudge 
the user with positive or negative responses. From a practical perspective, there 
were some spikes in the values due to a large number of students using the same 
selection of words. For example, selecting just the word ‘good’ occurred 111 times. 
The common responses generated a series of spikes on the positive side of the dis-
tribution. While this generated a reasonable simulated outcome from a theoretical 
perspective, the spikes in the distribution indicate the measurement outcome is not 
exactly a continuous measure. These results indicate that it is reasonable from a 
theoretical perspective to translate from discrete words to the dimension of valence. 
In practical terms, when doing this, there are common response spikes in the result-
ing distribution that may influence how best to interpret the resulting data.

10 Struggling Readers Smiling on the Inside and Getting Correct Answers



204

10.9.1.1  (RQ2) to What Extent Can We Use Sentiment Analysis to 
Interpret Students’ Discussion Comments?

To answer RQ2, we first established a baseline data set for comparison by having 
human raters evaluate the emotional content of a selection of discussion comments. 
This allowed us to evaluate the accuracy of the sentiment analysis labels. After 
establishing the level of agreement with human raters, we looked at the practical 
outcome of mapping discussion comments to the dimension of valence.

We randomly selected 50 comments where students provided correct answers 
and 50 comments where students provided incorrect answers from the comprehen-
sion check to generate a 100-message sample. The 100-message sample represents 
4% of the 2501 total messages in the study. For the 13 raters, in line with the 
approach by Warriner (2013), each message was given a score from 1 to 9 and the 
scores from all raters were averaged. For the 100 messages rated, there were 34 
positives, 19 negatives, and 47 neutrals as indicated by the human raters. When 
comparing these ratings with the labels generated by using the Warriner dictionary, 
we also used a random baseline to compare accuracy measures against random 
guessing for the valence labels. We randomly assigned a label to all messages and 
compared those to the human raters. After repeating this 1000 times, we then aver-
aged all accuracy measures to produce a random benchmark. The resulting overall 
accuracy of the random benchmark is the f-measure score of 0.16. Our sentiment 
analysis classifier outperformed this random benchmark, achieving an f-measure of 
0.44 (see Table 10.3).

Across all comparisons, the sentiment analysis classifier outperformed the ran-
dom baseline except in terms of negative recall where the classifier had a recall of 
0.21 and the random classifier had a recall of 0.32. Based on these results, the pre-
dictions of negative valence are the least reliable. Given that random outperformed 
the sentiment analysis classifier, interpretations of negative predictions should be 
avoided. Negative had a precision of 1.00 and a recall of 0.21. These results indicate 
that the sentiment analysis classifier under-predicts negative valence by around 79% 
and when it does predict negative (4 times for this sample; 19*0.21 = 4), it is always 
correct. The results also indicate that the most suitable category for interpretation is 
positive with an F-Measure of 0.55. Neutral’s F-Measure of 0.44 lands between 
Positive and Negative.

The distribution of comment valences generated had Min = 1.96; Max = 8.37, 
Mean = 6.07, Median = 6.15, SD = 0.91. The distribution was left skewed with 
a skew of −1.32 and had an excess kurtosis of 4.35 (see Fig. 10.7). It is not sur-
prising that the distribution was significantly different from a normal distribu-
tion as indicated by the Shapiro-Wilk’s test (p < 0.05). Again, there are spikes of 
values that may impact the validity of interpreting the measure as a continuous 
dimension.
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Table 10.3 Sentiment analysis accuracy of Warriner dictionary and random baseline compared to 
13 human raters

Method Valence Valence Support Precision Recall

Warriner dictionary Positive 34 0.43 0.76 0.55
Negative 19 1.0 0.21 0.35
Neutral 47 0.51 0.38 0.44
Macro average 100 0.65 0.45 0.44

Random baseline Positive 34 0.10 0.31 0.16
Negative 19 0.06 0.32 0.10
Neutral 47 0.16 0.35 0.23
Macro average 100 0.11 0.33 0.16

Precision TP

TP FP+

Recall TP

TP FN+

F-score TP

TP FP FN+ ( ) +( )1 2/

Fig. 10.7 “Discuss It” student responses interpreted using the Warriner dictionary.

10.9.2  (RQ3) to What Extent Does Using a Valence 
Interpretation of Self-Report and Discussion Comments 
Correlate with Providing Correct Answers in a Reading 
Comprehension Activity?

To answer RQ3, we first examined each emotion predictor in isolation to see if it 
predicted success on the comprehension check, and then fit a three-predictor logistic 
regression model to see if that would provide additional predictive power.
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10.9.2.1  Sentiment of Self-Report Compared to Reading Comprehension

For self-report valence, the Mann-Whitney test indicated that the valence was dif-
ferent for students providing correct answers (Median = 6.32) and students provid-
ing incorrect answers (Median = 6.14), U = 276941.5, p < 0.05. Figure 10.8 shows 
the KDE density plots of the two distributions. Incorrect answers are associated 
with a bimodal distribution with a primary peak in the positive valence region and a 
secondary peak at the neutral valence. For correct answers, the neutral peak is 
absent and the positive peak is more pronounced. Put the other way, more positive 
self-report valences are associated with a larger proportion of correct answers on the 
comprehension check.

10.9.2.2  Sentiment of Discussion Compared 
with Reading Comprehension

For student comments, the Mann-Whitney test also showed a difference in the 
median comment valence for correct answers (Median = 6.05) and incorrect answers 
(Median = 6.21), U = 351837.5, p < 0.001. Figure 10.9 shows the KDE plots of the 
two distributions. In this case, both distributions show a single large peak, but the 
peak is in the positive valence region for incorrect answers, while for correct answers 
the peak is at the boundary of neutral and positive. Thus, students who participate in 
the discussion in a more neutral manner, as illustrated in Fig. 10.9, are more likely 
to get a correct answer.

10.9.2.3  Logistic Regression

Logistic regression was used to determine to what extent the three variables – self- 
report valence, comment valence, and the student’s baseline reading comprehension 
ability as measured by the RAPID – predict the likelihood of answering the compre-
hension check correctly for each text. We first checked the assumption that the inde-
pendent variables should not be collinear. The variance inflation factor (VIF) values 
for each independent variable were as follows: Self-Report Valence 1.03, Comment 
Valence 1.02, RAPID probability 1.02. These results indicated there was only a 
weak collinearity between the variables.

According to the model, the RAPID probability score (ranging from 0 to 99) was 
a strong predictor that students would provide correct answers as indicated by the 
odds ratio of 1.03 (95% Confidence Interval 1.03 to 1.04; p < 0.001). The emotional 
measures were both found to have a significant effect. Students’ self-reported emo-
tional reactions (ranging from 2.1 to 7.89) had a 14% increased likelihood of getting 
a correct answer for each valence point increase, as indicated by the odds ratio of 
1.14 (95% Confidence Interval 1.05 to 1.26; p  =  0.005). In contrast, every unit 
increase in the valence of their discussion comments (ranging from 1.96 to 8.37) 
resulted in a 13% decrease in the chance of a correct answer, as indicated by the 
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Fig. 10.8 Kernel density plot comparing “What’s your reaction?” valence scores for students get-
ting (in)correct answers on “Boost your understanding”

odds ratio of 0.87 (95% Confidence Interval 0.78 to 0.99, p = 0.03). The distribution 
of valence scores for comments was heavily left skewed; in other words, the discus-
sion comments were predominantly in the range from neutral to positive (see 
Fig. 10.7). Thus, we can describe these results by saying that students who provided 
a positive self-report, while demonstrating a more neutral presence in the discus-
sion, were the most likely to provide a correct answer to the comprehension check 
(see Table 10.4).

When comparing the logistic regression to the null model, all three tests—likeli-
hood ratio test, score test, and Wald test—show that the three-predictor model is a 
better fit than the null model. The Hosmer–Lemeshow test, however, yielded x 2 (8) 
of 57.298 and was statistically significant (p < .05), suggesting that the model is not 
a good fit to the data. While there are many options to explore this result further, one 
possible explanation is that there is room to improve the quality of the sentiment 
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Fig. 10.9 Kernel density plot comparing “Discuss it” valence scores for students getting (in)cor-
rect answers on “Boost your understanding”

analysis detection in comments (as was also indicated by the human raters). As the 
results indicate that a positive self-report in conjunction with neutral comments 
predicts the greatest likelihood of a correct answer, binning the data in these valence 
categories may improve the model fit. Binning may be the most logical next step as 
this would directly address the spikes in the distribution found when examining 
both dimensions independently. However, given this investigation was exploratory 
in nature, the results are presented with knowledge that the model has room for 
improvement.

While the model in Table 10.4 indicates a 13% decrease in the probability for 
every point that the valence score increases, when comparing that with Fig. 10.9, the 
relationship appears to only exist for valence scores that range from neutral to posi-
tive. This evidence suggests that a binning strategy is likely the next best step to 
improve the model fit in terms of overall accuracy.
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Table 10.4 Logistic regression of a three predictor model for reading comprehension

Predictor B SE Wald’s X 2 df p OR 95% CI

RAPID probability 0.0303 0.002 169.9 1 0.000*** 1.03 [1.03, 1.04]
Self-report valence 0.1315 0.047 7.7 1 0.005** 1.14 [1.05, 1.26]
Comment valence −0.1349 0.062 4.7 1 0.03* 0.87 [0.79, 0.99]
(Constant) −1.6587 0.446 13.8 1 0.000*** –
Test X 2 df p

Overall model evaluation
Likelihood ratio test 425.99 4 0.00***
Score test 182.65 4 0.00***
Wald test 341.5 4 0.00***
Goodness-of-fit test
Hosmer–Lemeshow 24.188 8 0.002**

Note: * = p < 0.05; ** = p < 0.01; *** = p <0.001

These results support both the relationship of positive emotions supporting 
assimilation and the relationship of neutral emotions supporting performance. This 
combination of feeling positive but behaving neutrally has been described as “smil-
ing inside” (Schall et  al., 2016). What is interesting about the potential parallel 
between the Schall et  al. study (2016) and the results of this chapter is that the 
“smiling on the inside” phenomenon described high school students outperforming 
peers. The intent of the “smiling on the inside” study was to determine the extent 
and consequences of sup- pressing outward expression of positive emotions when 
having academic success.

In our model, the emotional state of “smiling inside” predicts success in the 
comprehension check: 169 true positives (TP), and 122 false positives (FP), 379 
False negatives (FN), and 1021 true negatives (TN) with an overall accuracy of 
70.37% (see Table 10.5).

We next look to see how the model works across the protected groups based on 
demographic information. We used Aequitas toolkit to compute six model accuracy 
metrics as well as disparity in terms of ratios compared to the majority reference 
group defined as the group across attributes with the most records in analysis. Our 
majority reference group was: Male, Hispanic, IEP, Non-ELL, Free and Reduce 
Price Lunch. The results of the bias analysis are reported in Table 10.6.

To interpret the bias results, we focus on FOR 
FN

FN TN+








  and FDR 

FP

TP FP+








  to examine bias focused on false negatives and false positives, incor-

porating true positives and true negatives as components of the denominators. For 
these statistics, when the parity scores were above 1, they were considered a nega-
tive bias meaning worse performance compared to the reference group. When the 
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scores were below 1, they were considered a positive bias indicating better perfor-
mance compared to the reference group. Significance of the difference was tested 
using the Aequitas package with an alpha of 0.05.

In terms of gender, there is a negative bias for females in terms of FOR indicating 
there are more false negatives in relation to true negatives for female students. There 
was no significant difference between males and females for FDR.

In terms of race, we saw a negative bias in FOR for White, Black or African 
American, American Indian or Alaskan Native, and students who identify with two 
or more races. The worst case for FOR is for the American Indian or Alaskan Native 
student (n = 1) with 1.0 FOR because there were no true negative records for this 
student. In contrast, Asian or Pacific Islander had a positive bias in FOR with a score 
of 0 because there were no false negative records for this population (n = 3).

For differences in FDR for race, we saw a positive bias for White, Black or 
African American, American Indian or Alaskan Natives, and those that identify with 
two or more races. The most pronounced difference was for the American Indian or 
Alaskan Native student (n = 1) with an FDR score of 0.0 because again there were 
no false positives for this student. While there was no statistical difference for Asian 
or Pacific Islander students for the FDR score of 1.0, it is noteworthy as the score 
indicates that there were no true positive records for this population (n = 3).

When considering IEP status, we see a negative bias for FOR and positive bias 
for FDR for students without an IEP. In contrast, students with ELL status have a 
positive bias for FOR and negative bias for FDR. It is worth noting that the mea-
sures involved are all language-based (“Whats your reaction?”, and “Discuss it”) 
which may be part of the underlying reason for the bias of predictions for ELL 
students. Students that are not on Free or Reduced Price Lunch have only a negative 
bias for FOR.

The biases illustrated in the model are apparent across all groups analyzed 
because all categories had a significant difference compared with the reference 
group. This would suggest an unequal impact if action were taken based on model 
predictions. Unequal does not necessarily mean inequitable as further analysis is 
required to determine if the model fits better for students that require more help with 
reading comprehension. It is likely that trade-off decisions would need to be consid-
ered, but analysis in Table  10.6 provides a description of disparities that merit 
exploration when navigating trade-offs when taking action based on the model 
predictions.

Predicted

Yes No % Correct

Observed

Total

Yes 169

True Positive (TP)

No 122

False Positive (FP)

379

False Negative (FN)

1021

True Negative (TN)

30.84

89.33

70.37

Table 10.5 Observed and predicted correct responses on “Boost your understanding”
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Demographics
TPR TNR FPR FNR FOR FDR

(parity) (parity) (parity) (parity) (parity) (parity)

Gender Male 0.62 0.72 0.28 0.38 0.09 0.72

1.00 1.00 1.00 1.00 1.00 1.00

Female 0.54 0.74 0.29 0.46 0.14 0.64

0.87 1.04 0.9 1.21 1.63* 0.89

Race Hispanic or 0.33 0.85 0.15 0.67 0.04 0.90

Latino 1.00 1.00 1.00 1.00 1.00 1.00

White 0.70 0.61 0.39 0.30 0.10 0.70

2.11* 0.72* 2.62* 0.44* 2.70* 0.78*

Black or African 0.56 0.63 0.37 0.44 0.24 0.60

American 1.67* 0.74* 2.48* 0.67* 6.18* 0.67*

Asian or
-

0.83 0.17
-

0.00 1.00

Pacific Islander 0.98 1.12 0.00* 1.11

Alaska Native or 0.45
- -

0.55 1.00 0.00

American Indian 1.46* 0.82 26.10* 0.00*

Two or 0.53 0.85 0.15 0.47 0.13 0.50

more races 1.60* 1.00 0.99 0.70* 3.45* 0.56*

IEP IEP 0.53 0.80 0.20 0.47 0.05 0.80

1.00 1.00 1.00 1.00 1.00 1.00

Non-IEP 0.60 0.53 0.47 0.40 0.29 0.60

1.13 0.65* 2.41* 0.85 5.46* 0.75*

ELL ELL 0.59 0.68 0.32 0.41 0.15 0.66

1.00 1.00 1.00 1.00 1.00 1.00

Non-ELL 0.38 0.86 0.14 0.62 0.02 0.92

0.66* 1.27* 0.44* 1.49 0.16* 1.39*

SES Free/Reduced- 0.56 0.75 0.25 0.44 0.10 0.70

Price Lunch 1.00 1.00 1.00 1.00 1.00 1.00

Non- 0.63 0.62 0.38 0.38 0.16 0.66

Free/Reduced-

Price Lunch
1.12 0.82 1.54* 0.85 1.60* 0.94

Negative Bias Reference Group Positive Bias

Table 10.6 Bias analysis based on demographic information
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10.10  Discussion

Based on this analysis, there is clear evidence that mapping discrete words from 
self-reports onto the dimension of valence can be an effective strategy; with the 
caveat that common responses generate a distribution with many local maxima for 
common values. The distribution that comes from such an interpretation is not 
smooth and is likely subject to multimodal distributions, which is further suggested 
by the wide tails in the theoretical distribution. There are likely to be local maxima 
in the categories of positive, negative, and neutral valence in general; although we 
only had local maxima in neutral and positive for this study. This result supports the 
criticism that it is not easy to translate emotional measures that report discrete emo-
tions in dimensional terms (Calvo & Kim, 2010; Weidman et al., 2016), but not easy 
is not the same as not possible. The results from the logistic regression suggest that 
binning the valence values may be appropriate. We saw a distribution with similar 
features in the sentiment analysis of discussion comments, as there appear to be 
some common phrases used in the discussion that result in identical valence scores 
for many comments. This indicates that emotions felt versus emotions expressed 
may play different roles in the learning process. While these results look promising, 
there are two clear limitations.

The first limitation was that comment responses in discussion and self-report 
resulted in many local maxima in the distribution of valence. This appears to be a 
surmountable challenge; the next step in improving a predictive model for this study 
should be considering alternatives such as multinomial logistic regression.

The second limitation was the imbalance in the accuracy of valence prediction 
for discussion comments. The lowest accuracy was for negative detection, which 
deterred interpreting the model as it relates to these responses. We therefore focused 
our interpretation of the model on the valence categories of positive and neutral. It 
has been previously noted that negative detection is perhaps the most difficult cat-
egory for sentiment analysis detection in education. One explanation given for this 
difficulty is that the context of education has different terms than the context where 
sentiment analysis technologies are generally created (Wen et al., 2014).

In spite of these limitations, we did see a correlation between these measures and 
the learning outcome, with both emotional measures, a significant relationship even 
with the inclusion of the RAPID score suggesting emotions may help to explain the 
variance in reading comprehension performance. Moreover, the direction of these 
effects fits with a psychological state described as “smiling on the inside” (Schall 
et al., 2016). While this study was exploratory in nature, the results indicate that it 
would be worth explicitly examining the “smiling on the inside” phenomenon for 
middle school students with a wide range of motivation for reading. Given that stu-
dents with disabilities are thought to have less motivation and more negative affect 
associated with learning (Sideridis et  al., 2006) and the “smiling on the inside” 
phenomenon may have a long-term effect of decreasing motivation for learning 
(Schall et al., 2016) it is important to confirm the findings that struggling readers are 
smiling on the inside when getting correct answers, and gain more insights into how 
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best to support these students to acknowledge their success when they are outper-
forming their peers.

10.11  Implications for Practice

We know that measures designed to predict reading comprehension do not explain 
all variance in performance. We identified that emotions help to explain variance in 
terms of reading comprehension, specifically as students generating an emotional 
footprint in the data that is succinctly described as smiling on the inside were more 
likely to get correct answers. To consider how this might influence practice, there 
are two things to discuss: (1) implications for teachers and (2) implications for pre-
dictive model design.

For teachers, it is important to understand that this model suggests that when 
struggling readers get correct answers, their emotional state of smiling on the inside 
combines positive internal emotion with neutral emotional expression. This psycho- 
logical state is considered socially desirable when outperforming peers. If smiling 
on the inside is how students choose to behave, teachers that want to lean into this 
behavior could seek to privately acknowledge student success and avoid disrupting 
what students might consider a socially desirable behavior. Teachers that see smil-
ing on the inside as a maladaptive practice could consider how they might be able to 
influence social norms within the classroom and allow public acknowledgement of 
success to be more socially desirable.

For those who work on algorithms that consider the emotional dimensions of 
struggling readers, the methods detailed in this study may provide guidance on 
designing systems that generate data capable of providing insights into emotions 
and learning. When considering how to take action on predictions, however, it 
would be advisable to work with teachers and adopt a human-in-the-loop approach 
towards action by observing what teachers do with these predictions and consider-
ing how systems might provide adaptive behaviors that parallel effective teaching 
practice. When considering how systems might become adaptive in response to 
emotional data, the bias analysis of the predictive model suggests that care must be 
taken: building a better understanding of how such an adaptive system is unequal 
would be required to build an equitable system.
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Chapter 11
Exploring Selective College Attendance 
and Middle School Cognitive 
and Non- cognitive Factors Within 
Computer-Based Math Learning

Maria Ofelia Z. San Pedro, Ryan S. Baker, Alex J. Bowers, 
and Neil T. Heffernan

Abstract Middle school is a key juncture in the processes that influence whether a 
student will have a successful post-secondary outcome such as going to a selective 
college, but research on factors leading to this choice does not yet utilize the exten-
sive fine-grained data now becoming available on middle school learning and 
engagement. Leveraging recent methodological advances in measurement and edu-
cational data mining, we apply automated detectors which can infer student learn-
ing, academic emotions, and engagement, to data from middle school mathematics 
software usage. We then use the measures derived to predict which students will go 
to selective colleges several years later. The result is a model that can distinguish 
whether a student will eventually go to either a selective or a non-selective college 
77.4% of the time. The resulting model can also run in real-time, creating the poten-
tial for providing actionable data quickly to teachers and guidance counselors.
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Attending a more selective post-secondary institution has been shown to be associ-
ated with higher-quality learning, higher likelihood to graduate, and improved 
career prospects and economic gains (Bowen et al., 2009; Carnevale & Rose, 2003; 
Ovink et al., 2018; Shamsuddin, 2016; Thomas, 2000). Schools that are more selec-
tive tend to have higher access to financial resources, more faculty attention that can 
increase a student’s success in college, more career counseling, better access to 
internships, and better preparation for application to graduate schools (Carnevale & 
Rose, 2003; Hoxby, 2009). However, access to selective colleges is skewed by race, 
ethnicity and socioeconomic status. Overall, white and Asian students are found to 
be more likely to enroll in four-year colleges, especially in highly selective colleges 
(Goldrick-Rab, 2007; Reardon et al., 2012), while African- American and Hispanic 
students are less represented in highly selective colleges (Carnevale & Rose, 2003; 
Reardon et al., 2012). Students from low SES families usually lack the economic 
resources necessary to pursue postsecondary education (Ellwood & Kane, 2000; 
Karabel & Astin, 1975; Zhou & Bowers, 2020). While demographics appear to be a 
significant part of the gaps in access to a selective college, they do not illuminate all 
the possible reasons why students fail to attend college, let alone a selective college. 
In particular, some students may not attend a selective college due to experiences 
that occur much early on in their lives. Many students effectively drop out of the 
pipeline towards academic success well before reaching college (Balfanz, 2009; 
Balfanz et al., 2007; Bowers, 2010; Bowers & Sprott, 2012a, b; Bowers & Zhou, 
2019; Neild, 2009). Such change occurs both in terms of decreasing motivation 
(Anderman & Maehr, 1994) or greater degree of academic failure that can begin to 
manifest in middle school (NMSA, 2002; Neild, 2009). This often results in extreme 
forms of disengaged behavior such as non-attendance and classroom misconduct 
(Tobin & Sugai, 1999; Tobin et al., 1996).

11.1  Social Cognitive Career Theory and Pathway to College

Due to the possibility of this kind of early school disengagement, school counselors 
are encouraged to support students in developing the cognitive and non-cognitive 
skills necessary to being college-ready (Conley, 2008; Conley et al., 2009), and help 
them transition to postsecondary education (Gibbons et al., 2006). If students who 
are at risk could be spotted early, better-targeted interventions could be developed 
for these students (Bowers, 2010, 2021). Several of these potential actionable fac-
tors are seen in Social Cognitive Career Theory (SCCT, Lent et al., 1994, 2000). 
According to SCCT, higher levels of interest in an activity emerge within contexts 
where the individual has higher self-efficacy and outcome expectations, leading to 
the development of intentions or goals for further exposure and engagement with 
that activity (Lent et al., 1994) (Fig. 11.1).

Recent SCCT research has focused on high school or college students, and rela-
tively few studies have analyzed hypotheses related to SCCT in middle school stu-
dents (but see Fouad & Smith, 1996; Gibbons & Borders, 2010; Turner & Lapan, 
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Fig. 11.1 Social cognitive career theory

2002). However, it is in middle school where students start to develop their abilities 
and interest in pursuing their studies and advanced careers (Cabrera et al., 2001; 
Camblin, 2003). During middle school, students begin to develop academic abili-
ties, interests, and choices that will have a strong influence on later academic out-
comes (Cupani & Pautassi, 2013), and become engaged or disengaged from school 
and learning, driven in part by changes in self-perception such as whether they see 
themselves as intelligent and capable of succeeding academically (Camblin, 2003; 
NMSA, 2002).

Hence, there have been increasing recommendations that college planning begin 
as early as sixth grade (Allensworth et al., 2014). Students who start thinking about 
college as early as middle school tend to become interested in achieving a good 
academic record. They may plan to take appropriate courses once they are in high 
school or choose to be involved in extracurricular activities that will contribute to 
their college applications (Roderick et al., 2008, 2011).

11.2  Cognitive and Non-cognitive Factors 
in Academic Settings

Understanding students’ long-term outcomes such as selective college attendance 
necessitates looking beyond their academic performance and individual abilities, 
towards “non-cognitive factors” (Farrington et  al., 2012) in their learning 
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experiences such as academic emotions and engaged or disengaged behaviors. One 
example of an academic emotion is boredom, common in many middle school 
classrooms (e.g. Rowe et al., 2009; Pardos et al., 2013). A second affective state, 
engaged concentration, is related to Csikszentmihalyi’s construct of flow (1990) 
and describes when a student experiences intense concentration, focused attention, 
and complete involvement in their task (Baker et al., 2010b). Another common aca-
demic emotion is confusion, where a student is uncertain how to complete a task due 
to a mismatch between their prior knowledge and incoming information, creating 
cognitive disequilibrium (D’Mello et al., 2014; Rozin & Cohen, 2003). Students can 
also experience frustration (Kort et al., 2001), where students have feelings of dis-
tress when they encounter tasks that may be too difficult for their skills 
(Csikszentmihalyi, 1990).

Negative academic emotions can lead students to zone out (Drummond & 
Litman, 2010; Feng et al., 2013) or exhibit disengagement in classrooms. Gaming 
the system is a behavior when a student exploits the properties of a learning activity 
(i.e., within an educational software) to obtain the solution instead of through mean-
ingful learning (Baker et  al., 2004). In off-task behavior, the student engages in 
extraneous activities and completely disengages from their learning tasks. In learn-
ing activities, students also exhibit careless behavior when they make errors on 
questions despite knowing how to successfully answer (Clements, 1982).

These disengaged behaviors, together with boredom, have been found to be asso-
ciated with poorer learning, lower self-efficacy (Narciss, 2004; Schunk, 1989), 
diminished interest in educational activities, negative attitudes toward math content 
(Baker, 2007; Baker et al., 2008), poorer performance on standardized examinations 
(Pardos et al., 2013), and, most importantly, increased attrition and dropout rates 
(Craig et al., 2004; Daniels et al., 2009; Goodman, 1990; Mann & Robinson, 2009; 
Pekrun et al., 2010). By contrast, students who are more engaged in school tend to 
have higher academic motivation and achievement (Fredricks et al., 2004; Pardos 
et al., 2013). Academic emotions and disengaged behaviors are also associated with 
college enrollment (San Pedro et  al., 2013); students who frequently experience 
engaged concentration in middle school mathematics are more likely to go to col-
lege, while students who frequently experience confusion and boredom or who 
game the system are less likely to go to college (San Pedro et al., 2013). Hence, 
engagement and academic emotions in middle school learning appear to play an 
essential early role in students’ educational experiences.

11.3  Educational Technology in Assessing Cognitive 
and Non-cognitive Factors

Researchers in recent years have used educational technologies to study academic 
emotions and engagement, both in laboratory settings and in actual classrooms, in 
fine-grained detail. Educational data mining (EDM; Baker & Yacef, 2009) 
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researchers have developed automated models (using a combination of interaction 
data and classroom observations of students) that can infer students’ academic emo-
tions, engagement, and knowledge in real time, and have found evidence that the 
constructs these models infer are associated with differences in student outcomes. 
These recent advances have progressed in large measure due to the expansion of 
computer-based learning environments usage in schools, providing a rich source of 
data that helps us understand students’ learning processes (Canfield, 2001; Heffernan 
& Heffernan, 2014; Koedinger & Corbett, 2006). .

Assessments or measures derived from these models are different from the ques-
tionnaire responses and coarse-grained variables (such as demographic information 
or test scores) typically used in research on educational outcomes. Assessments 
developed using EDM predict educational outcomes such as learning gains (Baker 
et  al., 2004; Cocea et  al., 2009; Sabourin et  al., 2011) and standardized exams 
(Pardos et al., 2013), and have been widely used within online learning environ-
ments that produce rich student interaction data, such as intelligent tutoring systems 
(Baker et al., 2010b; Pardos et al., 2013; Walonoski & Heffernan, 2006) and educa-
tional games (Shute et al., 2015; Bosch et al., 2015)..

Despite these advances, there has been limited research on whether these fine- -
grained measures can predict long-term student outcomes – in particular, attending 
a selective college. In this paper, we evaluate and predict whether a student will 
attend a selective college or not, five to six years later, based on their interaction 
with an educational software system, the ASSISTments system, during middle 
school. We assess key aspects of student emotion, engagement, and knowledge by 
leveraging existing machine-learned detectors of student affect, knowledge, and 
engaged/disengaged behaviors previously developed for the ASSISTments system. 
We investigate in particular, the following research questions:

 1. How are middle school student knowledge, academic emotions, and disengaged 
behaviors associated with going to a selective college?

 2. Are middle school student knowledge, academic emotions, and disengaged 
behaviors predictive of going to a selective college?

We conclude with a discussion of potential implications for the design and interven-
tions of interactive educational systems for sustained attendance and engagement 
in school.

11.4  Methods

We investigate student knowledge, performance, affect and engagement through 
students’ interaction with the ASSISTments system (Heffernan & Heffernan, 2014) 
when they were in their middle school years (7th or 8th grade). We conduct this 
research in a data set of 5472 students who used the ASSISTments system, between 
2004 and 2008. Enrollment records in a post-secondary institution for the 5742 
students were obtained in 2013 from the National Student Clearinghouse (http://
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www.studentclearinghouse.org). For purposes of focusing on college selectivity, 
students not found to be enrolled in a post-secondary institution were excluded from 
our sample. Out of the 5742 students, 2810 students enrolled in a post-secondary 
institution and were considered in the current study. Also, for the purposes of the 
analyses in the present study, we only considered the last post-secondary institution 
the student enrolled in, using this as basis for assessing whether the student attended 
a selective college.

11.4.1  The ASSISTments System

The ASSISTments system (Fig. 11.2 ) (Heffernan & Heffernan, 2014) is a tutoring 
system for middle school mathematics provided by Worcester Polytechnic Institute 
(WPI) which serves as the data source for our independent variables. This free web- -
based educational system delivers mathematics problems and questions, assesses 
student performance, provides hints and suggestions, provides targeted feedback on 
common errors, and scaffolds the development of improved answers by breaking 

Fig. 11.2 Example of a problem in ASSISTments. (a) If a student gets a problem incorrect, hints 
and scaffolding problems are there to aid the student in eventually getting the correct answer. (b) 
Example of Scaffolding and Hints in ASSISTments
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complex problems into simpler steps. When students working on an ASSISTments 
problem answer correctly, they proceed to the next problem. If they answer incor-
rectly, they are provided with scaffolding questions where the problem is broken 
down into its component steps in order to concretize the systematic thinking needed 
to solve the problem. The intention is to identify which part of the student’s thinking 
is incorrect. This information about the student’s problem solving is then provided 
to teachers as detailed reports and summaries for assessment and diagnostic 
purposes.

Interaction log data from the ASSISTments system were obtained for the sample 
population of 2810 students from middle schools in the Northeastern United States. 
The students used the system at various times starting from school years 2004–2005 
to 2007–2008 (with a few students continuing tutor usage until 2008–2009). These 
students were drawn from four districts that used the ASSISTments system at vari-
ous times throughout the course of the year. Two districts were urban with large 
proportions of students requiring free or reduced-price lunches due to poverty, rela-
tively low scores on state standardized examinations, and large proportions of stu-
dents learning English as a second language. The other two districts were suburban, 
serving generally middle-class populations, with relatively higher scores on state 
standardized examinations. In general, students in our sample used ASSISTments 
three to four times a month in classes held in their school’s computer lab. Students 
were guided and instructed by teachers trained in formative assessment. These 
teachers used ASSISTments in their math curricula for review of concepts and test 
preparation. Overall, the students in the sample made 2,024,893 actions within the 
software (where an action consisted of making an answer or requesting help), within 
1,021,272 mathematics problems (counting both original and scaffolding problems).

11.4.2  Dependent Variable: College Selectivity

College selectivity measures are generally determined by an aggregate index com-
puted across several factors, including: the median SAT or median composite ACT 
entrance exam score; the average high school class rank of the student; the average 
student GPA in high school; and the percentage of students accepted (Carnevale & 
Rose, 2003). Each of the 270 post-secondary institutions attended by our sample of 
students was classified in terms of selectivity. The most commonly-used measure of 
college selectivity (c.f., Carnevale & Rose, 2003; Griffith & Rothstein, 2009; 
Schmidt et al., 2011) is the annual Barron’s index (College Division of Barron’s 
Education Series, 2012), which classifies colleges into ten categories from most 
selective or ‘Most Competitive’ to ‘Noncompetitive’ and ‘Special’, which consists 
of specialty institutions such as schools of music, culinary schools, automotive 
training schools, and art schools.

Of the 2810 students, 32 students attended an institution with a ‘Special’ classi-
fication and 46 students attended an institution unclassified in Barron’s. We excluded 
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these students from our sample, leaving us with data from 2732 students with 9 
selectivity classifications to use for our analyses.

Barron’s index makes fine distinctions between degrees of selectivity, as shown 
in Table 11.1. In this paper, we analyze enrollment in either a selective college or a 
non-selective college, in a binary fashion, rather than attempting to treat this scale 
as numerical.

As seen in Table 11.1, our sample (like the national population of students) is 
skewed towards the ‘Non-Competitive’ end of the scale; our sample also has rela-
tively few students attending universities in ‘Very Competitive+’ and ‘Competitive+’ 
classifications. Simplifying our DV can make it more evenly distributed and reflect 
more meaningful and practical distinctions between a selective school and a not 
selective school. We examined four different ways to split into selective/non- -
selective (see Table 11.2): 4+. vs. 3−, 6+. vs. 5−, 8+. vs. 7−, 10+. vs. 9−. We used 
these binary splits to label post-secondary institutions as selective or non-selective 
and used the resultant variable as the predicted variable in the analysis below. 
Figure 11.3 shows the number of students in each binary split for each cut-off. For 
the 4/3 cut-off, there are more students who went to a selective college (n = 1540 
students) than not (n = 1192 students). For the 6/5 cut-off, 690 students went to a 

Table 11.1 Barron’s college selectivity rating

Selectivity 
rating

Selectivity 
description

Required 
GPA

Required 
SAT

Example 
institution(s)

Number of 
students

Number of 
institutions in 
sample

10 Most 
competitive

B or 
higher

1240 or 
higher

Columbia, 
Harvard, 
Stanford

122 31

9 Highly 
competitive+

B or 
higher

1240 or 
higher

Cornell 
University

109 15

8 Highly 
competitive

B or 
higher

1240 or 
higher

Fordham 
University

108 23

7 Very 
competitive+

B- or 
higher

1146 to 
1238

Yeshiva 
University

25 11

6 Very 
competitive

B- or 
higher

1146 to 
1238

Hunter 
College

326 29

5 Competitive+ C or 
higher

1000 or 
higher

Buffalo State 
College

30 7

4 Competitive C or 
higher

1000 or 
higher

St. Joseph’s 
College

820 73

3 Less 
competitive

C or 
below C

Below 
1000

Berkeley 
College

72 15

2 Non- -
competitive

C or 
below C

Below 
1000

College of 
Staten Island

1120 66

1 Special Julliard 
School

32 
(excluded)

8

(Unclassified) Glendale 
Community 
College

46 
(excluded)

42
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Table 11.2 Cut-offs for classes of ‘selective’ and ‘not selective’ from Barron’s selectivity rating

Selectivity 
rating

Selectivity 
description

Cut-off 1
(I)

Cut-off 2
(II)

Cut-off 3
(III)

Cut-off 4
(IV)

10 Most competitive Selective Selective Selective Selective
9 Highly competitive+ Selective Selective Selective Not 

selective
8 Highly competitive Selective Selective Selective Not 

selective
7 Very competitive+ Selective Selective Not 

selective
Not 
selective

6 Very competitive Selective Selective Not 
selective

Not 
selective

5 Competitive+ Selective Not 
selective

Not 
selective

Not 
selective

4 Competitive Selective Not 
selective

Not 
selective

Not 
selective

3 Less competitive Not 
selective

Not 
selective

Not 
selective

Not 
selective

2 Non-competitive Not 
selective

Not 
selective

Not 
selective

Not 
selective

Fig. 11.3 Number of students in ‘selective’ and ‘not selective’ class for each cut-off
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Fig. 11.4 Feature generation in ASSISTments interaction data

selective college compare to the 2042 students went to a not selective college. For 
the 8/7 cut-off, there were only 339 students who went to a selective college, and in 
the 10/9 cut-off, only 122 students went to a selective college.

11.4.3  Independent Variables: Student Knowledge, Academic 
Emotions and Behavior from Interaction Data

We predict and analyze college selectivity using a range of variables or features 
computed from the log files of ASSISTments. Measures of student affect (boredom, 
engaged concentration, confusion, frustration), student disengaged behaviors (off- -
task, gaming the system, carelessness), and student knowledge were derived from 
models. Information on student usage (the proportion of correct actions and the 
number of first attempts on problems made by the student, a proxy for overall usage) 
was directly extracted from the logs.

Figure 11.4 shows how models of our independent variables were developed for 
ASSISTments and subsequently computed from the ASSISTments interaction log 
data. The models of academic emotions and behavior were first reported in (Pardos 
et al., 2013; Ocumpaugh et al., 2014). These models were applied to every student 
action within the system, producing a sequence of predictions of the students’ 
knowledge, academic emotions and behavior across the history of each student’s 
use of ASSISTments. These could then be aggregated into a set of single overall 
assessments for each student.

Once the models of academic emotions, behavior and knowledge are applied 
to the dataset of our sample students, producing values for these independent 
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variables, they were then used for our final model of college selectivity. This 
process is sometimes referred to as “discovery with models” (e.g. Baker & Yacef, 
2009) where existing models are used as a component in a new and different 
analysis or model.

11.4.4  Modeling Student Knowledge

Student knowledge was derived from tutor usage in ASSISTments by applying 
Corbett and Anderson’s (Corbett & Anderson, 1995) Bayesian Knowledge Tracing 
(BKT) model to the data (Fig. 11.5). BKT is a knowledge-estimation model which 
is used in many online learning systems. BKT and infers students’ latent knowledge 
from their performance on problems. In the case of student interaction with 
ASSISTments, student knowledge is assessed from each student’s first attempt to 
answer each problem. Each time a student attempts a problem or problem step for 
the first time, BKT calculates (and recalculates on next problem) the estimates of 
that student’s knowledge for the skill involved in that problem or problem step. 
Knowledge estimations for each skill are made using four parameters: (1) L0, the 
initial probability that the student knows the skill, (2) T, the probability of learning 
the skill at each opportunity to use that skill, (3) G, the probability that the student 
will give the correct answer despite not knowing the skill, and (S) the probability 
that the student will give an incorrect answer despite knowing the skill. Brute-force 
grid search was used to fit the model to the data (see Baker et al., 2010a).

Fig. 11.5 Bayesian knowledge tracing
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11.4.5  Modeling Academic Emotions 
and Disengaged Behavior

The academic emotions modeled within ASSISTments consist of boredom, confu-
sion, frustration, and engaged concentration. Disengaged behaviors modeled 
include gaming the system, off-task behavior, and carelessness. With our student 
sample belonging to urban and suburban districts, two sets of detectors were used: 
models optimized for students in urban schools were used to label data from stu-
dents who attended urban schools (Pardos et al., 2013), and models optimized for 
students in suburban schools were used to label data from students who attended 
suburban schools (Ocumpaugh et al., 2014). This choice is based on evidence that 
urban and suburban students manifest their emotions differently in online learning 
(Ocumpaugh et al., 2014). The same detectors were used for gaming the system and 
for off-task behavior, across contexts, as these constructs manifest more consis-
tently across populations.

These detectors were initially developed (in Pardos et  al., 2013; Ocumpaugh 
et al., 2014) using a three-stage process: first, field observers noted down student 
engagement and academic emotions while students used ASSISTments using the 
BROMP protocol for quantitative field observation of emotion and engagement 
(Baker et al., 2020) and the HART field observation app for Android (Ocumpaugh 
et al., 2015); second, those field notes were synchronized with the log files gener-
ated by student interaction with ASSISTments at a precision of around 1–2 second 
error, using an internet time server; and third, data mining was used to create models 
that could predict the field observations (i.e. student academic emotions and engage-
ment) from the log files. This process resulted in automated detectors of academic 
emotions and engagement that can be applied to log files at scale, specifically dif-
ferent log data from the same learning environment, such as the data set used in this 
project. These detectors were validated by repeatedly building them on a subset of 
the available data (4/5 of 229 urban students; 4/5 of 243 suburban students), and 
testing them on unseen students (the other 1/5), and their goodness was measured 
using standard metrics.

Each of the models of academic emotions and behaviors used combinations of 
features engineered from raw information about a student’s interaction (e.g. action 
is a hint, first attempt at a problem is a help request, etc.) to make predictions of that 
emotion or behavior, discussed below. Common classification algorithms and fea-
ture selection were used in modeling each independent variable of academic emo-
tions and behavior, choosing the model with the best performance (AUC 
ROC– Hanley & McNeil, 1982). These algorithms included J48 decision trees, 
logistic regression JRip, Naïve Bayes, REP-Trees, and K-Star (Witten & 
Frank, 2005)..

The effectiveness of these models of academic emotions and behaviors is shown 
in Table 11.3. The detectors achieved an average AUC ROC of 0.702, where AUC 
ROC indicates the probability of distinguishing a single positive example from a 
single negative example. An AUC ROC value of 0.5 indicates chance-level 
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Table 11.3 Model performances (AUC ROC) of urban and suburban detectors of academic 
emotions and behaviors

Boredom Confusion
Engaged 
concentration Frustration

Off- -
task Gaming

Urban detector AUC 
ROC

0.632 0.736 0.678 0.743 0.819 0.802

Suburban detector 
AUC ROC

0.666 0.744 0.631 0.589 0.819 0.802

performance, and 1.0 indicates the model performs perfectly. For example, the gam-
ing detector had an AUC ROC of 0.802; as such, it could distinguish a gaming stu-
dent from a non-gaming student 80.2% of the time.

Compared to gaming the system and off-task behavior and academic emotions, 
assessment of the disengaged behavior carelessness was generated differently. 
Instead of using models trained from field observations, the instance of carelessness 
was assessed with a model that infers whether a student error for each student action 
are due to not knowing the skill or due to being careless (i.e., careless errors or 
“slips”, answering incorrectly despite actually knowing how to answer it correctly) 
(Baker et al., 2008; San Pedro et al., 2011).

Modeling carelessness or slip in the context of educational software is derived 
from BKT where we use the “contextual slip” model from (Baker et al., 2008; San 
Pedro et  al., 2011) in operationalizing carelessness. To model carelessness, we 
apply BKT to our data to generate initial estimations of whether the student knew 
the skill at each problem step. Bayesian equations are then used with these estima-
tions to compute the probability that incorrect actions were slips, based on the cor-
rectness or student performance on succeeding attempts to use the skill (Baker 
et al., 2008; San Pedro et al., 2011). These probability values are then used to create 
a model that can predict slip or carelessness contextually at each practice opportu-
nity, from data such as response time, past history, and the pattern and type of errors, 
without any future information.

11.4.6  Modeling College Selectivity

We applied the detectors to measure student knowledge, academic emotions (bore-
dom, confusion, engaged concentration, frustration), behavior (off-task behavior, 
gaming the system, carelessness), as well as obtaining measures of overall student 
correctness (a proxy for short-term academic success), and the number of actions 
made by the student, a proxy for overall usage (see Table 11.4). We then fit a logistic 
regression model predicting whether a student in the data set attended a selective or 
non-selective college, using the student average for each of the predictor values 
across the year (i.e., average boredom per student).

We used logistic regression analysis since we have (a set of) dichotomous out-
comes resulting in a non-linear relationship between our predictors and outcome 
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Table 11.4 Predictors used in logistic regression model

Mean Standard deviation Minimum Maximum

Boredom 0.224 0.071 0.023 0.466
Engaged concentration 0.642 0.064 0.341 0.937
Confusion 0.082 0.050 0.000 0.371
Frustration 0.144 0.086 0.000 0.514
Off-task 0.216 0.080 0.065 0.837
Gaming 0.132 0.137 0.004 0.777
Knowledge 0.347 0.213 0.035 0.940
Carelessness 0.206 0.135 0.010 0.799
Correctness 0.459 0.150 0.000 0.946
Number of actions 722.52 822.38 2 14,378

variable. Choosing logistic regression allows for relatively good interpretability, 
while matching the statistical approach used in much of the other work predicting 
enrollment and success in higher education and educational pathways (Cabrera, 
1994; Eccles et al., 2004; Núñez & Bowers, 2011; Stephan & Rosenbaum, 2013; 
San Pedro et al., 2013).

The final model created for each cut-off was cross-validated at the student level 
(six-fold), e.g. the models were repeatedly trained on 5/6 of the students and then 
tested on the remaining 1/6 of the students. This procedure estimates how well the 
models can be expected to perform when applied to entirely new students. The 
model’s quality was assessed using two metrics, AUC ROC (described above) and 
Cohen’s Kappa (see Table 11.8). Cohen’s Kappa assesses the degree to which a 
model is better than chance at predicting a particular category (Cohen, 1960), and is 
a common metric for assessing categorical predictions. Cox and Snell (1989) and 
the Nagelkerke’s (1991) pseudo-R2 are also used to evaluate how useful the explan-
atory variables are in predicting the response, quantifying the amount of variance 
explained by the models, following recommendations in (Bowers & Lee, 2013).

All predictor variables were standardized (using z-scores), in order to increase 
interpretability of the resulting odds ratios and to show a clear indication of each 
predictor’s contribution to the class variable (college is selective).

11.5  Results

11.5.1  Correlational Analyses

Before developing our college selectivity model, we looked at our original, non- -
standardized predictors or independent variables and examined their relationships 
with each other. From Table 11.5, the strongest positive associations were found 
between student knowledge and carelessness (r = 0.956, p < 0.001), student knowl-
edge and correctness (r = 0.807, p < 0.001), and confusion and boredom (r = 0.710, 

M. O. Z. San Pedro et al.



231

Ta
bl

e 
11

.5
 

C
or

re
la

tio
ns

 o
f 

in
de

pe
nd

en
t v

ar
ia

bl
es

B
or

ed
om

E
ng

ag
ed

 
C

on
ce

nt
ra

tio
n

C
on

fu
si

on
Fr

us
tr

at
io

n
O

ff
-t

as
k

G
am

in
g

K
no

w
le

dg
e

C
ar

el
es

sn
es

s
C

or
re

ct
ne

ss
N

um
be

r 
of

 
A

ct
io

ns

B
or

ed
om

1
E

ng
ag

ed
 

co
nc

en
tr

at
io

n
−

0.
34

7*
*

1

C
on

fu
si

on
0.

71
0*

*
−

0.
07

0*
*

1
Fr

us
tr

at
io

n
0.

40
5*

*
0.

12
6*

*
0.

31
7*

*
1

O
ff

-t
as

k
0.

45
3*

*
−

0.
39

7*
*

0.
17

0*
*

−
0.

04
9*

1
G

am
in

g
−

0.
35

1*
*

0.
39

0*
*

−
0.

20
8*

*
0.

17
3*

*
−

0.
50

3*
*

1
K

no
w

le
dg

e
−

0.
39

0*
*

0.
08

5*
*

−
0.

49
1*

*
−

0.
06

9*
*

0.
04

8*
−

0.
26

9*
*

1
C

ar
el

es
sn

es
s

−
0.

47
5*

*
0.

14
5*

*
−

0.
50

0*
*

−
0.

00
3

−
0.

03
0

−
0.

15
5*

*
1

C
or

re
ct

ne
ss

−
0.

13
4*

*
−

0.
05

5*
−

0.
34

8*
**

−
0.

23
0*

*
0.

21
1*

*
−

0.
58

6*
*

0.
80

7*
*

0.
67

3*
*

1
N

um
be

r 
of

 a
ct

io
ns

−
0.

49
3*

*
0.

47
7*

*
−

0.
33

2*
*

0.
09

0*
*

−
0.

38
9*

*
0.

54
6

0.
06

7
0.

17
8

−
0.

19
2

1

*p
 <

 0
.0

5;
 *

*p
 <

 0
.0

01

11 Exploring Selective College Attendance and Middle School Cognitive…



232

Table 11.6 Correlations of going to a selective college to independent variables in different 
cut-offs

Selective  
college
(I)

Selective  
college
(II)

Selective  
college
(III)

Selective  
college (IV)

Boredom −.093** −.119** −.057 −.062*
Engaged concentration .118** .159** .106** .093**
Confusion −.239** −.236** −.161** −.108**
Frustration −.174** −.176** −.126** −.079**
Off-task .086** .068** .073** .048*
Gaming −.247** −.234** −.197** −.129**
Knowledge .408** .408** .302** .204**
Carelessness .365** .361** .263** .177**
Correctness .448** .439** .331** .227**
Number of actions −.0002 .009 −.026 −.018

*p < 0.05; **p < 0.001

p < 0.001).The strongest negative associations were between correctness and gam-
ing (r = −0.586, p < 0.001), off-task and gaming (r = −0.503, p < 0.001), and confu-
sion and carelessness (r = −0.500, p < 0.001). Significant correlations among the 
predictors were evident, an indication of the existence of collinearity in a full- -
featured model (all predictors included in the model) for predicting whether a stu-
dent will go to a selective college. Hence, we present reduced models below, rather 
than combining all features in a single model.

We also computed the correlations between each of our predictors and the depen-
dent variable, whether the student attended a selective college. From Table 11.6, 
selectivity or students going to a selective college, across all cut-offs, is significantly 
correlated to each of our predictors except for number of actions, engaged concen-
tration in the first cut-off, and off-task behavior in the second and fourth cut-offs. 
We conduct this analysis across all cut-offs in order to establish that the findings are 
stable for different cut-offs.

For the most part, going to a selective college is positively associated with 
engaged concentration, student knowledge, carelessness, and correctness, while 
negatively associated with boredom, confusion, frustration and gaming. Surprisingly, 
the first and third cut-offs resulted in a weak but significant positive correlation 
between going to a selective college and off-task behavior.
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11.5.2  Differences of Predictors Between Going to a Selective 
College and Not Going to a Selective College

After analyzing the correlations from Table 11.6, we can look at the difference in 
mean values for each independent variable for students who attended selective col-
leges and students who attended a non-selective college in each cut-off. With the 
exception of number of actions and off-task for two cut-offs behavior, a statistically 
significant difference in means for each independent variable was found between 
the two groups for all cut-offs (Table 11.7).

For all cut-offs, engaged concentration, student knowledge, percentage of cor-
rect answers, and carelessness had higher mean values for students who attended 
selective colleges. The difference in engaged concentration accords with studies 
relating this affective state to effective learning (Craig et al., 2004; D’Mello et al., 
2008; Rodrigo et al., 2009), as well as to evidence that engaged concentration with 
academic subjects is related to interest (Csikszentmihalyi & Schneider, 2000). In 
terms of student performance and learning, the differences in student knowledge 
and correctness indicate that successful demonstration of skill in ASSISTments dur-
ing middle school is more common in students who attended a selective college. 
Looking at carelessness by itself, there was more carelessness for students who 
went to a selective college. It may seem counter-intuitive that a disengaged, careless 
student is more likely to go to a good college, but this finding aligns with past 
research that not only found carelessness to be positively associated with college 
enrollment (San Pedro et al., 2013), but was also more common in successful, con-
fident students (Clements, 1982). Carelessness may be a result of overconfidence, 
and thus as a disengaged behavior of generally successful students.

On the other hand, boredom, confusion, frustration, and gaming the system had 
higher mean values for those who did not attend a selective college, for all cut-offs. 
These differences can be attributed to the fact that when boredom, confusion and 
frustration are not addressed properly, they may have negative influences in student 
learning. This is in line with previous findings that associate boredom with poorer 
learning outcomes (Craig et al., 2004; Pekrun et al., 2010; Pardos et al., 2013) and 
high school dropout (Farrell, 1988; National Research Council & Institute of 
Medicine, 2004; Rumberger, 1987). While confusion can sometimes lead to learn-
ing, when confusion is not addressed it is known to be associated with poorer learn-
ing (D’Mello & Graesser, 2012). Students who experience frustration and remain in 
that affective state are less likely to learn (D’Mello et  al., 2008), and can even 
become bored (D’Mello & Graesser, 2012). It is also not surprising that gaming the 
system was more frequent among students who attended a non-selective college, 
since gaming the system is known to be associated with poorer learning (Cocea 
et  al., 2009; Fancsali, 2015), poorer performance on standardized state exams 
(Pardos et al., 2013), and a lower chance of attending college (San Pedro et al., 2013).
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Table 11.8 Goodness-of-Fit and performance values of selective college enrollment model

R2

(Cox & Snell)
R2

(Nagelkerke) Kappa AUC ROC

Cut-off 1 0.221 0.296 0.419 0.774
Cut-off 2 0.212 0.313 0.386 0.801
Cut-off 3 0.122 0.230 0.142 0.793
Cut-off 4 0.063 0.204 0.029 0.821

11.5.3  Logistic Regression Model of Going 
to a Selective College

After looking at our individual variables and their relation to selective college atten-
dance, we then built a logistic regression model that integrates multiple features and 
is predictive of selective college attendance. Goodness of fit metrics are given in 
Table 11.8.

Our final models achieved a cross-validated AUC ROC across cut-offs ranging 
from 0.774 to 0.821 and cross-validated Kappa values from 0.029 to 0.419 (we 
discuss the low Kappa below). All the models across cut-offs were statistically sig-
nificantly better than a null model, and achieved a fit of R2 (Cox & Snell) ranging 
from 0.063 to 0.221 and R2 (Nagelkerke) values from 0.204 to 0.313. These values 
indicate that for example in cut-off 1, the final model’s predictors explain 22.1% to 
29.6% of the variance of those who attended a selective college.

As can be seen in Table  11.9, engaged concentration, confusion, frustration, 
gaming, student knowledge and correctness maintained the same directionality as in 
Tables 11.6 and 11.7 as predictors in a final model, while off-task and boredom 
switched direction in the overall model. Despite not having a significant correlation 
to attending a selective college by itself, number of actions became a significant 
predictor of going to a selective college when controlling for other predictors.

For the first cut-off, the final model of going to a selective college (χ2(df = 7, 
N = 2732) = 680.752, p < 0.001) included engaged concentration, confusion, frus-
tration, gaming, carelessness, correctness and number of actions as predictors. 
Controlling for other predictors, each unit increase in correctness increased the odds 
of a student going to a selective college by 2.2. Similarly, the more engaged concen-
tration, carelessness, or usage of ASSISTments a student showed, the greater the 
likelihood of that student going to a selective college. On the other hand, when 
controlling for other predictors, the more a student exhibits confusion, frustration 
and gaming, the odds of the student going to a selective college reduces.

The final model for the second cut-off had engaged concentration, frustration, 
off-task behavior, gaming, student knowledge, correctness and number of actions 
for its predictors (χ2(df = 7, N = 2732) = 650.892, p < 0.001). It is interesting to note 
that the resulting set of significant predictors and their relations to going to a selec-
tive college was similar to the final model in the first cut-off, with the exception of 
confusion being replaced by off-task behavior. When controlling for other predic-
tors, off-task behavior is negatively associated with going to a selective college 
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Table 11.9 Selective college enrollment model

Cut- 
off1

Features Coefficient Standard 
error

Chi- -
Square

p-value Odds 
Ratio

Engaged 
Concentration

.119 .060 3.956 .047 1.127

Confusion −.153 .064 5.710 .017 .858
Frustration −.206 .053 14.907 <.001 .814
Gaming −.186 .077 5.862 .015 .830
Carelessness .275 .081 11.628 .001 1.316
Correctness .835 .098 72.805 <.001 2.305
Number of Actions .200 .064 9.870 .002 1.222
Constant .404 .046 76.681 <.001 1.497

Cut- 
off2

Features Coefficient Standard 
error

Chi- -
Square

p-value Odds 
ratio

Engaged 
concentration

.171 .056 9.327 .002 1.186

Frustration −.182 .051 12.672 <.001 .834
Off-task −.122 .067 3.321 .068 .885
Gaming −.230 .104 4.840 .028 .795
Student knowledge .312 .096 10.485 .001 1.366
Correctness .831 .123 45.593 <.001 2.296
Number of actions .195 .062 9.841 .002 1.215
Constant −.1387 .056 611.729 <.001 .250

Cut- 
off3

Features Coefficient Standard 
error

Chi- -
Square

p-value Odds 
ratio

Boredom .267 .102 6.809 .009 1.306
Engaged 
concentration

.160 .066 5.885 .015 1.174

Frustration −.277 .091 9.333 .002 .758
Student knowledge .422 .145 8.537 .003 1.526
Correctness .728 .136 28.742 <.001 2.071
Number of actions .150 .080 3.497 .061 1.162
Constant −2.394 .079 913.297 <.001 .091

Cut- 
off4

Features Coefficient Standard 
error

Chi- -
Square

p-value Odds 
ratio

Engaged 
concentration

.229 .094 5.978 .014 1.257

Correctness 1.159 .097 144.072 <.001 3.186
Constant −3.730 .143 678.318 <.001 .024

(different than its non-significant relation when considered alone), aligning with 
prior studies that find off-task behavior to be associated with poorer learning out-
comes (Goodman, 1990; Cocea et al., 2009).

The third cut-off resulted in a final model (χ2(df  =  6, N  =  2732)  =  353.994, 
p < 0.001) that had boredom, engaged concentration, frustration, student knowl-
edge, correctness, and number of actions as predictors. Changes in a student’s 
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engaged concentration, frustration, student knowledge, correctness, or number of 
actions had a similar effect on the likelihood of the student going to a selective col-
lege when controlling for other predictors as for the other cut-offs.. However, in this 
model, once we control for other variables in the model, boredom is significant 
positively associated with college attendance. It is possible that once we control for 
students who are both bored and unsuccessful, all that remains are students who are 
bored with the material because it is too easy (cf. Pekrun et al., 2010).

The fourth cut-off resulted in a final model with two predictors – engaged con-
centration and correctness (χ2(df = 2, N = 2732) = 176.375, p < 0.001), each of them 
positively associated with going to a selective college when controlling for the other 
predictor.

Comparing the final models of going to a selective college in the different cut- -
offs the model for the first cut-off performed well overall (across the R2 values, 
Kappa and AUC ROC), while the model for the fourth cut-off performed the worst 
in terms of R2 values and Kappa (but performed best in terms of AUC ROC). These 
values may be attributed to the extreme data imbalance in the fourth cut-off, where 
only 122 students were labeled as attending a selective college out of 2732 students. 
Based on its performance, we choose the final model from the first cut-off for dis-
cussion below.

11.6  Discussion and Conclusion

In this paper, we investigated a set of malleable and actionable factors that occur 
during a student’s learning experience, outside grades, tests and demographic infor-
mation: student knowledge, performance, academic emotions and behavior within a 
middle school learning environment. Taking data from 2732 students who used 
ASSISTments over the course of a year or more in middle school, we used a com-
bination of features of student success and engagement while using the system to 
develop a logistic regression model that can distinguish whether a student will even-
tually enroll in a selective college in four different instances (i.e. cut-offs in labeling 
selective and not selective colleges).

Our best-performing model (using cut-off 1) can distinguish 77.4% of the time 
whether a student will eventually enroll in a selective college, with engaged concen-
tration, confusion, frustration, gaming the system, carelessness, correctness and 
number of actions to be significant predictors of going to a selective college. The 
positive connection between academic performance and attending a selective col-
lege is consistent with past research using other indicators of academic performance 
(cf. Baron & Norman, 1992; Carnevale & Rose, 2003; Griffith & Rothstein, 2009), 
studies that identify college readiness to be linked to high performance during 
schooling (Roderick et al., 2009), as well as studies that predict that college enroll-
ment is correlated with indicators of aptitude (Christensen et  al., 1975; Eccles 
et al., 2004).
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This final model also sheds light on the impact of emotional and behavioral fac-
tors experienced by students in classrooms. As our results here show, academic 
emotions and disengagement are associated with a student’s choice of whether to 
attend a selective college or not, even after controlling for student performance and 
learning. Hence, affect and engagement or disengagement with school appear to be 
another key factor influencing these processes. Affect and engagement develop 
early in schooling and become particularly prominent during the middle school 
years. When compared to student behaviors such as school violence, fighting in 
class, or disrupting class (Kellam et al., 1998; Reinke & Herman, 2002), the aca-
demic emotions and disengaged behaviors explored in this study are very mild in 
nature. Nonetheless, they are associated with long-term student outcomes. While 
researchers have studied disengaged behavior of an intensity that leads to disciplin-
ary referrals, the behaviors studied in this paper are more frequent, and likely more 
actionable than the highly problematic behaviors which result in disciplinary 
referrals.

Academic emotions and student behavior are likely to play an important role 
inthe development of academic and career self-efficacy and interests, and can thus 
serve as additional information and predictors in current models for college and 
career pathways. This richer information can also be included in reports (in software 
dashboards or evaluation assessments) that may assist educators in identifying at- -
risk students and encourage those students to participate in educational activities 
and programs tailored to their specific learning needs, and help them remain in the 
academic pipeline. In career guidance counseling studies, questionnaire-based mea-
sures are currently used to evaluate a student’s career choice (cf. Betz et al., 1996; 
Campbell et al., 1992) and attitudes toward career domains (Tapia & Marsh, 2004). 
As established in this study, online learning environments create a valuable oppor-
tunity to keep students from dropping out of the academic pipeline. In assessing 
students’ learning experiences as early as middle school—through academic emo-
tions, engaged and disengaged behavior—there is a potential for more effective 
interventions based on rich and meaningful information.

There have been growing efforts to develop software that automatically provides 
support when students are disengaged or experiencing negative affect while inter-
acting with the software (D’Mello et al., 2007; Forbes-Riley & Litman, 2011; Rowe 
et al., 2009; Woolf et al., 2010). Results presented in this paper provide supporting 
evidence for which academic emotions and disengaged behaviors need to be 
addressed or promoted in middle school, to support long-term student achievement. 
For example, confused students can be given learning support to help resolve their 
confusion – resolved confusion is associated with better learning outcomes than 
never being confused at all (D’Mello & Graesser, 2012; Lee et al., 2011). Students 
with prolonged confusion can also transition to become bored or frustrated, another 
reason to address this academic emotion. Frustrated students can be provided with 
hints that aid in student learning or with motivational comments (D’Mello & 
Graesser, 2012; DeFalco et al., 2018). Students who game the system can be given 
supplementary materials that help them learn skills bypassed through gaming 
(Baker et al., 2006).
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While boredom and off-task behavior did not enter into this final model, it does 
not mean that they cannot and should not be addressed, since they are still predictive 
of going to a selective college on their own. Bored students can be provided with 
problems that are more interesting, with greater novelty and challenge to reduce 
boredom or to support their emotional self-regulation (Acee et al., 2010; Pekrun 
et al., 2010). Similarly, it may be worth exploring the addition of data on engage-
ment and affect to formative assessment systems used by teachers, for example 
when students encounter frustration when completing their homework. These indi-
cators, can inform educators as early as middle school about whether a student is 
at-risk of being disengaged with learning and potentially be unable to attend a selec-
tive college down the line. Such early indicators may be used to track students’ 
progress, creating the potential for more effective and earlier guidance for students, 
targeted towards the factors that often prevent students from attending selective col-
leges despite having excellent qualifications (cf. Hoxby & Avery, 2012).

To the degree that these models can give information not just on whether a stu-
dent will attend a selective college but also on which factors reduce the probability 
of that occurring, these models may help both teachers and guidance counselors 
create more targeted and individual interventions, potentially helping open the 
doors of selective colleges to a wider diversity of students. Research has indicated 
that school guidance counselors are receptive and understand the importance of 
using data analytics (Young & Kaffenberger, 2011). An early warning system for 
counselors that provides data on learning, emotions and engagement during class-
room activities could supplement student information from teachers and parents to 
aid them in their academic program planning for students. In coordination with 
teachers, guidance counselors can use this information on middle school learning, 
academic emotions and engagement to identify students who may be in need of 
counseling services – for example, persistent negative emotions during online learn-
ing may be a symptom of a broader problem. We believe that further research is 
needed to determine exactly how to best use data from online learning to drive sup-
port for learners. As this research goes forward, counseling efforts that consider 
both cognitive and non-cognitive skills during learning will have the opportunity to 
aid in providing adequate opportunities in college preparation. Ultimately, our goal 
as a society should be in preparing every student in their middle school and high 
school years to take full advantage of the opportunities that our society can afford 
them; helping students get past challenges of all kinds.
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Chapter 12
Single-Case Learning Analytics to Support 
Social-Emotional Learning: The Case 
of Doctoral Education

Luis P. Prieto, María Jesús Rodríguez-Triana, Paula Odriozola-González, 
and Yannis Dimitriadis

Abstract High rates of dropout and mental health problems in doctoral education 
hint that social and emotional learning (SEL) support could help doctoral students 
face the challenges of such an arduous, lengthy, and unstructured learning experi-
ence. The uniqueness of each individual student, doctoral process and contextual 
influences, makes it hard for researchers to study this kind of setting. These same 
peculiarities make it difficult for traditional (cohort-based) learning analytics (LA) 
approaches to measure, understand and support these students’ learning experience, 
leaving doctoral education an under-researched area in LA. In this chapter, we pres-
ent a novel approach to LA that is specifically designed to deal with these peculiari-
ties, and that could support single doctoral students in developing SEL skills, 
without the need to compare within a cohort. We illustrate the potential of this 
“single-case learning analytics” (SCLA) approach, using data from a pilot (diary- 
based) intervention with N  =  9 doctoral students using a simple LA tool over a 
period of several weeks. Our results highlight the added value of the insights 
obtained from the analysis of (quantitative and qualitative) data from a single 
learner, collected over time. Our results also showcase the improved performance of 
such single-case models over cohort-based ones. An overview of challenges defin-
ing an agenda for future research on SCLA to support for SEL in doctoral education 
closes the chapter.
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12.1  Introduction

Doctoral education represents one of the most challenging and lengthy learning 
processes humans engage in (barring the whole process of lifelong learning itself). 
Yet, the study of this kind of learning process remains a comparatively under- 
researched area within education (Boud & Lee, 2006), along with special education 
or lifelong learning itself (Field, 2012).

What do all these areas of education have in common? Much of the difficulty of 
studying these educational processes comes from their inherently individual nature 
(i.e., cohorts do not play such a prominent role in the learning process, or do not 
exist altogether). This, in turn, makes individual differences heavily influence the 
learning process and its outcomes (Jonassen & Grabowski, 2012). Similarly, lack-
ing the joint context of a cohort doing the same set of learning activities, the contex-
tual (Boyle & Ravenscroft, 2012) and situated (Winn, 1996) nature of learning 
processes influences them even more strongly than in other areas of education.

In the case of doctoral education, the length of the doctoral process itself (taking 
three, four or more years) and the fact that it seamlessly crosses boundaries of space 
and context (Bronkhorst & Akkerman, 2016) poses an additional challenge for 
researchers attempting to study it (leading to many cross-sectional but few longitu-
dinal studies focusing on its process). The lack of a clearly-defined structure of 
activities and the relative vagueness of doctoral learning outcomes (which are oper-
ationalized quite differently even within the same research discipline) poses an 
additional difficulty for its study and for any potential interventions to support doc-
toral learning. These difficulties are also a probable reason behind the scarcity of 
technological (and, specifically, learning analytics) proposals aimed at supporting 
doctoral education (see, e.g., Di Mitri et al., 2017 for an exception).

In recent years, two challenges have emerged within the doctoral education 
research literature: (a) the comparatively high rates of dropout in doctoral degrees, 
which many studies situate around 50% (Bair & Haworth, 2004; Wollast et  al., 
2018) – and even higher in online degrees (Terrell et al., 2012); and (b) the high 
incidence of emotional disorders like stress, depression or anxiety, with an increas-
ing prevalence now estimated at 30–50% (Levecque et al., 2017), leading to warn-
ings of a “mental health crisis” in doctoral education (Evans et al., 2018). Further, 
there is now evidence that these two phenomena (attrition and emotional distress) 
often overlap (González-Betancor & Dorta-González, 2020). These inter-related 
challenges highlight that socio-emotional and motivational aspects of the doctoral 
process need further attention and support and could be crucial to degree comple-
tion and learner wellbeing, as they are for school-level education (Zins & 
Elias, 2007).
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The scale of these problems (there are close to three million doctoral students 
worldwide, according to latest estimates, Taylor, 2021) and the level of personaliza-
tion seemingly required to support social and emotional learning (SEL) in doctoral 
education, makes us wonder whether technological support could be beneficial. 
More concretely, learning analytics (LA), which have been applied to promote self-
reflection and critical thinking (e.g., Kovanović et al., 2018), could be supportive in 
the development of SEL competences like self-awareness and self- management 
(CASEL, 2003). Yet, the specific characteristics of doctoral education still remain a 
challenge for traditional, cohort-based methods in LA. Fortunately, new approaches 
to LA that specifically try to address time series data paying attention to single 
learners, are starting to emerge (Prieto et al., 2020b; Saqr & López-Pernas, 2021).

This paper explores the conjecture that LA could support doctoral students’ SEL 
competencies. Given the aforementioned challenges and specificities of doctoral 
education, we argue that a new approach to LA is needed for such personalized sup-
port, which we have labeled “single-case learning analytics” (SCLA). But, what is 
the added value of an SCLA approach over more typical cohort-based LA? This is 
the research question that this chapter aims to start answering.

After a revision of related literature in the areas of SEL, LA and doctoral educa-
tion, this chapter describes the main characteristics of the SCLA approach, and a 
simple example of SCLA technology. Later, to illustrate the potential usefulness of 
SCLA for doctoral SEL, we draw from data gathered in an exploratory case study, 
an intervention pilot with N = 9 doctoral students using that simple SCLA platform 
during 6–8 weeks. The mixed-methods analysis of such pilots’ data showcases the 
differential insights and objective performance of cohort-based versus SCLA mod-
els of a SEL-related phenomenon, in the particular context of two countries (Estonia 
and Spain) during the first months of the current COVID-19 pandemic. The chapter 
is closed with an outline of outstanding challenges and a research agenda for this 
new area of SCLA.

12.2  Related Work

12.2.1  Social and Emotional Learning (SEL) 
and Doctoral Education

The learning (and teaching) of social and emotional skills that go beyond the tradi-
tional academic curricula, has garnered a lot of attention in recent educational 
research and practice (Collie et al., 2012). SEL has shown effects not only on aca-
demic performance, but also on extracurricular variables such as workplace success, 
more positive relationships and improved mental health and personal wellbeing 
(Bar-On et al., 2006), as implemented in multiple primary and secondary education 
programs (CASEL, 2013). According to the Collaborative for Academic, Social, 
and Emotional Learning (CASEL)‘s main conceptual framework, SEL 
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encompasses five core competencies: self-awareness, self-management, responsible 
decision making, social awareness and relationship skills.

Yet, there exist relatively few programs promoting SEL specifically in higher 
education (Conley, 2015). Conley’s review of SEL in higher education notes that 
other programs that focus on such non-cognitive skills do exist, even if they are not 
labelled ‘SEL’: programs based on cognitive-behavioral techniques, mindfulness, 
relaxation programs, or social skills training programs. Among these SEL-oriented 
programs, it seems that the evidence for effectiveness is strongest among 
mindfulness- based programs, followed by cognitive-behavioral, relaxation and 
social skills training. Conley also notes that programs that have a supervised prac-
tice component seem to be more effective than those that do not incorporate this 
aspect. Additionally, the review highlights that much research is still needed to elu-
cidate what programs (or components within programs) are most effective for dif-
ferent kinds of higher education students, and that stronger evaluations of such 
programs using validated instruments are needed. Very recent research has attempted 
to advance in this direction (e.g., the Social Emotional Learning Scale –SELS, see 
Thomas et al., 2021), albeit the scale has only been validated with primary/second-
ary school populations.

In terms of doctoral-level education which, as we have seen, has strong social 
and emotional demands for students, SEL programs are still rare (Edwards et al., 
2019). Similar to other higher education areas, certain SEL-inflected programs/
interventions do exist. For instance, Barry et al.’s (2019) mindfulness-based pro-
gram showed improvements in doctoral students’ psychological capital. Howell 
et  al.’s (2017) qualitative case study around a gratitude-focused intervention, is 
another such example: its qualitative findings suggest an improvement in communi-
cation, social and emotional wellbeing. Yet, these examples of interventions that 
resemble SEL training are still difficult to find.

12.2.2  Learning Analytics for Social and Emotional Learning

The use of technology to support SEL is still in its infancy (as expected, given that 
SEL as a field is still relatively new), and it largely encompasses the same technolo-
gies used to teach and learn cognitive/academic skills, from SEL-oriented games, 
mobile apps or teacher professional development platforms (Stern et al., 2015). In 
schools, a widely-used direct-to-learner SEL technology is the Ripple Effects 
Whole Spectrum Learning Intervention®, an adaptive (expert system) that includes 
skills-building and motivational counseling, which has shown significant effects 
against a number of outcome variables (Perry & Bass, 2008).

A number of learning analytics (LA) systems and proposals targeting SEL- 
related or non-cognitive aspects of learning exist for a variety of educational con-
texts. As usual in the field of LA, maybe the most common learning setting is higher 
(typically, undergraduate) education (Beardsley et al., 2019; Liu & Huang, 2017; 
Walton et  al., 2020), although proposals aimed at schools also exist (see, e.g., 
Williamson, 2017a critique of ClassDojo). Less frequent are LA proposals that 
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target other settings where cohorts are not available, such as lifelong learning (see 
Prieto, Rodríguez-Triana, et al., 2020b for an exception) or doctoral education (see 
the next subsection).

The purpose and nature of these SEL-LA proposals is quite varied, with many of 
them aiming to develop some sort of SEL competence or motivation strategy. For 
instance, Beardsley et al.’s (2019) ClassMood app tries to make visible the emo-
tional atmosphere of the classroom, to provide awareness and help instructors shift 
it towards those favorable to learning. The rest of the chapters in this book showcase 
further examples in this area.

Many of the proposals so far are exploratory in nature, and often comprise obser-
vational or illustrative case studies using authentic data, such as the assessment of 
the impact of technology on learner wellbeing by Hakami et al. (2021), or the use of 
computational methods to trace motivational strategies over time by mining unstruc-
tured text (Liu & Huang, 2017). In most of these proposals, the main target stake-
holder (i.e., the one consuming the analytics) is the teacher/instructor (Beardsley 
et  al., 2019; Liu & Huang, 2017; Walton et  al., 2020), while learner-facing LA 
proposals are rather uncommon (e.g., Prieto et al., 2020b).

In terms of the data sources used as input for the analytics, proposals often draw 
from logs of digital platforms and LMSs (Walton et al., 2020; Williamson, 2017a). 
It is worth noting that quantitative and qualitative questionnaires are also often used 
(Hakami & Hernandez-Leo, 2021; Liu & Huang, 2017), sometimes in the form of 
diaries (Prieto et al., 2020b). Albeit scarce, the use of more fine-grained behavioral 
and physiological signals (e.g., gaze, facial expressions) is not unheard of in this 
area (D’Mello et al., 2017; Williamson, 2017b). Data analytic techniques in these 
proposals are in line with other areas of LA: descriptive and exploratory statistics 
(Beardsley et  al., 2019; Liu & Huang, 2017; Prieto et  al., 2020b; Walton et  al., 
2020), automated content analysis and statistical machine learning models (Liu & 
Huang, 2017), social network analysis (Williamson, 2017a) or epistemic network 
analysis (Prieto et al., 2020b).

These initial LA proposals around SEL and related areas also note several gaps 
that need to be addressed by future SEL-LA research: the need to develop and 
empirically evaluate interventions that use LA to promote SEL (Liu & Huang, 2017; 
Walton et  al., 2020); the challenges of scaling up these SEL-oriented analytics 
(which still feature manual tasks like coding or labeling for later use in supervised 
machine learning) (Prieto et al., 2020b; Walton et al., 2020); or the development of 
suitable, reliable, accurate (and unobtrusive) tools and methods to measure these 
SEL competencies (Duckworth & Yeager, 2015) and their evolution over time and 
at different stages of learner development (from early ages to adulthood).

12.2.3  Learning Analytics for Doctoral Education

The use of LA to support doctoral education (be it SEL-oriented or otherwise) is 
even more scarce in the literature, and to the best of our knowledge only a handful 
of proposals in this area exist. Di Mitri et al. (2017) studied the effectiveness of a 
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machine learning prediction model regarding different performance indicators 
(abilities, challenge, productivity, stress and flow) of the daily learning activities of 
nine doctoral students at the Open University of the Netherlands. The proposed 
prediction model used multimodal learning analytics based on data collected 
through a laptop tool and a fitness wristband, and aimed at comparing the predicted 
performance and the self-rated performance on typical research tasks, categorized 
as reading, writing, meeting, communicating and others. The authors stressed the 
importance of the diversity of research topics and the learning tasks of doctoral 
students (despite the fact that all students were sampled from the same area of 
technology- enhanced learning), and suggested that the prediction model might help 
students to reflect on the predicted performance. However, the authors did not dis-
cuss the contextual influences.

Cahyani et al. (2019) involved a small set of doctoral students (N = 19) of differ-
ent programs (24% of a larger sample comprising undergraduate, masters and doc-
toral students), in their study on the assessment of the usefulness of multiple learning 
analytics. They found out that PhD students do not perceive sufficient usefulness of 
social network and classroom-related data, while they assessed positively other 
research-oriented indicators, such as time spent accessing online campus libraries, 
news/opinion websites, and reference/learning websites. Thus, the perceived useful-
ness of LA indicators seems to depend on the special features of doctoral learning 
activities, heavily focused on non-classroom-based research activities (which also 
vary widely across doctoral disciplines and stages during the PhD).

From this overview of areas related to SEL, doctoral education and LA, we can 
hence conclude that, despite the great need for social and emotional skills during the 
long and strenuous process of finishing a PhD, there exist few evidence-based inter-
ventions that target this educational level. Furthermore, despite the promise of SEL 
interventions to impact both academic and wellbeing variables (as demonstrated in 
school programs in the US and around the world), there is a lack of technological 
proposals (and LA proposals) that both aim at developing SEL skills and are 
designed with the specific challenges of doctoral education in mind (e.g., unique-
ness of learners, their contexts and each dissertation’s specific research tasks). Even 
fewer proposals have been evaluated across multiple countries, higher education 
institutions and disciplines (to the point of non-existence). These gaps represent an 
opportunity for a new approach to LA that is specifically designed for these pecu-
liarities of doctoral education. The following sections describe such an approach 
and illustrate its usefulness through the example of an authentic case study in doc-
toral education, using a simple technological platform.

12.3  Single-Case Learning Analytics

As learning analytics researchers, we have two main goals: to increase our under-
standing of learning processes, and to support learners in enacting them (SoLAR, 
2011). Given the challenges that doctoral education poses (the unusual length of the 
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learning process, the importance of individual differences, and the uniqueness of 
each learning context), we suggest that a new approach to LA is needed. These chal-
lenges are also a hallmark of SEL, which is a lifelong learning process, in which our 
individual peculiarities and context also play a critical role.

In our attempt to tackle the three aforementioned issues that make the study of 
doctoral education (and doctoral SEL) challenging, we can define three key charac-
teristics of a new approach to LA, which we have labeled “single-case learning 
analytics” (SCLA):

 1. The focus on analyzing and understanding single cases/processes (N = 1) in 
depth, without necessarily comparing them with a cohort or other external refer-
ence. Rather, an SCLA approach would compare learners against themselves in 
the past (i.e., against a certain baseline/initial state).

 2. The gathering and analysis of learning data over extended periods of time, in the 
form of (often, multivariate) time series. This enables the aforementioned within- 
learner comparisons (i.e., evolution over time).

 3. The tracking of multiple contextual variables over time, to understand each 
learner’s unique context and how it (along with learners’ individual differences) 
influences the learning process. Given the breadth of contextual variables that 
could be tracked (often impossible to predict during the design of an LA sys-
tem), SCLA can resort to the analysis of unstructured data sources (e.g., coding/
labeling of open-ended answers provided by the learner) as a way to glean which 
contextual aspects may be relevant and track them (see the illustrative case 
study below).

Yet, within this general framework of SCLA, different kinds of SCLA proposals are 
possible, with different purposes: a) to observe, explore and inductively understand 
a learning context or process (and eventually generate potential theories or hypoth-
eses); b) to deliver particular interventions and understand their effects on individ-
ual learners; c) to deductively validate pre-existing theories or models of learning, 
understanding how they apply under a particular context/learner. These different 
purposes will in turn drive the choice of data science methods to be incorporated 
into the SCLA system (exploratory data analysis vs. inferential vs. predictive).

Taking SEL as a specific field of application of SCLA, we hypothesize that this 
kind of LA approach can be especially useful to develop non-cognitive compe-
tences related to the individual, such as self-awareness of emotions and patterns of 
behavior, as well as their self-management (see CASEL, 2003; Eklund et al., 2018).

There are many other aspects that should be taken into account within a single- 
case approach to LA, which we cannot cover here due to space limitations: the 
limited scope of the insights and inferences that can be extracted from SCLA (we 
will not be able to claim generalizability of such models of a single learner to 
another learner); the need for rich data about the single learners (to enable the use 
of computational and statistical methods); the richness or multiplicity of theories 
that can be used to analyze and triangulate the findings of such single-case analyses; 
or the need for interpretable models over black-box ones (as we will use them to 
understand a particular learning situation as researchers, or to help learners 

12 Single-Case Learning Analytics to Support Social-Emotional Learning: The Case…



258

themselves understand it). In this sense, analysis methods that are theoretically flex-
ible and mix quantitative and qualitative approaches (such as quantitative ethnogra-
phy methods, see Shaffer, 2017) can be especially useful within an SCLA approach 
(see Prieto et al., 2020b for an example of the added value of such methods in the 
context of a lifelong learning process).

Finally, it is worth noting that SCLA can eventually be useful for another com-
mon goal of any educational researcher: to produce generalizable theories or mod-
els of learning and contextual influences that are applicable across multiple learners 
and contexts. Although this is not the main goal of SCLA, once enough data is col-
lected and analyzed for single cases/learners in multiple contexts, we can also start 
making more usual cohort-based analyses, to find “average effects” of contextual 
variables or interventions. While these average trends may not necessarily apply to 
every single learner and their context, they are still useful as a starting point for fac-
tors or interventions to be tried out by single learners; a later application of SCLA 
would find out exactly how these initial factors or interventions play out in the 
learner context (or which others may be worth adding or removing).

12.4  A Simple SCLA Platform: LAPills

As we set out to explore the SCLA approach and how it could be applied to SEL in 
doctoral education, we wondered what would be the simplest possible implementa-
tion of an SCLA system that still enables us to explore these ideas. Drawing from 
prior work in another field where personalized, longitudinal data collection was 
deemed useful for reflection (teacher professional development, see Prieto et al., 
2020a), we developed the LAPills platform1 as a “minimum viable SCLA system”.

LAPills allows teachers (or doctoral students) to gather custom data on their 
own, over time (storing it into what we call data gathering sessions, see Fig. 12.1, 
top), and apply different analyses to understand the data gathered. LAPills is based 
on the principle that LA is most useful when aligned with the learning design (LD) 
of the experience (see, e.g., Lockyer et al., 2013; Rodríguez-Triana et al., 2015), as 
taking such learning design (which is an important part of the context in which the 
learning process takes place) into account can help guide the analysis and interpret 
its results. In LAPills, this alignment between LD and LA is achieved through the 
definition and use of data gathering session templates, which can be reused again 
and again, to enact an LA-enriched set of learning activities. The templates define 
not only the learning design (i.e., the sequence of learning activities and resources/
materials to be used in them), but also the points and instruments where relevant 
data gathering takes place (e.g., a questionnaire to be filled in after a certain activ-
ity). The templates also define at which moments during the activities the data 

1 LAPills platform: https://web.htk.tlu.ee/lapills/
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introduced should be fed back to the learner via an LA dashboard (e.g., for reflec-
tion purposes, see Fig. 12.1, bottom).

LAPills is currently implemented as a simple web platform (based on the Drupal 
content management system). As data gathering technologies, LAPills currently 
supports only questionnaires (including both open and closed questions) and activ-
ity timers (for, e.g., simple classroom observations, see Saar et al.). Yet, other data 
gathering means available in a web browser (e.g., audio, video, logs of the LAPills 

Fig. 12.1 Screenshots of the LAPills platform. Top: data gathering session page, detailing the 
learning design and including links to the different data gathering instruments (e.g., question-
naires) and to download the data gathered so far. Bottom: custom dashboard with analyses custom-
ized on the basis of the particular learning design (in this case, interactive visualization to explore 
the correlations between quantitative variables in the diary data being gathered during the session)
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platform itself or other platforms) could be used in extensions of the LAPills 
platform.

In terms of data visualization, LAPills incorporates by default a dashboard that 
simply summarizes the responses gathered so far for each of the questions in the 
questionnaires defined in a data gathering session template (similar to the summa-
ries available in questionnaire services like Google Forms). Yet, to fulfill the poten-
tial of an SCLA approach, context-specific analyses of the learners’ data are needed 
(e.g., in the form of custom LA dashboards). LAPills also allows the integration of 
external analysis and visualization engines, as long as they are embeddable in an 
HTML iframe, and as long as the engine is able to query LAPills’ HTTPS API to 
extract the data gathered by the platform so far (to perform the analysis and visual-
ization tasks). For instance, the dashboard featured in Fig. 12.1 (and used in the case 
study described below) has been implemented using the R statistical programming 
language and its Shiny framework and hosted data visualization platform.2 In this 
way, learners’ data could be analyzed using any of the vast array of analysis and 
visualization libraries in R (and similar mechanisms could be used to implement 
custom analyses and visualizations using Python or other major data science 
technologies).

12.5  An Exploratory Case Study of an SCLA Intervention 
During the First Waves of the COVID-19 Pandemic

Against the backdrop of what single-case learning analytics (SCLA) is and how it 
could be supported with technology (with digital platforms like LAPills), we set out 
to explore the following overarching research question: What is the added value of 
an SCLA approach over the usual cohort-based learning analytics, to aid in socio- 
emotional learning (SEL)? In the rest of this chapter, we describe the first steps in 
this direction, through the application of an SCLA approach in an illustrative case 
study. More concretely, we will compare cohort-based and individual-based analyt-
ics models of data from an authentic doctoral education situation: an intervention 
pilot looking at non-cognitive aspects of the doctoral experience, in two different 
countries.

The research and theoretical context of this particular case study can be summa-
rized as follows. Recent research in doctoral education (both quantitative and quali-
tative) highlights the perception of one’s own progress as an important differential 
marker between doctoral dropouts and those that persist and finish their PhD (De 
Clercq et al., 2021; Devos et al., 2017). Progress has also been linked to the mental 
health symptoms that are worryingly prevalent among doctoral students (Barry 
et al., 2018; Milicev et al., 2020). Such perception of progress also appears promi-
nently in studies of productivity and emotional wellbeing in the innovation and 

2 Shiny platform: https://www.shinyapps.io/

L. P. Prieto et al.

https://www.shinyapps.io/


261

knowledge work industry (e.g., Amabile & Kramer, 2011). Given that previous 
progress-related research in doctoral education used (retrospective) interviews or 
questionnaires removed from students’ everyday experience, we aimed at better 
understanding the everyday experiences of doctoral progress (and what contextual 
factors may be related to them) using diaries as the main data gathering device. We 
further hypothesized that an SCLA approach analyzing such data and reflecting it 
back at doctoral students themselves, could help doctoral students develop several 
of the core SEL skills (CASEL, 2003; Eklund et al., 2018), especially self- awareness 
and self-management.

The educational context, methods and results in the following sections describe 
our attempts at answering the following case-specific research questions: In what 
ways are the insights from SCLA modeling of progress experiences and their contex-
tual relations, different from a cohort-based analysis of the same diary data? (RQa); 
and how do SCLA models/analyses of progress (based on the diary data) compare 
to cohort-based ones, in terms of objective performance? (RQb).

12.5.1  Context

The intervention pilot took place in the Spring of 2020, framed within a collabora-
tion between Tallinn University (TLU, Estonia) and the University of Valladolid 
(UVA, Spain). Albeit both countries are at opposite sides of the European spectrum 
(both geographically and culturally), and the institutions themselves were also quite 
different (TLU being relatively new and comparatively small, while UVA is 
medium-sized and its history dates back several centuries), both shared common 
concerns: the high rates of dropout (or long completion times, over the four years 
allotted to the degree in both institutions) and the increasing prevalence of mental 
health issues among their doctoral students.

In the frame of this collaboration, doctoral workshops on the topic of progress 
and wellbeing were organized in both institutions in the winter of 2019–2020 (in 
which practices like journaling or self-tracking were recommended, based on the 
work of Amabile and colleagues). After the workshops, nine students agreed to try 
out a follow-up pilot intervention featuring those practices, as described below.

The temporal context of the pilot intervention is also noteworthy. The pilot inter-
vention took place in the months of April–June 2020, coinciding (by chance, not by 
design) with the first waves of the recent COVID-19 pandemic, as different levels of 
restriction were put in place in both Estonia and Spain. Such restrictions forced all 
doctoral students to work from home for most of the length of the intervention, but 
did not have a major impact in the delivery of the intervention itself (through a digi-
tal platform). Yet, these events make the results, insights and the data themselves 
quite context-specific and not generalizable to other contexts or time periods.
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12.5.2  Methods

The study around this intervention took the form of an exploratory mixed-methods 
(Creswell & Clark, 2007) case study (Yin, 1994), with the goal of exploring the 
potential effects and insights that could be garnered from (quantitative and qualita-
tive) diary data taken longitudinally on a close-to-daily frequency by students 
themselves.

Participants Participants were a self-selected group of nine (N = 9) doctoral stu-
dents that had attended the aforementioned workshops on doctoral progress and 
wellbeing. All nine students were female and, as we can see in Table 12.1, five of 
them were from a Spanish university, and four of them from an Estonian one (all of 
them were of local nationality). Students were from different disciplines (from 
Educational Sciences to Biomedicine or Humanities) and were at different stages of 
their PhD (from first-year students to those finishing after four years of studies).

Data Gathering The main data source of this study was a structured diary ques-
tionnaire which included both quantitative and open data inputs. Quantitative ques-
tions included an assessment of the students’ own progress on that day (from −3, 
very unsatisfactory, to +3, very satisfactory) the number of hours slept, and the 
number of hours worked on the dissertation materials and in other work tasks not 
related to their thesis topic. Open-ended inputs were a narrative description of the 
events of the day, as well as the feelings and reflections that they prompted; and a 
list of goals to be achieved on the next day. This diary was implemented through the 
LAPills platform, and participants were encouraged to fill it daily (at least on the 
workdays) for at least six weeks (could be filled in for as long as they desired). After 
the second week of the intervention, a custom dashboard was activated within 
LAPills showing the time series for the different quantitative variables in the diary, 
a reproduction of the open-ended questions, as well as graphs showing correlations 
between different (quantitative) variables and simple (SCLA) linear/tree models of 
the “perceived progress” variable as a function of other quantitative variables, based 
on the data of that participant (see the results section for examples). Aside from the 
diaries, the study also included pre-, mid- and post-intervention interviews and 

Table 12.1 Basic demographic characteristics of the cohort of participants in the pilot study

Participant # Gender Nationality Discipline Nr. diary entries

P1 F Estonian Technology 17
P2 F Spanish Technology 20
P3 F Spanish Literature 46
P4 F Spanish Nursing 49
P5 F Estonian Technology 23
P6 F Estonian Humanities 14
P7 F Estonian Education 17
P8 F Spanish Chemical Eng. 45
P9 F Spanish Physics 36
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questionnaires to further understand doctoral students’ mental health and progress 
experiences. The rest of the chapter, however, will focus on the diary data only, 
which is most amenable to the kinds of longitudinal analysis that SCLA is con-
cerned with.

Data Analysis The responses to the narrative open-ended question in the diary 
were analyzed through what Hsieh and Shannon (2005) would call “conventional 
content analysis” (i.e., using an inductive coding process), performed by the first 
author after segmenting at the sentence-level. This manual content analysis was 
performed to glean different contextual factors from the data themselves, rather than 
from existing theories. Later on, different epistemic network analyses (ENA) 
(Shaffer & Ruis, 2017) were performed on the coded diary sentences, thus mapping 
each of the days of each of the participants to a two-dimensional “epistemic space”.

To answer the research question about the (subjective) differential insights of 
single-case vs. cohort-based analyses of data (RQa), simple stepwise linear regres-
sion models (using AIC to select the “best model”) of the “perceived progress” 
variable were developed. This kind of model was chosen due to their easy interpret-
ability, both for researchers and for doctoral students themselves. We built these 
models using different sets of variables as predictors: (a) the quantitative variables 
in the diary itself (hours of sleep, hours of work, hours of thesis-related work); (b) 
the code counts of the different codes from the content analysis of the narrative 
open-ended responses in the diaries (Prieto, Rodríguez-Triana, et al., 2020b); and 
(c) the scores of each day in the two first dimensions of the ENA epistemic space 
defined by the diary entries (similar to what Prieto, Rodríguez-Triana, et al., 2020b; 
Swiecki & Shaffer, 2020 do). Predictors (b) and (c) were added to the modeling in 
order to understand the value of unstructured data (key in the SCLA approach) over 
using solely quantitative predictors. To compare the insights of the cohort-based and 
SCLA approaches, these regression models (and their interpretation) were built first 
for the whole cohort of nine doctoral students, and then separately for each partici-
pant, using only her data.

To answer the research question about the (objective) performance of the differ-
ent models of perceived progress developed for the previous questions (RQb), mod-
els were evaluated in terms of their ability to predict a day’s perceived progress on 
the basis of that day’s predictor variables. We triangulated three evaluation metrics 
commonly used in regression models: mean absolute error (MAE), root mean 
squared error (RMSE) and R-squared. Given the inherent time-series nature of the 
diary data, we used backtest cross-validation (also known as walk-forward cross- 
validation, Hyndman & Athanasopoulos, 2018), in which the models are trained on 
the first n elements of the time series (in this case, the data of the first n diary 
entries), and the error is measured on trying to predict the next m elements (unseen 
by the model so far). This process of training and testing is repeated while increas-
ing the training window (n + 1, n + 2…) and predicting the following m elements. 
In this case, given the relatively small number of data points (see Table 12.1), the 
models were evaluated from a minimum of n = 7 training data points, and using 
m = 3 testing points.
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12.5.3  Results

The nine PhD students that participated in the SCLA pilot intervention entered a 
total of 267 journal entries in the system.

12.6  Cohort-Based Models of Progress

To start understanding the everyday experiences of progress across participant doc-
toral students (i.e., for the whole cohort), and how different kinds of factors seemed 
to relate to it, we used linear regression models trying to relate students’ self- 
assessment of progress (in a −3 to +3 Likert scale), with the different quantitative 
variables recorded daily (hours of sleep, hours worked in general, hours worked on 
their thesis research). The results can be seen in Table 12.3: the best stepwise linear 
regression model (i.e., balancing predictive power with simplicity) showed that both 
hours of sleep and hours dedicated to thesis research were significant (and positive) 
predictors of progress. This model, however, explained only about 17% of the vari-
ance in the whole cohort’s dataset.

These initial quantitative models seem logical (e.g., dedicating time to develop 
the dissertation contributions should help feel progress in the PhD) but not very 
enlightening. To start delving into other contextual factors that could also relate to 
progress, we could look at what kinds of events and circumstances were mentioned 
in journal entries, as per our (inductive) qualitative content analysis. Table  12.2 
shows the most common codes encountered across all participants.

Yet, do these codes appear differently on days with good progress (vs. other 
days)? Figure 12.2 below shows an epistemic network analysis (ENA) comparing 
the epistemic space of journal entries in which the reported progress was positive 
(i.e., from +1 to +3), versus those days in which it was not (i.e., from −3 to 0). We 
can see that the networks of positive-progress days are significantly different from 
that of non-positive ones. Positive progress days feature heavily both thesis work 
and other types of work (many of the doctoral students had other work obligations 
unrelated to the thesis, like teaching or project work), as well as learning activities. 
On the other hand, non-positive progress days tended to feature mentions to not 
only these “other work” tasks, but also meetings, emails or calls, taking time off, 
feeling tired or sick, or feeling like they didn’t have enough time.

We can also use these code counts in different days in exploratory stepwise 
regression models as predictor variables, to try to disentangle and assess the strength 
of their relationships to the level of progress perceived by students in a given day. 
The results of this modeling across students (see Table  12.3) suggest that, aside 
from doing thesis-related activities, spending time learning and applying productiv-
ity techniques (like the Pomodoro method, Cirillo, 2006) seemed to be positively 
associated with good progress. Conversely, interruptions, feelings of time pressure 
or having to dedicate time to household or family obligations, were negatively 
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Table 12.2 Most commonly encountered codes in the inductive qualitative content analysis of 
(unstructured) diary entries across all participants

Code Definition Examples Count

ThesisWork Working on materials that will 
contribute to the dissertation 
(e.g., reading, writing, data 
analysis, etc.)

“I also worked on a PhD report 
for my next paper and started 
data collection.”

207

OtherWork Other work obligations that do 
not contribute to thesis 
materials (e.g., teaching, admin 
or unrelated project work)

“Search information in the 
internet about a new piece of 
equipment that my boss wants me 
to purchase”
“I only prepared classes”

109

LackingTime Feelings of time pressure, not 
having enough time or other 
time-related stress

“I had a sensation of overwhelm, 
since we decided to write the 
paper a few days ago and the 
deadline is very close by”

38

FreeTimeRest Spending time or whole days 
resting or enjoying leisure 
activities.

“I took the day for resting, since 
I had barely slept […]”

31

ExhaustionSickness Feelings of exhaustion 
(physical or emotional), as well 
as sickness.

“Migraine day.”
“In the night I started with the 
thesis and it was hard to focus, I 
was a bit tired.”

29

associated with positive progress days. This model, enhanced with qualitative code 
counts, accounts for about 31% of the variance in the cohort dataset (a substantial 
improvement over the model including just the quantitative variables of the diary), 
hinting at the value of such contextual variables extracted from unstructured data.

We could also build similar models of progress using the ENA coordinates of a 
day’s epistemic network (as done, e.g., in the iSENS data analysis method, Swiecki 
& Shaffer, 2020). Yet, while the stepwise linear models had some of these dimen-
sions as significant predictors, their predictive power (in terms of variance explained) 
and ease of interpretability did not match the code-count-based ones (hence, not 
reported in Table 12.3 for brevity’s sake).

12.7  Individual (SCLA-Based) Models of Progress

To contrast the models and insights across all participants of our pilot cohort, and 
understand the added value of a single-case learning analytics (SCLA) approach, 
we can now examine similar analyses. Due to space limitations we will focus our 
analysis on three of the participants, at different ends of the spectrum of diary data 
provided (see also Table 12.1): P3 was the doctoral student that introduced the most 
sentences in the diary, while P6 was the least prolific participant (since she had the 
least number of entries, often also refusing to provide an unstructured text entry), 
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Fig. 12.2 Epistemic network analysis (ENA) of codes present in the whole-cohort dataset, rotated 
by the means of positive (vs. non-positive) progress days

and P1 had also rather few entries, but her unstructured entries were longer. This 
will help us explore the limits of the SCLA approach in terms of the volume of 
quantitative and qualitative data needed to obtain insights about the participant stu-
dent’s situation and progress trends.

By looking at stepwise linear models for the three aforementioned doctoral stu-
dents (Table  12.3) that take into account only the quantitative variables, we can 
observe quite different models in terms of what predictors are considered significant 
and their relative strength, both amongst particular students (e.g., P3’s model con-
siders both hours dedicated to the thesis and hours dedicated to work in general, 
while P6’s considers thesis hours and sleep, but not work hours) and with the cohort- 
based model (P6’s model shows sleep as a stronger predictor, while the cohort-
based model considered thesis-related time a stronger predictor of positive progress). 
Even more notably, we can see how the variance explained by these individual, 
quantitative variable models (in terms of their adjusted R-squared) is also higher 
than the cohort-based one.

L. P. Prieto et al.



269

Fig. 12.3 Epistemic network analysis (ENA) of codes present in P3’s (left) and P1’s (right) 
unstructured diary data, rotated by the means of positive (vs. non-positive) progress days

If we then take into account the inductive qualitative content analysis of the 
unstructured narrative text accompanying each diary entry, we can see that the fac-
tors mentioned in these entries vary widely between different doctoral students. For 
instance, for P3, mentions to thesis work (especially, reading and writing) were very 
common, but also were other work mentions (specifically, to teaching duties) and 
exhaustion or sickness mentions. However, for P1, aside from thesis and other work 
tasks, mentions to postponing tasks (including procrastination) or feeling like there 
is not enough time were more common, as were mentions to dedicating time to 
emails and calls. Figure 12.3 below shows the two different ENA spaces generated 
by the codes of P3 and P1’s narrative journal entries, comparing positive and non- 
positive progress days. We can see that, for P3, managing to work on both her thesis 
and her other work duties was the clearest marker associated with good progress 
days, even if that required some effort: “Today I did not do much about the thesis, I 
was grading and sending emails. Yet, I have determined what direction to follow 
now that I have changed [the] section [I’m writing].” Not so productive days were 
marked by the appearance of sensations of sickness or exhaustion, even if some 
thesis-related work was done: “Despite being very tired, I have managed to read 
something, I have given my last literature class of the year, and I have read some 
pages of the [thesis-related] novel.” In contrast, P1’s epistemic space suggests that 
postponing thesis-related tasks to take free time was strongly associated with non- 
positive progress days, while taking time off in the days where thesis-related activi-
ties were also present was rather associated with positively perceived progress 
(“Finished first draft of the article as planned. Now I’m going to rest for 2 days from 
writing.”). Interestingly, days in which thesis work was combined with time email-
ing or in calls, tended to be perceived as less productive: “Wrote one paragraph. 
Didn’t progress very well. I had many interruptions (calls)”. As we can see, many 
of these particular patterns were not noticeable in the cohort-based analyses, but 
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could be beneficial for the doctoral students to be pointed out and reflected upon, to 
maybe change their ways of working.

As we did in the case of the cohort-based models, we could also add the code 
counts of these frequently mentioned factors to stepwise regression models trying to 
predict the reported progress perceived by students in a given day, to see the relative 
strength of association between different factors in a particular doctoral student. As 
we can see from Table 12.3, such models are quite different from one another, in 
terms of the predictors that seem meaningful. It is also worth noting that these 
machine learning models enhanced with qualitative code counts explain a much 
higher share of the variance in the perception of progress. For instance, the individual 
model of P3’s progress that considers not only time dedicated to the thesis and other 
work as predictors, but also the presence of family/personal obligations or the use of 
productivity techniques, explains up to 84% of the variance in that student’s dataset 
(as per the model’s adjusted R-squared). As with the case of cohort- based models, 
ENA scores could also be added to predictive models of progress, but these indica-
tors did not provide an appreciable advantage over these “naive” code- count models.

12.8  Objective Performance of Cohort- and SCLA-Based 
Models of Progress

So far, we have provided illustrations of different learning analytics models that can 
be built with the longitudinal data of a simple intervention in a doctoral education 
setting. Although we have already seen how SCLA (i.e., individual-based) models 
provide insights about associations between factors that are arguably more directly 
applicable to a particular student’s situation, we could also ask ourselves whether 
these individual models are really more predictive than the cohort-based ones, within 
their scope of application (a whole cohort for cohort-based models, an individual for 
the SCLA ones). Taking into account that the diary data we are focusing on is inher-
ently a time series, the most appropriate way to evaluate it is through backtesting 
(also known as walk-forward or time series cross-validation, Hyndman), rather than 
the usual (time-independent) cross-validation. In this kind of backtest, we use mod-
els like those presented in the previous section, to progressively try to predict the 
next data point (or few data points), as we accumulate diary entries over time.

How well do SCLA-based models (i.e., trained on a single individual, trying to 
predict a single individual’s progress score) perform, compared with an equivalent 
“classic” LA model of the same kind (i.e., trained on a cohort of individuals)? We 
could consider two slightly different types of cohort model evaluation, depending 
on how the cohort-based LA system is expected to work: a) one in which we train a 
cohort model as we accumulate data about the cohort over time, and try to predict 
the next data points of that same cohort (what we called “cohort-on-cohort”); and b) 
one in which we train a cohort model with the data of a cohort, and then try to 
increasingly train and predict the data of a new participant never seen in the training 
phase (which we labeled “cohort-on-participant”).
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As we can see in Fig. 12.4, in our doctoral student diary dataset, the participant 
(SCLA-based) models performed consistently better than the cohort-based ones as 
data was accumulated, across the three predictive performance metrics used (mean 
absolute error, R-squared and root mean squared error). It is also interesting to note 
that the variance in performance for these SCLA models was higher than that of the 
cohort-based ones (which is to be expected - cohort models are expected to perform 
more reliably, given the larger number of data points used for training). Yet, it is 
noteworthy that the median performance of these individual participant-based mod-
els was substantially better than their cohort-based counterparts (see Table 12.4).

Fig. 12.4 Predictive performance metrics from backtest (i.e., walk-forward) validation of differ-
ent kinds of models based on the diary data, as data accumulates over time (step), smoothed using 
a LOcally reWEighted ScatterPlot Smoothing (LOESS) method. MAE  =  Mean absolute error 
(smaller is better); R2 = R-squared (higher is better); RMSE = Root mean squared error (smaller 
is better)

Table 12.4 Median, mean and standard deviation of different evaluation metrics from the backtest 
(i.e., walk-forward) validation of different kinds of progress models based on the diary data

MAE R2 RMSE
Type of model scope/
evaluation Median Mean(stdev) Median Mean(stdev) Median Mean(stdev)

Cohort-on-cohort 1.27 1.31(0.37) 0.26 0.31(0.21) 1.55 1.59(0.36)
Cohort-on-participant 1.06 1.29(0.80) 0.83 0.68(0.34) 1.19 1.39(0.81)
Participant (SCLA) 0.80 0.94(0.87) 0.92 0.75(0.33) 0.94 1.09(0.97)

MAE Mean absolute error (smaller is better), R2 R-squared (higher is better), RMSE Root mean 
squared error (smaller is better)
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12.9  Discussion and Conclusions

The results from the case study analysis above illustrate the objective advantage of 
single-case statistical models over cohort-based ones – if sufficient data from the 
single learning process are gathered. Part of this performance advantage stems from 
these single-case models’ narrower scope (i.e., it is easier to predict the data for a 
single learner than for a whole cohort), but also from the fact that the machine learn-
ing models chosen (stepwise linear regression) already perform a selection of rele-
vant predictors within the whole array of variables in the dataset, of which there are 
bound to be fewer applicable in the scope of prediction, in the cohort models (few 
variables will be significant predictors across the whole cohort). The single-case 
models are able to pinpoint relationships among variables and contextual factors 
that may not be generalizable to other students – nor they need to be, as long as they 
apply to the target student.

The case study results also highlight the value of mining unstructured data (e.g., 
the narrative diary entries) for additional contextual factors that may be relevant for 
the SEL construct of interest (in this case, the perception of progress). This is appar-
ent not only in the appearance of code-count predictors in the linear models of 
progress, but also in the ENA representations that clearly show differential appear-
ance of contextual elements in “good progress” days. While this may be interesting 
for us researchers, it can be even more useful for learners’ own self-awareness and 
to make plans and change behavior patterns (self-management) in their everyday 
learning experience.

Yet, these results are intended as illustrations of the value of an SCLA approach, 
not as blanket statements of the superiority of an SCLA approach (or of what counts 
as good progress for every doctoral student). The small size of our cohort and the 
limited timespan of the study are the main limitations of our pilot intervention, and 
should be taken into account when interpreting these results. Furthermore, the 
actual value of such SCLA analyses for PhD students has not been evaluated yet, 
nor did we measure the actual gain in SEL competencies after the intervention 
(something that remains difficult, given the lack of validated research instruments 
targeting doctoral students, or adults in general). The current research design also 
does not allow to understand which components of the SCLA experience could be 
responsible for any potential gains (i.e., is it the looking at the dashboard, or the 
writing of diaries, or both? Etc.).

Despite these limitations, our initial work already uncovered several challenges 
that LA researchers working on SEL should be mindful of, which make up an initial 
research agenda for SCLA to support doctoral SEL:

• Dealing with the unstructured tasks/contexts of the doctorate. As shown in our 
small dataset of everyday doctoral experiences, the learning tasks of a doctoral 
student are very heterogeneous, unstructured, and cross contextual boundaries 
(at home, in the lab, the office, etc.) seamlessly. This makes the interpretation of 
LA outputs challenging, as absolute values of quantitative metrics (e.g., I worked 
four hours today on my thesis) have very different meanings according to stu-
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dents’ individual differences and situations (is it a weekend? Do I have teaching 
duties along with my research work? Is it now evaluation season? Etc.). Novel 
techniques of mining such contextual variables from different data sources across 
different spaces and contexts, will be a critical part of any SCLA effort attempt-
ing to support doctoral SEL. In this sense, recent work on rules-based (Cai et al., 
2019) or natural language processing (NLP)-based automated coding of unstruc-
tured text data (Prieto et al., 2021) represent a promising direction to provide the 
kinds of insights showcased in our small case study, at scale.

• Temporal analytics for doctoral SEL. The simple machine learning models used 
in the case study above still do not exploit the inherently time-series nature of the 
data to be gathered in a SCLA approach (about a single person, over long periods 
of time). Although temporal techniques like sequence analysis or Markov pro-
cesses are still not widely applied in LA (Knight et al., 2017), the study of doc-
toral SEL using SCLA seems like a perfect match for techniques that enable the 
understanding of the changing dynamics and evolution of learning processes (see 
also the notion of ENA trajectories, Brohinsky et al., 2021). One critical aspect 
that such time-aware models will need to take into account, is their interpretabil-
ity by end users (see the following point).

• Privacy, data ownership, interpretability, personalization and other ethical 
dilemmas. As we saw in our overview of related work, LA platforms often take a 
hierarchical top-down approach in which learner data is analyzed for the benefit 
of instructors or administrators. In an SCLA approach to support doctoral SEL, 
a much larger emphasis is put into learners’ use and understanding of their own 
data and particular contexts. Given the amount of contextual mining involved in 
SCLA, and the sensitive nature of many of the constructs involved (emotional 
regulation, mental health, etc.), it is of critical importance that technologies take 
privacy and ethical issues into account, if we want to avoid dystopian futures of 
SCLA usage (Ferguson et al., 2016). Platforms that enable learner ownership of 
their data, are customizable to doctoral students’ own (and potentially very var-
ied) objectives, and provide interpretable results, will be sorely needed. Thus, the 
extrapolation of recent efforts into explainable LA (De Laet et  al., 2018) and 
value-sensitive design of LA systems (Chen & Zhu, 2019) is a necessary element 
of future SCLA efforts in this area.

• Research instruments and frameworks for doctoral SEL. Although there exists 
now a broad body of work on the benefits and intervention programs to support 
SEL in schools, much less work and research tooling is available for adults. 
Given the increasing heterogeneity of the doctoral student population (often 
comprising foreign students from different cultures, who may or may not have 
had any prior SEL education), it is unclear whether research instruments designed 
to measure whether (and how much) SEL skills have improved in children (e.g., 
SELS, Thomas et al., 2021) could be easily adapted to this particular adult popu-
lation. It is not even clear whether the same developmental frameworks and com-
petences for SEL defined for children, should be directly applied to doctoral 
students (who are themselves of very different ages and stages in life), and will 
require further exploration by researchers.
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• Lack of a single clear theoretical framing. As noted by Conley’s (2015) review 
of SEL in higher education, multiple kinds of interventions exist within the 
umbrella of SEL, which operate under very different theoretical and psychologi-
cal assumptions (from cognitive-behavioral therapy to mindfulness and many 
others). The rest of the chapters in this book also suggest a variety of theoretical 
perspectives that LA could use as a base to support non-cognitive learning 
aspects. This theoretical heterogeneity can be seen as a challenge impeding accu-
mulation of knowledge in this area, but it could also be leveraged by LA solu-
tions that combine multiple theories for a richer understanding of phenomena 
(see, e.g., Bauer et al., 2019), perform “theoretical triangulation”, and engage in 
what some authors have called “theoretical ecumenism” (Dillenbourg et al., 2018).

• Going beyond the individual. Although a doctoral dissertation is seen as primar-
ily an individual endeavor, many other actors play critical roles in this long learn-
ing process: (co-)supervisors are a clear influence in the process, but also peers, 
and even families and friends. The use of these other actors as alternative data 
sources and to provide additional or contrasting perspectives, can be essential for 
the development of doctoral SEL skills, and could prevent perceptual biases that 
are common at this level of education (see, e.g., the ‘impostor syndrome’ so 
prevalent in doctoral students, e.g., Pervez et al., 2021). In this sense, the applica-
tion of co-regulation or socially-shared regulation of learning theories (Hadwin 
et al., 2011) to the doctoral learning process can also be a beneficial path for 
future SCLA research.

This chapter has only scratched the surface of the rich, largely unexplored area of 
research at the crossroads of doctoral education, SEL and learning analytics. Indeed, 
a single-case approach to learning analytics (SCLA) could also be beneficial for 
other educational levels and settings where individual differences and context are of 
critical importance, such as special education or lifelong workplace/professional 
development. We focus on doctoral education first because the inquisitive nature and 
analytical skills of doctoral students make this population the most likely “low- 
hanging fruit”. In other areas with different learner populations, data sources beyond 
written reflections may need to be used (cf. the use of multimodal learning analytics 
to understand embodied aspects of learning, see Andrade et al., 2016), and devices 
other than data visualizations and quantitative models will undoubtedly be needed 
as outputs. There is still a lot of work to be done to realize this vision of SCLA sys-
tems that help each learner understand their socio-emotional experience. We hope 
you, the reader, will take this challenge up and join us in this path towards a better 
socio-emotional support of our future researchers, and for every learner out there.
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Chapter 13
Investigating the Potential of AI-Based 
Social Matching Systems to Facilitate 
Social Interaction Among Online Learners

Qiaosi Wang, Ida Camacho, and Ashok K. Goel

Abstract Online education has been growing in demand over the years across uni-
versities and colleges. However, online learners frequently experience social isola-
tion, which negatively impacts their learning experience and outcome. In this 
chapter, we investigate the design of AI-based social matching systems to help fos-
ter social connections among online learners in higher education context. 
Specifically, we seek to answer three core design questions: (1) What data should be 
collected to facilitate students’ social interaction process? (2) How to design tech-
nology to support students’ interactions with one another? (3) What are students’ 
concerns about the use of AI-based social matching systems? We begin by exploring 
the feasibility, design, and concerns of AI-based social matching through existing 
literature. We then present our ongoing work on the design and use of AI conversa-
tional agents as social matching systems in the online learning context. Finally, we 
outline future directions for research on designing human-centered social matching 
systems in online learning.

Keywords AI-based social matching systems · Social interaction · Online learners 
· Learning analytics

13.1  Introduction

With growing demand for online for-degree programs as well as non-degree courses 
across universities and colleges, online learning has become critical in shaping the 
landscape of higher education. The success of online learning depends on multiple 
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factors, one of which is the degree of social connectedness among online learners 
(Aldosemani et al., 2016; Arbaugh et al., 2008). Strong social ties among online 
learners are crucial to raise students’ perceived satisfaction (Hostetter & Busch, 
2006; Rovai, 2001), reduce dropout rates (Rovai, 2002), and stimulate intellectual 
exchange by providing a safe atmosphere (Aldosemani et al., 2016; Rovai, 2001). 
Many learning scientists consider learners’ social presence an integral part of stu-
dent success in online learning (Arbaugh et al., 2008; Garrison & Arbaugh, 2007; 
Lave et al., 1991).

While the social dimension of online learning has received much more attention 
amid the increasing focus on social and collaborative learning, few studies investi-
gated the design of technical systems that could facilitate online learners’ social 
interaction process before learning takes place (Kreijns et al., 2003; Sun et al., 2019; 
Wang et  al., 2020b). For example, recent research in Computer-Supported 
Collaborative Learning (CSCL) has focused on building and evaluating systems that 
can improve learners’ social and collaborative learning process (Sparks et al., 2019; 
Tubman et  al., 2019). Other research has offered strategies to improve students’ 
social connectedness during learning processes through improvements on what the 
instructors could do (e.g., share personal stories, use humor and emoticons), what 
the students could do (e.g., contribute to discussion boards), and how the course 
design should be changed (e.g., limit class size, structure collaborative learning 
activities) (Aragon, 2003; Irwin & Berge, 2006; Johnson, 2001). These studies often 
hold the assumption that collaborative and social learning are different means to an 
end of helping online learners feel socially connected (Kreijns et  al., 2003). Yet 
researchers have suggested that strong social bonds between students are in fact the 
foundation of optimal social and collaborative learning (Garrison et  al., 2001; 
Kreijns et al., 2003; Rourke, 2000) instead of the other way around. For learners to 
be open to making mistakes and for them to willingly exchange ideas, they need to 
have a certain level of trust in each other, feel a sense of social belonging in the 
learning community, and feel close to each other for more risk-taking and adventur-
ous learning attitudes (Aldosemani et al., 2016; Kreijns et al., 2003). In this chapter, 
with the goal of building a strong social foundation for future learning processes, 
we thus explore the design of information technology that can help online learners 
build social relationships before learning happens.

One promising way to facilitate online learners’ social interaction process before 
learning takes place is to help online learners develop affinity for one another 
through the discovery of shared identity (Sun et al., 2019; Wang et al., 2020b). This 
discovery of shared identity can be facilitated through the use of social matching 
systems. A social matching system is a particular type of recommender system that 
aims at providing recommendations of people that might be of interest for someone 
to connect with (Mayer et al., 2015; Terveen & McDonald, 2005). Social matching 
systems, while prominently used in the context of online dating (Zytko et al., 2018), 
have also been employed to rediscover old friends on social networks (Chen et al., 
2009; Motoyama & Varghese, 2009), link job seekers with potential employees 
(Olsson et al., 2020) and connect academic researchers to local community collabo-
rators (Zytko & DeVreugd, 2019).
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Many social matching systems follow a five-stage process: profiling users, com-
puting matches, introduction, interaction, and feedback (Terveen & McDonald, 
2005). To help support online learners’ social interaction process, a social matching 
system must first build a profile of each learner through collecting relevant data and 
information that could be useful in finding matches, potentially based on the learn-
er’s background, geographical location, interests and hobbies, classes taken, prog-
ress in the course and the program, etc. This is the stage where Artificial Intelligence 
(AI) technology could come in and infer more information about the students 
through their digital footprints. Using this profile, the system could compute matches 
for the learner based on some criteria either explicitly set by the student (e.g., want 
to connect with students located in the same city) or implicitly inferred by systems 
powered by AI technology (e.g., connecting students who are going through the 
same type of issues with the assignment). After the matches are computed, the sys-
tem should introduce the matches together in some form, for instance, directly put-
ting matches into contact or providing the matches’ contact information to one 
another. Depending on the learners and the learning context, the system could also 
intervene during learners’ interaction processes, for example, post ice breaker ques-
tions to help them start a conversation. Finally, given that learners’ profile might 
change over time or they might not like the recommended matches, they should be 
able to provide feedback to the system to optimize future matches.

While this basic process offers a general model of how a social matching system 
could operate in an online learning context, with the potential introduction of AI 
technology aimed at improving the social matching process among online learners, 
new design requirements are needed to create AI-based social matching systems 
that can tailor to learners’ preferences and needs while also addressing privacy and 
other ethical considerations. Thus the core question that we seek to explore in this 
book chapter is how to design AI-based social matching systems for enhancing 
social interactions among online learners from a human-centered perspective. To 
investigate this question in the context of the five-stage process described above, we 
break it down into three sub-questions and map the sub-questions to different stages 
of the process as illustrated in Fig. 13.1:

Fig. 13.1 Three design questions to be explored on data, interaction, and concerns at different 
stages of social matching process in online learning context
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• What kinds of data should be collected to help online students make social 
connections?

• How to design AI-based social matching systems to support the processes of 
social interaction among online learners?

• What ethical concerns might students have for AI-based social matching systems 
in online learning environments?

To explore these questions, we first draw from relevant work in a variety of fields 
related to learning analytics, Computer-Supported Cooperative Work (CSCW), and 
Computer-Supported Collaborative Learning (CSCL) to identify relevant design 
implications of social matching systems in online learning environments. Building 
upon existing literature, we present our ongoing work and latest findings on the 
design and development of an AI-based social matching system in the context of 
Georgia Tech’s Online Master of Science in Computer Science (OMSCS) program 
(Galil, 2020; Joyner et al., 2019). While social matching systems can take many 
forms, we specifically focus on using Conversational Agents (CAs) as social match-
ing systems given CAs’ success in providing emotional and social support within 
online communities (Narain et al., 2020; Nordberg et al., 2019). This work builds on 
but is different and separate from our earlier work on the AI teaching assistant 
named Jill Watson (Goel & Polepeddi, 2016, 2019; Wang et al., 2021): while Jill 
answered learners’ questions on discussion forums of online classes and thereby 
enhanced teacher presence, the present work addresses the issue of promoting social 
interactions among the online learners. Taking a human-centered design perspec-
tive, we investigate the potential of AI-based social matching systems in online 
learning environments based on empirical evaluation and deployment of CAs as 
social matching systems. We then highlight future directions of designing AI-based 
social matching systems in online learning environments.

13.2  Related Work

In this section, we review relevant work to understand the potential of AI-based 
social matching systems in online learning environments. Following our three ques-
tions mapped out to the basic model of social matching systems (Fig. 13.1), we first 
discuss several crucial elements of establishing interpersonal connections and how 
these elements could be highlighted and inferred from online students’ digital foot-
prints. Next, drawing upon theoretical frameworks from CSCW, we highlight the 
design characteristics of AI technology that can support remote social interaction 
processes. Finally, drawing from the well-known ethical challenges and concerns in 
the use of AI technologies powered by users’ online data, we discuss the potential 
concerns AI-based social matching systems might raise for online learners.
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13.2.1  Profiling and Computing Matches for Online Learners

While establishing connections online can be very different from and more chal-
lenging than in in-person context, many elements of interpersonal connections are 
shared across both settings. Social psychologists have been studying interpersonal 
attraction for decades and identified different types of factors that are crucial to 
building an amicable interpersonal relationship (Terveen & McDonald, 2005): per-
sonal characteristics (e.g., personal preferences, personality), demographics (e.g., 
gender, profession), and familiarity (e.g., time spent together). Based on prior 
research, people are more prone to connect with those who share similarities in 
personal characteristics and demographics (Gilbert & Karahalios, 2009; Granovetter, 
1973), as well as high levels of familiarity (Kraut et al., 1988). On top of establish-
ing interpersonal connections, cooperative actions also require that the individuals 
are likely to meet again in the future, the individuals can identify each other prior to 
interactions, and the individuals possess adequate amount of information of peo-
ple’s past behaviors (Kollock, 1997; Terveen & McDonald, 2005).

Perhaps one of the biggest challenges for online social interactions is that most 
people find that inferring this kind of insight is difficult, sometimes impossible, 
based on solely on another person’s online behavior (Kehrwald, 2008). While in in 
person interactions, most people can efficiently, and often accurately, gauge peo-
ple’s personality, characteristics, and age based on their appearances and behaviors, 
online environment is often text-based, stripping people’s ability to make inferences 
about another person’s demographics and other characteristics.

Yet online environments also present many opportunities for AI systems to make 
such inferences: it is easier to capture and retain information in online environments 
than in in-person contexts, which can enable AI systems to make inferences from 
people’s online behaviors. For example, based on people’s digital footprints in 
online environments, researchers were able to use AI techniques to infer people’s 
mental states (e.g., stress) from online forum data (De Choudhury et al., 2013; Saha 
& De Choudhury, 2017), predicting people’s personality from social media cues 
(Farnadi et al., 2016; Skowron et al., 2016), and inferring about people’s interper-
sonal ties using social media data (Gilbert & Karahalios, 2009). These studies all 
point to the feasibility of compensating for the lost social cues in online social inter-
actions using people’s digital footprint.

Leveraging people’s online information to infer behaviors and personal charac-
teristics is hardly an uncharted area in online education—the field of learning ana-
lytics and educational data mining have been analyzing online learners’ data to 
make inferences about students for many years (Avella et al., 2016; Du et al., 2021). 
The overall objectives for learning analytics is to leverage online learners’ data to 
predict learner performance, offer decision support for teachers and learners, detect 
behavioral patterns and learner models, as well as predict dropout rates (Avella 
et al., 2016; Du et al., 2021). To accomplish these objectives, researchers have been 
able to leverage many data sources readily available in online learning—students’ 
educational records, demographics, textual data of online discussions, facial 
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expression, frequency of logins, duration of content accessed—that can shed light 
on students’ learning progress, learning patterns, learning behaviors, etc. (Du et al., 
2021). However, these efforts at using learning analytics for enhancing online learn-
ing have mostly focused on the cognitive aspects of learning; the potential of using 
learning analytics approaches to support students’ social interaction process requires 
further exploration.

13.2.2  Designing Technology-Mediated Remote 
Social Interactions

Decades of CSCW research has produced several well-established theoretical 
frameworks to guide the design of technologies in supporting remote interactions. 
Among these theoretical frameworks, both Ackerman’s social-technical gap 
(Ackerman, 2000) and Erickson and Kellogg’s social translucence (Erickson & 
Kellogg, 2000) draw inspiration from in-person social interactions to design tech-
nology that can support remote social interactions.

Ackerman defines social-technical gap as “the great divide between what we 
know we must support socially and what we can support technically” (Ackerman, 
2000). In his seminal work, Ackerman points out that when technology mediates 
remote interactions, they are often designed to be rigid, reductionist, and do not 
allow sufficient ambiguity compared to in-person interactions (Ackerman, 2000). 
Much research has since adopted this framework and identified the social-technical 
gap in a variety of contexts such as health tracking (Chung et al., 2017), collabora-
tion among telesurgery teams (Duysburgh et  al., 2014), and online collaborative 
consumption (Gheitasy et al., 2015). In his original piece, Ackerman proposed first 
order approximations—solutions that partially solve the problem but with known 
trade-offs—to help bridge the social-technical gap. One optimal approximation is to 
design augmentative information technology, for example, by offering advice to 
users (Ackerman, 2000). This potentially can be accomplished through the use of 
CAs (Lee et al., 2017).

While the idea of social-technical gap typically acts as a general guide and call- 
to- action in CSCW research, to bridge this gap between social and technical require-
ment, Erickson and Kellogg go a step further and outline detailed principles on 
designing towards socially translucent systems to support natural online interac-
tions (Erickson & Kellogg, 2000). Specifically, socially translucent systems have 
three characteristics: visibility, awareness, and accountability. Visibility refers to 
system’s ability of making social information more visible; Awareness refers to 
people’s ability to know each others’ existence; Accountability refers to system’s 
ability to hold people accountable for their behavior by generating and enforcing 
social rules. Erickson and Kellogg posit that these three characteristics allow people 
to observe, imitate, aware, and interact with others socially in in-person context, and 
thus building socially translucent system is a fundamental requirement for people to 
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carry out normal interactions online (Erickson & Kellogg, 2000). Since then, social 
translucence has been often employed in the design of technology-mediated interac-
tions. For example, prior research has developed methods to support collective 
awareness through creating common repository to generate mutual understanding 
for members of globally distributed teams (Bjørn & Ngwenyama, 2009) and con-
ducting synchronous coding sessions for learner engagement (Byun et al., 2020).

In summary, this body of work emphasizes the lack of naturalness in remote 
interactions compared to in-person interactions—social-technical gap —and how 
technology can be designed to be socially translucent in order to create the natural-
ness in online environment. While these two theoretical frameworks have not been 
widely used in research on online learning, several studies on online learners’ social 
presence and social interactions have offered some support to the generalizability of 
these issues in the online learning context: the lack of visibility of social cues 
(Kehrwald, 2008; Sun et al., 2019) and the diminished accountability and motiva-
tion in reaching out to others (Kehrwald, 2008) all contribute to students’ feeling of 
social isolation in online learning environments.

13.2.3  Potential Challenges in Social Matching Among 
Online Learners

Like many other AI systems that leverage big data, social matching systems and 
learning analytics approaches present several potential ethical challenges and con-
cerns. Well known ethical concerns such as privacy, consent, anonymity, and accu-
racy of data are shared across the use of social matching systems and interventions 
based on learning analytics (Avella et al., 2016; Terveen & McDonald, 2005; Wang 
et al., 2020c).

Both social matching systems and learning analytics interventions produce 
results based on either user data that are voluntarily offered by the users or user data 
that are available but not explicitly consented to by the users such as postings on a 
public forum. Given that humans are social creatures, one ethical dilemma social 
matching systems face is the fact that many people often are okay with their sensi-
tive personal information being used in specific contexts—and sometimes even vol-
untarily offer it—but this can lead to oversharing (Terveen & McDonald, 2005). For 
example, sensitive information such as student grades is commonly collected in 
learning analytics approaches, often in order to assess students’ learning progress. 
However, it remains questionable whether students are aware of the extent to which 
their data is being collected and analyzed in online learning environments since usu-
ally only instructors and institutions have access to the data and the results (Slade & 
Prinsloo, 2013). Designing social matching systems in online learning environment 
thus would require transparency of the processes of data collection and analysis, as 
well as careful informed consent procedures to address privacy and ethical concerns.

One common pitfall for AI systems that are powered by big data is the fact that 
sometimes individuals are treated more like data points than humans with identity 

13 Investigating the Potential of AI-Based Social Matching Systems to Facilitate…



286

and agency. One important characteristic to keep in mind of is that people’s identity 
is often transient and temporal (Slade & Prinsloo, 2013; Terveen & McDonald, 
2005): students’ learning behaviors as well as their preferences can change over 
time. Feedback from the students regarding their social matches thus can play a 
crucial role for the system to update and caliberate future recommendations (Terveen 
& McDonald, 2005). In learning analytics approches, treating students as agents 
could mean asking for their collaboration throughout the analytical process (Slade 
& Prinsloo, 2013). This not only means performing data collection, analysis, and 
usage only with students’ explicit and specific consent, but also to ensure that the 
system can leverage information students voluntarily offer to help them achieve 
their own learning goals (Slade & Prinsloo, 2013).

The most basic functionality of social matching systems is to recommend and 
match people with similarities (Terveen & McDonald, 2005), which is based on 
people’s natural similarity-seeking behaviors during in-person interactions (Olsson 
et al., 2020). In online environment this tendency towards similarity still persists—
prior research has found that in online team formation, people tend to team up with 
those who are similar to them and thus lead to non-diverse and segregated teams 
(Gómez-Zará et al., 2019). Previous research has pointed out that this fundamental 
design characteristic of social matching systems can lead to ethically concerning 
consequences such as the creation of echo chambers and polarization in the com-
munity (Olsson et al., 2020). Olsson et al. further argue that recommendation sys-
tems should not encourage biased human behaviors and that one potential solution 
is to enable social serendipity and random encounters in online social matching 
(Olsson et al., 2020).

13.2.4  Summary

To investigate the potential of AI-based social matching systems in online learning 
contexts, we first reviewed relevant literature to explore the three core design ques-
tions about data, design, and concerns (see Fig. 13.1). Based on the existing litera-
ture, we found that understanding and identifying similarities in personal 
characteristics, demographic, and familiarity is crucial in establishing social con-
nections, both in-person and online (Granovetter, 1973; Terveen & McDonald, 
2005). In online contexts, recent development in AI and Natural Language 
Processing (Avella et al., 2016; Du et al., 2021; Saha & De Choudhury, 2017) allow 
fairly accurate inference of such social information and thus should be leveraged to 
collect relevant data in profiling and computing matches when designing social 
matching systems in online learning. To design social matching systems that can 
support students’ social interactions, principles of social translucence (Erickson & 
Kellogg, 2000) and social-technical gap (Ackerman, 2000) could be applied to help 
replicate the naturalness of in-person interactions to online environment. Concerns 
regarding AI-based social matching systems could arise at any stage of the social 
matching process, specifically, privacy, consent (Slade & Prinsloo, 2013), 
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oversharing of personal information (Terveen & McDonald, 2005), updating stu-
dents’ transient identities (Slade & Prinsloo, 2013; Terveen & McDonald, 2005), 
and the unintended creation of echo chambers (Olsson et  al., 2020) are all valid 
concerns and should be taken into account when designing social matching systems 
for online learners.

Based on these design considerations that we identified through existing litera-
ture, we designed and deployed a community-facing AI conversational agent called 
SAMI (Social Agent Mediated Interaction) (Goel, 2020; Wang et al., 2020a, b) to 
perform social matching among online students. In the next section, we describe our 
design and deployment of SAMI in an online learning context.

13.3  SAMI: Conversational Agents as Social 
Matching Systems

Due to its human-like characteristics and the ability to converse with people, CAs 
have been widely used to provide social and emotional support in both dyadic inter-
actions and community contexts. Prior research has demonstrated the positive effect 
of using CAs to facilitate mental health patients’ self-disclosure during consulta-
tions (Lee et al., 2020), help healthcare professionals manage occupational stress 
(Yorita et  al., 2020), and provide social support to older adults who are socially 
isolated (Ring et al., 2015; Simpson et al., 2020). Designing social matching sys-
tems as CAs is thus a promising way to support online learners who feel socially 
isolated yet also requires more design explorations.

Inspired by the prior research’s usage of textual data in online discussion forum, 
SAMI leverages students’ self-introduction posts on the discussion forum, where 
online learners usually conduct class-related discussions and posting self- 
introductions at the beginning of the semester. Specifically, SAMI utilizes Natural 
Language Processing to extract different entities such as hobby, city, country from 
students’ self-introduction posts in order to build a profile for each online student. 
Online students can opt-in to receive SAMI response by adding “#ConnectMe” in 
their introduction post as seen in Fig. 13.2.

The current version of SAMI matches students shared similarities among stu-
dents such as proximate geographical locations and similar hobbies, etc. (see 
Fig. 13.2). After identifying students’ preferred matching criteria, SAMI creates a 
private group of all students with commonalities and then invites each student to the 
private group. To further engage students in building connections, SAMI also posts 
ice-breaker questions within each group (see Fig. 13.3).

We constructed the first basic version of SAMI in 2017 for Georgia Tech OMSCS 
class on Knowledge-Based AI (Goel & Joyner, 2016, 2017). Since then we have 
both incrementally enhanced SAMI’s capabilities and deployed it in additional OM- 
SCS classes (Goel, 2020). We have also conducted detailed evaluations (Wang 
et al., 2020b) and collected extensive student feedback on SAMI for future improve-
ments in its design and delivery. We present our findings in the next section.
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Fig. 13.2 SAMI uses NLP to extract entities from student’s post, inquires about student’s match-
ing criteria, then puts the student in private groups with other students who share similarities

Fig. 13.3 SAMI creates different private groups based on entities identified from students’ intro-
duction posts and then put students with similarities in the according groups (e.g., similar hobby). 
SAMI also posts ice breaker questions in each group to help students start the conversation

13.4  Evaluation of a Social Matching System 
in Online Learning

In this section, we present and discuss our findings from a series of qualitative sur-
veys with around 400 students (Wang et al., 2020b) and a set of semi-structured 
interviews with 26 online students (Wang et al., 2020a) in the OMSCS program 
regarding their existing challenges in building social connections with other stu-
dents as well as their experience with SAMI. Based on our analysis, we outline 
design implications for building social matching systems in online learning 
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environments, highlight online learners’ concerns regarding the use of social match-
ing systems in online learning, and discuss potential directions for designing 
AI-based social matching systems for online learners.

13.4.1  Social Matching Among Online Learners: Challenges 
and Design

Designing AI systems that can support students’ interaction with one another is a 
design problem that could manifest through the introduction, interaction, and feed-
back stages of the social matching process (see Fig. 13.1). This raises several ques-
tions: How much information about a given student should the system share with 
other students? How should the system introduce the matches to each other? How 
much should the system intervene during the introduction and interaction stages? In 
this section, we seek to answer these questions by understanding online learners’ 
current challenges in remote social interactions and interpreting their feedback on 
SAMI in helping online learners connect with one another. We point out that the 
design of social matching systems should provide social translucence as well as 
bringing the randomness and spontaneity commonly seen in in-person interactions 
into online social interactions.

Making Social Signals Visible Among Online Learners Reaching out and build-
ing connections with strangers can be an intimidating process. During in-person 
interactions, people are able to gain social cues from another person’s behaviors or 
facial expressions. However, most of these social cues become invisible in an online 
environment (Erickson & Kellogg, 2000). In our study, we found that many online 
learners are hesitant in reaching out to other people due to the loss of social cues—
they do not know whether other students are willing to connect with them or how 
their messages will be received by other students. After SAMI was deployed in 
participants’ online classes, students were more readily able to identify social sig-
nals identified by SAMI. Some students interpreted the “#ConnectMe” in other stu-
dents’ self-introduction posts as a signal of students’ willingness to build social 
connections. When designing social matching systems in online learning environ-
ment, making social signals visible is an important starting point and could be 
implemented easily by adding simple features. For example, one potential feature is 
adding icons on students’ avatars to indicate students’ willingness to connect with 
others to improve visibility of social cues (Szostek et al., 2008).

Raising Awareness of Potential Social Companions One of the main goals and 
advantages of online learning is to help education scale by giving more students the 
opportunities to learn (Larreamendy-Joerns & Leinhardt, 2006). One result of this 
scaling is that online classes usually have hundreds or even thousands of students 
per class. The downside of having these many students per class is that the class size 
reduces students’ awareness of other students’ existence in the program/class, 
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which negatively contributes to online students’ social interaction process. This 
diminished awareness poses several challenges in the learners’ social interaction 
processes. First, the overwhelming number of students and activities within each 
class made it extremely difficult for online students to identify individual students 
that they could potentially build social connections with. Second, with hundreds of 
students communicating via the class discussion forum and chat group, these main 
communication channels quickly became a wall of text, which makes most interac-
tions there seemed impersonal. With the deployment of SAMI, participants became 
more conscious of other students who shared similar backgrounds, interests or 
experiences with them. Even without the personalized recommendations, students 
said that just scrolling through SAMI’s replies to students self-introduction posts 
made them realize there were other students with different or similar experiences, 
which made the online learning environment seem more personable and personal-
ized. Future social matching systems thus could raise online student’s awareness of 
other students by highlighting students’ shared identities. Offering statistics of the 
entire class or the program to demonstrate the diverse student population could also 
help students to increase the personable feelings in online learning environment.

Providing Accountability to the Social Interaction Process Erickson and 
Kellogg pointed out that while awareness and acccountability often co-occur in 
physical world, they are not usually coupled in the online spaces (Erickson & 
Kellogg, 2000). Accountability is often fostered through the creation of social 
norms in a community that hold people accountable for their social behaviors 
(Erickson & Kellogg, 2000). In online learning environments, both the existence 
and the lack of social rules could prohibit online learners’ social interactions. While 
the intention of the online class discussion forum is to replicate the physical class-
room where students could have interactions and discussions about and beyond 
academics, the implicit social rule to use online class discussion forum only for 
academic discussions makes students feel accountable to only have academic dis-
cussions on the forum instead of casual conversations. Although online learners 
often get the chance to get to know fellow students through group projects, after the 
semester ends, they don’t usually “encounter” one another anymore, which reduces 
students’ feeling of accountability to talk with each other again. One feature of 
SAMI is to put students with similarities directly into a private group and post ice 
breaker questions to help students start the conversation. Participants in our study 
believed that by putting students directly in touch with each other, SAMI not only 
alleviated students’ mental barrier in initiating the conversation, but also made stu-
dents feel accountable to start building the connections because SAMI already 
“started” the conversations between students. Providing accountability in the social 
matching process thus could also take the form of the AI agent initiating the conver-
sation between the matches or offering timely nudges for individuals to start build-
ing the connections.

Creating Randomness and Spontaneity in Remote Social Interaction While 
many challenges online students encounter during their social interaction process 
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originate from the lack of social translucence in online learning environment—vis-
ibility, awareness, accountability, we also identified another set of challenge that 
originated from the social-technical gap (Ackerman, 2000) in online social interac-
tions. According to our participants, the randomness and spontaneity that were cru-
cial and inherent in in-person environment currently could not be supported in the 
online learning environment. For example, in in-person educational environment, 
students can often randomly run into each other on campus or having work conver-
sations that organically lead to more social activities. However, in online learning 
programs, the social and learning aspects typically are separated, especially when 
compared to traditional in-person educational programs. Instead of forming social 
connections organically during the process of taking classes or walking around 
campus that are inherently built into the on-campus educational experience, online 
learners have to establish social connections in a more intentional way (e.g., driving 
for an hour to attend a local meet-up with other online students). While highlighting 
shared identities or explicitly expressing social signals could help create social 
translucence into the online social interaction process, the nuances and subtlety of 
in-person interactions should also be preserved when performing remote social 
matching (Ackerman, 2000; Olsson et al., 2020). A potential direction for future 
designs of online social matching systems among online learners is to intentionally 
create seemingly random matches (e.g., students who seem very different at first but 
have “deep” similarities) or introduce matches in seemingly random encounters 
(e.g., introduce students who are reviewing the same lecture materials).

Summary of Design Implications The design of social matching systems for 
online learners should cater to students’ existing challenges and needs. We highlight 
the lack of social translucence (Erickson & Kellogg, 2000) and the existence of 
social-technical gap (Ackerman, 2000) in existing online learning platforms that 
hinder online learners’ social interaction process. AI-based social matching systems 
in online learning environment thus could aim at increasing visibility of social sig-
nals, raising awareness of potential social companions, providing accountability to 
the social interaction process, and introducing randomness and spontaneity into 
online learning environment. Echoing with prior research (Kreijns et al., 2003), our 
work provides further empirical evidence that social interactions in online learning 
environment cannot be taken for granted to naturally happen just because the plat-
forms allow it. Future research can explore the design question of how to replicate 
the randomness and spontaneity of in-person social interactions to online learning 
environments.

13.4.2  Towards Collaborative Social Matching 
in Online Learning

Throughout the model of the social matching system process (see Fig. 13.1), the 
design questions regarding both data and interactions are targeted at specific stages: 
questions about data could manifest from profiling users and computing matches; 
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and questions about designing interactions could exhibit in the introduction, inter-
action, and feedback stages. Concerns that online students have regarding social 
matching systems in online learning environment come from issues surrounding 
both data and interaction design. Based on students’ feedback on SAMI, we found 
that students are concerned about losing agency during the social matching process 
when it is mediated by an AI agent. We also found that students prefer the agent to 
be more transparent about the matching process and mechanism. A little to our sur-
prise, the students in our prior studies (Wang et al., 2020a, b) did not express many 
concerns regarding data privacy. Based on our prior findings, we propose the future 
direction of designing social matching process as a collaborative process between 
the system and the students to mitigate students’ concerns regarding both data and 
interactions as discussed below.

Preference in System Transparency In our prior studies, many participants sug-
gested that SAMI could be more transparent about its decision-making process and 
working mechanism for a smoother interaction between students and SAMI. This 
preference stems from students’ belief that if they could better communicate with 
SAMI using similar vocabularies, the matching results could be more accurate. In 
human-AI collaborative decision-making processes, transparency and the willing-
ness to collaborate are crucial for a desirable collaborative experience and outcome 
(Cai et al., 2019). Fortunately, aligned with prior literature (Jhaver et al., 2019; Liao 
et al., 2020), participants in our prior studies indicated their willingness to under-
stand the AI agent’s vocabulary beforehand to adjust their choice of words during 
communication in order to improve the accuracy of matching results. Echoing with 
prior research that urges designing collaborative learning analytics interventions 
(Slade & Prinsloo, 2013), designing collaborative social matching systems with 
online learners could also be a promising direction to offer more system transpar-
ency as well as ensuring the accuracy of matching results.

Concerns About Losing Agency in Building Social Connections In our prior 
studies, one concern that was raised by online students about the prospect of con-
tinuing usage of SAMI in the online learning program is the possibility of losing 
agency in making decisions on building social connections with other online stu-
dents. This concern was mostly based on SAMI’s feature of directly putting  students 
in private groups. This feature, while created an adequate amount of social pressure 
for students to start the initial conversation, was also critiqued by students who said 
they wanted more freedom in choosing which group they could join or whom they 
should connect with. Building social connections with others is inherently a very 
personal decision-making process. While social matching systems can provide con-
venience and efficiency in facilitating online learners’ social interaction process by 
suggesting matches that students otherwise would not be able to find, we found that 
students are unwilling to cede control of the decision-making process in choosing 
whom they should connect with (Sundar, 2020). This would require the social 
matching system to work with the students collaboratively throughout the decision-
making process to maintain students’ sense of agency. This could be accomplished 
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by having the system communicate with the students about all the progress that has 
been made in computing matches, asking students to set and revise the matching 
criteria, and incorporating students feedback in future matching computations. 
However, it is important to keep in mind that the social matching system should also 
provide an adequate level of social pressure and accountability, such as putting stu-
dents directly into groups, for students to initiate the conversation. This design issue 
of balancing between maintaining student’s agency in decision-making and creating 
social pressure and accountability in social matching process thus requires further 
exploration.

Concerns About Privacy Even though privacy is often a concern for AI systems 
that leverage public data (Fiesler et al., 2016), most participants in both of our prior 
studies did not express privacy concerns regarding SAMI. In fact, many online stu-
dents indicated that they were willing to offer more information for SAMI to find 
more connections for them, which also aligns with prior work that users are often 
willing to provide information to social matching systems to get connected (Terveen 
& McDonald, 2005). Currently, SAMI only obtains public information presented on 
the online forum, which might have alleviated online students’ privacy concerns—
some students in the study believed that the goal of posting on public forum was for 
others to see it. To achieve high accuracy in social matching systems, accessing 
latent behavioral data that users don’t explicitly consent to would be inevitable and 
might result in violations of user privacy (Fiesler et al., 2016; Fiesler & Proferes, 
2018). This is especially important for social matching systems as users are often 
more likely to disclose sensitive information for more accurate matching results 
(Terveen & McDonald, 2005). When CAs perform social matching for students, 
privacy issue would require more scrutiny as CAs possess human-like characteris-
tics that could encourage people’s self-disclosure during conversations (Følstad 
et al., 2018; Ischen et al., 2019; Lee et al., 2020) which might lead students to unin-
tentionally disclose sensitive information that could be used by the CA to improve 
matching accuracy. The balance between privacy and accuracy in CAs as social 
matching systems in online communities thus requires further exploration.

Directions for Future Designs Based on students’ preferences and concerns 
regarding the use of AI-based social matching systems in online learning, we 
 highlight the design direction of designing towards a collaborative social matching 
process between the students and the social matching system. Collaborative social 
matching could not only offer transparency about the social matching process, 
potentially increase matching accuracy, but also could help mitigate students’ con-
cerns about losing agency in building social connections. While privacy concerns 
were not commonly expressed by students in both of our prior studies, designers 
should be cautious about the use of both public and private information, especially 
users’ tendency to overshare sensitive personal information to ensure matching 
accuracy. We also want to raise several design issues that future research should 
explore such as user vs. system control over decision-making in human-AI collabo-
ration and balancing between maintaining user agency and creating social pressure 
in the social matching process.
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13.5  Conclusions

As online learning is adopted by increasingly large number of educational institu-
tions, the social dimension of online learning requires more attention from research-
ers in a variety of fields. AI-based social matching systems as an information 
technology that can support online learners’ social interaction process is a promis-
ing first step to help reduce online learners’ feelings of social isolation and acts as a 
social foundation for future learning. However, as with many data-driven AI 
approaches, the potential of AI-based social matching systems in online learning 
requires further examination to cater to online learners’ challenges and needs in 
remote social interactions and mitigating potential privacy and ethical concerns. In 
this chapter, we explored the potential of AI-based social matching systems through 
three core design questions about data, design, and concerns. Drawing upon rele-
vant literature, we established the feasibility of inferring social information from 
online learners’ digital footprints, discussed related theoretical frameworks in 
designing technology to support remote social interactions, and presented existing 
concerns and challenges in AI-based approaches that leverage student data. We fur-
ther elaborated on this initial design implication drawn from existing literature 
through a discussion of our ongoing work on the design and evaluation of an AI 
conversational agent as a social matching system in an online learning context. 
Based on findings from our prior studies, we outlined the design implications of 
designing AI-based social matching systems to provide social translucence as well 
as to create randomness and spontaneity in remote social interactions. We then 
pointed out directions for future work on building collaborative social matching 
systems to mitigate students’ concerns and potential challenges.
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Chapter 14
Developing Social Interaction Metrics 
for an Active, Social, and Case-Based 
Online Learning Platform

Brent Benson and Mohamed Houtti

Abstract There is strong evidence that social and active learning techniques 
improve outcomes for students taking classes in traditional classroom settings and 
reduce the achievement gap for underrepresented students in STEM courses. 
However, bringing social and active learning to an online context has presented 
many challenges. The Harvard Business School Online Course Platform was devel-
oped to bring an active, social, and case-based pedagogy to online business learning 
and to carry HBS’s case-based, inductive teaching approach from the physical 
classroom to a mostly-asynchronous online audience. Initial results for this active- 
learning approach to an online learning context are positive, but deeper evaluation 
is required. The study of social learning analytics is in its early stages and much of 
the focus has been on networks of social interaction. A set of metrics for measuring 
social interaction and activity patterns have been developed and implemented in this 
online learning platform and are being used to understand how active and social 
learning features relate to desired outcomes like course completion and assess-
ment scores.
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14.1  Active Learning

Active and social approaches to teaching in the classroom have been shown to pro-
duce better outcomes than the more popular lecture-based or sage on the stage 
approach (Freeman et al., 2014). Adding even a small component of active learning 
or social interaction improves outcomes like test scores and completion rates by 
significant, measurable amounts.

A more recent study (Theobald et  al., 2020) shows that active learning tech-
niques not only improve student performance overall, but actually decreases the 
achievement gap in underrepresented groups like African Americans, Hispanics, 
first generation college students, and low-income students. These results should be 
pushing all education in the direction of active learning approaches.

The consensus definition of active learning used in the Freeman and Theobald 
studies is:

Active learning engages students in the process of learning through activities and/or discus-
sions in class, as opposed to passively listening to an expert. It emphasizes higher-order 
thinking and often involves group work.

This practice of engaging the learner in activity that reinforces the learning is key, 
and often involves a social or group aspect. In this work we focus on the social 
aspects of active learning in an adult learning context (college age and up), while 
acknowledging that non-social active learning is also important and is used in tan-
dem in the HBS Online Course Platform discussed in this work.

14.2  Social Learning Analytics

The area of Social Learning Analytics is a part of the Learning Analytics field that 
deals with measuring and evaluating social interactions between learners. At its 
most effective, education is not an individual effort, but exists in a space of social 
interaction and collaboration (Shum and Ferguson, 2012).

There are some initial findings that point to amounts of social interaction having 
a positive effect on outcomes in both in-person (Okita, 2012; Hurst et al., 2013) and 
online (Hernández-García et  al., 2015) learning contexts. However the types of 
social interaction in many studies are ad-hoc in nature, including message boards 
and forums, chat applications, and other out-of-platform mechanisms for interac-
tion. Much of the work has been focused on Social Network Analysis, understand-
ing the networks and relationships around the interactions between students.

Studying a learning platform that is designed with social interaction as a key part 
of its pedagogy offers a way to study social interaction specifically around the plat-
form affordances like shared reflections, polls, and associated comments that 
encourage focused social interaction around course content.
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14.3  Active, Social, and Case-Based Online Learning

The HBS Online Course Platform was initially developed by a team at Harvard 
Business School in 2013–2014 in an attempt to bring the HBS case method (Ellet, 
2007) to a mostly-asynchronous online setting for adult learners in a professional, 
tertiary, or continuing education context. The goal of the project has been to increase 
the reach of the school to people who may find it difficult or impossible to attend in 
person. A parallel team developed a synchronous online platform originally called 
HBX Live, built around audio/visual technology to support remote case-based teach-
ing with synchronous participants dialing in from around the world.

The creators of the Course Platform faced the question of how to implement an 
asynchronous version of case learning, when the primary tool of the case method is 
a guided, Socratic discussion led by a professor. In order to allow scaling to thou-
sands of participants, the decision was made to use mostly-asynchronous social 
interactions between the students—guided by the platform content, rather than by 
an in-person instructor—to provide the necessary interaction, assumption question-
ing, and sharing of personal experience.

None of the existing online learning management systems (LMSs) supported in- 
platform social interaction (other than a separate forums sections) or the immersive 
types of interactive teaching elements that were required. A new platform was built, 
using some of the technical architecture of other LMSs (Python/Django front end, 
MySQL/MongoDB back end), but otherwise created in a bespoke fashion for the 
specific pedagogy being created by the team.

The key features designed to promote social engagement and collaborative learn-
ing in the Course Platform are presented in the following sections.

14.3.1  Cohort: The Primary Unit of Social Interaction

The intent of the HBS Online Course Platform is to provide social interaction with 
a set of peer participants. This requires identifying a set of participants that progress 
through the course at approximately the same pace with the same course start and 
end dates. The idea of allowing students to start at any time on a rolling basis was 
rejected as not providing the ability to develop academic relationships within the 
learning group.

How many students should be in the peer group? Because the platform is mostly- 
asynchronous, participants aren’t necessarily logged in and working at the same 
time. In addition, students may have different interests and levels of experience.

Observation of early cohorts and how many students in the cohort were logged 
in at a particular time led to a target number of 300–400 participants in each social 
cohort in order to ensure a critical mass of learners on the platform for interaction 
purposes. If an offering of a course has more than 600 or so enrollees, they are 
divided into two social cohorts.
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A cohort size of several hundred students is robust in the face of time zone and 
work habit differences, and minimizes the chance that a participant will not have 
people engaging with their ideas and offerings on the platform.

14.3.2  Some Synchrony: Common Deadlines 
and Locked Content

While the HBS Online Course Platform courses are asynchronous—students log in 
whenever they want—there is a certain level of synchrony imposed by common 
deadlines and locked content.

Each course module is unlocked at a fixed time, determining when participants 
can begin work on that module. Within a module, content is locked/not visible until 
the student completes the previous content, meaning that students can look back at 
previous work, but cannot skip ahead. There is also a shared module deadline by 
which all work in the module must be completed. A typical module is available for 
2 weeks.

The combination of start/end times for modules and locked content may seem 
restrictive, but it encourages a flow that reinforces the case-based narrative which is 
being revealed one piece at a time. The storytelling flow of the course material is 
also characterized by smaller pieces of content where each piece of content, video, 
html, interactive graph, etc. takes at most a couple of minutes. There are no 30 min 
videos followed by a 20 min quiz.

Figure 14.1 shows the activities of a student in the HBS Online course Economics 
for Managers compared to a traditional Microeconomics MOOC. Notice the variety 
and number of activities in the HBS Online course.

14.3.3  Shared Reflections/Polls/Cold Calls

The narrative flow created by the deadlines, incremental unlocking, and fast pace is 
punctuated by moments of reflection where the student is asked to consider what 
has been discussed so far, to process and synthesize that information, and provide 
an opinion in the form of written text that can be seen and considered by others in 
the cohort (see Fig. 14.2 example).

Once the student has provided a written response, this response can be com-
mented on and liked/starred by others in the cohort. This is the key element of social 
interaction in the HBS Online Course Platform.

There are variations on the simple shared reflection response. The reflection can 
be preceded by a poll which codifies a specific stance or answer across the cohort. 
The individual then expounds on their choice in the reflection text.

B. Benson and M. Houtti



303

Fig. 14.1 Teaching element interactivity

Fig. 14.2 Example of shared reflection social interaction

There is also a shared reflection variant called a cold call which is modeled after 
the practice of calling on students in class without prior notice. A cold call adds a 
timed element to the shared reflection, requiring the response to be written within 
several minutes with a count-down timer.
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14.3.4  Peer Help

The HBS Online Course Platform peer help system is distinctive in that it attempts 
to focus very tightly on a very specific spot in the course called a teaching element. 
Teaching elements are the most fundamental level of course content and can be of 
many types including HTML, video, spreadsheet, interactive graph, reflection, 
poll, etc.

Organizing peer help around the most basic unit of learning is intended to focus 
discussions on the course material and allow students to get the perspective of stu-
dents who may have a better grasp on the material.

14.3.5  Activity Feed, Map, Directory, and Shared Articles

The HBS Online Course Platform offers an activity feed which presents a news- 
feed- like presentation of course-related activities affecting the student including an 
indication with a link if a shared reflection written by the student has been com-
mented on or liked, a pointer to a peer help response given by the user that has 
received a response, platform announcements, etc.

There is an interactive world map which shows all of the currently logged stu-
dents as a dot on their hometown or city and can be moused over to see a name, 
avatar, and location. If a more in-depth search of the social cohort is desired, there 
is a searchable directory and the ability to send direct messages.

Participants can share a pointer to a relevant article as a URL with a comment 
from the activity feed area. These shared articles can also be commented on and 
liked/starred.

14.3.6  Course-Specific Group Activities

Several courses offer synchronous interactions in smaller groups. The HBS Online 
Negotiation Mastery course groups students into buyer and seller groups, exposes 
them to asymmetric information, and then matches up the students one-on-one to 
have a synchronous text-based negotiation to try and consummate a deal.

There are teaching elements called Devil’s Advocate and Consensus where a 
group of students is required to come to a shared understanding or consensus before 
finishing the exercise. The Leadership Principles course uses a Video Assessment 
Teaching Element which allows participants to upload a video to be assessed in a 
configurable way by others in the social cohort. The feedback is provided anony-
mously. There are plans to develop additional Course Platform features around 
small group formation and facilitation of small group activities.
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14.3.7  Grading, Completion, and Credential vs. Certificate

The courses offered by HBS Online are grouped into two categories: credential and 
certificate.

The flagship credential program is called CORe (Credential Of Readiness) and 
consists of three courses: Business Analytics, Economics for Managers, and 
Financial Accounting. This program provides a comprehensive overview of busi-
ness topics and also has graded quizzes and a high stakes final examination. 
Completing students are given a grade of Fail, Pass, Honors, and High Honors. The 
rigor and extra assessment of this program makes it fertile ground for studying the 
effects of social interaction and outcomes, and also puts it in a separate class in 
terms of completion rates.

The certificate programs fall into more of an executive education model where 
the certificate is given if the student meets the deadlines of the course and completes 
the required materials. These certificate programs do not have a high stakes 
final exam.

Course completion is measured as a desired outcome across both credential and 
certificate programs for the purposes of this research, while quiz grades and final 
grade are also used for the CORe credential program.

14.4  Social Interaction Metric Definitions

The primary goal of this research was to identify on-platform student social behav-
iors that can be measured, compared and used as quantitative metrics for social 
interaction. The goal when deciding on these metrics was to capture a wide range of 
student social interaction in a set of easily interpretable numbers that (1) are useful 
across both credential courses and certificate offerings and (2) can be used to exam-
ine/compare students’ social interaction levels at any point in a course.

Investigation began with interaction data from the peer help system. However, it 
was observed that peer help data is quite sparse—i.e., many students do not interact 
with the system at all—making it difficult to use peer help participation as a consis-
tent predictor of student success. As mentioned previously, shared reflections, polls, 
and cold calls represent the key element of social interaction in the HBS Online 
Course Platform. These elements are also distributed consistently throughout each 
course, providing a consistent stream of social interaction data that can be examined 
at multiple time points within any given course. Therefore, shared reflections, polls, 
and cold calls became the focus of measurement around students’ relative levels of 
on-platform social activity.

Responses to reflections, polls, and cold calls can be commented on and liked/
starred by others in the cohort. These two behaviors—commenting and liking—
form the basis of our first two metrics: number of comments posted and number of 
likes given. Both commenting and liking are entirely optional; a student could 
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hypothetically complete any of our certificate or credential courses without submit-
ting a single comment or liking a single response. Despite this, the overwhelming 
majority of HBS Online students do engage with their peers in these ways. Next was 
an examination of the hypothesis that the level of visible on-platform engagement 
correlates with completion and performance outcomes within cohorts.

There is prior work showing that the vast majority of interactions with online 
platforms do not result in the creation of any visible product, such as a comment or 
like (Schneider et al., 2009). More recent work finds that students’ identities can 
also affect how they interact with each other in online learning platforms (Morales- 
Martinez et al., 2020). Women, for example, might be more reluctant to participate 
publicly in a forum that is majority male. This led to the importance of measuring 
latent social interaction—i.e., on-platform social interaction that is not visible to the 
students’ peers or to the course administrators. The third and final metric, therefore, 
is the number of views on peers’ responses to reflections, polls, and cold calls. 
Viewing peers’ responses is also entirely optional; it represents an invisible type of 
active engagement that goes beyond what is strictly required for completing the 
course and for which students get no credit, even from their peers. The hypothesis 
held again that the level of invisible on-platform engagement correlates with course 
completion and performance within cohorts.

14.5  Social Interaction Metric Measurements

It was important to address the challenge of how to scale these social interaction 
metrics across different course offerings, time periods, and social cohort sizes. The 
number of social teaching elements varies between different course offerings (and 
even within different modules of the same course offering), so comparing the raw 
number of comments, likes, and views between offerings or modules would not be 
indicative of actual differences in social interaction as much as mere differences in 
course content. Furthermore, some students drop out part-way through a course. It 
is important to include these students in the analyses, but it doesn’t make sense to 
compare the raw amount of social engagement between students who participated 
in a course for 2 weeks to those who participated for 6 weeks.

The solution is to divide the raw counts by the total number of social teaching 
elements the student has encountered so far. For example, the number of likes given 
metric becomes the number of likes given per social teaching element. One can also 
think about this as corresponding to the ratio of non-mandatory-to-mandatory social 
interaction on-platform, where a higher ratio indicates greater social interaction.

There was another question as to whether the social metrics should also be nor-
malized by cohort size. After all, a larger cohort means a greater availability of peer 
responses the student can comment on, like, or view. For example, if there are only 
two peer responses available for a student to comment on, they may submit only two 
comments because there just isn’t any more interesting material to comment on. 
That same student might have submitted 10 comments if there were 10 peer responses 
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available on that social teaching element. However, further examination made it 
clear that there was no correlation between cohort size and the proposed metrics. It 
seems that all of the cohorts were “big enough.” In other words, while the difference 
between 10 peer responses and 2 peer responses is substantive, the difference 
between 800 and 300 is not; in both of the latter cases, the student already has more 
than enough content to view, like, and comment on, and the presence of additional 
peer content does not cause them to spend more time interacting with social teaching 
elements. Therefore, there is no need or benefit to normalizing by cohort size.

The metrics were examined across 232 cohorts, corresponding to course offer-
ings from 2017 to 2021. Fifty-three of these cohorts were for credential course 
offerings and the other 173 were for certificate course offerings. Within each of 
these cohorts, there were statistically significant differences in all of the social met-
rics between students with different outcomes. For example, in a recent credential 
cohort picked out for closer inspection, the median views per social teaching ele-
ment for students who passed was slightly below the bottom quartile for students 
who passed “with high honors”— 3.16 and 3.30, respectively (see Fig. 14.3). This 
pattern holds consistently between completers and non-completers in certificate 
courses as well for each of the outlined metrics.

Next was a comparison of the levels of social interaction between completion- 
based certificate courses and the more rigorous credential courses to establish base-
lines for each. While certificate courses had 13% and 19% greater views and 
comments, respectively, per social teaching element, students in credential courses 
gave 50% more likes per social teaching element. Credential course students are 
told that their levels of social interaction within the course can affect their grades. 
Though students are not given any specific knowledge about how social interaction 
is measured for grading purposes, there are anecdotal reports that some students 
attempt to artificially increase their levels of social interaction, with the hope that 
doing so will affect their final grades. It remains to be investigated whether grading 
guidance causes credential students to click “like” on social teaching elements 
much more often, as doing so is both a low-effort and visible way to interact socially 
on the platform. This further highlights the importance of using latent social interac-
tion metrics alongside visible ones.

Next were measurements as to whether these social metrics are useful as predic-
tors of student success. Was there enough data at the end of the first module to gauge 
likely success or failure?

Starting with a recent credential course and looking at just the data available at 
the end of the first module, a regression model was used to predict performance in 
subsequent modules, as measured by the average quiz score in those modules. (The 
first quiz score was excluded from the final average so we could use it as a predic-
tor.) The first predictor was a logistic regression model based on social interaction 
metrics, which achieved a root-mean-squared error (RMSE) of 12.94 percentage 
points (see Fig. 14.4). Using the student’s score on the first-module quiz instead 
gave a better RMSE of 10.52. Using both first quiz scores and social interaction 
metrics as predictors reduced the RMSE slightly to 10.36. This shows that, while 
frequent assessments are an overall more powerful tool for gauging a student’s 
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Fig. 14.3 Amount of student interaction by final grade

future performance, social interaction data can be useful as supplemental predictors. 
Interestingly, a model with only two predictors—the first quiz score and number of 
views per social teaching element—achieved a RMSE of 10.35, indicating that most 
of the increase in predictive power provided by social interaction data, at least in 
this use case, comes from latent data about number of views rather than the other 
two, more visible, social metrics.

14.6  Conclusion

A key contribution of this work is a set of scaled metrics around in-platform social 
behaviors that are useful for comparing interaction levels between students, mod-
ules, courses, and offerings. These metrics are the number of likes/stars given, num-
ber comments given, and number of responses viewed, which are scaled and 
normalized by dividing by the number of socially shared responses that are avail-
able for interaction.

B. Benson and M. Houtti



309

Fig. 14.4 Predicted vs. actual quiz average

These interaction metrics were tested for relationships to desired student out-
comes like course completion and course grade. The primary finding is that the 
degree of social activity—especially when measured by a latent metric like how 
many of your social cohorts responses you have read—has a strong relationship 
with desired outcomes like course grade and course completion in the studied plat-
form which is designed to encourage social learning and discussion.

Other social metrics, like peer help activity, don’t seem to have a similar relation-
ship to the measured outcomes, primarily because there isn’t a consistent availabil-
ity across all students.

14.7  Future Work

The identified social engagement metrics, combined with non-social indicators like 
procrastination and early quiz performance, could be used to build models to help 
identify and help students at risk of not completing, or failing a course.

Work has begun on classifying what types of student responses drive the most 
social interaction and engagement. Additional work is being done to use Natural 
Language Processing and Machine Learning classifiers to understand how charac-
teristics like personal identification or emotion are related to interaction and interest.
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Course and platform designers would like to create more opportunities for addi-
tional types of social engagement by introducing in-platform contexts for students 
to work, learn, and interact together in small group divisions of their social cohort. 
This would allow the measurement of whether these small group interactions 
improve outcomes for students, and to experiment with cohort assignment and com-
position to facilitate the best outcomes.

Recent research around active and social learning supports the inference that 
moving from more passive learning to active and social contexts should improve 
outcomes. Additional measurement and development of social learning analytics 
has the opportunity to provide a more thorough understanding of how to most effec-
tively match students with effective active learning opportunities.
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Chapter 15
Network Climate Action Through MOOCs

Yue Li and Marianne E. Krasny

Abstract In the context of global environmental change and climate change in 
particular, engaging the public in climate actions is important especially if actions 
can be scaled up through social networks. The current study examined MOOC par-
ticipants’ climate actions and how they influenced their networks to take the same 
actions in countries across the globe. The research is based on a Cornell University 
MOOC entitled Network Climate Action: Scaling Up Your Impact. We conducted a 
post course survey including checkbox and open-ended questions to explore partici-
pants’ climate actions and their networks as MOOC learning outcomes. Participants 
commonly chose reducing food waste and plant-rich diets as their climate actions, 
and applied social influence research to persuade their family and friends to take the 
same actions. The study helps us understand how a MOOC can foster participants 
taking climate actions and helping spread those actions through their social 
networks.

Keywords Online learning · Climate actions · Social influence · Social networks

15.1  Introduction

Online learning plays an increasing role in environmental, sustainability, and cli-
mate education for both the educators and the general public. Online learning pro-
vides accessible professional development opportunities for environmental 
educators, encourages the general public to take environmental actions, and creates 
social learning opportunities among all participants as they interact with and influ-
ence each other. In response to the COVID-19 pandemic, schools around the world 
are moving online, which forces researchers and educators to explore new ways to 
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engage audiences through the online learning environment (Crawford et al., 2020). 
Instead of simply transferring teaching materials online, we need sound pedagogies 
for motivating participants to engage in online learning, improve practices, and take 
environmental actions beyond the online courses.

The definition of success for course participants in a course like the Network 
Climate Action: Scaling Up Your Impact MOOC offered by Cornell University goes 
beyond mastery of the course materials; success encompasses thoughtful reflection 
on how to connect learning materials to real-life climate actions and committing to 
or actually conducting those actions. Such a model for engaging people at scale in 
climate actions outside of the course is sometimes referred to as “courses for a 
cause” (Krasny et al., 2020). The goal of the Network Climate Action: Scaling Up 
Your Impact MOOC is to engage participants in taking acclimate actions and influ-
encing their networks to take the same actions. Unlike many MOOCs that depend 
on self-paced learning and automatically graded quizzes (Admiraal et al., 2015), 
this course takes a project-based learning approach that guides course participants 
to develop an action plan for themselves and their networks. The action plan gives 
participants an opportunity to reflect on the concepts and principles that they have 
learned in the course and how they can apply them outside of the course. How an 
online course can engage people at scale in sharing ideas and making actionable 
plans for conducting climate actions beyond the course warrants further investiga-
tion to advance network climate actions through MOOCs worldwide.

The proposed research is to examine MOOC participants’ climate actions and 
how they influence people around them to take the same actions. The MOOC proj-
ect is based on the hypothesis that social influence through tight networks plays a 
key role in forming individuals’ behavior (Centola, 2018, 2021; Christakis & 
Fowler, 2013; Frank, 2020; Friedkin & Johnsen, 1990). The specific research ques-
tions are: (1) What climate actions do MOOC participants choose to take? (2) Which 
networks do MOOC participants choose to influence? (3) How do MOOC partici-
pants apply research-based strategies learned from the course to influence their net-
works to take the same actions? The results of the study will not only provide 
strategies to engage the public in climate actions through participating in MOOCs, 
but also help us understand how participants influence others’ behaviors through the 
online environment.

15.2  Literature Review

Online courses not only provide an opportunity for participants to access content 
and instructors, but also can facilitate participant-participant interactions (Moore, 
1989). For example, courses use learning management system discussion boards 
(Skrypnyk et al., 2015; Zhang et al., 2016), social media (DuBois et al., 2019), and 
local and interest study groups (Brinton et al., 2014; Krasny et al., 2018) to facilitate 
social learning. Such online informal interactions can enhance the learning experi-
ence and provide a space to post personal feelings or reflections (Liu et al., 2016a), 

Y. Li and M. E. Krasny



313

as well as lead to formation of online communication networks (Kellogg et  al., 
2014) and offline collaboration networks (Li & Krasny, 2020) among participants. 
Through these interactions, communities of practice (Wenger, 1998) may form in 
which students exchange information about their practices. For example, environ-
mental education professionals in online courses emphasizing participant- participant 
interactions co-authored an eBook (Russ, 2015), adapted or intended to adapt 
learned ideas into their environmental education practice (Li et  al., 2016), and 
changed their practices to a limited extent by the end of the course (Li & Krasny, 
2019). Because the influence of these interactions may vary depending on cultural 
(Liu et al., 2016b) and language background (Colas et al., 2016), MOOCs provide 
a context for exploring how students with varying learning preferences related to 
cultural backgrounds (Hofstede, 2011; Parrish & Linder-VanBerschot, 2010) par-
ticipate in social learning.

Peer-peer communications, knowledge co-creation, and engaging in sustainable 
behaviors as a result of online courses suggest that such courses can promote social 
learning and social emotional learning goals. Originally conceived as learning 
approaches that go beyond instructor-driven content to incorporate relationship 
building and developing the capacity to make choices and engage in behaviors that 
promote individual, community, and environmental health (Weissberg et al., 2015), 
social and social emotional learning have long been a part of online learning as 
evidenced by the early cMOOCs (Cormier & Siemens, 2010). However, as the more 
content-driven xMOOCs gained popularity, ideas about social learning and 
community- oriented outcomes gave way to an emphasis on individual learning that 
would promote students’ career prospects (Stewart, 2013). More recently, online 
learning scholars and providers have sought to leverage MOOCs’ ability to reach 
large numbers of participants globally to help address social and environmental 
problems, in part through social learning approaches (Ferguson & Shum, 2012; 
Joksimovic et al., 2020; Krasny et al., 2018).

Evaluating learning outcomes that go beyond the course to encompass network 
formation and behavior change presents its own set of challenges. Much research 
has focused on students’ learning process and short-term outcomes. Course comple-
tion is one of the most commonly used outcome measures in online education 
research, but reflects different types and levels of engagement depending on the 
particular course. Kahan et al. (2017) called for attention to various learning behav-
iors that capture different types of online learning engagement. Project-based 
MOOCs, in particular, focus on participants’ knowledge construction (Barak & 
Watted, 2017) and collaborative learning (Spoelstra et al., 2014). Longer-term out-
comes beyond the course remain challenging to measure. Only a few studies have 
measured MOOC participants’ post-course development such as knowledge trans-
fer (Chen et al., 2016), knowledge co-creation (Krasny et al., 2018), teaching prac-
tice (Napier et al., 2020) and career advancement (Wang et al., 2014). Krasny et al. 
(2020) used seven examples from active MOOC participants to show how MOOCs 
could spark innovative sustainability actions in local communities. Further research 
is needed to explore participants’ actions beyond the course, and how these actions 
could scale up to make a larger impact globally.
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The Network Climate Action: Scaling Up Your Impact MOOC that is the focus of 
this study was developed to foster the exchange of practical ideas for climate solu-
tions among course participants from diverse cultural backgrounds, and prepare and 
encourage them to take climate actions as well as influence their networks to take 
the actions. Thus, we used structured weekly discussions to reflect on and share 
ideas about course materials and project-based learning to apply learned ideas into 
actions. At the end of the course, we conducted a post survey to evaluate partici-
pants’ climate actions and applications of learned ideas in their actions. The goal of 
the study is to investigate the action outcomes of a MOOC in motivating partici-
pants’ actions outside of the course. Moreover, this study takes a social influence 
approach to examine how MOOC participants’ individual actions scale up through 
their networks.

15.3  Methods

We conducted a post course survey including both checkbox and open-ended ques-
tions to examine MOOC participants’ climate actions and their networks.

15.3.1  Online Course and Participants

The Cornell University online course Network Climate Action: Scaling Up Your 
Impact was offered for the first time from April 7 to May 12, 2020, using the edX 
Edge course platform for participants outside of China and Xiaoe-tech course plat-
form for participants in China. The goal of the course was to motivate participants 
to choose a climate action they can take themselves and apply social influence 
research to persuade their family, friends, social media followers, or other social 
network to also take that action. The course materials include video lectures, read-
ings, discussions and webinars. The weekly video lectures and readings cover topics 
including social networks and spread of complex behaviors (Centola, 2018), social 
mobilization (Rogers et al., 2018), social norms (Nolan et al., 2008; Sparkman & 
Walton, 2017), persuasion (Cialdini, 2001), social marketing (McKenzie-Mohr & 
Smith, 2009; Weinreich, 2015), and social media (Young et  al., 2017). We also 
briefly introduced motivations for pro-environmental behaviors (Sussman et  al., 
2016) and choice architecture (Garnett et al., 2019). The webinar series focused on 
plant-rich diet as one of the most popular climate actions. We also used social media 
including Facebook, WhatsApp and WeChat as optional social learning and interac-
tion platforms for participants. Participants could choose to pay the standard regis-
tration fee ($60), any amount they could afford, or nothing; in this way, we earn 
income to pay instructors’ salaries while making the course accessible to anyone 
globally.
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Among 624 registrants, 365 participants enrolled in edX Edge and 259 partici-
pants enrolled in Xiaoe-tech. The average age of the participants was 32 years old. 
A total of 66.35% were women and 76.92% had a bachelor’s or higher degree. 
Among 50 countries, most participants were from China (39.42%), the US (18.59%), 
Iran (16.03%) and Nigeria (6.57%). The most frequently reported occupations were 
university students (31.57%), business employees (12.02%), self-employed (9.00%) 
and non-formal educators (8.81%). The most frequently reported organization types 
were universities (31.73%) and NGOs (25.64%).

15.3.2  Data Collection and Analysis

To guide the course participants take climate actions and influence their networks, 
we asked them to fill out a climate action plan in week 1, and keep updating their 
action plan during weeks 2–4 with guiding questions according to the weekly top-
ics. At the end of the course, we conducted a post survey with the course partici-
pants to report their actions and the network, such as family, friends, or colleagues, 
they chose to influence (Appendix). First, we used checkbox questions to assess 
participants’ climate actions, demographics of the networks they influenced or were 
planning to influence, and means of communication. The question about climate 
actions provided a list of 13 types of most common actions (https://drawdown.org/) 
individuals could do or support (e.g., through donations) in their daily life including 
plant-rich diets, tree planting, mass transit, walking or biking, household recycling, 
ridesharing, reducing food waste, LED lighting, water saving, composting, solar 
energy, health and education (especially for women), advocacy, and an option for 
other actions. We also asked the demographics of their networks, for example, age 
range (multiple choices), gender (multiple choices), occupation (single choice), and 
urban or rural (single choice). Further, we used open-ended questions to ask partici-
pants the strategies they applied from the course materials to influence their net-
works (e.g., norm messages).

We conducted descriptive analysis of all checkbox questions to provide the per-
cent of participants who chose each option. Then the first author coded all open- 
ended questions using predetermined codes (Saldaña, 2013) based on the course 
lecture topics (Table  15.1) in Google Spreadsheets. The major themes include 
spread of complex behaviors (Centola, 2018), social mobilization (Rogers et  al., 
2018), social norms (Nolan et  al., 2008; Sparkman & Walton, 2017), persuasion 
(Cialdini, 2001), social marketing (McKenzie-Mohr & Smith, 2009; Weinreich, 
2015), social media (Young et al., 2017), pro-environmental behaviors (Sussman 
et al., 2016), and choice architecture (Garnett et al., 2019).
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Table 15.1 Predetermined codes from the course lectures

Theme Sub-themes

Spread of complex 
behaviors

Strategic complementarity, Credibility, Legitimacy, Emotional contagion, 
Strong and weak ties

Social mobilization Personal, Accountable, Normative, Identity Relevant, Connected
Social norms Descriptive norms, Injunctive norms, Dynamic/trending norms
Persuasion Liking, Reciprocity, Social proof, Consistency, Authority, Scarcity
Social marketing Focus on behavior change, Understand your audience, Keep the social in 

social marketing, Commitment, Prompts, Incentives
Other Social media, Motivations, Choice architecture

15.4  Results

Among 320 participants who submitted their final report (response rate 51.28%), 
103 participants implemented their climate actions personally and 198 participants 
implemented their climate actions both personally and with their networks. We 
report results on climate actions, the networks participants chose to influence, and 
strategies used to influence networks.

15.4.1  Climate Actions

The number of actions participants chose to take ranged between 1 and 14 (mean = 
5). The two most popular actions participants chose are reducing food waste 
(79.69%), and plant-rich diets (73.12%), followed by water saving (51.25%), house-
hold recycling (46.25%), public transit (44.38%), walking or biking (43.75%), 
advocacy (33.75%), LED lighting (30.63%), health and education (especially for 
women) (29.69%), tree planting (25.62%), composting (21.88%), ridesharing 
(19.69%) and solar energy (17.50%) (Table 15.2). Participants also mentioned other 
types of actions (10.00%) including biodiversity/pollinators, conservation agricul-
ture, purchasing electric vehicles, smart technologies, conscious consumption, and 
organic food.

15.4.2  Networks

The number of networks participants chose to influence ranged between 1 and 6 
(mean = 3). The most popular networks participants chose were family (86.25%) 
and friends (85.00%) followed by social media followers (51.88%), fellow students 
(43.44%) and colleagues (36.56%) (Fig. 15.1). Participants also mentioned other 
types of networks (11.56%) including children, city managers, employers, volun-
teers, local clubs, neighbors, NGO members, restaurants, students, community 
members, school teachers/parents, and youth camp members.
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Table 15.2 The percentage of participants who chose each climate action

Climate action Percentage of participants (%, N = 320)

Reducing food waste 79.69
Plant-rich diets 73.12
Water saving 51.25
Household recycling 46.25
Public transit 44.38
Walking or biking 43.75
Advocacy 33.75
LED lighting 30.63
Health and education (especially for 
women)

29.69

Tree planting 25.62
Composting 21.88
Ridesharing 19.69
Solar energy 17.50
Other 10.00

Fig. 15.1 The percentage of participants who chose each network to influence

In terms of demographics of MOOC participants’ influence networks, the most 
popular age range participants chose to influence was 18–30 years (78.68%), fol-
lowed by 30–50 years (58.62%), under 18 years (34.17%) and over 50 years 
(25.71%). In terms of occupation of MOOC participants’ influence networks, stu-
dents (73.67%) and professionals (73.67%) were most popular, followed by volun-
teers (33.23%) and the retired (27.59%). Most participants chose mixed men and 
women (67.78%) and those in mostly urban areas (83.07%) as their networks to 
influence for their climate actions (Fig. 15.2).

15 Network Climate Action Through MOOCs



318

Fig. 15.2 Demographics of the networks participants chose to influence (N = 319)

15.4.3  Strategies to Influence Networks

Most respondents reported they used a mix of in-person and online communication 
(62.27%) to influence their networks. Other respondents used mostly online 
(24.21%) or mostly face-to-face (13.52%) to communicate with their networks. The 
respondents also described how they applied specific communication or persuasion 
strategies learned in the course to influence their networks to take climate actions. 
The most popular strategies mentioned were social norms, social mobilization, 
spread of complex behaviors, social marketing and social media. A few participants 
also mentioned other strategies including persuasion, motivations for pro- 
environmental behaviors, and choice architecture, but they did not elaborate on how 
they used these strategies in their network actions. Because most of the participants 
enrolled in and completing the course were from China and the US, most of the 
quotes we show below are from these two countries.

15.4.3.1  Social Norms

Specifically, 32.81% respondents mentioned they applied or were planning to apply 
social norms including descriptive (11.56%), trending/dynamic (10.31%), or injunc-
tive (2.50%) norms to influence their networks. For example, a participant who 
chose reducing food waste and plant-rich diets as her action described how she used 
both descriptive and trending norms in influencing her friends and social media 
followers:
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Social norms: the descriptive norms such as Beijing’s garbage sorting, Empty Plate Action 
policies, and public account articles…through trending social norms…More and more 
people join the plant-rich diets and choose to support organic food”. (female, 34 yrs, China)

A participant who chose solar energy as his action mentioned how trending norms 
are more effective than descriptive norms in influencing his family, friends and faith 
community:

Talking about actions as joining a “growing number” of people making that environmental 
related decision is more powerful than saying “please join the 1% of home owners of 
Oregon who have installed solar panels.” (male, 65 yrs, US)

A participant who chose plant-rich diets as her action mentioned how she applied 
injunctive norms in influencing her family and friends:

I made a video call with them last week and explained to them why they should do it, to 
reduce climate change effects, impact the lowest in the environment, and also because it is 
healthier for them. In that part, I applied the injunctive norm. (female, 30 yrs, US)

Compared to descriptive and trending norms, fewer participants selected injunctive 
norms perhaps because telling people what they should do could be inappropriate in 
some cultural contexts. For example, a participant who chose plant-rich diets and 
reducing food waste as his action mentioned:

I used the descriptive norms to tell my family what others do, why we need to protect the 
environment, etc. The reason why I don’t use injunctive norms is because I’m a junior in my 
family. Also, everyone in my family is used to the eating behavior in the past, so I need to 
persuade and adapt slowly. (male, 18 yrs, China)

15.4.3.2  Social Mobilization

For social mobilization, respondents mentioned using personal (21.25%), account-
able (9.69%), normative (25.00%), identity relevant (11.56%) and connected 
(10.00%) principles to influence their networks. For example, a participant who 
chose reducing food waste applied personal and accountability principles to influ-
ence her family:

Through our personal conversations, I have attempted to convey my sincerity and commit-
ment to my own journey of reducing food waste which I hope will mean they are more 
likely to consider the ideas I put forward. I’ve also used Accountability by checking in 
weekly with my family via Zoom to ask how their food waste journey is going. (female, 51 
yrs, New Zealand)

A participant who chose reducing food waste as her action mentioned how she used 
several social mobilization principles to influence her friends:

Many of my persuasion strategies came from the PANIC [Personal, Accountable, Normative, 
Identity Relevant, Connected] principles. I made the behavior change very personal by hav-
ing the food swaps occur face to face at one time with everyone present. I also used the 
concept of accountability to make sure that all of my roommates showed up to the food 
swaps and participated. It was obvious if one person was missing from the group of six so 
the social pressure to participate worked in my favor. I also made the behavior identity rel-
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evant. Many of my roommates identify as environmentalists so I framed the action as some-
thing an environmentalist would do, and something they should do if they identify 
themselves with that social group. I enacted the food swap every week after our group 
dinners, so it made the behavior normative and integrated into my roommates’ routines. 
(female, 25 yrs, US)

A participant who chose reducing food waste, plant-rich diets and composting as 
her actions described how she planned to use social mobilization principles to influ-
ence her friends and colleagues:

I plan to use the PANIC principles to address my target audience. First to personalize the 
approach (family v. friends v. coworkers) Second to encourage them to share what they are 
doing (online, with me or with each other) … as a way to be observable and hopefully 
accountable. To have a sort of social marketing campaign that looks at how these behaviors 
are becoming more normal and how they contribute to a certain identity (family: good cook, 
friends: active participants in community and coworkers: avid environmentalist and educa-
tors). (female, 35 yrs, US)

15.4.3.3  Spread of Complex Behavior

Participants applied the literature on spread of complex behaviors in influencing 
their networks. Specifically, 14.06% respondents mentioned using theories of strong 
and weak ties. For example, a participant who chose reducing food waste and plant- 
rich diets applied strong ties to influence her roommates:

Strong ties: I choose my housemates because we spend the most time together (strong ties), 
which provides the opportunity for multiple exposure, trust, and the social aspects. I didn’t 
choose my parents even though they are also strong ties due to our limited daily interac-
tions. (female, 27 yrs, China)

Respondents also mentioned four mechanisms of spread of complex behavior. For 
example, a participant who chose plant-rich diets, tree planting, public transit and 
walking as her actions described how she applied each of the mechanisms to influ-
ence her family and friends.

First, strategic complementarity: There is a small program of Ant Forest on Alipay plat-
form. By walking, paying online through Alipay, or other behaviors can be converted into 
energy … transformed into offline tree planting. Many people conduct tree planting activi-
ties remotely through online behaviors. At the same time, coupled with the participation and 
recommendation of many celebrities, it further expands influence and action in the fan 
community. There are more and more people adopting this method and putting it into prac-
tice, and the value of this program also increases. Second, trust. When I took some environ-
mental protection activities in my family, such as choosing public transportation or walking, 
the family members gradually turned to be consistent with me under my influence. Because 
the trust of family members is much higher than the call on the Internet… Third and fourth: 
Legitimacy and emotional contagion. For some people, when they see some environmental 
protection calls on social platforms, they will always wonder if it is a pre-arranged or spon-
sored event, which will doubt its authenticity. Therefore, they will not really think about the 
meaning of environmental protection and consider environmental protection behaviors. It is 
different if it is in a dormitory. For example, I will practice vegetarian behavior with other 
roommates in the dorm. It is difficult for one person to persist, but it is relatively easy to be 
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with a roommate. If two people participate in vegetarian activities together, it will be rela-
tively easy for the influence to spread to the entire dormitory. Everyone will be emotionally 
infected, and the saying that eating less meat and dairy products is good for physical and 
mental health will be more acceptable to roommates. (female, 20 yrs, China)

15.4.3.4  Social Marketing

Participants applied social marketing strategies. For example, a participant who 
chose reducing food waste, plant-rich diets and public transit as her actions applied 
the social marketing principle of understanding audience to influence her family 
and social media followers:

I will understand the needs of the target audience. There are two types of my audience, one 
is my family, and the second is my WeChat friends. For example, family members need to 
lose weight. For them, a vegetarian diet is a better way to lose weight. At the same time, 
family members, especially parents, are not too concerned about climate change, so I will 
combine a vegetarian diet with weight loss and talk less about the relationship with climate 
change. (female, 26 yrs, China)

A participant who chose reducing food waste, plant-rich diets and recycling as her 
actions was planning to apply commitment and incentives to influence family 
friends and fellow students:

Social marketing strategy: prepare to create a group for friends who are interested in trying 
vegetarian food and reduce trash and establish a few guidelines. Everyone must make a 
commitment in the group, and regularly share their results in the form of pictures…use the 
incentives, those who complete the commitment will finally get a small prize. (female, 21 
yrs, China)

A participant from China who chose reducing food waste as her action applied 
prompts to influence family friends:

Prompts strategy: often remind friends to insist on actions to reduce food waste and give 
them some stickers to remind them. (female, 22, China)

Most respondents (68.03%) chose to provide recognition, rewards or incentives to 
members of their networks, including offering praise for contributions, sending 
hand-made cards, giving reusable bags or water bottles, sharing recipes, providing 
plant seeds or seedlings, or inviting for meals. For example, a participant mentioned:

Give home-garden seed pack, Trees for tree planting, and home emissions checking tool, 
arrange training and workshop to knowledge sharing, publish book and deliver to all mem-
bers of the group. (male, 27 yrs, Sri Lanka)

15.4.3.5  Social Media

Participants also mentioned using social media to connect with their networks, 
including WeChat (57.55%), WhatsApp (28.25%), Instagram (28.30%), Facebook 
(27.04%), QQ (21.70%), ZOOM/Skype (18.56%), Telegram (13.21%), Twitter 
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(10.69%), Tik Tok (6.92%), and other tools such as LinkedIn, Weibo, podcasts, and 
YouTube. For example, a participant who chose reducing food waste and plant-rich 
diets as her actions used WeChat to influence her family and friends.

Through the establishment of a WeChat group to contact event participants, and in the 
WeChat group, you can also see the pictures and frequency of vegetarian meals that other 
participants daka [check in]. Based on the pictures of everyone daka, we will further explain 
the true meaning and content of the vegetarian meal, and praise and reward members who 
daka frequently…summarize the daka of everyone every week, and finally display the 
results in the WeChat moments.(female, 26 yrs, China)

A participant who chose plant-rich diets as his action used WhatsApp and Instagram 
to influence his students:

We have a group in WhatsApp and Instagram. I define a project to my student to investigate 
the influence of changing diet on the environment. I asked them to present it in class and 
with planning every day … 2 students come and present their lecture. After the end of class 
all of students must contribute to the discussion that holds in WhatsApp and Instagram 
groups. In these groups, I present slides and much information about this issue, and students 
must express their idea about this issue. These discussions in WhatsApp and Instagram have 
a great impact on students to change their diet to plant-rich. (male, 31 yrs, Iran)

A participant who chose reducing food waste and plant-rich diets as her actions 
used FaceTime and phone calls with her family, and Facebook and Instagram with 
her friends and social media followers:

Because of COVID, I am unable to do anything in person. So I decided to utilize the PANIC 
principles to determine how I communicate with each of my targets. My in-laws, I use 
FaceTime and phone calls because they don’t engage in Social Media. I also surveyed folks 
through Facebook and Instagram and then based on their answers, met them where they are 
in terms of how they prefer to receive communications. (female, 26 yrs, US)

A participant who chose plant-rich diets as her action mentioned how she used vid-
eocall, google drive and WhatsApp in influencing her family and friends:

After I convinced them with the videocall, I used two other social media to continue with 
my action plan: First, I included 10 recipes and, a table of equivalences between animal and 
vegetal protein in a google drive document. They can access easily these documents to find 
easy and quick recipes to cook so they do not have to lose time searching for them, and they 
can also edit the document and add more recipes. The second social media I am using is 
WhatsApp, I created a WhatsApp group to share photos, articles, jokes, or anything related 
to a plant-rich diet. I think all of the 3 social media that I am using in my action plan are 
efficient because my friends have started adding more recipes and they have shared photos 
of their meals and cheers other people to try new things. (female, 30, US)

15.5  Discussion

The current study shows that the Network Climate Action: Scaling Up Your Impact 
MOOC participants took climate actions and applied strategies learned from the 
course to influence their family, friend and other networks. The research adds to 
current online learning literature by showing that MOOC participants can transform 
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learning into actions, thus going beyond content learning outcomes to incorporate 
social learning (Wals, 2007). The results also suggest that actions can be scaled up 
by spreading of behaviors through networks of MOOC participants. Below we dis-
cuss these contributions, explain why MOOC participants chose certain climate 
actions and networks, as well as provide implications for future MOOC design.

MOOCs can foster participant action outcomes in addition to knowledge and 
skills. The fact that the MOOC participants took climate actions beyond the course 
reflects the idea of courses for a cause (Krasny et al., 2020). In the Network Climate 
Action: Scaling Up Your Impact MOOC, providing a list of practical actions through 
video lectures and readings, and asking students to develop a network action plan 
and revise it each week, likely helped participants to think about different actions 
they could take in their own context. Further, we provided guided questions each 
week to help participants update their action plans based on the social influence 
lectures and readings of that week, and to identify their influence networks and 
ways to measure their impact. Finally, students interacted with other course partici-
pants through discussion boards and social media groups, which fostered partici-
pants’ exchange of ideas and provided support in implementing their actions. The 
MOOC in the current study provides a unique model for online courses that aim to 
foster actions and scale up action impact through the course participants’ networks.

We provide explanations for the most common climate actions and networks 
participants chose. First, the most common climate actions participants chose were 
reducing food waste and plant-rich diets. These two actions are relatively easy to 
implement at the individual level compared to other types of actions such as solar 
energy, which requires infrastructure or systemic change. Also, the weekly webinar 
series focusing on plant-rich diets during the course may have influenced partici-
pants’ choices of actions. Second, the two most common types of networks partici-
pants chose to influence were family and friends, which may reflect the course 
emphasis on close networks with strong ties as suggested by course materials 
(Centola, 2018). Social media as used by most of the participants in this study was 
a key means for participants to communicate with their networks, but participants 
did not choose large, loose social media networks to scale up their actions.

This study has shown that MOOCs can promote participants taking a sustain-
ability action and influencing others to take that action, thus adding to previous lit-
erature on MOOC influence outside of a course (Wang et al., 2014). In so doing, we 
have demonstrated that MOOCs can indeed become “courses for a cause” although 
the cause may be different from the original vision of providing access to high qual-
ity education for anyone around the world (Koller, 2012), a claim that has been 
contested due to limited access to high speed internet, lack of familiarity with tech-
nology, and differences in learning styles among students in poor and non-Western 
countries (Jung & Gunawardena, 2014; Krasny et  al., 2020; Liyanagunawardena 
et al., 2014) In short, we believe that MOOCs are a social good, but that the “good” 
provided is evolving over time.
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15.6  Limitations

The study only focused on one course and used a post-survey to measure partici-
pants’ climate action and their application of the course ideas into practice, which 
does not show a causal relationship between the course and the outcomes. Further, 
we did not explore deeply the cultural differences in terms of actions and networks 
participants chose. Finally, we did not follow up with MOOC participants to exam-
ine the long-term impact of the course on their actions several months after the 
course ended.

15.7  Conclusion

This study demonstrated that online course participants can not only acquire knowl-
edge within the course, but also apply learned ideas to taking sustainability actions 
themselves and influencing their tight social networks to take such actions. By 
empowering MOOC participants to choose their action and network, our “course 
for a cause” is adaptable to different cultural contexts globally. Although the course 
reflects several principles of social and social emotional learning, future teaching 
and research could apply and assess the impacts of different aspects of such learning 
more systematically.

In an effort to move beyond correlational research and understand in more depth 
how MOOCs can change sustainability behaviors and practices, we are working 
with our Information Science colleagues to conduct controlled experiments across 
different online courses with action outcomes (“courses for a cause”). In this way 
we can examine the causal relationships of aspects of social learning, for example 
norms and social accountability, with learning within the course as well as sustain-
ability practices beyond the course. We are also examining differences in cultural 
learning preferences among students in China and the US, which will enable us to 
understand how network climate actions vary in different cultural contexts. MOOCs, 
due to the large sample sizes and diversity of participants, afford opportunities for 
this and related research, which will shed light on the societal goals of social and 
emotional learning.

 Appendix

 Post Survey

 1. Have you already implemented your network climate action?

 (a) No, I haven’t implemented it yet.
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 (b) Yes, I have begun to implement it personally.
 (c) Yes, I have begun to implement it both personally and with my network(s).

 2. Which climate action(s) is/are included in your plan?

 (a) Plant-rich diets
 (b) Reducing food waste
 (c) Composting
 (d) Tree planting
 (e) Public transit
 (f) Walking or biking to work/school
 (g) Ridesharing or carpooling
 (h) Recycling
 (i) LED lighting (household)
 (j) Water saving (household)
 (k) Solar energy
 (l) Health and education (especially for women)
 (m) Advocacy
 (n) Other

 3. Personal implementation: How did you or will you implement the solution 
personally?

 4. Network implementation: Please select group or groups you tried or will try to 
persuade to take the action.

 (a) Family members
 (b) Friends
 (c) Work colleagues
 (d) Fellow students
 (e) Social media followers
 (f) Other, please describe

 5. Do members of your implementation network trust your opinions about climate 
change and the need for action?

 6. What are the demographics of the group you have influenced or are hoping to 
influence?

 6.1 Implementation group – Age

 (a) Under 18 years
 (b) 18–30 years
 (c) 30–50 years
 (d) Over 50 years

 6.2 Implementation group – Gender

 (a) Mixed men and women
 (b) Mostly men
 (c) Mostly women
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 6.3 Implementation group – Occupation

 (a) Students
 (b) Professionals
 (c) Retired
 (d) Volunteer

 6.4 Implementation group – Urban vs. Rural

 (a) Mostly urban
 (b) Mostly rural
 (c) Mostly suburban

 7. How did you or will you communicate with your network?

 (a) Mostly face-to-face (in-person)
 (b) Mostly online
 (c) Mixture of in-person and online

 8. If you communicate with your network online, which tool(s) have you used or 
will you use?

 (a) Not applicable
 (b) Facebook
 (c) WhatsApp
 (d) Instagram
 (e) Twitter
 (f) Telegram
 (g) WeChat
 (h) QQ
 (i) ZOOM/Skype
 (j) Tik Tok
 (k) Other, please specify

 9. What communication/persuasion strategies that you learned about in the course 
have you used or will you use with your network?

 10. Have you or will you provide recognition, rewards, or incentives to members of 
your network for their climate actions?

 (a) Yes, please briefly describe
 (b) No
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