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A New Trial Stress for Newton’s Iteration
Based on Plastic Strain Rate Potential

Seung-Yong Yang and Wei Tong

Abstract It is known that Newton’s iteration can be divergent for highly anisotropic
yield functions with a large strain increment in finite element analysis of plastic
deformation. One of the reasons of the divergence is inaccurate estimation of the
initial stress by elastic trial stress. The line search strategy cannot completely remove
the problem.Anewmethod to predict the trial stress byplastic strain rate potentialwas
proposed in this work. The newmethod was applied to Hill’s quadratic yield function
and Hershey-Hosford yield function. It was shown that the number of iterations can
be reduced significantly for plane stress biaxial loading, and computation time can
be saved for 3-dimensional finite element simulation.

Keywords Newton iteration · Plasticity potentials · Trial stress

Introduction

Finite element analysis of plastic deformation requires constitutive update of the
stress and plastic strain of thematerial along the loading path, and the new state of the
structure will be found by solving a system of equations for the nodal displacements
in the main program. The constitutive equations of plastic materials are nonlinear,
and a numerical solution of the equations for the stress and plastic strain needs an
iterative process in the material routine. Newton’s method is widely used for the
iterative solution procedure.

If the material exhibits highly anisotropic behavior in the plastic deformation and
the load increment is large, Newton’s iteration can diverge and more sophisticated
methods are necessary to obtain a converged solution. It was reported that Newton’s
iteration can be divergent for a highly anisotropic yield function or a higher value of
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the exponent in the Hershey-Hosford yield when a large strain increment is imposed
[1]. Line search method was proposed to resolve this issue and enhance the con-
vergence property of the Newton method [1, 2]. In these methods, they assumed an
elastic trial stress with vanishing plastic strain increment, and then the line search
method was applied to choose an appropriate plastic strain increment to reduce error
in the iteration. However, the line search method cannot provide a complete solution
to the problem, and the iteration still can be divergent. One of the main reasons
for the problem seems that the elastic trial stress is overwhelmingly large when the
strain increment is large. Manik [3] proposed a radial return method to improve the
convergence of Newton iteration and saved computation time for Hill’s quadratic
and Yld2004-18p yield functions.

In this paper, a plastic trial stress was proposed to replace the conventional elastic
trial stress for the Newton iteration. The new trial stress is based on dual plastic
strain rate potential which is a function of plastic strain rate and dual to the yield
function. If a plastic strain rate is assumed approximately, then a stress state on the
yield surface can be obtain by using the orthogonality condition to the dual plastic
strain rate potential and the stress will be closer to the actual stress than the elastic
prediction. This yield stresswas used as the initial trial stress for theNewton iteration.
The effectiveness of the new plastic trial stress in the iterative procedure and finite
element analysis was presented in comparison to the conventional elastic trial stress.
A review of Newton’s method and the proposal of the plastic trial stress will be
presented in the framework of the associated flow rule in next sections, and the
plastic strain rate potentials for Hill’s quadratic yield function and Hershey-Hosford
yield function will be described in the following section. The proposed algorithm
was implemented in ABAQUS user material subroutine (UMAT) and its numerical
superiority will be displayed in comparison for simple biaxial loadings and a general
3-D loading.

Newton’s Method and Plastic Trial Stress

Newton Iteration

Stress-based yield potentials are useful in elasto-plastic deformation analyses. New-
ton’s iteration based on the yield function f (σσσ)will be described in this section. That
is, the yield condition will be applied and the plastic strain increment should satisfy
the normality rule to the yield surface. Suppose we are given a stress and equivalent
plastic strain at the current time t and a strain incrementΔεεε for the next time t + Δt .
If the corresponding yield function to the elastic trial stress is large enough to satisfy
the current yield condition, the material will undergo plastic deformation. Then the
new yield condition and the normality rule should be satisfied at the new time t + Δt ,
i.e.,
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r = f (σσσ(t) + Δσσσ)) − σ f (ε̄
p(t) + Δε̄ p) = 0 (1)

R = (
Δεεε − C−1Δσσσ

) − Δε̄ p ∂ f

∂σσσ
(σσσ(t) + Δσσσ) = 0 (2)

where Δε̄ p is the increment of the equivalent plastic strain during Δt . The small
deformation assumption was used, so that the total strain increment is the sum of
the elastic and plastic parts in Eq. (2). The flow potential is the same as the yield
function in the associated plasticity. The solution of the above two equations areΔε̄ p

and Δσσσ . If a trial value is assumed for Δε̄ p in Eq. (2) and the Taylor expansion is
considered, then Eq. (2) will give Δσσσ . These trial Δε̄ p and Δσσσ are substituted in
Eq. (1) to check whether the equation is satisfied. If not, some modification on the
assumed Δε̄ p is made until the yield condition is satisfied. This procedure can be
formulated in the framework of Newton’s method to give a systematic modification
on the increments of the equivalent plastic strain and stress. That is, the following
variations can be derived.

δΔε̄ p = r + n : LR
n : Ln + h

(3)

δΔσσσ = L
(
R − δΔε̄ pn

)
(4)

where r and R are the current residuals and n, L and h are defined in Eqs. (5)–(7).
Modified new increments are to be given by the sum of the old increments and the
variations of (3) and (4).

Δε̄ p (new) = Δε̄ p (old) + δΔε̄ p

Δσσσ (new) = Δσσσ (old) + δΔσσσ .

Newton’s iteration will continue until these Δε̄ p (new) and Δσσσ (new) satisfy Eqs. (1)
and (2) with enough accuracy (that it, the residuals r and R are small enough). The
following variables need to be updated during the iteration.

n = ∂

∂σσσ
f (σσσ(t) + Δσσσ) (5)

h = ∂

∂Δε̄ p
σ f (ε̄

p + Δε̄ p) (6)

L =
(
C−1 + Δε̄ p ∂2

∂σσσ 2
f (σσσ(t) + Δσσσ)

)−1

(7)

To initiate Newton’s iteration described above, Δε̄ p and Δσσσ need to be assumed
first. The number of iterations will depend on howmuch accurately the initial guesses
were made close to the true solution. This entails the concept of the plastic trial stress
described in the next section.
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Plastic Trial Stress

In conventional numerical procedure for plasticity, the elastic trial stress is assumed
byΔσσσ = CΔεεε and vanishing plastic strain increment (Δε̄ p = 0) is used as the initial
value for Newton’s iteration. These trial values seem straightforward, but they can
be inaccurate if the strain increment is large, and many iterations can be caused or
the iteration can be divergent for highly anisotropic materials. To obtain better trial
increments, plastic stress which is based on the plastic strain rate potential will be
considered as the new trial stress in place of the elastic trial stress.

Yield stress state can be given by the orthogonality condition to the plastic strain
rate in the theory of dual plastic potentials [4].

σσσ(t + Δt) = ν
∂

∂Δεεε p
q(Δεεε p) (8)

where the parameter ν is equal to the yield strength along the rolling direction,
ν = σ f (ε̄

p(t) + Δε̄ p) in the associated plasticity. There canbemanypossible options
for the plastic strain incrementΔεεε p andΔε̄ p.One simpleway is to assumeΔεεε p = Δεεε

and Δε̄ p = q(Δεεε p). These assumptions can define a plastic trial stress by Eq.(8).
Another more sophisticated approach is to take only a fraction of the full strain
increment for the plastic strain increment in reference to Manik’s paper [3]. He
proposed a radial projection of the elastically predicted stress σσσ tr on the current
yield surface as

f
(
(1 − αy)σσσ

tr
) = σ f (ε̄

p(t))

where αy ∈ [0, 1] is the solution of the above equation. Then (1 − αy)εεε will be the
corresponding total elastic strain, and the remaining αyεεε will be the plastic strain
increment. Hence Δεεε p = αyεεε was chosen as the trial plastic strain increment to
define the equivalent plastic strain increment and equivalent stress as follows

Δε̄ p = q
(
αyεεε

)

σ̄ = σ f (ε̄
p(t) + Δε̄ p)

These equations will be combined with Eq. (8) to give the plastic trial stress. Then
Δε̄ p and σσσ(t + Δt) will be used as the initial guess of the plastic strain increment
and stress, and Newton’s iteration will continue until an accurate enough numerical
solution is obtained. The error of the iteration is defined based on the scalar and
tensor residuals r and R as

E =
(

r

2μ

)2

+ R : R (9)



A New Trial Stress for Newton’s Iteration Based on Plastic Strain Rate Potential 7

where μ is the shear modulus. If the error is small enough during the iteration,
for example E < 10−10, then the approximate solution was regarded as being close
enough to the true solution, and the iteration is terminated.

Yield Functions and Their Plastic Strain Rate Potentials

Hill’s Quadratic Yield Function

Hill’s quadratic yield function f (σσσ) is defined by [5]

2 f 2(σσσ) = F(σyy − σzz)
2 + G(σzz − σxx )

2 + H(σxx − σyy)
2

+2Lτ 2
yz + 2Mτ 2

zx + 2Nτ 2
xy

= 2A1(σxx − σzz)
2 + 2A2(σxx − σzz)(σyy − σzz)

+2A3(σyy − σzz)
2 + 2A4τ

2
xy + 2A5τ

2
yz + 2A6τ

2
zx (10)

where the following identities hold.

2A1 = G + H, 2A2 = −2H, 2A3 = F + H,

A4 = N , A5 = L , A6 = M

The dual plastic strain rate function is assumed in the similar form as

q2(ε̇εε p) = B1(ε̇
p
x )2 + B2ε̇

p
x ε̇ p

y + B3(ε̇
p
y )2 + B4(γ̇

p
xy)

2 + B5(γ̇
p
yz)

2 + B6(γ̇
p
zx )

2 (11)

Under these assumptions, relations between the yield function and the dual plastic
strain rate potential can be derived analytically. That it, one can use the property
that the plastic strain rates should have the same value of the equivalent plastic strain
rate, q(ε̇εε p(σσσ)) = ˙̄ε p, whereas the stresses are on a given yield surface. The following
relations should hold between Ai and Bi .

B1 = 4A3

4A1A3 − A2
2

, B2 = − 4A2

4A1A3 − A2
2

B3 = 4A1

4A1A3 − A2
2

, B4 = 1

A4
, B5 = 1

A5
, B6 = 1

A6

Hershey-Hosford Yield Function

Hershey-Hosford yield function is a non-quadratic isotropic yield function. It gen-
eralizes von Mises yield function and approaches to Tresca model as the exponent
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increases. Hence the flow direction can vary rapidly at the corners of the yield locus
for a big exponent a.

f a(σσσ) = |σ1 − σ2|a + |σ2 − σ3|a + |σ3 − σ1|a
2

(12)

where σi are the principal stresses. For the exact dual potential cannot be derived
analytically, the following approximate dual plastic strain rate potentialwas assumed.

qb(ε̇εε p) = |ε̇ p
1 |b + |ε̇ p

2 |b + |ε̇ p
3 |b

1 + 21−b
= |ε̇ p

1 |b + |ε̇ p
2 |b + |ε̇ p

1 + ε̇
p
2 |b

1 + 21−b
(13)

The value of b can be obtained by the least square method to minimize the deviation
from a set of discrete plastic strain rates computed from the yield function [6]. For
example, one can obtain b =1.51523 for a = 6, and b = 1.34194 for a = 8.

Numerical Results

To test the convergence behavior of Newton’s method, Hill’s quadratic yield function
and Hershey-Hosford yield function were considered. In this section, we will make
use of numerical tests similar to Scherzinger’s in [1] to show the superiority of the
proposed plastic trial stress for the convergence of Newton’s iteration.

The material parameters of Hill’s quadratic yield function were given as

A1 = 1.0, A2 = −1.0513, A3 = 1.0908,

A4 = A5 = A6 = 2.9926.

The quadratic yield function inEq. (10)with these parameters characterizesAA6111-
T4 sheet metal [7]. The exponent a = 8 was used for the Hershey-Hosford yield
function in Eq. (12). The Swift power law was used for the hardening as

σ f (ε̄
p) = 462.79

(
0.007961 + ε̄ p

)0.2
MPa

Young’s modulus is 69 GPa and Poisson’s ratio is 0.3.
First, the on-axis plane stress biaxial loading condition was considered to find

howmany iterations are needed to achieve convergence for the elastic trial stress and
plastic trial stress, respectively. The stress state and the plastic strain were assumed
zero at time t = 0, and a large enough strain increment was applied during time
step Δt so that the yield condition is satisfied and the plastic deformation occurs.
Procedures in reference [8] was used to impose the plane stress condition on the
material technically. The applied plane stress condition can be represented as a point
on the biaxial stress plane when the shear stress vanishes. 3200 trial cases which are
beyond the initial yield locus and less than 40 times the initial yield stress σ0 along the
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Fig. 1 Error in Eq. (9) by the trial state in the case of a elastic trial stress, and b plastic trial stress.
(Hill’s YLD)

rolling direction were examined to test the convergence behavior. The initial residual
error in Eq. (9) caused by the trial state before the initiation of the Newton iteration
was plotted in Fig. 1a, b for the elastic and plastic trial stresses, respectively, and
the number of iterations was plotted for the corresponding trial stresses as shown in
Fig. 2. The horizontal axis is the elastic trial stress incrementΔσxx normalized by the
initial yield stress σ0, and the vertical axis isΔσyy normalized by σ0. The normalized
elastic stresses were used to represent the strain increments. The initial error is quite
large for the elastic trial stress compared to that of the plastic trial stress as shown
in Fig. 1. The number of iterations increased as the elastic trial stress is used even
though the line search method was used. Meanwhile, the iteration converged in 1
or 2 iterations without the line search strategy, if the plastic trial stress was used as
presented in Fig. 2b. Similar behavior was observed for the Hershey-Hosford model
as shown in Figs. 3 and 4. If the elastic trial stress was used then the initial error was
huge and the iteration diverged for large loading increments as shown in Fig. 4a (if
the number of iterations is greater than 20, then the iteration was regarded as being
divergent) although the line search method was applied. Newton’s iteration with the
plastic trial stress converged very quickly as exhibited in Fig. 4b. These results prove
the excellent convergence property of the plastic trial stress.

While it has been shown that the plastic trial stress requiresmuch less iterations for
the convergence in the on-axis plane stress biaxial loading, it is necessary to examine
if the plastic trial stress actually can reduce the computation time in finite element
simulation. ABAQUS/Standard FEA analysis was utilized to compare the computa-
tion times for a tensile specimen shown in Fig. 5 which was used by Manik [3]. The
specimen has notches and some thickness, so that more general stress conditions can
be imposed on the material points. Tensile displacement boundary condition was
applied at the end of the specimen along the rolling direction. The constitutive equa-
tions were implemented in ABAQUS UMAT subroutine. It is known that the time
increment should be reduced to achieve a converged solution in FEA, if the mate-



10 S.-Y. Yang and W. Tong

Fig. 2 The number of iterations for the convergence in the case of a elastic trial stress, and b plastic
trial stress. (Hill’s YLD)

Fig. 3 Error in Eq. (9) by the trial state in the case of a elastic trial stress, and b plastic trial stress.
(Hershey-Hosford YLD with a = 8 and b = 1.34194)

rial’s behavior deviates significantly from the isotropic von Mises plasticity. There
are two-time increment options in ABAQUS/Standard, i.e., fixed and automatic. If
the time increment is small enough, then the computations have converged for both
elastic trial stress and plastic trial stress and the computation times were almost the
same. But the time increment is large, then the time increment was automatically
controlled and reduced to obtain a converged solution by the ABAQUS main solver.
It was observed that the elastic trial stress required a smaller time step for conver-
gence, and more computation time was spent to complete the job as shown in Table 1
for Hill’s yield function. The total tensile strain was about 0.06 in the gage section of
the specimen. The typical strain increment in the gage section was about 0.0001 for
the elastic trial stress, which is smaller than 0.00018 for the plastic trial stress. These
strain increments turned out to be much smaller than strain increments for conver-
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Fig. 4 The number of iterations for the convergence in the case of a elastic trial stress, and b plastic
trial stress. (Hershey-Hosford YLD with a = 8 and b = 1.34194)

Fig. 5 Tensile specimen [3]

gence in the simple on-axis biaxial loading conditions Δσ/μ shown in Figs. 2 and
4. Complicated loading condition in the 3-dimensional specimen seems to restrict
the strain increment to the smaller values. ABAQUS intrinsic material library pro-
vides Hill’s quadratic anisotropic yield function, and the total computation time was
more or less similar to the time used in the case of the plastic trial stress, which is
significantly less than the time of the elastic trial stress. The line search method was
not implemented for the case of the plastic trial stress. If the convergence norm is
reduced, then the elastic trial stress and the plastic trial stress required a similar time
increment and the total computation times were about the same. ABAQUS does not
provide Hershey-Hosford material model, so comparison was made only between
the elastic and plastic trial stresses in terms of UMAT as shown in Table2. The strain
increment was about 6×10−5 for the elastic trial stress, and the strain increment was
1.4×10−4 for the plastic trial stress. Computation time was saved significantly by
the usage of the plastic trial stress in Hershey-Hosford model as well.
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Table 1 Comparison of computation times of ABAQUS Hill’s model and UMATs

Hill CPU time (s)

ABAQUS Intrinsic material 291.9

Elastic trial stress (UMAT) 652.0

Plastic trial stress (UMAT) 285.0

Table 2 Comparison of computation times of Hershey-Hosford model by UMATs

H-H CPU time (s)

Elastic trial stress (UMAT) 1508.1

Plastic trial stress (UMAT) 487.8

Discussion and Conclusions

The concept of plastic trial stress was applied to develop an efficient trial stress in
Newton’s iteration.Hill’s quadratic yield andHershey-Hosford yieldwere considered
for the application and evaluation of the new trial stress. As can be shown by the
residual error in biaxial plane stress loading, the plastic trial stress was closer to
the true solution than the conventional elastic trial stress, and much less number of
iterations was necessary to make convergence in the tests. The plastic trial stress was
implemented in ABAQUS/UMAT and 3-dimensional finite element simulation of a
tensile test showed that the computation time can be saved by the usage of the plastic
trial stress in the material routine without invoking line search strategy.

Only associated flow rule has been assumed and the yield surface was identical
to the flow surface in this work. If non-associated flow rule is used, then the flow
function will be different to the yield function in general. The concept of the dual
plasticity potentials can be applied to non-associated plasticity as well. In that case,
the plastic strain rate potential and the flow potential will be in the dual relation as
pointed out in [6]. A similar yield potential-based elasto-plastic numerical scheme
can be developed in terms of Newton’s method, and the concept of the plastic trial
stress can be adopted in the non-associated framework. Our future effort will be
made on the verification of the numerical efficiency of the plastic trial stress in the
non-associated plasticity model.
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Anisotropic Time-Dependent Continuum
Damage-Coupled Plasticity Model
for Predicting Ductile Fracture of 6xxx
Series Aluminum Alloys

Mustapha Makki, Georges Ayoub, Andrey Ilinich, and Ghassan Kridli

Abstract An accurate prediction of the fracture strain under different stress states is
essential for designing metal formed structures. General stress states may be charac-
terized by two independent parameters; the stress triaxiality ratio and the Lode angle.
When both parameters remain constant throughout the strain history, the loading is
said to be proportional. In this work, the mechanical and damage behavior of ductile
metal was captured using an anisotropic time-dependent continuum damage model
coupled plasticity. The model was implemented in a finite element simulation code
using an implicit time integration scheme. A hybrid method combining experimental
(proportional loading) and finite element simulations was used for the model calibra-
tion. The predictive capability of the model with embedded cumulative damage law
was validated on proportional loading tests conducted on a 6xxx series aluminum
alloy sheets.

Keywords Continuum damage mechanics · Anisotropic damage · Anisotropic
plasticity · Proportional loading

Introduction

Stamping operations are used for producing a large number of structural compo-
nents for the automotive, aerospace, electronics, and telecommunications industries.
More specifically, sheet metal forming is of high interest for the automotive industry
prompted by the need to produce fuel-efficient vehicles and therefore manufac-
ture intricate shape structural parts at higher rate and lower cost. Furthermore, with
the increasing use of lightweight materials for stamping processes new challenges
emerged. Aluminum alloys are high specific strength structural metals widely used
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by the aerospace and automotive industries. The fracture is an important failuremode
limiting the design space feasible for manufacturing and in-service use. Aluminum
alloy sheets generally exhibit an anisotropic plastic and fracture behaviors. In this
work we propose a novel fracture prediction model that can be used in stamping
feasibility assessment.

A considerable number ofmodelswere proposed to capture the ductile behavior of
metals associated with their mechanical properties degradation. The ductile fracture
behavior is characterized by a sequence of degradation mechanisms induced by the
plastic deformation, namely; void nucleation, growth, and coalescence [1, 2]. In the
literature, we can differentiate among three different types of fracture models. First,
the “Gurson type” models explicitly formulate macroscopic yield criterion based on
homogenization theories for spherical and cylindrical voids [3–7]. The second type
is the phenomenological “uncoupled damage” fracture models formulated without
accounting for the damage evolution directly in the elastic and plastic properties
[8]. These models make use of damage indicator functions to accumulate damage.
The damage increment is proportional to the increment of the effective plastic strain
weighted by severity of the stress state. The weighting is a function of two stress
state parameters; the stress triaxiality (ratio of the hydrostatic stress to von Mises
stress) and Lode angle (third stress invariant) [9–14]. Finally, the “continuumdamage
mechanics/coupled damage” models are derived from a thermodynamic dissipation
potential and account for the damage evolution directly in the elastic and plastic
properties [15]. Kachanov first introduced the formulation of the damage variable
to predict creep induced fracture in metals [16]. Originally, the effect of damage
was quantified using a continuity scalar variable ranging from zero for defect free
material to unity for a failed material. Later, the loss of the material’s load bearing
capability was explained by defining the damage parameter as the ratio between the
material’s damaged surface and the total surface [17]. Based on that definition, the
concept of effective stress linking the damage configuration to a fictitious defect free
configuration was proposed [18, 19]. Initially, the continuum damage mechanics
model assumed metal to be isotropic [20–22]. After, a multitude of experimental
investigations on the ductile fracture of metallic materials reported that the damage
is anisotropic, an anisotropic model was developed in which damage is a tensorial
variable [23]. The theoretical formulation of the coupled anisotropic damage with
plasticity was achieved by replacing the nominal stress with its effective value in the
plastic potential function [24].

In this work, the mechanical and damage behavior of a 6xxx aluminum alloy is
captured using an anisotropic time-dependent continuum damage-coupled plasticity
model. The model was implemented in Abaqus/Standard as a user subroutine, and
the parameters were calibrated on the experimental data. A hybridmethod combining
experimental andFEMsimulationswas used for themodel calibration. The predictive
capability of the model with embedded damage cumulative law was validated on
proportional loading tests.
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Experiments

In this section, the experimental procedure is detailed. Notched tensile specimens
with a notch radius of 10 mm (NR10) were tested using a uniaxial tensile testing
machine combined with a digital image correlation system (DIC). The material used
in this study is a 6xxx aluminum alloy sheet of 1 mm thickness, widely used for
stampingouter vehicle bodypanels. Thenominal chemical compositionof the studied
6xxx series aluminum alloy is given in Table 1. Thematerial was studied in T4 temper
after a substantial amount of natural aging.

AnMTS servo-hydraulicmachinewas used to conduct the experimental tests. The
test specimens were machined from a 1 mm Al 6xxx sheet using a wire electrical
discharge machine (EDM). The specimens were extracted with their major axis
being aligned with either of the rolling direction (RD), diagonal direction (DD), or
transverse direction (TD) as shown in Fig. 1.

The test was repeated three times in each direction and the average force vs.
displacement is presented in Fig. 1. It was observed that the tested specimens exhib-
ited the same elastic, yield (1.38 kN) and hardening behavior. However, the fracture
point was different for the different tested directions. The DD direction exhibited the
highest displacement to fracture (2.18 mm).

Table 1 Chemical composition

Element Si Mg Fe Cu Mn Cr Zn Ti Other

Wt% 0.5–1 0.4–0.8 0.3 0.2 0.15 0.1 0.1 0.1 0.15
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Fig. 1 NR10 specimen geometry and dimensions (in mm), force versus displacement response of
specimens extracted from three different material orientations, the inset shows the test specimens’
directions: Rolling Direction (RD), Diagonal Direction (DD), and Transversal Direction (TD)
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Constitutive Model

In this section, the framework of the anisotropic time-dependent continuum damage-
coupled plasticity model is presented. The framework of finite strains was used for
developing the model. A detailed description of the model was provided by Kassar
et al. [25]. The currentworkbuilds upon thepreviously developedmodel andproposes
the use of damage effect tensor described in the local material coordinate system
and not in the principal coordinate system of the damage. We start by providing
a brief description of the kinematic variables. The deformation gradient is defined
as F = ∇x(X, t), with x is the coordinates of a material point in the deformed
configuration while X is the coordinate of the material point in the undeformed
configuration. The deformation gradient can be written as F = FeF p with Fe is
the elastic part and F p is the plastic part. The velocity gradient can be written as
L = ḞF−1 = D + W , where W is the spin component (skew-symmetric part) and
D is the total rate of deformation (symmetric part). The total rate of deformation
can be additively decomposed into elastic and plastic rate for finite deformation
D = De + D p.

The physical nature of damage induced by the initiation, growth, and coales-
cence of micro-cracks was quantified by measuring the geometric deterioration of
the material’s microstructure [26, 27]. For an isotropic case, the damage variable
D = (A − Ã)/A is expressed as function of A is the material’s total area, and Ã is
the material’s total area excluding micro-voids. For the anisotropic case, the effec-

tive stress is described as
∼
σ= M : σ , where M(D) is the fourth-rank linear operator

termed damage effect tensor. The damage effect tensor links the damaged material
configuration to its fictitious undamaged configuration. For the present investiga-
tion, the damage effect tensor was expressed in the local material coordinate system
[28]. The elastic energy for a representative volume element under applied stress is
expressed as

We(S) = 1

2
σi jC

−1
i jklσkl (1)

where C−1
i jkl is the elastic compliance tensor. The elastic energy of the damaged

material can be determined by substituting the stress with the effective stress such

that We(σ , D �= 0) = We(
∼
σ , D = 0). Hence, the expression of the effective elastic

compliance tensor is defined as

C̃−1
i jop = Mi jklC

−1
klmnMmnop (2)

The visco-plastic constitutive coupled damage equations were developed by
replacing the stress tensor with the effective stress tensor in the plastic potential
of the undamaged material [29]. Accordingly, the effective Hill equivalent plastic
stress is expressed as follows:
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σ̃eq =
(
1

2
σ̃ : H : σ̃

)1/2

(3)

where the stress σ is integrated from the following stress rate expression σ̇ = ∼
C

[D− D p] And C̃i jop = M−1
i jklCklmnM−1

mnop, and H is the symmetric fourth-order Hill
tensor [30]. The plastic rate of deformation D p is expressed as follows:

Dp
i j = λp

2S̃eq
Hi jkl S̃kl (4)

where λp is the plasticmultiplier approximated by the cumulative plastic strain rate ṗ
quantified using a visco-plastic strain sensitive power law:

ṗ = γ p

(
S̃eq

s

) 1
m

(5)

where γ p is the initial plastic rate, m is the strain rate sensitivity parameter and s is
the shear strength resistance evolving according to [31].

The damage evolution rate was developed by assuming a dissipative damage
potential f d :

Ḋd
i j = − λd

2Y eq
Ld
i jklYkl (6)

where λd is the Lagrange multiplier term approximated by the cumulative plastic
damage rate q̇ . Ld is a fourth-order plastic damage characteristic tensor. The
cumulative plastic damage rate is

λd ≈ q̇ = γ d

(
Y eq

Y 0

) 1
n

(7)

where γ d is the initial damage rate, Y 0 is a damage strengthening resistance, and n
is a rate sensitive parameter. The damage strain energy rate is defined as

Yi j = −Si j

{
C−1
i jkl Mklmn

∂Mmnop

∂Dqr

}s

Sqr (8)

where “s” denotes taking the symmetric part within the curly brackets. Finally, the
effective equivalent energy release rate is defined as
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Y eq =
(
1

2
Yi j L

p
i jklYkl

) 1
2

(9)

An implicit time integration algorithm using the backward Euler scheme was
proposed to integrate the constitutive equations and compute the six components of
the symmetric stress tensor and the six components of the symmetric damage tensor.
Recall that the damage tensor was not expressed in the principal directions (three
components) but in the local material coordinate system. The state variable vector
was expressed by combining the six stress and six damage components as follows:

[X]T = [σ11σ22σ33σ23σ13σ12D11D22D33D23D13D12] (10)

The residual function is defined as the difference between the rate equation and
the ratio [of the difference between the previous and current increment with the time
step �t], for the state variable Xi at a time t + 1 the residual function was explicitly
expressed as follows:

RX
t+1
i = Xt+1

i − Xt
i

�t
− Ẋ t+1

i (11)

The 12 residual functions were collected in the residual vector:

[R]T = [
RS11RS22 RS33RS23RS13RS12 RD11RD22 RD33RD23RD13RD12

]
(12)

A Newton–Raphson scheme was used to minimize the residual vector and to
update the current values of the state variables. For that purpose the inverse of a
12 × 12 Jacobian matrix was calculated. The constitutive model was implemented
in a commercial finite element model ABAQUS as a user subroutine (UMAT).
The consistent tangent matrix L was calculated by the UMAT and was supplied
to ABAQUS to ensure numerical convergence.

Model Predictions

In this section, the model’s ability to capture the mechanical and fracture behavior of
Al 6xxx series specimens extracted along different directions is examined.One eighth
of the specimen geometrywasmodeled inABAQUSby applying adequate symmetry
and boundary conditions. The constitutive model parameters were calibrated on the
NR10RDexperimental data.The calibratedmodelwasused topredict themechanical
and fracture behavior of the NR10 DD and TD. An isotropic stiffness tensor was
used where E = 69000MPa and ν = 0.34. The Hill yield criterion was calibrated
using the yielding properties and the Lankford coefficient of dog-bone specimens
extracted along different sheet directions (the results of those test were not presented
as a standard calibration of the Hill matrix was used). The identified Hill parameters
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are as follow F = 1, G = 1, H = 1, L = 2, M = 2, and N = 2. The parameter η

value was assumed to be 0.25 [29]. The list and value of the eight constitutive model
parameters are given in Table 2.

The comparison between the NR10 RD experimental and simulated load vs
displacement curves is shown in Fig. 2. It was observed that the model is able to
fit the experimental results. The damage evolution along the three material direc-
tions was also plotted. The damage 11 was computed along the loading direction,
Damage 22 was computed along the width direction of the specimen, and Damage
33 was computed along the thickness direction of the specimen.

Figure 2 shows non-linear damage accumulation. The maximum damage stayed
relatively low (below 0.01) up until the maximum load and rapidly increased there-
after. The damage along the loading direction presented the highest values, as
expected. Fracture occurred for a damage in the loading direction equal to 0.045.

The model capability to predict the mechanical and fracture behavior of 6xxx
aluminum alloys along different material directions was assessed with Fig. 3. In
Fig. 3, the predicted and the experimental NR10 DD and TD load vs displacement
curves were compared. The damage evolution along the three material directions
was also plotted. Figure 3 shows that the model is able to predict the mechanical
and the fracture behavior of NR10 DD and TD specimens. Furthermore, fracture
occurred at a level of damage 11 similar to the one reached at fracture by the NR10
RD specimen.

Conclusion

In thiswork, themechanical and damage behavior of ductilemetalwas captured using
an anisotropic time-dependent continuum damage-coupled plasticity. The mechan-
ical properties degradation with increasing crack density was accounted for in the
model formulation using an anisotropic damage tensor as internal variable. Both

Table 2 Model parameters Material Constants

Plasticity Constants

Shear resistance s0 100 MPa

Hardening saturation limit ss 400 MPa

Fitted hardening coefficient nh 4.8 s−1

Strain sensitivity parameter m 0.01

Initial plastic rate γ p 1000

Damage Constants

Initial damage rate γ d 2e-7

Damage strengthening resistance Y 0 0.032

Rate sensitivity parameter n 0.2
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Fig. 2 Load–displacement and damage-displacement results
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Fig. 3 DIC and ABAQUS results for Notch Specimen with R = 10 mm in the Diagonal Direction
(Left), and Transversal Direction (Right)

the damage and the elastoviscoplastic formulations were developed in an arbitrary
coordinate space to accommodate multiaxial loadings, both proportional and non-
proportional. An implicit implementation of the constitutive equation as user subrou-
tine in a finite element method code was achieved. A hybrid method combining
experimental (proportional loading) and FEM simulations was used for the model
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calibration. The predictive capability of the model with embedded damage cumu-
lative law was validated on proportional loading tests conducted on a 6xxx series
aluminum sheets. The proposed model capability and limitation in predicting for
anisotropic materials the fracture properties for proportional and non-proportional
loadings will be explored in future work.
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Characterization of Impurities
in Nanomaterials

Kemi Y. Adewale and Mathew O. Aibinu

Abstract Nanomaterials have been known for varieties of applications. Interest in
mixed metal-oxide nanoparticles stems mainly due to their unusual optical, electric,
and magnetic properties. There are reports on the investigation of nanoferrous alloys
for unique applications in medical imaging, hyperthermia, and drug targeting. In the
last decade, considerable attention has been paid to overcome the miniaturization
challenges facing the industries in the synthesis of magnetic and electronic devices
such as ferrites. This study will set the phase for numerical characterization of the
nonmagnetic ions whose dilution with nanoferrites improves the magnetic properties
of the nanomaterials. The substitution of impurities into the different ferrite systems
to improve their basic properties are presented. This research will help in the tech-
nological development that will further increase the understanding of researchers in
physical and biological sciences.
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Introduction

The technological importance of superparamagnetic ferrite materials has increased
significantly over the last few decades [17, 29]. Progress in synthesis techniques has
generated more interest in ferrites in order to improve their properties and expand
their applications. Ferrites are ceramic magnetic materials with general chemical
formula MFe2O4, where M represents one or a mixture of divalent transition metals
such as Mn, Zn, Ni, Co, Cu, Fe, Mg, or Ca. Zinc ferrite (ZnFe2O4) possesses normal
spinel structure and contains two different cationic sites; eight tetrahedral A-sites and
sixteen octahedral B-sites. Zinc ions occupy exclusively the tetrahedral A sites while
iron ions are only at the octahedral B sites. The distribution of cations determines the
magnetic properties of spinel ferrites. Magnetic coupling in spinel ferrite occurs via
super-exchange interactions. Super-exchange between two metal cations can occur
via intermediate oxygen ions in the spinel structure through A-O-A, B-O-B, and
A-O-B coupling. The magnetic behavior of ferrites is strongly influenced by the
particle size, the preparation method, and structure [7]. Nanoparticles have sizes in
the range from 1 to 100 nm and exhibit unique physical and chemical properties due
to their high surface area and nanoscale size [21]. The size reduction of a magnetic
material leads to novel properties like super-paramagnetism due to small volume
compared to the corresponding bulk material. The optical properties of nanoparti-
cles are reported to be dependent on the size, which imparts different colors due to
absorption in the visible region. Other properties such as their reactivity and tough-
ness also depend on their unique size, shape, and structure. These characteristics
make the magnetic nanoparticles useful for various commercial and domestic appli-
cations, which include catalysis, magnetic resonance imaging, medical applications,
energy-based research, and environmental applications.

Zinc substitution influences the magnetic properties of a nanoscale system [35].
There is a recent outline on the analysis of Mg-doped ZnFe2O4 [4]. Calcium and
iron-based compounds have also been explored in the bulk form for optical memory
devices, steel making industry (as deoxidizer, desulfuration, and dephosphorization)
[19], as pigment [31], and as absorbent of hydrogen sulfide (H2S) [18]. In comparison
with other ferrites such as MnFe2O4, NiFe2O4, CoFe2O4 and CuFe2O4, CaFe2O4

has significant advantages. It is biocompatible and eco-friendly due to the presence
of Ca2+ instead of the heavy metals. The synthesis and formation mechanism and
magnetic properties in bulk form have also been considered [11, 20]. CaFe2O4 does
not have the spinel structure due to the large size of the calcium ion which tends to
be 8 or 9-fold coordinated [37]. Its structure is made of distorted FeO6 octahedra
calcium atoms and the phase transition is due to Fe3+ high spin/low spin transition
[25]. There are few reports on the morphology, structure and magnetic properties of
Ca-ferrites in the nano-regime (See e.g., [8]). A report on hematite-like structure of
CaFe2O4 is given in [5].

Samples produced from different laboratories and by different techniques can
show differences in their properties. The aim of this work is to determine the effects
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of Ca2+ on the phase stability of ZnFe2O4, without any additional calcination and
reduction steps. The reports on the synthesis, structural,magnetic, andmorphological
properties of Ca-doped ZnFe2O4 nanoparticles are given.

Experimental Details

Nanoferrites and nanocomposites of CaxZn1−xFe2O4 (x = 0, 0.02, 0.06, 0.08, 0.2,
0.5 0.6, 0.8, and 1) were prepared by the glycol-thermal method. The chemical
reagents used were calcium chloride CaCl2.2H2O, zinc chloride ZnCl2, and iron
(III) chloride hexa-hydrate FeCl3.6H2O. All chemicals were of analytical grades.
These were weighed in required proportions, then dissolved in about 50 ml of de-
ionized water and magnetically stirred. Ammonia solution (NH3) was slowly added
to the mixture of chloride solutions under rapid stirring for about 10 min in order to
initiate precipitation until a pH≈ 10. The solution was further stirred for 40 min. The
precipitate was mixed with 100 ml of ethylene glycol. The mixture was then placed
in a 600 ml stainless steel pressure vessel (Watlow series model PARR 4843 reactor).
The reactor was heated to a soak temperature of 200 ◦C and the gauge pressure was
allowed to gradually rise to about 170 psi and angular speed of 300 rpm. These
conditions were held for 6h. The cooled reacted products were filtered and washed
several times with de-ionized water and finally with ethanol over a Whatman filter
in a Büchner flask in order to remove the chlorides. The absence of chlorides was
confirmed by the addition of a standard solution of silver nitrate (AgNO3) to the
filtrate. The recovered synthesized samples were left to dry on the filter paper for 24
hrs under a 200W infrared light. The dried products were then homogenized using
an agate mortar and pestle. The samples were characterized at room temperature
by X-ray diffraction (XRD) using a monochromatic beam of Co-Kα radiation (λ =
1.7903Å), high-resolution transmission and scanning electronmicroscopy (HRTEM
and HRSEM), 57Fe Mössbauer spectroscopy and a vibrating sample magnetometer.

Results and Discussion

X-ray Diffraction

The XRD patterns of CaxZn1−xFe2O4 (x = 0, 0.02, 0.06, 0.08, 0.2, 0.5 0.6, 0.8, and
1) are given in Fig. 1. The calculated values of crystallite sizes D, lattice parameter
a, and the X-ray density ρ are presented in Table1. The peaks were correctly indexed
and matched with documented XRD patterns and no impurity phase was detected in
all the samples [22, 23]. The peaks in x=0, 0.02 and 0.06 correspond to a single phase
cubic spinel structure. Amixed phase of a spinel and a hematite-like structure started
to evolve at x = 0.08. A nanocomposite of a spinel and a hematite-like structure is
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Fig. 1 XRD patterns of CaxZn1−xFe2O4, a x = 0, 0.02, 0.06, 0.08, 0.2, 0.5, 0.6, 0.8 and 1

Table 1 Crystallite size (D), lattice parameters (a) and X-ray densities ρXRD for prepared samples
of CaxZn1−xFe2O4 (x = 0, 0.02, 0.06, 0.08, 0.2, 0.5, 0.6, 0.8, and 1)

Sample
x

Composition Spinel Hematite

D (nm)
±0.4

a (Å)
±0.006

ρX RD

(g/cm3)
±0.28

D (nm)
±0.94

a (Å)
±0.01

ρX RD

(g/cm3)
±0.48

0 ZnFe2O4 18.6 8.386 5.43 – – –

0.02 Ca0.02Zn0.98Fe2O4 23.1 8.407 5.38 – – –

0.06 Ca0.06Zn0.94Fe2O4 16.0 8.399 5.37 – – –

0.08 Ca0.08Zn0.92Fe2O4 23.4 8.401 5.36 63.40 11.15 2.29

0.2 Ca0.2Zn0.8Fe2O4 17.0 8.375 5.34 63.44 11.12 2.28

0.5 Ca0.5Zn0.5Fe2O4 24.2 8.376 5.16 54.62 11.14 2.19

0.6 Ca0.6Zn0.4Fe2O4 – – – 52.48 11.17 2.15

0.8 Ca0.8Zn0.2Fe2O4 – – – 54.41 11.16 2.11

1 CaFe2O4 – – – 45.42 11.13 2.08
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formed at x = 0.2 and 0.5. Complete hematite-like structures were observed at x =
0.6, x = 0.8 and 1. The increase in the addition of Ca2+ ion concentration makes
the diffraction peaks sharper and narrower [9]. This is a one-step technique for
the synthesis of CaFe2O4 and it gives clear and sharp diffraction peaks. This is an
interesting result compared to other reports where CaFe2O4 was synthesized bymore
than one-step or at a much-elevated temperature [13, 33]. Using the Debye-Scherrer
formula,

D = Kλ

Whkl cos θ
, (1)

where K is a constant associated with the shape factor usually taken to be 0.9 for
particles of unknown shape, 0.89 for particles with spherical shape and 0.94 for cubic
particles. The wavelength for the monochromatic X-ray beam is λ = 1.7903 Å and
Whkl is the full width at half maximum (FWHM) of the broadening line diffraction
peak of the most prominent peak and θ is the Bragg angle. The crystallite sizes (D)
for the pure cubic spinel phases were calculated from the most intense 311 peak,
while for the mixed phase, 220 peak was used for the spinel and 104 peak for the
hematite phases. The lattice parameters were obtained using

a = λ

2 sin θ

√
h2 + k2 + l2, (2)

where h, k and l are known as the Miller indices for the diffracting planes and the
X-ray density using

ρX RD = 8M

NAa3
, (3)

where 8 is the number of molecules per unit, M is the molecular weight, NA is the
Avogadro’s constant and a is the size of the lattice parameter that defines the size of
the unit cell [3]..

The strong and sharp diffraction peaks indicate good crystallinity of the samples
[9]. This suggests an increase in particle size. The present results indicate that at x
= 0, 0.02, 0.06, 0.08, 0.2, and 0.5, the lattice parameter a and crystallite size D of
the cubic spinel structures varies. The lattice parameters a and crystallite size D of
the hematite phase increased for x = 0.08, 0.2, and 0.5. However, at x = 0.6, 0.8,
and 1, the lattice parameter a decreased while the crystallite size D varies for the
hematite phase as the Ca2+ ion concentration increases. The variation of the size of
the obtained particles is between 19nm and 63nm.

Morphology Study

The morphology and micro-structure of the nanoparticles were investigated by
HRSEMandHRTEMmeasurements. Figures2 and 3 show theHRSEMandHRTEM
micrographs of the samples. The particles are almost spherical in shape as seen in
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Fig. 2 HRSEM images of CaxZn1−xFe2O4, a x = 0, b x = 0.02, c x = 0.06, d x = 0.08, e x = 0.2,
f x = 0.5, g x = 0.6, h x = 0.8, and i x = 1

Fig. 3 Selected HRTEM images of CaxZn1−xFe2O4, a x = 0, b x = 0.02, c x = 0.06, d x = 0.2,
e x = 0.5, and f x = 1



Characterization of Impurities in Nanomaterials 31

the images. The particle size increased significantly as the Ca2+ ion concentration
increases. This is due to the replacement of Zn2+ which has a smaller ionic radius
of 0.74 Å, [1], with Ca2+ which has larger ionic radius of 0.99 Å, [27]. This is in
good agreement with the results obtained from the XRD measurements. The pure
samples are ZnFe2O4 and CaFe2O4 in Fig. 2 of HRSEM. In the figure, the 3d and 3e
show amixed phase of cubic spinel and a hematite-like structure for Ca0.2Zn0.8Fe2O4

and Ca0.5Zn0.5Fe2O4. These show a clear distinction of the nanocomposite for mixed
phases as compared to pure cubic spinel structure of doped samplesCa0.02Zn0.8Fe2O4

and Ca0.06Zn0.5Fe2O4 [10].

Mössbauer Measurements

The room temperature 57Fe Mössbauer spectroscopy is presented in Fig. 4. The cali-
brationwas done usingα-Fe foil at a constant acceleration. Themagnetic components
of the spectra were fitted using the Lorentzian site analysis. The spectrum for x = 0
was best fitted with two sextets and two doublets. Two sextets and one doublet were
used to fit x = 0.02, 0.06, 0.6, and 0.8. The spectra for x = 0.2, 0.5, and 1 exhibit
three sextets and one doublet. The two sextets for the samples x = 0, 0.02, and 0.06
are associated with the coordination of Fe3+ ions at tetrahedral A and octahedral B
sites of the spinel crystal structure [16]. The sextets having large hyperfine magnetic
field are assigned to the hematite-like structure of the materials [24]. The other two
sextets are attributed to Fe3+ at tetrahedral A and octahedral B sites, based on the
nature of their hyperfine magnetic field values (hyperfine magnetic field at B sites

Fig. 4 Fitted room
temperature 57Fe Mössbauer
spectra of CaxZn1−xFe2O4
(x = 0, 0.02, 0.06, 0.08,
0.2, 0.5, 0.6, 0.8, and 1)
nanoferrites
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is greater than the hyperfine field at A sites) [28]. The doublets are associated with
small nanoparticles in paramagnetic states. It was observed that the obtained isomer
shift values are less than 0.6 mm/s. This leads to the deduction that only Fe3+ is
present and ruling out the detectable presence of Fe2+ ions [34]. The higher values
of quadrupole splitting indicate that the ions are embedded in noncubic surroundings
[12, 14], while the relatively small values of the quadrupole splitting indicate that A
and B sites have nearly cubic symmetry [12]. The larger line width on the A- and
B-sites are attributed to themagnetic dipolar effects [26, 36]. The hyperfinemagnetic
field reported here are in the range of the reported values for α-Fe2O3 [5, 23].

Magnetization Measurements

The hysteresis loops measured at room temperature performed in a magnetic field
of up to 14 kOe are shown in Fig. 5. The values of coercive fields (HC ), saturation
magnetizations (MS), residual magnetizations (MR), and squareness of the loops
(MR /MS) are calculated from the hysteresis loops and the results are presented in
Table2. Figures6, 7 and 8, respectively, display the variation of HC ,MS , and MR

with respect to x . We obtained the coercive field from

HC =
∣∣∣∣
HC1 + HC2

2

∣∣∣∣ (4)

For the pure spinel andmixed phase samples, it was observed that there is variation in
the coercive fields as x increases.However, as for the pure hematite structure samples,
there is decrease in values of the coercive fields as x increases. This observation
compares well with the Mössbauer results which can be attributed to fewer magnetic

Fig. 5 Room temperature
hysteresis loops of
CaxZn1−xFe2O4 (x =
0, 0.02, 0.06, 0.08, 0.2, 0.5,
0.6, 0.8, and 1) nanoferrites
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Table 2 Coercivity HC , saturation magnetization MS, remanence magnetization MR and square-
ness ratio (MR/MS) obtained at room temperatures in applied field of 14 kOe for CaxZn1−xFe2O4
(x = 0, 0.02, 0.06, 0.08, 0.2, 0.5, 0.6, 0.8, and 1)

x HC (Oe)
± 1

MS (emu/g)
±0.5

MR (emu/g)
±0.5

MR/MS
±0.03

K (emu
kOe/g)
±0.03

p (psi)

0 25 49.1 2.9 0.05 1.28 170

0.02 44 46.87 4.5 0.09 2.15 170

0.06 36 41.52 3.1 0.08 1.56 170

0.08 30 45.93 0.6 0.01 1.44 180

0.2 21 38.3 1.7 0.04 0.84 180

0.5 51 31.15 3.2 0.10 1.66 170

0.6 49 8.28 1.2 0.14 0.42 170

0.8 36 6.61 0.6 0.09 0.25 180

1 15 7.92 0.1 0.01 0.12 180

Fig. 6 Variation of coercive
field HC with x .

neighbours as a result of substitution of Zn2+ by Ca2+ ions. The MS were estimated
using the equation for the law of approach to saturation magnetization

M(H) = MS

(
1 − a

H
− b

H

2)
+ χH, (5)

where MS , a, b and χ are the best fit parameters to the data. The low squareness
(MR/MS ratios) and the small HC values reflected the superparamagnetic behavior of
the samples [2, 38]. The obtained magnetic squareness values for x = 0, 0.02, 0.06,
0.08 0.2, 0.5, 0.6 0.8 and 1, are 0.05, 0.09, 0.08, 0.01, 0.04, 0.10, 0.14, 0.09. 0.10,
and 0.01, respectively. Since the values are in the range of 0.1 for superparamagnetic
materials [15], this supports the superparamagnetic nature of the samples. It was
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Fig. 7 Variation of
saturation magnetization MS
with x .

Fig. 8 Variation of remanent
magnetization MR with x .

observed that the saturation magnetization decreases as the Ca2+ ion concentration
increases. This observation agrees with the reports in the literature [32]. The decrease
in MS can be attributed to the formation of hematite-like phase [6].

Conclusion

CaxZn1−xFe2O4 nanoferrites were synthesized via glycol-thermal method. The pre-
pared samples were characterized by XRD, HRTEM, HRSEM, Mössbauer spec-
troscopy, and magnetization measurements. XRD results show single phase cubic
spinel structure for x = 0, 0.02, and 0.06. For x = 0.08, 0.2, and 0.5, the XRD
results show mixed phases of cubic spinel and hematite-like structures, while for
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x=0.6, 0.8, and 1, the observed phase is a pure hematite-like structure. Crystallite
sizes were obtained in the range 19–63nm, which appear to be influenced by the
increasing value of x . The substitution of Zn2+ for larger amounts of Ca2+ increased
the crystallite size of the sample. A gradual increase in the lattice parameter was
also observed with increasing Ca content. Results also show a strong correlation
between the XRD density with Ca concentration x, that is, as x increases the XRD
density decreases. The HRTEM and HRSEM images show clearly nanocrystalline
nature of the samples. HRTEM reveals the clear differences in the morphologies
of the samples. 57Fe Mössbauer spectroscopy results which were measured at room
temperature show transformation to higher magnetic hyperfine fields for the samples
with pure hematite-like structural phase. The magnetization measurements at room
temperature show evidence of superparamagnetic behaviour of the compounds. It
is interesting to note that there is variation in the saturation magnetization of the
samples with mixed phase, while the saturation magnetization for the pure hematite
phase reduced drastically with increasing amount of x . The decrease in magnetiza-
tion is attributed to the formation of the hematite-like phase or cation distribution in
A- and B-sites.
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to Modelling Problems
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Abstract Modelling of several processes and phenomena, which occur in sciences
and engineering, often lead to Nonlinear Partial Differential Equations (NPDEs).
Reaction–diffusion systems are members of NPDEswhich can be described as math-
ematical models with applications in diverse physical phenomena. Obtaining the
solutions of modelling problems is often a big challenge due to several conditions
and parameters which are involved. This study demonstrates how to construct the
solutions of modelling problems. Amodifiedmethod of functional constraints is pro-
posed for constructing exact solutions to nonlinear equations of reaction–diffusion
type with delay and which are associated with variable coefficients. Arbitrary func-
tions are present in the solutions, and they also contain free parameters, which make
them suitable for usage in solving certain modelling problems, testing numerical,
and approximate analytical methods. Specific examples of nonlinear equations of
reaction–diffusion type with delay are given and their exact solutions are presented.
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Abbreviations

NPDEs Nonlinear Partial Differential Equations
ODEs Ordinary Differential Equations
RDEs Reaction–Diffusion Equations

Introduction

The roles which Nonlinear Partial Differential Equations (NPDEs) play are promi-
nent in the description and analysis of the real-life processes and phenomena. There-
fore, it is pivotal to seek the ways of obtaining the exact solutions of NPDEs for a
proper and accurate analysis. Several processes and phenomena which occur in sci-
ences and engineering lead to NPDEs as there are several conditions and parameters
to be considered in the modeling of such systems. Reaction–Diffusion Equations
(RDEs) are members of NPDEs. Reaction–diffusion systems can be described as
mathematical models which find applications in diverse physical phenomena. In its
simplest form in one spatial dimension, RDE has the form

ut = Duxx + H(u), (1)

where u(x, t) denotes the unknown function, H accounts for all local reactions, and
D is a diffusion coefficient (which is a constant) (See e.g., [1]). RDEs are pervad-
ing in the mathematical modeling of the systems which occur in biology, chemistry,
complex physics phenomena, engineering, and mechanics [2]. RDEs delineate the
chemical reactions and diffusion processes. Basically, many real-life processes do
not only depend on the present state but also on past occurrences. Also, the dynam-
ical systems are constituted by the time delay. The study of nonlinear delay RDEs
provides a fundamental tool for the quantitative and qualitative analyses of various
dynamical systems such as infections. For RDEs with delay, the kinetic function
H which denotes the chemical reactions rates is a function of both u = u(x, t) and
w = u(x, t − τ), which represent the sought concentration function and delayed
argument, respectively. Two special cases which can arise are H(u, w) = H(w)

and H(u, w) = H(u). A system with local non-equilibrium media is described by
H(u, w) = H(w). These are systems which possess inertial properties and reac-
tions will always begin after a time τ. H(u, w) = H(u) represents the classical local
equilibrium case [3].

NPDEs are universal in nature and for finding their solutions, several methods
have been employed which include spectral collocation and waveform relaxation
[4–6], adomian decomposition [7, 8], Tan-Cot [9], residual power series [10], and
perturbation [11, 12]. However, there are disadvantages which are commonly associ-
ated with these methods. There are conditions which make the universal application
of these listed methods and others to be impossible. The objects are different in
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their geometric shapes. The reaction kinetics and type of fluid flow are erratic. The
worthlessness in the presence of singular points is indisputable. Obtaining the exact
solutions is imperative for proper analysis of the processes which are under consid-
eration (localization, nonuniqueness, blowup regimes, spatial, etc.).

Subsequently, the term “exact solution” in relating to NPDEs will refer to where
the solution can be expressed in:

(i) terms of elementary functions;
(ii) closed form with definite or/and indefinite integrals;
(iii) terms of solutions to Ordinary Differential Equations (ODEs) or systems of such

equations.

Accepted form for exact solutions also includes the combinations of cases listed
above (See e.g., [3, 13–17]).

Let H(u, w) denote an arbitrary function which takes two arguments u and w.

Consider reaction–diffusion problems of the form

c(x)ut = [a(x)ux ]x + b(x)H(u, w)ux , w = u(x, t − τ), (2)

where a = a(x), b = b(x), c = c(x) are appropriate functions with precise roles in
the equation. Namely, a > 0 casts the diffusion of the second-order divergence form
operator, b models the reaction term, c represents a time weight factor (both b and c
also casting nonlinearities on the unknown), and τ > 0 is the time delay.We construct
the exact solutions of (2) in the form of generalized traveling-wave equations. We
apply our results to obtain the solutions of certain essential modelling problems
which are peculiar to metal forming processes.

Solutions of Generalized RDEs with Delay

The exact solutions of (2) will be constructed in the form

u = U (y), y = t +
∫

h(x)dx, (3)

which is the generalized traveling-wave equations. Substitute (3) into (2) to obtain

a(x)h2U ′′
yy + (

[a(x)h]′x − c(x)
)
U ′

y + b(x)hH (U,W )U ′
y = 0, (4)

where W = U (y − τ) and h = h(x). The coefficients of the equation are chosen
such that they conform to the relations

b(x) = a(x)h(x), (5)

[a(x)h]′x = −ka(x)h2(x) + c(x), , (6)
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where k is a constant. The relations reduce (4) to

U ′′
yy + [H (U,W ) − k]U ′

y = 0, W = U (y − τ), (7)

which is a delay ODE. Equation (6) can be written in standard form as

a(x)h′
x + ka(x)h2 + a′(x)h − c(x) = 0. (8)

Constructing Exact Solutions When the Function h(x) Is not
Given

The relation (8) forms a Riccati ODE for h = h(x)when the functions a(x) and c(x)
are given. Degenerate and nondegenerate cases will be considered for the Riccati
ODE (8).
Degenerate case. For k = 0, the general solution for the degenerate form of Riccati
equation (8) has the solution which is given by

h(x) =
∫
a(x)c(x)dx + q

a(x)
, (9)

where q signifies an arbitrary constant.

Example 1 Let 0 < x < π, consider the case where a(x) = cos(x) and c(x) = 1.
By (8), h(x) = tan(x), where it has been taken that q = 0. Equation (5) is applied
to obtain that b(x) = sin(x). Thus, for arbitrary functions H(u, w), the nonlinear
RDE

ut = [cos(x)ux ]x + sin(x)H (u, w) ux , w = u(x, t − τ),

admits the generalized traveling-wave equations

u = U (y), y = t + tan(x),

as its exact solution, where U (y) is determined by

U ′′
yy + H (U,W )U ′

y = 0, W = U (y − τ). (10)

Nondegenerate case. When k �= 0, let

h = 1

k

ϕ′
x

ϕ
. (11)

Substitution (11) into (9) gives
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a(x)

k

(
ϕ′′
xx

ϕ
−

(
ϕ′
x

ϕ

)2
)

+ ka(x)

(
1

k

ϕ′
x

ϕ

)2

+ a′(x)
k

ϕ′
x

ϕ
− c(x) = 0. (12)

Simplified form of (12) is

a(x)ϕ′′
xx + a′(x)ϕ′

x − kc(x)ϕ = 0, (13)

which is a linear second-order ODE. For the exact solutions of (13) with various
functions a(x) and q(x), interested readers are referred to [18, 19].

Example 2 Taking a = c = 1 in (13) gives its general solution as

ϕ =
{
A1 cosh(φx) + A2 sinh(φx), if k = φ2 > 0,

A1 cos(φx) + A2 sin(φx), if k = −φ2 < 0,
(14)

where the arbitrary constants are A1 and A2. By using (11), it can be obtained from
(14) when A1 = 1, A2 = 0, and k = φ2 (> 0) that

h(x) = coth(φx). (15)

Substitute (15) into (5) to obtain

b(x) = coth(φx).

Thus, for arbitrary H(u, w),

ut = uxx + coth(φx)G (u, w) ux ,

admits the generalized traveling-wave equations

u = U (y), y = t + ln |sinh(φx)| ,

as its exact solution, where U (y) is determined by the delay ODE

U ′′
yy + [

H (U,W ) − φ2
]
U ′

y = 0, W = U (y − τ).

Constructing Exact Solutions When the Function h(x) Is
Given

Given h = h(x) in (8), the derived generalized traveling-wave equations (3) solves
certain RDEs with delay of the form (2) provided (5) and (3) are satisfied. Such
derived generalized traveling-wave equations are said to be the exact solutions of
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the corresponding RDEs. Solving the Riccati ODE (8) is not required as h has been
given. An algebraic equation is required to be solved if h in (8) is already given.

Example 3 Degenerate and nondegenerate cases will be considered for arbitrary
given functions a(x) and h = h(x).

(I) Degenerate case k = 0. Apply (5) to obtain

b(x) = a(x)h,

and by (8)
c(x) = a(x)h′

x + a′(x)h.

Thus, for arbitrary function H(u, w),

[
a(x)h′

x + a′(x)h
]
ut = [a(x)ux ]x + a(x)hH (u, w) ux ,

admits the generalized traveling-wave equations

u = U (y), y = t +
∫

hdx, (16)

as its exact solution, where U (y) is determined by (10).
(II) Nondegenerate case k �= 0. By (8),

c(x) = a(x)h′
x + ka(x)h2 + a′(x)h.

Thus, for arbitrary function H(u, w),

[
a(x)h′

x + ka(x)h2 + a′(x)hh
]
ut = [a(x)ux ]x + a(x)hH (u, w) ux ,

admits the generalized traveling-wave equations (16) as its exact solution, where
U (y) is determined by (7).

Application to Metal Forming Processes

The metal forming processes are broad. The results which have been obtained will
be applied to an essential metal forming process which is the heating of a uniform
metal rod of length L and thermal diffusivity K0.
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Derivation of Heat and Wave Equations in 3D

The derivation of heat and wave equations in 3D is presented in this section to make
this study a complete paper. For a full account of the derivation steps, the readers are
referred to consult [20, 21]. Let V be an arbitrary 3D subregion of R3 (i.e. V ⊂ R

3)
and temperature u = u(x, t) be defined for all points x = (x, y, z) ∈ V . The heat
energy in the subregion V is given by

heat energy =
∫ ∫

V

αρu dV,

where ρ is the density of the rod, α is the specific heat, which is the energy required to
raise a unit mass of the substance by 1 unit in temperature. In this study, we shall use
these basic units: M mass, L length, T time, U temperature, and [α] = L2T−2U−1.

Let S denote the boundary of V and n̂ be the outward unit normal at the boundary
S. We seek the heat flux through S which is the normal component of the heat flux
vector φ, φ.n̂. Notice that φ.n̂ < 0 if φ is directed inward and the outward flow of
heat is negative. The sum φ.n̂ is taking over the entire closed surface S to get the
total heat energy flowing across S. The total heat energy flowing across is denoted
by

∫ ∫
S dS. It can be recalled from the conservation of energy principle that

rate of change = heat energy into V from + heat energy generated
of heat energy boundaries per unit time in solid per unit time

Applying the conservation of energy principle gives

d

dt

∫ ∫ ∫

V

αρu dV = −
∫ ∫

S

φ.n̂dS +
∫ ∫ ∫

V

QdV . (17)

According to divergence theorem (also known as Gauss’s Theorem), for any volume
V with closed smooth surface S,

∫ ∫ ∫

V

∇.AdV = −
∫ ∫

S

A.n̂dS, (18)

where A is any function that is smooth (i.e. continuously differentiable) for x ∈ V
and

∇ =
(

∂

∂x
,

∂

∂y
,

∂

∂z

)
.

Applying divergence theorem to (17) leads to

∫ ∫ ∫

V

(
αρ

∂u

∂t
+ ∇.φ − Q

)
dV = 0. (19)
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It is clear that the integrandmust be everywhere zero since V ⊂ R
3 and the integrand

is assumed continuous. Thus,

αρ
∂u

∂t
+ ∇.φ − Q = 0. (20)

By Fourier’s law of heat conduction (for 3D),

φ = −K0∇u, (21)

where K0 is called the thermal diffusivity. Substitute (21) into (20) to obtain 3DHeat
Equation

∂u

∂t
= a∇2u + Q

αρ
, (22)

where a = K0/(αρ) and

∇2 =
(

∂2

∂x2
,

∂2

∂y2
,

∂2

∂z2

)
.

Normalizing with

x̃ = x
l
, t̃ = a

l2
t,

to obtain a non-dimensional Heat Equation

∂u

∂t
= ∇2u + H, (23)

where H = l2Q/K0.

Construction of Solution of Heat and Wave Equations

We seek for the exact solution of (23) in the form of the generalized traveling-wave
equations (3). Substitute (3) into (23) to obtain

h2U ′′
yy −U ′

y + H = 0, (24)

where H = H(U ) and h ≡ 1.Consequently, it can be deduced that (23) (for 1DHeat
Equation) admits the generalized traveling-wave equations

u = U (y), y = t + x, (25)

as its exact solution, where U (y) is determined by

U ′′
yy −U ′

y + H = 0.
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Conclusion: Recently, exact solutions of RDEs and reaction–diffusion systems have
attracted great attention. In this paper, exact solutions are presented for RDEs with
delay and variable coefficients. The presence of arbitrary functions and free parame-
ters in the solutions vouches for their feasible application in solving certain modeling
problems such as diffusion of pollutants and population models, where the popula-
tion is spatially distributed. It also makes the obtained solutions to be suitable for
usage in testing the numerical and approximate analytical methods. The obtained
results also find applications in finding the exact solutions of other forms of partial
differential equations which aremore complex. Our results are specifically applied as
an illustration to obtain the solutions of certain essential modelling problems which
are peculiar to metal forming processes.
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Crystal Plasticity Modelling
of Localization in Precipitation
Hardened AA6060

Y. Larry Li, Christopher P. Kohar, Raja K. Mishra, and Kaan Inal

Abstract Precipitation hardened aluminum alloys are used extensively in the
construction of vehicle components anddemandhighfidelitymodels in order to simu-
late their complex precipitate mechanics. In this work, a crystal plasticity approach
utilizing an Eshelby homogenization scheme is proposed to capture the single crystal
response of age-hardened AA6060. The constitutive framework uses the precipi-
tate’s morphology and orientation for the direct simulation of the alloy’s mechanical
behaviour. A numerical study is conducted with the developed model to investigate
the effects of different precipitate properties on thematerial’s formability. Themodel
utilizes a full-field finite element framework in combination with a plastic instability
criterion to simulate the alloy’s localization response. Results of this study high-
light the significance of incorporating precipitates into constitutive models for the
prediction of formability in age-hardened materials.

Keywords Crystal plasticity finite element method · Precipitation hardening ·
Homogenization · Formability

Introduction

Reducing overall vehicle weight is an effective strategy for controlling carbon emis-
sions in the automotive industry. To satisfy regulatory demands imposed by the
government, automakers have started to integrate new generations of advanced
lightweight alloys to make passenger vehicles even lighter. 6000-series aluminum
alloys are particularly favourable for these initiatives as they have relatively high
specific strengths that allow them to be used for various applications across the
vehicle. These aluminum alloys derive their strength from the growth of a second
phase of precipitates, which impede against dislocation movement during large
plastic deformation. Over the last two decades, significant efforts have been made
towards the characterization of precipitates in age-hardened materials [1, 2]. The
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improvements in experimental techniques and the discovery of new characteristics
have enabled the development of advanced and more accurate physics-based models
to capture precipitate-induced effects [2–4].

An area of study that has been relatively neglected is the effect of ageing on
the formability of aluminum alloys. Formability is especially important for these
lightweight materials as they tend to be less formable than the steels that they are
expected to replace. The formability of metals is most commonly described by the
forming limit diagram (FLD), which was first introduced by Keeler and Goodwin
[5, 6]. An FLD shows a plot of major and minor strains corresponding to the onset
of localized necking for various strain paths. Unfortunately, the experimental proce-
dure to obtain a single FLD is time-consuming and expensive; thus, a considerable
amount of effort has been made towards the development of formability models
from theoretical means [7, 8]. Existing studies have shown that the simulation of an
FLD can depend on the integrity of the underlying constitutive model [9, 10]. Since
the properties of age-hardened materials are strongly influenced by their precipitate
distribution, constitutive models should include information about the precipitates
for better predictions of their properties. Incorporating advanced constitutive models
that capture precipitate mechanics will allow for more accurate characterization of
the alloy’s formability for a given ageing condition.

In the present work, the previously developed crystal plasticity-based constitutive
model for precipitation-hardenable alloys by Li et al. [11] is employed within a finite
element framework to simulate the formability of AA6060. The approach taken in
this work uses key microstructural components, such as precipitate size and quantity,
as direct parameters for the simulation of the mechanical response. These parameters
can be obtained experimentally from transmission electronmicroscopy (TEM) of the
underlying precipitate distribution. The constitutive model uses a micromechanics
framework that directly incorporates the loading and unloading of precipitates that
is associated with age-hardened materials. Finally, an imperfection-less method of
generating FLDs is proposed to calculate the localized necking response. The frame-
work uses an instability criterion to capture the ratio of plastic strain rates between
the localized and un-localized regions of the crystal plasticity finite element (CPFE)
model.

Constitutive Model

This work utilizes the constitutive framework presented in Li et al. [11]. This model
includes a hardening model and an elastic-viscoplastic homogenization scheme to
capture the mechanics of the precipitate.
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Crystal Plasticity Constitutive Framework

A rate-dependent crystal plasticity framework based on the formulation by Peirce
et al. [12] is used in this work. The overall deformation gradient, F, is decomposed
into

F = F∗F p (1)

where F p is the plastic component and F∗ is the elastic component of deformation.
The rate-sensitive constitutive law is defined by

σ
∧ = Le : D − σ̇ 0 − σ t r(D) (2)

where σ
∧

is the Jaumann rate of Cauchy stress, Le is the elastic modulus, σ̇ 0 is the
viscoplastic stress rate, and D is the strain rate tensor. The plastic slip rate on each
slip system, γ̇ (α), is defined as

γ̇ (α) = γ̇ 0
τ (α)

g(α)

∣
∣
∣
∣
τ (α)

g(α)

∣
∣
∣
∣

1
m −1

(3)

and is used to calculate σ̇ 0. Here, γ̇0 is a reference shear strain,m is the rate sensitivity
exponent, τ (α) is the resolved shear stress, and g(α) represents the hardening on slip
system α. Further details of this formulation can be found in Inal et al. [13].

Hardening Model

The hardening term, g(α), is defined according to

g(α) = τ 0 + τ d + τ p (4)

where τ0 is the initial yield stress of the matrix material, τd is a forest hardening
term due to internal dislocation content, and τp is the hardness contribution from
precipitation hardening. τd is captured using a standard dislocation density hardening
law

τ d = κμb

√
∑

α
ρ(α) (5)
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where κ is the obstacle strength of dislocation–dislocation interactions, μ is the
shear modulus of the crystal, b is the magnitude of the Burgers vector, and ρ(α) is the
dislocation density on slip system α. The dislocation content evolution is described
by a Kocks–Mecking-type equation [14]

dρ(α) = 1/(k1 ∗ b)

√
∑

α
ρ(α)dγ (α) − k2ρ(α)d� (6)

where k1 and k2 are constants related to the multiplication and recovery of disloca-
tions, respectively, and d� = ∑

α

∣
∣dγ (α)

∣
∣ is the accumulated shear increment on all

slip systems.
The precipitate hardening term, τp, is incorporated following the approach by

Esmaeili et al. [3]. The effect of needle-like precipitates on the alloy’s strength is
given by

τ p = F
L f b

(7)

where F is the obstacle strength and L f is the effective mean spacing of precipitates.
The precipitates are classified into two regimes based on the radius of the smallest
cross section

F = 2βμb2
(
r

rc

)

for r < rc

F = 2βμb2 for r ≥ rc

(8)

where β is a constant associated with the tension of a dislocation line, μ is the
shear modulus of the matrix, r is the mean radius of the precipitates, and rc is the
critical radius of the shearable–non-shearable transition. The effective mean spacing
of precipitate obstacles, L f , is defined as

L f =
√√

3πrc
f r r − 2r for r <

√
3
2 ∗ rc

L f =
√

2π
f r − 2r for r ≥

√
3
2 ∗ rc

(9)

where f is the volume fraction of the precipitate phase.

Homogenization Scheme

The elastic–viscoplastic homogenization scheme by Mercier and Molinari [15] is
used to model the precipitate phase. This homogenization is accomplished at the
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single crystal level. The precipitates are assumed to be spheroidal and their consti-
tutive behaviour defined using crystal elasticity. Under a Mori–Tanaka assumption,
the following interaction law can be obtained

Di − D0 =
(
Le
0 − (

Pe
i

)−1
)

: (
σ
∧

i − σ
∧

0
) + ne

(
Lv p
0 − (

Pv p
i

)−1
)

: (σ i − σ 0)

(10)

where Di is the strain rate in phase i ; D0 is the strain rate in the matrix phase; Le
0

and Lvp
0 are the elastic and viscoplastic moduli of the matrix phase; Pe

i and Pvp
i are

fourth-order tensors calculated with the use of Green functions for the elastic and
viscoplastic moduli, respectively; and ne is a parameter used to adjust the interaction
strength. The current framework assumes that three separate precipitate phases exist
within the matrix. The longitudinal axis of each phase is aligned to one of the <
100 > lattice directions, as observed experimentally in artificially aged 6000-series
alloys [16, 17]. Finally, the macroscopic properties of each single crystal are found
by volume averaging the properties within each phase such that: σ = ∑N

i fiσi and
D = ∑N

i fi Di , where fi is the volume fraction of phase i .

Finite Element Model

The crystal plasticity constitutive model is implemented into a user-defined subrou-
tine (UMAT) using the commercial finite element software, LS-DYNA, following
the methodology outlined by Rossiter et al. [18]. The implementation uses the orien-
tations and morphologies obtained from electron backscattered diffraction (EBSD)
imaging as an input into the finite element model. The representative volume element
(RVE) used in this work is shown in Fig. 1a, which was reconstructed from three
orthogonal EBSD scans of an AA6060 alloy [19].

Determining the Forming Limit

The forming limit curve is generated by performingmultiple simulationswith various
principal strain ratios, ρ = ε22

ε11
. Each ρ corresponds to a loading condition under

a different proportional strain path. The strain ratios are enforced using velocity
boundary conditions at the surface nodes of the RVE, as illustrated in Fig. 1b. It
should be noted that the surface nodes normal to the X- and Y-axes remain parallel
throughout deformation, which guarantees periodicity in the X- and Y-directions.
The velocities are also prescribed incrementally to ensure that the major and minor
strain rates, ε̇11 and ε̇22, are constant throughout the simulations.
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Fig. 1 a Initial 3DRVE used in CPFE simulations (125,000 elements). bTop view of RVE showing
applied velocity boundary conditions. Surface nodes on the Z-axis are left unconstrained

The primary advantage of the proposed formability framework is that localiza-
tion appears naturally within the RVE without the need for the predefined band or
imperfection utilized inMarciniak and Kuczynski (MK)-based frameworks [7, 9, 10,
20, 21]. The microstructural heterogeneities from the distribution and morphology
of grains are directly responsible for the resulting localization pattern. Further-
more, force equilibrium is automatically implied across the developed neck since
the deformed geometry is directly computed from the solution of the finite element
problem. Normally, a criterion exists that relates the strain rate within the developed
neck to the strain rate outside of the neck to determine the forming limits [8]. In
this work, a new criterion is introduced to determine the elements in the simula-
tion that belong to the necked region. This is accomplished by looking at the top
n percentage of elements with the highest plastic strain rates and comparing their
volume-averaged plastic strain rate value to the bottom n percentage. This criterion is
applicable because the elements with the highest plastic strain rates are most likely
to be a part of the necked region, and the opposite is true for the elements with
the lowest plastic strain rates. If the average plastic strain rate in the top straining
elements, ε̇

p
high , is higher than the average plastic strain rate of the lowest straining

elements, ε̇
p
low, by some order of magnitude, then the material is deemed to have

localized. The plastic strain rate ratio, q, between ε̇
p
high and ε̇

p
low is defined as

q = ε̇
p
hi gh

ε̇
p
low

(11)

Plastic instability is said to have occurred when q > λ, where λ is a predeter-
mined constant to determine the onset of necking. This constant, λ, is determined
by measuring the plastic strain rate ratio of an RVE that undergoes in-plane tension
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(ρ = 0.0) at a major strain level that corresponds to the onset of localization from
experimental measurements of in-plane tension. Once λ is determined, it is used as
a criterion for all other strain paths. The major and minor strains at the boundary of
the RVE are then used to characterize the forming limit.

Results and Discussion

Three ageing conditions that generate different precipitate structures are selected to
explore the effect of precipitation hardening on formability. These are representative
of peak-aged, under-aged, and over-aged conditions. The precipitate distribution at
each temper is informed from literature using experimental studies of 6000-series
alloys with similar compositions [16, 17]. Table 1 presents the parameters selected
for each ageing condition that is used in the forming simulations.

This study assumes that the crystalline microstructure and the constitutive model
parameters for the matrix and precipitate remain constant across the various ageing
conditions. The constitutive model parameters are identified following the procedure
outlined in Li et al. [11], using a cyclic shear experiment to fit both the microme-
chanics framework and the strain hardening rate for a peak-agedAA6060 alloy. Table
2 presents the calibrated coefficients for the crystal plasticity constitutive model.
Table 3 presents the elastic constants for the matrix and precipitate phases. The
simulated uniaxial stress–strain curves for the materials listed in Table 1 are shown
in Fig. 2.

With a complete set of modelling parameters, the RVE was simulated within the
range −0.5 < ρ < 1 in increments of 0.25. The calibration process for determining

Table 1 Precipitate microstructure parameters for under-aged, peak-aged, and over-aged
conditions

Ageing condition Mean length (nm) Mean radius (nm) Number density (µm−3)

Peak-age [16] 50 1.78 11,500

Under-age [16] 35 2.26 2000

Over-age [17] 270 4.41 425

Table 2 Crystal plasticity parameters used in CPFE simulations

γ̇0 (s−1) m τ0 (MPa) κ k1 (m−1) k2 ne rc (nm) β b (nm)

0.001 0.02 17 0.3 60 12 10 3.0 0.5 0.286

Table 3 Elastic constants for the matrix (m) and precipitate ( p) phases. All values in GPa

Cm
11 Cm

12 Cm
44 Cp

11 Cp
22 Cp

33 Cp
44 Cp

55 Cp
66 Cp

12 = Cp
13 = Cp

23

103.3 51.7 25.8 101.0 80.0 80.0 30.0 30.0 16.0 50.0
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Fig. 2 Uniaxial tensile
stress–strain behaviours for
under-aged, peak-aged, and
over-aged alloys defined in
Table 1
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the onset of localization with the RVE for the FLD is illustrated in Fig. 3, which
shows the volume-averaged plastic strain rate ratio, q, for various values of n. In this
work, n = 25% is the percentage of elements and λ = 10 is the plastic strain rate
ratio that was used in the instability criterion, which was found to accurately capture
the experimental plane strain localization point of ε11 = 0.28. The experimental
in-plane strain localization point was obtained using stereo digital image correlation
of a notch tensile specimen [19].

Figure 4 shows the simulation sequence from start to finish for the equi-biaxial
strain path (ρ = 1). During the early stages of deformation (Fig. 4a, b), the material
behaves rather uniformly as the surface of the RVE is initially smooth and distortion-
free. As the material is deformed further (Fig. 4c), the surface of the RVE develops
significant patterning as a consequence of crystallographic andmorphological hetero-
geneities between individual grains. These surface undulations are precursors to the

Fig. 3 Plastic strain rate
ratio versus major strain for
varying values of n. n is
calibrated to a plane strain
tension experiment with a
failure strain of ε11 = 0.28.
A good fit to the data is
obtained using n = 25% for
λ = 10

0 0.1 0.2 0.3 0.4 0.5
Strain, 11

0

10

20

30

40

50

P
la

st
ic

 s
tr

ai
n 

ra
te

 r
at

io
, q

Plane Strain (  = 0)

n = 5%
n = 15%
n = 25%
n = 35%
n = 45%



Crystal Plasticity Modelling of Localization … 57

Fig. 4 Finite element simulation for equi-biaxial stretching.Colours illustrate the strain rateswithin
each element

Fig. 5 Simulated forming
limit curves for under-aged,
peak-aged, and over-aged
alloys using the proposed
numerical framework
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subsequent formation of shear bands and are responsible for the onset of localization
by concentrating high amounts of plastic strain. Eventually, a defined neck forms
within the material (Fig. 4d), which satisfies the plastic instability criterion in Eq.
(11) for the calculation of limit strains. This process is repeated for each strain path,ρ,
in order to generate a forming limit curve.

Figure 5 presents the predicted forming limit curves for each ageing condition. It
is shown that the under-aged alloy consistently has higher formability for all strain
paths studied, while the over-aged and peak-aged alloys show comparable results to
one another. Analyzing the uniaxial tensile response of the three alloys from Fig. 2,
the over-aged and peak-aged conditions exhibit similar stress–strain responses with
minor differences in the hardening rate. From this observation, it is expected that
the two would perform similarly in terms of formability because the ductility of
metals can be approximated from the stress–strain curve using the Considère law:
dσ/dε = σ .

The significance of these simulations is that the numerical framework is able to
capture the changes in formability between different ageing states without recalibra-
tion for each condition. These changes are captured uniquely from the differences in
precipitatemicrostructure at each temper. Figure 5 shows that formability is generally
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reduced at longer ageing times, which is in close agreement with findings from liter-
ature for 6000-series aluminum materials [17, 22, 23]. Most importantly, the model
is able to predict the significant improvement in formability at the under-aged state,
which is expected since these alloys are normally formed at this state and hardened
later in the assembly process, such as during a paint bake cycle.

Conclusions

This work presented a precipitation hardening crystal plasticity model that was
implemented into a finite element framework to predict the formability of age-
hardened aluminum alloys at different ageing conditions. The constitutive model
relies on measurements that can be obtained from TEM for the accurate predic-
tion of precipitate-induced properties. A plastic instability criterion was introduced
into the finite element framework to determine the onset of localization for evalu-
ating formability limits. Good agreement with experimental localization strains was
obtained by comparing 25% of elements with the highest plastic strain rates to 25%
of elements with the lowest plastic strain rates. It was shown that the proposed model
was capable of capturing the large differences in behaviour expected from the various
heat treatment processes. Initial simulations showed a general reduction in forma-
bility as the material is aged longer. This is expected for precipitation-hardenable
alloys where sacrifices to ductility are made to obtain higher strengths. For slightly
over-aged materials, the interplay between a lower yield stress but higher hardening
rate allows it to perform similarly to the peak-aged forming limit. These results are,
however, highly dependent on the state of over-ageing as well as the initial solute
composition. It should be noted that the parameters selected for this study are based
on experimental characterizations of different 6000-series alloys, but with similar
chemical compositions. The results from the numerical model are in line with obser-
vations from literature and demonstrate the correct trends for a theoretical alloy with
the defined precipitate distributions. The study highlights the importance of incor-
porating precipitate information into constitutive models, as it has large effects on
localization as well as the alloy’s formability limits.
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Deformation and Fracture
in Micro-stamping Process

Peng Zhang, Michael P. Pereira, Buddhika Abeyrathna, Bernard F. Rolfe,
Daniel E.Wilkosz, Peter Hodgson, and Matthias Weiss

Abstract Hydrogen fuel cells could be used to power vehicles with zero emissions.
An essential component in the fuel cell is the bipolar plate, which conducts electricity,
distributes gas, and removes heat. The metallic bipolar plate that is micro-formed
from an ultra-thin stainless-steel sheet is more cost-effective for mass production
and more lightweight than the conventional carbon bipolar plates. The scope of this
work is to understand the material deformation and ductile fracture behaviour in the
micro-stamping process, which is a prototype process that may be used to manufac-
ture bipolar plates. The hardening and fracture models of the ultra-thin stainless-steel
sheet were calibrated in the authors’ previous work [1] and are implemented in the
current process. The accuracy of the FEmodel is assessed by comparison with exper-
imental trials with regard to material thinning, profile shape, and point of fracture
initiation.

Keywords Micro-stamping · Ultra-thin sheet · Bipolar plate · Ductile fracture ·
FEA

Introduction

The innovation of fuel cells provides a cleaner and more efficient electricity genera-
tion technique for future electrification of vehicles. Among all the different types of
fuel cells, Proton ExchangeMembrane Fuel Cells (PEMFCs) have been successfully
commercialised [2] due to their outstanding performance. The Bipolar Plate (BPP) is
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a key component in a PEMFC. The common shape of the bipolar plate is designed so
that it consists of multi-rows of close-spaced micro-channels to maximise the power
density of the PEMFC [3]. These micro-channels are necessary to provide reaction
sites for the hydrogen and the oxygen. Historically, the material used for the bipolar
plate has beengraphite [4]. The conventional graphite plate, however, is brittle, expen-
sive, and has high permeability to gas thus requiring additional processing steps;
therefore, it is not highly suitable for mass production. The bipolar plate made from
stainless steel offers a substitute solution to using its conventional graphite coun-
terpart [4]. Recently, micro-roll forming [3, 5] and micro-stamping [6] have been
identified as two potential approaches to produce the bipolar plate using thin stain-
less steel. The scope of this work is to experimentally and numerically evaluate the
material thinning and fracture in micro-stamping conditions that are representative
of those used for bipolar plate production.

Material and Methods

Experimental Procedure

The target dimension of one single corrugation of the micro-stamping sample is
specified in Fig. 1a and a formed sample is shown in Fig. 1b. This cross-section
geometry was chosen based on anticipated forming challenges. The 2D geometry
of the experimental tooling used was measured with a non-contact profilometer
(Alicona, Austria) for implementation in the FEA in Sect. 2.2.

Industry standard 0.1-mm-thick 316L stainless-steel sheet is stamped between a
punch and die to produce seven identical channels that are parallel to each other,
as shown in Fig. 1b. The load is applied on the punch using an Instron 500 kN
universal tensile machine, the test setup, and schematics of the stamping tools are
shown in Fig. 2a. The load frame moves with 5 N/s and is controlled in Bluehill®

Symbols in Fig. 1  (a)  Unit: 

mm 

depth (H ) 0.5 

span (W ) 0.89 

punch side radius (R1) 0.12 

die side radius(R2) 0.12 

bottom flat D1 0.1 

top flat D2 0.8 

Fig. 1 a Schematic and dimensions of the target corrugation profile b a micro-stamped sample
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Fig. 2 a Stamping tool schematics and the test setup. bWhite light method used to identify cracks
and pin holes. Examples of channel patterns formed: c failed and d successful

(Instron, Ill., USA). After forming, a white light apparatus was used to illuminate
the back surface of formed samples, as schematically shown in Fig. 2b. If cracks or
pin holes were present the back-side surface light would diffuse through the voids
and be visible from the top surface. Examples of a cracked sample and a successfully
formed sample are shown in Fig. 2c, d, respectively. The profile shape achievable
before fracture initiation is measured with the profilometer on the top surface.

Subsequently, the formed part is cut out from the formed sheet with scissors. The
surface of the specimen was cleaned using ethanol, mounted using epoxy resin and
cut in sections with an Accutom 50–1 (Struers, Australia). Two section cuts were
performed at 1/3 and 2/3 of the corrugation length, as schematically shown in Fig. 3a.
The measurement of material thinning is conducted in Image J in the same way as
it was previously done for micro-roll formed specimens in [5]. The direction of the
microscope observation is schematically shown in Fig. 3b.
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Fig. 3 a Schematics of the mounted sample and the cutting locations (in top view) and b the
exposed surface after the cutting process for microscope examinations

Micro-stamping FEA Model

In all channels, the crack did not initiate from the cavities at two ends (half-spherical
shapes), where three-dimensional formingwould be presented. In addition, the shape
of all corrugations is the same and the major deformation is stretching along the
transverse direction. For this reason, the deformation of the sheetmetalwas simplified
as plane strain and the FEA model reduced to a two-dimensional (2D) problem. In
lieu of no available CAD information, the 2D geometry of the experimental tool’s
profile was measured with the profilometer and imported to ABAQUS. For this, a 2D
middle cross section on the 3D shapewas created to represent the shape of the forming
region, as it is shown in Fig. 4. The punch and the die have a periodical geometry,
and thus the dimensions of one channel are representable for all seven channels. An
approximation of the tool radii was made to build the sketches in ABAQUS so that
an analytical rigid model could be used to represent the forming tools. For this, the
real geometry was smoothened by a combination of straight lines and regular radii
to match the measured tool profile as close as possible. This avoids penetration of
the sheet by very small sharp tool features in the FEA.

Fig. 4 Schematics of the profilometer scanning path on tools surfaces and the obtained contour of
the punch and the die used for simulation
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Fig. 5 Model of the micro-stamping process

Due to the symmetry of the load and geometry, half of the pattern was simulated,
that is, the punch and die were reduced to 3.5 corrugations. The sheet was meshed
with CPE8R elements, which are plane-strain continuum elements with reduced
integration, and 20 elements in the thickness direction were used. Previous studies
have indicated that in micro-forming, the coefficient of friction (COF) is higher
compared to that in conventional forming [7] and a COF = 0.4 was used here. The
“surface-to-surface” contact was applied to define the interaction between the sheet
and tools. In the forming step, a vertical displacement was applied to the punch while
the die and the blank holder remained fixed. The left end of the sheet was constrained
by a symmetry boundary condition (BC) while the right end remained free to move,
as shown in Fig. 5.

Fracture Model

The plastic hardening behaviour of the sheet material is expressed in Eq. 1, with
σ being the true stress and ε the equivalent plastic strain. The Gurson–Tvergaard–
Needleman (GTN) model [8], with its yield function expressed in Eq. 2, is used for
the analysis of fracture initiation.

σ = S0ε̄ + H (1)

φ =
(σv

σ̃

)2 + 2q1 f cosh

(
3

2
q2

P

σ̃

)
− (

1 + q3 f
2
) = 0 (2)

where S0 and H are the linear hardening parameters; σv is von Mises stress; P is the
hydrostatic stress; q1, q2, q3 are material parameters; f is the void volume fraction,
the rate of which ( ḟ ) can be determined with the void growth term ( ḟgr ); and void
nucleation term ( ḟnucl) described in Eq. 3.

ḟ = ḟgr + ḟnucl (3)
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Table 1 Parameters used for the simulation

SN εN fN q1 q2 q3 S0 H

0.1 0.27 0.05 1.8 1 3.24 2204.2 325.6

The rate of growth based on the law is expressed in Eq. 4, where ε̇ is the plastic
strain rate tensor and I is the identity tensor.

ḟgr = (1 − f )ε̇ : I (4)

The nucleation of voids is given by a strain-controlled intensity index A, as
expressed in Eq. 5:

ḟnucl = Aε̇; A = fN

SN
√
2π

exp

(
−1

2

[
ε − εN

SN

]2
)

(5)

where fN , SN , and εN are the parameters related to void nucleation. The contribution
of void volume fraction due to void coalescence is included in the conventional GTN
model; however, the coalescence term is neglected here. This is because a sudden
load drop (fracture) was found in the thin sheet samples during the calibration test,
and thus the gradual degradation of the material’s load bearing capacity due to void
coalescence can be neglected. The models were calibrated in [1] and the calibrated
parameters are listed in Table 1. Fracture is deemed to occur when the void volume
fraction f reaches the critical value fc, which is dependent on the stress triaxiality.
The stress triaxiality and the fc are expressed in Eqs. 6 and 7, respectively.

In general, the stress triaxiality of all the samples varies until fracture occurs.
Therefore, the stress triaxiality η was averaged in a range between 0.1 and 0.5 of
equivalent plastic strain ε. The average triaxiality ηavg is calculated with Eq. 6. It
is assumed that the computed void volume fraction f (in Eq. 2) of the thin sheet
reaches the critical volume fraction fc when fracture initiates. The relation between
fc and ηavg was determined by fitting the various pair data of (ηavg , fc) determined by
tensile tests with notched thin sheet samples and biaxial stretch forming tests during
the calibration process [1].

ηavg = 2.5

0.5∫

0.1

ηdε̄ (6)

fc = 4.34ηavg
2 − 3.76 + 0.88 (7)
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Fig. 6 Thinning prediction for the micro-stamped profile compared to the experimental results
(maximum achievable profile)

Results and Discussion

Material Thinning Prediction

The FEA model was used to analyse material thinning at the final punch stroke
before fracture. The experimental and the FEA results are illustrated in Fig. 6. The
results are overlayed with the maximum achievable profile shape of the top surface
before fracture obtained from the experiments (see grey curve in Fig. 6). It is evident
that the FEA model captures well the general trends of material thinning, except for
some area near the 0.2–0.3 mm region width. The localised thinning observed in this
area appears in every row of channels and, therefore, may be due to misalignment
between the punch and die which was not captured by the FEA model.

Fracture Model Implementation

The location of the peak equivalent plastic strain changes as the punch moves down,
until it begins to stabilise at the left corner of the bottom radius at an equivalent
plastic strain of 0.5. When the void volume fraction f at this point reaches the critical
constant fc (Eq. 7) fracture is considered to initiate. This node is located at the left
bottom radius in point A shown in Figs. 6 and 7. It is noted that this node does not
coincide with the fracture initiation point B found in themicro-stamping experiments
which is located on the right top radius with scattered thinning (point B shown in
Fig. 6). This may be due to tool misalignment as explained earlier. The average
stress triaxiality in point A is numerically determined first to enable the use of the
parabolic coalescence law (Eq. 5). The stress triaxiality versus the equivalent plastic
strain is shown in Fig. 7. Using Eq. 6, the average stress triaxiality is calculated
to be ηavg = 0.54. Implementing ηavg = 0.54 in the parabolic law of Eq. 7 gives
fc = 0.12.
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Fig. 7 The stress triaxiality (black line) and the void volume fraction (red) versus the equivalent
plastic strain at the critical node (point A)

Using fc = 0.12 in the numerical model of the micro-stamping process suggests
safe forming for the full punch stroke of 0.5 mm, as shown in Fig. 8. However, in
the experimental trials, fracture initiated at a punch stroke of 0.3 mm (indicated by
the blue line in Fig. 8). This discrepancy may be due to a combination of the tool
shape inaccuracy, tool misalignment, and the resolution of the model predictions,
which need to be further explored. Nevertheless, one attribution is the potential
misalignment of the punch and the die in the experimental scenario, which is not
included in the numerical model. The experimental thinning results in Fig. 6 suggest
that unsymmetrical thinning exists which indicates tool misalignment. However,
the FEA model predicts symmetrical thinning because a perfect (i.e. symmetric)
alignment of the punch and die is assumed. This represents a less severe forming
condition and may explain why fracture is predicted to occur at a lower punch stroke
than observed in the experiments.

Fig. 8 Comparison of the formed profile at fracture predicted by the FEA and shown by the
experimental results (EXP. plot in blue is the profile at fracture initiation). FEA with f c = 0.12
suggests successful forming for the full punch stroke
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Conclusion

The micro-stamping process is numerically analysed using a calibrated GTNmodel.
The implementation of a parabolic coalescence model, which estimates the critical
volume fraction, fc, gives a reasonable thinning prediction that correlates well with
the experiments. The FEA fracture initiation is defined to initiate on a critical node
that shows a critical void volume fraction. However, it was found that the critical
node predicted by the model does not correlate with the fracture initiation location
found in the experiments. This discrepancy may be due to a combination of tool
shape inaccuracy and tool misalignment that was not captured in the FEA model. In
addition, the maximum depth of the channel that can be safely formed is overesti-
mated. Future study will investigate the effect of the tool radius and alignment on
the thinning and the level of void volume fraction in the micro-stamping process, to
further improve the fracture model.
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Die Design for Flashless Forging
of a Polymer Insulator Fitting

Pedram Khazaie and Sajjad Moein

Abstract In conventional hot forging of Tongue, which is a fitting for polymer
insulator, the material wasted to flash accounts for 20–30% of workpiece. In order
to reduce the cost of forged products, this waste material must be minimized. In
this study, a flashless forging die is designed and simulated using the finite element
method (FEM). A solution to avoid overloading the die is also presented. In addition,
since in flashless forging, a thin flash is created in the gap between die and punch,
a controlled flash forging method is proposed to solve this problem. The simula-
tion results have been validated by experiments, achieving close agreement between
simulated and experimental data. It was shown that numerical modelling is helpful
in reducing cost and time in manufacturing process.

Keywords Die design · FEM · Flashless forging · Thin flash

Introduction

The growing worldwide competition in the processing industries leads to a constant
rise of cost pressure. Research and technological development in manufacturing
technologies are the basic prerequisites to meet cost and quality requirements to
assert on market. Forging has enjoyed an eminent position among various methods
of manufacturing because forged products, for good reason, have been looked upon
as offering maximum reliability and superior properties [1].

Approximately half the cost of the forging is comprised of the cost of purchased
material. If by flashless forging, a 15%material savings can be achieved (a reasonable
goal), the cost of forging can be reduced by 7.5% [2].

In flashless precision forging processes of steel and aluminum as well, the forging
tools include die gravures that almost completely enclose the workpiece. Punches
move into the dies and carry out the forming of the work piece [3]. The elimination
of flash forming in the forging process reduces the consumption of material, energy

P. Khazaie (B) · S. Moein
R&D Department, Kaveh Forging Co., Bozorge Isfahan Industrial Zone, Kar Afarinan 14,
Esfahan, Iran
e-mail: Pedram.khazaie1@gmail.com

© The Minerals, Metals & Materials Society 2022
K. Inal et al. (eds.), NUMISHEET 2022, The Minerals, Metals & Materials Series,
https://doi.org/10.1007/978-3-031-06212-4_7

71

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06212-4_7&domain=pdf
mailto:Pedram.khazaie1@gmail.com
https://doi.org/10.1007/978-3-031-06212-4_7


72 P. Khazaie and S. Moein

(used for heating the billet in hot forging), and time (spent on flash trimming). In
addition, flashless forging preserves the continuity of metal fibers, increasing in this
way the strength of parts [4].

The disadvantage of this process is its inherent inflexibility on billet volume fluc-
tuations, which can either lead to an overload of the dies and the press or, conversely,
incomplete die filling [5]. Another is that due to geometrical tolerances and complex
thermal expansions of these tool elements small gaps must exist between punch and
die. In hot forging processes material flows into these gaps unintendedly and the
so-called thin flash is generated [3]. The generation of thin flash in a forging process
leads to post-process operations.

Tongue, which is an electrical polymer insulator end fittings, has high amount of
production and can be forged by flashless method. Its forged schematic is shown in
Fig. 1.

In this study, the forging process has been simulated using finite element method
(FEM).Twodies are designed formass production ofTongue. Thefirst die is designed
in such a way that the production process does not require preform and trimming,
and also the volume of the original billet does not have to be accurate. However, the
generation of thin flash leads to post-process operations.

Fig. 1 Schematic of forged Tongue. Workpiece is divided into three sections: large end section (a,
b), shank section (b, c), and small end section (c, d)
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Table 1 Input data for DEFORM-3D simulations

Parameter Value Value

Material (characteristics taken from DEFORM database) AISI-1045 Al 7075

Punch speed 50 mm/s 30 mm/s

Workpiece temperature 1200 C 420 C

Die temperature 120 C 200 C

Friction method Shear Shear

Friction factor 0.3 0.4

Heat transfer coefficient 5 N/s/mm/C 5 N/s/mm/C

Maximum element size 2 mm 2 mm

Minimum element size 1 mm 1 mm

In the second die, the production process does not require a preform, a controlled
flash, in the amount of 3% of the weight of the initial billet, is created in the piece,
whichmust be removedduring trimming, but no thinflash is created on theworkpiece.

Tool and Process Design for Flashless Forging of Tongue

The FEM for elastic–plastic material properties is considered to be the most accurate
method available at present [6]. Instead of using traditional design methods based
on experiments, experience, and trial and error, the use of computers in the design
of metal forming operations has become widespread to reduce both development
time and cost [1]. A number of commercial FE codes are available in the market for
simulation of bulk forming processes, viz. DEFORM, FORGE, QFORM, etc. [8].
The capabilities of DEFORM-3D have been evaluated and validated by applying it
to several applications [9, 10].

This paper uses Deform-3D to simulate forging processes. Input data is shown in
Table 1. In order to save computation time, all of the processes are modeled in 3D
using 1/2 symmetry for the billet and the dies and it is assumed that dies are rigid.

Conventional Forging of Tongue

Figure 2 shows the conventional forged Tongue. In the conventional forging process,
the formation of flash restricts the lateral flow of material and thus facilitates the
filling of the die cavity, the excess material of the flash being trimmed upon the
completion of the forging process [11].

This method results in 25% of material to be waste as flash. A major advantage
of this method is that the press does not need to have any ejector.
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Fig. 2 Conventional forging of Tongue. 25% of the material is wasted in the flash form

Simulation of Flashless Forging of Tongue

Figure 3 shows tool concept for flashless forging of Tongue.
As shown in Figs. 1 and 3, the workpiece is divided into three sections: large end

section (a, b), shank section (b, c), and small end section (c, d).
At the large end section, die gravures completely enclose the workpiece. Punches

move into the dies and carry out the forming of the workpiece.
In the shank section, due to the formation of a sharp edge in the upper punch, the

die gravures cannot enclose the workpiece. In this section, the materials do not tend
to move laterally and this section is designed like conventional closed-die tooling.

The material flow is shown in Fig. 4. The upper punch squeezes the material at
the large end section and extrudes it toward wall D. The wall D upsets the material.
The small end section is designed as an open die. This prevents overloading of the
die.

Figure 5 compares experimental test with simulation result. There is a good agree-
ment between FEM calculation and experimental results. It can be seen that a thin
flash is formed at the large end section of the workpiece. Removing this thin flash is
expensive.

FE Simulation of Controlled Flash Forging of Tongue

Controlled flash forging of Tongue design is very similar to the flashless forging die
design. The difference is that instead of the die gravures completely enclosing the
workpiece, the parting line is raised as high as possible. In this design, the depth of
top die cavity is only 2.8 mm.

Figure 6 shows tool concept for controlled flash forging of Tongue.
Considering that the Tongue produced fromAISI 1015must be hot-dip galvanized

and machined, Kaveh Forging Company concluded that the production of this part
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Fig. 3 a Cross section of bottom die, upper die, and billet initial situation, in flashless forging of
Tongue, b bottom die cross section, in 3D view, c top die cross section, in 3D view

from aluminum 7075 is more profitable and more than 400,000 parts have been
produced with this design. Figure 7 compares industrial test with simulation result.

Conclusion

In this paper, a study on conventional flash forging, flashless forging and controlled
flash forging of Tongue is performed by DEFORM-3D and by experiment. Compar-
ison of the final shape of the Tongue in flashless and controlled flash forging shows
a good agreement between the experimental and simulation results obtained in the
FEM calculation.
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Fig. 4 The material flow of the Tongue in flashless forging. The distances between the billet and
the wall in (a), (b), (c), and (d) are 4.6 mm, 3.5 mm, 1 mm, and 0 mm, respectively

Fig. 5 Comparison of
experimental test with
simulation result of Tongue
flashless forging. AISI 1015
a experimental result
b simulation result
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Fig. 6 aCross section of bottomdie, upper die, and billet initial situation, in controlled flash forging
of Tongue, b bottom die cross section, in 3D view, c top die cross section

Flashless forging can lead to significant material savings, eliminates the trimming
process, and at the same time does not require strict control of the billet volume.
However, causes a thin flash to appear on the edge of workpiece and the process of
removing the thin flash is expensive.

Controlled flash forging concept allows a small amount of flash (3%) compared
to conventional flash forging, and unlike flashless forging, thin flash does not appear.

In the case study presented in this paper, it is shown that numerical modeling
is a helpful technique, and it is cheaper than performing tryout with actual die and
equipment, and it gives more information about the process.
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Fig. 7 Comparison of
experimental test with
simulation result of Tongue
controlled flash forging. Al
7075 a industrial result
b simulation result
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DP1180 Material Calibration Between
Sheet Metal Simulation and Prototype

L. I. U. Rongfeng and L. I. Dayong

Abstract One of the advanced high-strength steelmaterials, DP1180, is widely used
in the automobile industry so as to satisfy lightweight demands in China mainland
market in recent years. Formability and springback problems are very serious in
manufacturing. To shorten die development lead time for hard material in mass
production, sheet metal forming simulation and its accuracy are becoming essential.
After conducting uniaxial tension, compression–tension experiment and fitting a
database for real sheet, using Yoshida–Uemori material model in integrated sheet
metal simulation system JSTAMP/NV, the sprinback evaluation result is improved
to close with prototype result of one typical frame part. Through this study, it is found
that proper material model and real material database have much influence on the
simulation accuracy for DP1180 material.

Keywords Sheet metal simulation ·Material model ·Material database

Introduction

Advanced High-Strength Steel (AHSS) with ultra-high strength up to 1180 MPa by
cold forming has been increasingly employed in automotive bodies so as to reduce
the white bodies’ weight and improve crashworthiness as well. The strong require-
ments from industries pushed the development of material makers to deliver more
strong materials. On the other hand, it is a really big challenge for die shop and part
suppliers because it is much difficult to design and make parts than usual. Simu-
lation needs for AHSS are coming up and the problem is accuracy improving for
formability and springback prediction. Generally, the material property and material
model are important factors to improve simulation accuracy if not considering much
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of real manufacturing conditions. In this paper, there was a calibration between simu-
lation and prototype focus on DP1180 material database and material models. First,
there was an investigation in China mainland market. It was found that Bao Steel’s
DP1180 was a major AHSS material in mass production during the past 3 years.
Then uniaxial tension and Compression–Tension (CT) experimental tests occurred
in a particular test method. Based on those raw test data, a Yoshida–Uemori (YU)
material databasewasfit for integrated simulation systemnamed JSTAMP/NV.Simu-
lation result compares between YU material model and scanned prototype panel. It
was found that about 20% springback accuracy came up after material database and
model calibration.

AHSS Questionnaire and DP1180 Material Test

In July 2019, a questionnaire survey occurred so as to find out the majority of AHSS
makers and themost widely usedAHSSmaterials in Chinamarket. Survey targets are
OEMmakers andmajor stamping part suppliers in mainland. There were 11 valuable
feedbacks from 12 companies. It was found that 68% of OEM makers or suppliers
had the experience to use AHSS during the past 3 years. For 980 and 1180 MPa
grades, the survey shows that there are totally 24 kinds of AHSS materials and the
thickness varies from 1.0 mm to 2.3 mm. Nineteen materials, about 85% of AHSS in
current mass production, are come from Bao Steel and the others are imported from
Japanese or American steelmaker outside mainland. In future, using local AHSS is
a trend and the percentage is expected to be higher due to cost performance.

Considering most widely used AHSS material during past years, DP1180 steel
from Bao Steel is studied. Test was conducted in professor Dayong Li’s lab, located
at Shanghai Jiaotong University. In order to measure the mechanical properties for
material modeling, uniaxial tensile test, CT test, and Loading–Unloading–Loading
(LUL) test are performed, respectively.

All CT test samples are machined along RD (rolling direction), and all tests are
performed at the strain rate of 10−4. The CT tests are conducted with the assistance
of an anti-buckling device, which is shown in Fig. 2. The side support is provided
by two plates, against which the springs act. In order to enlarge the compression
range before buckling, an optimal specimen is utilized [1], as shown in Fig. 2. A
0.2 mm thick Teflon film is utilized on each side of the specimen to reduce friction
force. A non-contact EIR laser extensometer (LE-05) is used to measure strain in
the CT test, as shown in Fig. 1. The measurement of sample deformation over the
gage length is realized by receiving the reflected signals from the two parallel tapes
bonded to the edge of specimen. In the CT test, the specimens are compressed to a
pre-strain and then reloaded reversely until fracture. The friction compensation of
CT test procedure has been described in details [1].
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Fig. 1 CT test device

Fig. 2 CT specimen and jig

Figure 3 shows test uniaxial tension results. For three directions as RD, Transfer
Direction (TD), and 45-degree (45°) direction, all curves show the different speci-
mens and the fracture occurred at about 8% level. The 45o specimens seem to crack
a litter earlier than RD and TD direction. The reproducibility of uniaxial test is pretty
well.

In Fig. 4, the experimental curves for a typical LUL scheme of DP1180 are shown.
Starting from 0, then loading to 2, 4, 6, and 8% engineering strain, each followed
by an unloading–reloading loop. Due to nonlinearity of the unloading and reloading,
significant hysteresis loops exist, corresponding to the variation of elastic modulus.
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Fig. 3 True stain true stress curves of RD, TD, 45°

Fig. 4 True stain true stress curves of LUL test

CT experimental curves are shown inFig. 5. Twopercent pre-strain at compression
at first and then unloading to 0, continuously tension until to fracture. It should be
noted that bulking is occurred during compression because DP1180 is a very hard
material. For the same reason, there are no other pre-stain levels in CT experiment
in this paper.

In Fig. 5, CT test occurred at 2 % pre-stain, and crack strain became 10% which
is higher than uniaxial test in RD, 45° and TD. The reason for this phenomenon is
not clear and is going to be studied through more material tests in future.

The Lankford value of R is 0.592, 0.796, and 0.840 for RD, 45° and TD, respec-
tively. All values are measured at 4% engineering strain using separate specimens
from uniaxial and CT specimens.

The plastic strain-dependent Young’s modulus was measured from the sequential
LULexperiment (see Fig. 4). The variation of Young’s modulus (slope of unloading
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Fig. 5 True stain true stress
curves of CT test at 2%
pre-strain

stress–strain curve) is expressed by the following Eq. (1) which is suggested by
Yoshida [2]:

E = E0 − (E0 − Eα)(1− exp(−ξε)) (1)

where Eo denotes Young’s modulus for a virgin material and Ea is its asymptotic
value at an infinitely large plastic strain. It is a material parameter representing the
variation of Young’s modulus with increasing the effective plastic strain ε. Material
constants in Eq. (1) were determined from E versus ε diagram (see Fig. 6) and they
are listed in Table 1.

Fig. 6 Plastic
strain-dependent Young’s
modulus
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Table 1 Plastic strain-dependent Young’s modulus

E0 (GPa) Ea (GPa) ξ

203.5 160.8 109.45

Table 2 YU material model parameters of DP1180

Y (yield stress) (MPa) a0 (initial value of a
= B–Y ) (MPa)

C1 C2 bsat (MPa) m Rsat (MPa) h

800 429.0 420 180 95.0 15.0 50.0 0.2

Material parameters of plastic strain-dependent Young’s modulus.
Material parameters identification was conducted by the fitting tools MATPARA

which is able to easily fit YU material model parameters for DP1180 as shown in
Table 2.

Simulation in JSTAMP/NV Using YU Material Model

Material Model

Yoshida and Uemori proposed a model of large strain cyclic plasticity that well
describes the stress–strain responses in reverse deformation [2, 3, 4], as well as
cyclic hardening characteristics. The key capability of YU model is the transient
Bauschinger deformation characterized by early re-yielding and smooth elastic–
plastic transition with a rapid change of work hardening rate. The permanent soft-
ening is characterized by stress offset observed in a region after the transient period.
In addition, plastic strain-dependent Young’s modulus and work hardening stagna-
tion appear at a certain range of reverse deformation. Strain-range and mean-strain
dependency of cyclic hardening, e.g., the larger the cyclic strain range the larger the
saturated stress amplitudes.

It is noted that YU material model has been integrated into JSTAMP/NV. For
JSTAMPusers, a standard solution is recommended forAHSS springback simulation
in sheet metal manufacturing field.

Simulation Result

A typical frame part using DP1180 was studied in this paper as shown in Fig. 7.
Two material models are compared in sheet metal simulation. One is one of the
common material models Hill’48. The other is YU model. Both of them use Hill’s
function as yield function andwork hardeningmodel is isotropic hardening inHill’48
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Fig. 7 Frame part of DP1180 by cold forming

and nonlinear kinematic hardening in YU model, respectively. Simulation model
information is listed in Table 3.

Three stages to make the part are Bending, Flanging, and Cut/Restrike sequen-
tially. To compare sheet simulation with scanned panel, geometry evaluation contour
is used which shows the geometry coincidence percentage. Figs. 8, 9 and 10 show the
geometry evaluation contour results between Hill’48 model and prototype panels as
well as YUmaterial model with scanned prototype panels. As a common springback
evaluation method in industry, the area percentage of the part under± 1.0 mm comes
up to 79.6% in Bending stage, 73.7% in Flanging stage, and 83.2% in Cut/Restrike
stage. However, in Hill’ 48, the same value under ± 1.0 mm remains at 69.6% in
Bending, 38.7% in Flanging, and 44.7% in Cut/Restrike stages, respectively.

The Hill’48 model overestimated that springback and YU model result is closer
to prototype panel. Using the experimental data and fitting the material database, YU
material model is able to realize bending and reverse-bending behavior during the
Bending, Flanging, and Cut/Restrike stage processing. This is the main reason that
YU model simulation result is closer to the prototype panel.

From this study, the geometry evaluation result shows 10 ~ 30% springback accu-
racy up during Bending, Flanging, and Cut/Restrike stages just by changing the

Table 3 Simulation model information

FEM code JSTAMP/NV2.17 (Solver: LS-DYNA R10)

Basic formulations Forming: Dynamic Explicit (LS-DYNA); Springback: Static
implicit (LS-DYNA)

Element/Mesh technology Full integrated Sheet Element

Contact property model Penalty Method: Node to Surface

Friction formulation Coulomb’s friction law, friction coefficient 0.13

Fig. 8 Geometry evaluation contour of Bending stage by Hill’48 (upper) and YU model (lower)
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Fig. 9 Geometry evaluation contour of Flanging stage by Hill’48 (upper) and YU model (lower)

Fig. 10 Geometry evaluation contour of Cut/Restrike stage by Hill’48 and YU model (lower)

material model and material database. It is a practical way to improve sheet metal
simulation accuracy for AHSS material. Considering the cost of uniaxial and CT
experiments may not be acceptable for most of the industrial users, stimulating more
AHSSmaterial databases of mass production material in software will be one option.

Conclusions and Next Step

To perform calibration of sheet metal simulation for DP1180 steel, uniaxial tension,
CT, and LUL experiments were performed. After fitting a YU database, it was used
in JSTAMP/NV. The simulation result of springback shows that YU model and YU
database are helpful to improve sheet metal simulation accuracy even for the current
ultra-high-strength material DP1180. On the other hand, there is still left about 20–
30% deviation between simulation and prototype. Tool deflection coupling effect is
supposed to take much influence. That is going to be studied on the samemodel next.

Acknowledgements It is noted that GH Auto Parts Industries Inc. provided DP1180 material for
uniaxial and CT experiments in this paper. The prototype panel data are also delivered from them.
The author would like to acknowledge many thanks and respect to GH Auto Parts Industries.
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Evolution of the R-value and Its
Determination Based on Reverse Fitting
for Sheet Metal

Jun Zhao, Zhenkai Mu, Qingdang Meng, and Haoran Wang

Abstract The plastic anisotropy R-value is an important material parameter for
constitutive models, and the fact that the R-value varies with deformation has been
recognized. However, there is not a unified method so far to determine the variable
R-value. Therefore, based on the initial definition of the R-value, this paper proposes
a reverse fitting model to determine the evolution of the R-value for sheet metal.
Meanwhile, the limitations of the existing calculation methods for the R-value have
been compared and analyzed in detail. The results show that although the longitudinal
plastic strain–transverse plastic strain curve is close to a straight line, the R-value
changes greatly. With the increase in the uniaxial tensile plastic strain, the evolution
of the R-value is generally decreased and the curves’ form can be divided into two
types: up convex and down concave. In addition, the reason why there are significant
differences in the R-value calculated by different methods is clarified. The proposed
reverse fitting model can greatly simplify the secondary development of constitutive
model considering the evolution of anisotropy and enhance the accuracy of numerical
simulation.

Keywords Anisotropic coefficient · Tensile test · Reverse fitting · Sheet metal ·
R-value

Introduction

The mechanical properties of sheet metals generally show obvious anisotropy when
they undergo severe plastic deformation duringmanufacturing processes such as cold
rolling. The macroscopic characteristics of anisotropy mainly reflect the variation of
the yield stress and R-value with direction. Various phenomenological yield models
have been proposed to describe the initial anisotropy for sheet metals [1–6]. In fact,
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during the plastic deformation process of the anisotropic sheet metal, the hardening
as well as the deformation behavior is actually evolving. The hardening-induced
anisotropy strongly affects the plastic deformation behavior,which has been observed
experimentally [7], especially in the use of high-strength steel and aluminum alloy.

The R-value is an important material parameter for constitutive model, and it
is defined as the ratio of the transverse plastic strain-increments to thickness plastic
strain-increments in uniaxial tensile tests [8]. The evolution of texture will lead to the
variation of the R-value in plastic deformation [9]. Consequently, the yield surface
and flow potential need to be updated with the development of plastic strain [10].
However, the R-value is usually calculated based on measured strains in a certain
strain range and is assumed to be a constant. Most anisotropic plasticity models also
still use the initial yield stress and invariable R-value to determine the parameters
of the yield function, only a few models consider the evaluation of the R-value
[11–17]. In order to characterize the change law of the R-value during the plastic
deformation, it is usually described as a function of the longitudinal plastic strain.
Choi et al. [18] proposed an experimental method for the anisotropic evolution based
on DIC and analyzed the evolution of the R-value in the deformation process. Rossi
et al. [19] studied the planar anisotropy of sheet metals at large strains based on DIC.
Safaei et al. [20] presented a phenomenological approach to describe the evolution of
anisotropy during the plastic deformation based on the non-associated flow rule, and
the curves of the R-value varying with longitudinal strain were obtained by fitting
the longitudinal plastic strain–transverse plastic strain curves with a linear function
and a third-order polynomial function, respectively. Yoshida et al. [21] made an
interpolation between two yield surfaces at two different levels of the equivalent
plastic strain to describe the evolution of the yield surface and gave the changes
of the R-value for 3003-O aluminum sheet based on interpolation functions. Lian
et al. [22] described the variation of the R-value with longitudinal strain for AISI
439 material. Based on the principle of work equivalence, the relationship between
the R-value and equivalent strain was deduced, and the anisotropic behavior was
predicted with the non-correlated flow criterion. However, it is not reasonable to
regard the rolling direction strain as the equivalent strain.

Although some methods have been proposed to calculate the variable R-value,
however, the application conditions and problems of these methods are not been
analyzed in detail. In addition, there is no unified method so far to determine the
relationship between the R-value and longitudinal plastic strain during deformation.
Therefore, based on the initial definition of the R-value, this paper presents a reverse
fitting method to characterize the evolution of the R-value with deformation. The
proposed reverse fittingmodel can greatly simplify the secondary development of the
phenomenological yield model considering the evolution of anisotropy and enhance
the accuracy of FEM.
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Experiments

The experimental materials are DC01, DC04, and DC06. Specimens for the standard
uniaxial tensile tests are cut along the rolling direction. The size of a specimen is
shown in Fig. 1. The standard uniaxial tensile tests are carried out with an Inspekt
100 kN electronic universal material testing machine imported from Germany. The
gauge elongation and width reduction of the specimen are measured by the axial
extensometer and transverse extensometer, respectively. Then, the transverse–longi-
tudinal plastic strain curves during the uniform deformation stage can be obtained,
as shown in Fig. 2. The load–gauge elongation curves are shown in Fig. 3.
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The plastic anisotropy R-value is defined as

R = dεb/dεt (1)

where dεb and dεt are the transverse plastic strain-increment and thickness plastic
strain-increment, respectively. It is difficult to measure the thickness of plastic strain.
Therefore, Eq. (1) is usually translated to the following formula according to the
incompressibility constraint.

R = − dεb

dεl + dεb
(2)

Equation (2) can be further transformed as

R = − dεb
/
dεl

1+ dεb
/
dεl

= − k(εl)

1+ k(εl)
(3)

where k(εl) is the slope of the transverse plastic strain–longitudinal plastic strain
curve, and it can be assumed to be a function of the longitudinal plastic strain.
According to Eq. (3), the solution of the R-value is essentially the determination of
the slope of the plastic strain curve.

Current Research Methods

Point Slope Method (PS Method)

According to standard ISO 10113 [23], the total strain is usually used instead of the
strain-increments in the calculation of R-value.

R = − εb

εl + εb
(4)

where εl and εb are the longitudinal plastic strain and transverse plastic strain at
a certain time during the tensile process, respectively. They can be calculated by
Eq. (5).

⎧
⎪⎪⎨

⎪⎪⎩

εl = ln

(
L0 + �L

L0

)
− εs

εb = ln

(
B0 − �B

B0

)
+ νεs

(5)
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Fig. 4 R-values obtained
based on PS method
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where L0 and B0 are the initial gauge length and width of the specimen, respectively.
�L and �B are the gauge elongation and width reduction of the specimen, respec-
tively. εs is the initial yield strain and ν is Poisson’s ratio. Then, the R-values during
the uniform plastic deformation stage can be calculated according to Eqs. (4) and
(5). In this paper, this method is referred to as Point Slope method (PS method).

In Fig. 4, the R-values significantly increase in the initial deformation stage and
then tends to change smoothly. This is because the transition curve from elasticity
to plasticity is approximately an arc, and the starting point of plasticity is approx-
imately located in the middle of this arc curve. In fact, Eq. (4) is reasonable only
when the deformation of the longitudinal and transverse of the specimen satisfies
a certain proportion in the uniaxial tensile test. That is, the longitudinal plastic
strain–transverse plastic strain curve is a straight line.

Piecewise Linear Regression Method (PLR Method)

In accordance with standard ISO 10113, the linear regression of the transverse versus
longitudinal plastic strain curve within a certain plastic strain is used to calculate the
R-value. On this basis, in order to characterize, the R-value varies with the longitu-
dinal strain. An et al. [24] proposed a new piecewise linear regression method. The
transverse and longitudinal plastic strain discrete data are divided into i partitions,
as shown in Fig. 5. The slope ki of each interval can be fitted according to Eq. (6)
and then the Ri -value of each interval can be calculated by Eq. (7). In this paper,
this method is referred to as Piecewise Linear Regression method (PLR method). A
comparison of the R-value calculated based on different partition sizes is in Fig. 6.

εb = kiεl + ci (6)

Ri = − ki
1+ ki

(7)
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Fig. 5 Schematic diagram of piecewise linear regression method
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The results show that PLR method is very sensitive to the partition size. The R-
values are relatively dispersive when the partition size is too small, and the fitting
distortion is easy to occur under this condition. Conversely, few discrete data points
can be obtained when the interval size is too large, which cannot reflect the real
change law of the R-value. Furthermore, only fitting these discrete points can get
the relationship function between the R-value and longitudinal strain, but it will
create a new fitting error. Nevertheless, to a certain extent, the results obtained with
PLR method can reflect the change law of the R-value with the deformation when
a suitable partition size is chosen. Therefore, it can be used to analyze the function
form of the relationship between the R-value and longitudinal plastic strain.

Polynomial Fitting Method (Polynomial Method)

Only the discrete data points of R-value can be obtained in the above method. For
this reason, relevant scholars proposed to use polynomial function to fit the discrete
data of the longitudinal plastic strain and transverse plastic strain [20]. It is assumed
that the relationship between the transverse plastic strain and longitudinal plastic
strain satisfies

εb = c0 + c1εl + c1ε
2
l + c2ε

3
l + · · · + cnε

n
l (8)

where c0, c1, …, cn are the undetermined coefficients. By deriving on both sides of
Eq. (8), the following relationship can be obtained:

dεb

dεl
= c1 + 2c2εl + 3c3ε

2
l + · · · + ncnε

n−1
l (9)

According to Eqs. (2) and (9), there is

R = − c1 + 2c2εl + 3c3ε2l + · · · + ncnε
n−1
l

1+ c1 + 2c2εl + 3c3ε2l + · · · + ncnε
n−1
l

(10)

In theory, the higher the polynomial order, the higher the fitting accuracy for
the relationship between the transverse plastic strain and longitudinal plastic strain.
However, the R-value varies with longitudinal strain will be more complex, even the
change law is different as shown in Fig. 7. The function form of the R-value obtained
with the polynomial method is also complicated, and there is no basis for choosing
the polynomial order.

The principle of the above calculation methods is consistent. That is, fitting the
data of the transverse plastic strain and longitudinal plastic strain by a function
with some undetermined coefficients. Then, the slope of the plastic strain curve can
be calculated by deriving these functions. In this paper, the methods based on this
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Fig. 7 Comparison of the R-values obtained with different polynomial order: a DC01, b DC04,
c DC06

principle are named the forward solution method. However, there is no basis for
selecting a suitable fitting function, and the change law of R-value obtained with
different fitting functions is vary greatly. In view of the shortcomings of the above
calculation methods, a reverse fitting model of the R-value is proposed.

Establishment of the Reverse Fitting Model

Assume that the relationship between the R-value and longitudinal plastic strain
satisfies:

R = f (εl , a, b, c...) (11)

where a, b, and c are the undetermined coefficients. According to Eq. (2), there is
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− dεb

dεl + dεb
= f (εl , a, b, c...) (12)

Equation (12) can be further simplified as

dεb

dεl
= −1+ 1

f (εl , a, b, c...) + 1
(13)

Then, the relationship between the transverse plastic strain and longitudinal plastic
strain can be obtained by integrating Eq. (13).

εb = −εl +
∫

1

f (εl , a, b, c...) + 1
dεl + C (14)

where C is the integral constant which can be calculated according to the boundary
condition εb = εl = 0 in the initial plastic deformation time. The undetermined
coefficients can be determined by fitting the transverse plastic strain and longitudinal
plastic strain data based on Eq. (14). Then, Eq. (11) can be determined.

According to the calculation results of the R-value based on PLR method in
Sect. “Experiments”, and the previous research results in literatures [20–22, 24], the
curves of the R-value vary with longitudinal strain and can be approximately divided
into two types: linear function and quadratic function. Linear function is a special
form of quadratic function. It is assumed that the relationship function between the
R-value and longitudinal plastic strain is a quadratic function:

R = aε2l + bεl + c (15)

where a, b, and c are the undetermined coefficients. According to Eqs. (12), (13),
and (15), the following relationship can be derived:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

εb = −εl + 2
√
4a(1+ c) − b2

arctan

(
2aεl + b

√
4a(1+ c) − b2

)

+ C1 b2 < 4a(1+ c)

εb = −εl + 1
√
b2 − 4a(1+ c)

[

ln

∣∣
∣∣∣
2aεl + b −

√
b2 − 4a(1+ c)

2aεl + b +
√
b2 − 4a(1+ c)

∣∣
∣∣∣

]

+ C2 b2 > 4a(1+ c)

(16)

where
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

C1 = − 2
√
4a(1+ c) − b2

arctan(
b

√
4a(1+ c) − b2

)

C2 = − 1
√
b2 − 4a(1+ c)

ln

∣∣∣∣∣
b − √

b2 − 4a(1+ c)

b + √
b2 − 4a(1+ c)

∣∣∣∣∣

(17)
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When the R-value varies with the longitudinal strain is approximately a straight
line, the value of a obtained by fitting will be approximately zero.

Results and Discussion

According to uniaxial tensile tests, the specimens will undergo elastic deforma-
tion, uniform plastic deformation, diffuse instability deformation, located instability
deformation, and fracture in turn. However, only the plastic strain data during the
uniform plastic deformation stage can be obtained from the standard uniaxial tensile
test. The installation position of the transverse extensometer is generally not on the
narrowest cross-section. Therefore, the data closed to the necking should be removed
to ensure the reliability of the plastic strain data. The longitudinal strain and trans-
verse strain data within an interval of 0%–90% longitudinal strain during the uniform
deformation stage are used to fit the undetermined coefficients. A comparison of the
R-values based on different methods is shown in Fig. 8.
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Fig. 9 Comparison of the
fitting error based on
different methods
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The prediction curves of the R-value based on reverse fitting model agree well

with the discrete data points obtained with the PLR method. In order to evaluate
the fitting accuracy of different methods, the following error evaluation formulas are
established:

ψ = �
(
ε
pre
b −ε

exp
b

)2

�
∣∣εexpb

∣∣ (18)

where ε
pre
b is the predictive value of the transverse plastic strain and ε

exp
b is the

experimental value of the transverse plastic strain. Figure 9 shows that the fitting error
based on differentmethods. The reverse fittingmodel based on quadratic function has
relatively high fitting accuracy, and the function form of the R-value obtained with
QFR method is simpler than the polynomial method. It is easier to be applied in the
secondary development of the constitutive model considering hardening anisotropy.
In addition, the reverse fitting model proposed in this paper is not limited to the
quadratic function. Therefore, the model has strong flexibility, which provides a
valuable reference for the investigation of the R-value with complex variation law.

In order to clarify the effect of the strain curve slope on the calculation results of
the R-value, according to Eq. (3), there is

dR = −1

[1+ k(εl)]
2 dk (19)

By Eqs. (3) and (19), the following relationship can be derived:

dR

R
= 1

1+ k(εl)

dk

k
(20)

The above results show that the R-values approximately locate in 1 < R < 2.5
for most deep drawing sheet metals. Then, the change range of the strain curve slope
is −0.5 < k(εl) < −0.71. Therefore, according to Eq. (20), the calculation error of
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the slope will enlarge the prediction error of the R-value approximately by 2 ~ 3.5
times. Therefore, the significant differences in the R-value calculated by different
methods are caused by the calculation error of the strain curve slope. In the future, the
methods for determining the plastic strain curve slope should be studied to improve
the accuracy of R-values.

Conclusions

(1) According to R.Hill’s orthotropic plasticity theory, the R-value is a function of
the derivative of the transverse plastic strain to longitudinal plastic strain. The
R-value is a constant only when the relationship of the above two strains is a
linear function. Under this condition, the experimental results of the R-value
can be obtained with the total strain of uniaxial tension.

(2) The relationship between the transverse strain and longitudinal strain is approx-
imately a straight line, but the slight change in its slope will lead to a
great change in the R-value. In order to obtain high-the precision anisotropic
constitutivemodel for sheetmetal, the evolution ofR-valuemust be considered.

(3) The piecewise linear regression method can give the evolution trend of the
R-value, but the difference in the partition size will result in the fluctuation of
the R-value. The results obtained with this method are relatively discrete and
the second fitting will introduce new fitting errors.

(4) The polynomial forward fitting method can ensure the fitting accuracy of the
relationship between the transverse strain and longitudinal strain, but it cannot
guarantee the accuracy of its derivative function. Because of the different orders
of polynomial, the evolution of the R-value is diverse and the function form of
the R-value is very complex.

(5) The proposed reverse fitting model of quadratic function with three undeter-
mined coefficients can not only ensure the fitting accuracy of the uniaxial
tensile strain relationship but also show a high degree of consistency in the
evolution law of the R-value. Its function form is simple and the undetermined
coefficients are few, which provides great convenience for the establishment
of the high-precision anisotropic constitutive model for sheet metal.

(6) With the increase in the uniaxial tensile plastic strain, the evolution of the R-
value is generally downward, and the curve form can be divided into two types:
up convex and down concave.
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Modelling Transient Mechanical
Behavior of Aluminum Alloy During
Electric-Assisted Forming

Jai Tiwari, Hariharan Krishnaswamy, and Murugaiyan Amirthalingam

Abstract Electric-assisted forming is a promising technique in which the mechan-
ical behavior of the materials is altered by the application of electric current during
deformation. Advantages of electric-assisted forming include improved ductility,
reduction of flow stress, and springback. The alteration in the mechanical behavior
is in general linked to Joule’s heating due to the lack of comprehensive understand-
ing of the mechanism of electric-assisted deformation. Significant efforts are being
made in the field of electroplasticity to propose the existence of additional mecha-
nisms through which the electrical effects on deformation could be better explained
by experimental and numerical approaches. However, a consensus is lacking on the
governing mechanism and a generalized constitutive model for electroplastic defor-
mation therefore is not yet established. In the present work, two models, namely,
Joule’s heating-based and dislocation density-based are used to predict the mechan-
ical behavior of aluminium alloy samples subjected to pulsed electric current. The
dislocation density-based model superposes the thermal and athermal mechanical
behavior independent of the underlying mechanism. Results indicate that an attempt
to model the electroplastic behavior purely through Joule’s heating produces incon-
sistent results. It is shown that the Joule’s heating model can accurately predict either
the temperature history or the mechanical behavior and not concurrently.
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Introduction

Electric-assisted forming involves the application of electric current during the defor-
mation process. The interaction between the applied current and plastic deformation
on the mechanical behaviour is generally referred to as electro-plastic effect. Appli-
cation of electric current leads to significant improvement in formability [1, 2].
Other advantages of electric-assisted forming include reduction of springback [3]
and anisotropy effects [4]. The alteration in the mechanical behavior is in general
linked to Joule’s heating [5]. However, subsequent efforts in the field have proposed
the existence of additional mechanisms. These mechanisms include electron wind
effect [6], magnetoplasticity [7], and charge imbalance around the defects [8]. The
exact rate-controlling mechanism of the observed behavior is still debatable. There-
fore, a comprehensive constitutive model to explain the electroplastic effect is not
yet established.

Several efforts in the past have beenmade to systematically analyze the changes in
the mechanical behavior under electric-assisted (EA) deformation. These modelling
attempts were focused primarily on the Joule’s heating due to the lack of complete
understanding of the electroplasticity mechanism. In one such attempt, Kroneberger
et al. [9] modelled the electric-assisted upsetting process assuming Joule’s heat-
ing only. The predicted results were found to be deviating from the experimental
results. Subsequent efforts were made to modify the heat transfer parameters [10,
11]. Although they were successful in predicting the temperature profile, none of the
above could predict the flow stress softening due to EA deformation. This approach
completely ignores the microstructural changes such as dislocation density during
EA deformation. Any model [12, 13] that considers only the temperature effect
on the mechanical behavior is not sufficient to accurately predict the electroplastic
behaviour. Therefore, a model capable of incorporating the changes in mechani-
cal behavior under EA deformation will enable us to understand the mechanisms
behind it.

In the present work, two models are considered to evaluate the efficacy of a
coupled model to predict the electroplastic behavior. For this purpose, a finite ele-
ment framework is developed for a coupled electrical–thermal–structural analysis
in a commercial software ABAQUS. Firstly, the traditional Joule’s heating model is
implemented into the framework using the electric–thermal parameters. In the same
framework, the dislocation density-based constitutive model coupled with Joule’s
heating effect is implemented using user material (UMAT) subroutines. In order to
estimate the extent of error, the results predicted using the dislocation density model
are compared with that predicted assuming traditional Joule’s heating.
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Modelling the Electroplastic Effect

Joule’s Heating Model

In case of electric-assisted deformation, temperature of the specimen increases due
to Joule’s heating effect. Simultaneously, heat loss to the ambient environment takes
place from the specimen. The thermal balance of the specimen can be given as

mcp�T = ζ I 2Rt − hAs(T − TA), (1)

where m, cp, �T , As , and T represent mass, specific heat capacity, increase in
specimen temperature, surface area, and instantaneous temperature of the specimen,
respectively. In the Eq.1, ζ , h, and TA represent Joule’s heating fraction, overall heat
transfer coefficient, and ambient temperature, respectively. From the temperature
change (�T ), the resulting drop in flow stress (�σ ) can be predicted using the
high-temperature properties of the specimen, as shown in the literature [14].

Dislocation Density-Based Model

A dislocation density-based constitutive model [15, 16] is used to model the electro-
plastic behaviour. This model is a simplified form of Kocks–Mecking–Estrin model
[17], according to which the flow stress is a function of averaged dislocation density
ρ as

σ = MαGb
√

ρ

(
ε̇

ε̇0

) 1
m

, (2)

where M , G, b, and m are Taylor factor, shear modulus, Burger’s vector, and strain
rate exponent, respectively. ε̇0 corresponds to a critical strain rate atwhich the thermal
component of the flow stress reaches to zero. The material constant, α is obtained by
curve fitting the experimental stress–strain data. The evolution of dislocation density
(ρ) with respect to strain (ε) is given as

dρ

dε
= M(K1

√
ρ − K2ρ), (3)

where K1 and K2 represent the coefficients of stage-II and stage-III strain hardening,
respectively. The parameter K1 is treated as constant, as the stage-II hardening is
athermal in nature. State-III hardening relates to the recovery or annihilation of
dislocations. Therefore, the coefficient K2 relies on temperature and strain rate. It
can be represented [17] as
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K2 = (K2)0

(
ε̇

ε̇0

)− 1
n

, (4)

where (K2)0 is a material constant and the exponent n depends on temperature.
In Eq.2, m and α and ε̇ depend on the temperature and strain rate. Similarly, n in

Eq.4 depends on temperature. In order to avoid complexity, the rate dependency of
m and ε̇0 is coupled with that of α [16]. Therefore, α and n can be modelled as

α = α0β1
{
ε̇β2T β3

}
, (5)

n = β6
{
T β7

}
, (6)

where α0, β1, β2, β3, β6, and β7 are material constants.
The rate-dependent parameters (α and n) can be further modified to include the

effect of electric current. The following relation, which was originally proposed in
[15], is utilized in the present work.

α = α0β1

{
ε̇β2T β3 + β4

β1
J β5

}
, (7)

n = β6

{
T β7 + β8

β6
J β9

}
, (8)

where the constants β4, β5, β8, and β9 are used to describe the electroplastic effect
for a current density J . The procedure to obtain the above-mentioned parameters is
explained in our recent work [18].

A two-parameter dislocation–density model was proposed to account for the
recovery in pulsed mode. In that case, the total dislocation density is decomposed
to forward (ρ f ) and reverse (ρr ) components [16]. In the present work, if

◦
ρ f is the

total dislocation density at a given strain corresponding to the application of electric
pulse, the ρ f and ρr are given by

ρ f = (1 − p)
◦
ρ f , (9)

ρr = p
◦
ρ f , (10)

where ‘p’ is a scalar indicating the fraction of reverse dislocation split from the total
dislocation density during the reduction of electric current density. ρr decreases with
strain and its evolution is given by

dρr

dε
= −qMK1

√
ρ f

ρr
◦
ρ f

(11)

where the scalar ‘q’ corresponds to the rate of evolution of reverse dislocation.
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The flow stress in Eq.2 is modified as

σ = MαGb

(
ε̇

ε̇ref

)1/m √
ρ f − ρr (12)

When scalars p and q become zero, ρr = 0 and the governing equations return to
the continuous current application case.

Themodel superposes the thermal and athermalmechanical behavior independent
of the underlying mechanism by modifying the variables n and α.

Finite Element Framework

Steps followed in the finite element modelling of electric-assisted deformation are
described below:

1. A real scale model of the cylindrical specimen was created with a length of
15mm and diameter of 10.2mm. Specimen, upper platen, and lower platen were
modelled to simulate the experimental setup, as shown in Fig. 1.

2. Eight-node general-purpose linear brick element (C3D8) is used to carry out the
FE analysis. A suitable mesh size (0.5mm) for the modeled specimen is chosen
after a detailed mesh convergence study.

3. A fully coupled thermal–electrical–structural analysis is performed due to the
necessity of coupling between the displacement, temperature, and electric fields
to obtain solutions for all three fields simultaneously.

4. Fixed boundary condition (displacements and rotations are restricted) is imposed
on the lower platen and the boundary condition of the upper platen is given in such
a way that the specimen could move only in the axial direction. The cross-head
speed was maintained at 2mm/min during the simulation.

5. The specimen and the platens are bonded using the TIE constraint option. The
TIE constraint bonds surfaces together so that there is no relative motion between
them. Also, the contact between the platens and specimen is considered to be
perfect in the present analysis.

6. The electric current amplitude is converted to the instantaneous current density
and applied as electrical load at the top of the specimen. The bottom side of the
specimen is grounded to ensure the flow of the electric current in die–specimen
assembly.

7. Temperature evolution during EA deformation was measured using a non-contact
type FLIR-T621 infrared camera.

8. High-temperature stress–strain behavior of the material is taken from the refer-
ence [19]. The thermophysical properties of the material and overall heat transfer
coefficient used in the present framework are given in Table1.
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Fig. 1 Setup assembly of platen and specimen used in the finite element analysis is shown

Table 1 Properties used in the present framework

Specific heat (Cp) (J kg−1 K−1) Thermal conductivity (k) (W m−2 K−1)

929–0.627*T 25.2 + 0.398*T

Joule heating fraction (ζ ) Overall heat transfer coefficient (h) (*103, W
m−1 K−1)

0.9 0.765
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Results and Discussion

In the present work, Joule’s heating model and the dislocation density model are
evaluated using the pulsed current-assisted results of AA 60661-T6 alloy published
in the literature [20]. The present analysis is performed till a strain of 0.2 to avoid any
potential fracture. As mentioned in literature [20], nominal electric current densities
of 75 and 90 A/mm2 are applied for a duration of 0.5 s with a background time of
29.5 s for the pulsed current-assisted tests.

In order to obtain the Joule’s heating fraction and overall heat transfer coeffi-
cient, iterative FE simulations were performed to match the experimentally observed
temperature history. Predicted temperature history in case of current density, J =
90A/mm2; fits satisfactorily with the experimental profile as shown in Fig. 2. Sub-
sequently, the FE simulation is carried out at a nominal current density of 75A/mm2

with the same modelling parameters. The resulting stress–strain behavior along with
the experimental results are shown in Fig. 3. It is clear from Fig. 3 that Joule heating
model produces inconsistent results while describing stress–strain behavior under
electric-assisted deformation.

In the same FE framework, the dislocation density-based constitutive model is
implemented using user material (UMAT) subroutines. The fitting constants used in
the model are tabulated in Table2. The predicted stress–strain behavior is presented
along with the experimental results in Fig. 4.

Fig. 2 FE simulation result
of temperature profile is
plotted with the
experimentally recorded
temperature history
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Fig. 3 FE simulation result of temperature profile is plotted with the experimentally recorded
temperature history

Table 2 Parameters used in the dislocation density model [21]

M α0 G b K1 K20 m ε.
0 ρ0 β1

(MPa) (mm) (S−1) (mm−2)

3.5 0.45 27,000 2.86*10−7 5000 55 2.2 1.5*10−7 7.67*105 1

β2 β3 β4 β5 β6 β7 β8 β9 p q

–0.33 –0.5 –0.065 0.31 0.22 0.42 0.35 0.1 0.3 1

Fig. 4 FE simulation result
of temperature profile is
plotted with the
experimentally recorded
temperature history
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Conclusion

In the present work, two models to predict the electroplastic behaviour have been
examined in the same finite element framework. It is observed that the Joule heating
model could not accurately predict the temperature profile and stress–strain behavior
concurrently. The limitation of Joule’s heating model is overcome by the use of
modified dislocation density model. This constitutive model in conjunction with
Joule’s heating effect predicts the mechanical behavior of aluminum alloys under
electric-assisted deformation satisfactorily.

Acknowledgements Authors would like to acknowledge the financial support from the Science
and Engineering Research Board (Project reference: CRG/2019/0D3539), Department of Science
and Technology (DST), India.
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Numerical Prediction of Failure in Single
Point Incremental Forming Using a New
Yield Criterion for Sheet Metal

H. Quach, X. Xiao, J. J. Kim, and Y. S. Kim

Abstract A new yield function depends on the second stress invariant J2 and the
third stress invariant J3 is proposed to describe the elastoplastic behavior of sheet
metals. Additionally, a series of basic fracture testing covering a wide range of stress
state and different material orientations for aluminum alloy is carried out. The ductile
fracture of the aluminum alloy is investigated using a hybrid experimental–numerical
approach. Besides, a new uncoupled ductile fracture that is concernedwith themicro-
mechanisms of voids is introduced to predict the failure of material. The new yield
criterion and fracture model are implemented into the ABAQUS/Explicit code to
predict the fracture in different stress states. The incremental sheet-forming tests are
performed to verify the efficiency of the proposed yield criterion and fracture crite-
rion. The proposed yield criterion and fracture model can be utilized for predicting
plastic deformation and initial fracture in sheet metal forming.

Introduction

Incremental sheet forming (ISF) is a flexible sheet-forming process that has gained
significant interest since the pioneering work of Iseki et al. [1]. ISF is a highly
localized deformation process in which a tool is programmed to move along to a
certain path to create the desired part geometry. A simple incremental sheet-forming
process to manufacture a truncated cone is depicted in Fig. 1 [2]. Without complex
tools and dies, the process can form various part geometries directly from computer-
aided design models and computer numerical control codes. The process has great
potential for rapid parts prototyping requiring small quantities.
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Fig. 1 Single point
incremental forming for
truncated cone

Aluminum sheets are well known to develop considerable plastic anisotropy on
the mechanical properties due to the extrusion and rolling processes. The anisotropy
properties have strong effect on the plastic deformation and the fracture initiation in
several manufacturing processes especially in automotive industry. The prediction
of anisotropic plastic deformation of metals is critical for the design of lightweight
structure. Although there are a lot of efforts in prediction of anisotropic plastic defor-
mation and fracture initiation in sheet metal forming, these works still remain signif-
icant issues. In this paper, a new yield function named Kim-Van equation describes
the elastoplastic behavior of sheet metals. This yield function depends not only on
the second stress invariant J2 for the yield but also on the third stress invariant J3,
both may effect on the shape of the yield surface. The extension of this criterion
is developed using generalized invariants of the stress deviator for anisotropy. The
proposed yield function greatly enhances the flexibility of describing the strong
anisotropic materials. Besides, a uncoupled ductile fracture which is concerned with
the micro-mechanisms of void nucleation, void growth, and evolution of void coales-
cence is used to predict the failure of material. These two models are implemented
into Abaqus/Explicit using a user subroutine to predict fracture in ISF. Compared
with the experiment results, the proposed yield criterion and ductile fracture criterion
can be utilized for predicting plastic deformation and initial fracture in single point
incremental sheet metal forming.

Anisotropic Yield Function

Kim-Van Yield Function

In the present study, the proposed yield function represents a symmetric yield func-
tion, which is applied to materials such as aluminum and steel, and it is expressed as
follows:

f ≡ J 6
2 + α J 4

3 + β(J 3
2 × J 2

3 ) = k12 (1)
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where J2 and J3 are the invariants discussed in the introduction, k denotes the yield
stress in pure shear, and α and β j are material constants.

Anisotropic generalizations of the second and third invariants are expressed as
follows:

J 0
2 = a1

6
(σxx − σyy)

2 + a2
6

(σyy − σzz)
2 + a3

6
(σxx − σzz)

2 + a4σ
2
xy + a5σ

2
xz + a6σ

2
yz

(2)

J 0
3 = 1

27
(b1 + b2)σ

3
xx + 1

27
(b3 + b4)σ

3
yy + 1

27
[2(b1 + b4) − b2 − b3]σ

3
zz

− 1

9

(
b1σyy + b2σzz

)
σ 2
xx − 1

9
(b3σzz + b4σxx )σ

2
yy

− 1

9

[
(b1 − b2 + b4)σxx + (b1 − b3 + b4)σyy

]
σ 2
zz + 2

9
(b1 + b4)σxxσyyσzz

− σ 2
xz

3

[
2b9σyy − b8σzz − (2b9 − b8)σxx

]

− σ 2
xy

3

[
2b10σzz − b5σyy − (2b10 − b5)σxx

]

− σ 2
yz

3

[
2b7σxx − b6σyy − (2b7 − b6)σzz

] + 2b11σxyσxzσyz

(3)

In the above expressions, ai (i = 1…6) and bj (j = 1…11) are coefficients that
describe anisotropy. If ai = bj = 1, it becomes isotropic yield functions.

Calibrate Plastic Model

The strain hardening behavior of aluminum 5052-H32 (AA5052-H32) is determined
from uniaxial tension results at rolling direction (Fig. 2). The stress–strain relation
is modeled by Kim-Tuan hardening equation [3] as follows:

σ = σ0 + K (ε + ε0)
h
(
1 − exp−tε

)
(4)

where σ represents the equivalent stress, σ 0 denotes the initial yield stress,K denotes
a material constant to control the expansion of hardening stress, t and h denote
parameters of the hardening model, ε0 denotes the initiation of plastic deformation,
and ε0 = 0.002.

Several dog-bone specimens were cut from the sheet along 0°, 15°, 30°, 45°, 60°,
75°, and 90° with respect to the rolling direction to identify the Lankford r-value and
the yield stress at these directions. Besides, the cruciform specimens were prepared
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Fig. 2 Stress–strain curve
fitted by Kim-Tuan
hardening equation

Fig. 3 Yield locus fitted by
Kim-Van yield function for
aluminum alloy 5052-H32

to determine the biaxial yield stress. The Lankford r-values and yield stress were
utilized to calibrate the Kim-Van yield function as shown in Fig. 3.

Ductile Fracture in ISF

Single point incremental sheet forming has some limitations and encounters the chal-
lenges in application of some lightweight alloys, especially for failure and fracture
during forming the desired geometric components. As a microscopic crack, ductile
fracture occurs with damage accumulation and the material softening after large
plastic deformation stage, including the nucleation of voids, the growth of voids
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and eventually the coalescence of voids. So the study for prediction initiation and
propagation of failure and fracture in SPIF is necessary and promising. Because
the prediction of failure and fracture in SPIF can reveal the deformation mechanics
and failure evolution, and provide some reference for practical SPIF process. Mirnia
et al. [4] have incorporated ductile fracture models into SPIF to simulate damage
accumulation and propagation of fracture. It is noted that the fracture forming limit
diagram (FFLD) in SPIF is different in shape and value from conventional forming
process and other findings. Li et al. [5] utilized the Gurson–Tvergaard–Needleman
(GTN) damage model in order to analyze the fracture prediction in ISF. Jin et al.
[6] combined the Lemaitre damage model into a modified constitutive model and
implemented the model to FE simulations of ISF.

In efforts to predict the anisotropic ductile fracture behaviors in ISF, an extent of
ductile fracture criterion ofQuach et al. [7]work for anisotropicmaterial is introduced
as

ε f = C1
(

η + 3−μ

3∗
√

μ2+3
+ 1√

μ2+3

)C2
(

3+√
3C3√

μ2+3
− C3

) (5)

where

η = σxx + σyy + σzz

3 ∗ σ̃
(6)

μ = 2σyy − σxx − σzz

σxx − σzz
− 1 ≤ μ ≤ 1, wi th σxx ≥ σyy ≥ σzz (7)

ε
p
f is equivalent plastic strain at the failure; η is stress triaxiality; μ is Lode stress

parameter;C1, C2, and C3 arematerial parameters which are calibrated from fracture
experiments testing. σ̃ is effective stress presented by Kim-Van yield function.

ISF Experiments

In the ISF experiments, an AA5052 specimen with a size of 130 mm × 130 mm was
cut to be formed using CNC machine as shown in Fig. 4. Two types of incremental
sheet-forming test with pyramid and varying wall-angle conical frustums (VWACF)
specimens are performed in order to verify the efficiency of the proposed yield
criterion and fracture criterion in predicting fracture behavior (Fig. 5).

In these tests, forming angle of the pyramid model is 70°, and for VWACFmodel,
the forming angle is from 40° to 90°. While the forming parameter is shown in Table
1. And in each cases, liquid lubricant was used. After fracture happened, record the
final forming depth. The results of each experiments are shown in Fig. 6a, b.
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Fig. 4 The CNC machine used in this study

Fig. 5 The shape of
pyramid model (a) and
VWAFC model (b)
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Table 1 Forming parameter
in ISF experiment

Parameter Tool diameter
(mm)

Step depth
(mm)

Feed rate
(mm/min)

Value 10 0.5 500

Fig. 6 Forming result of a pyramid model and b VWAFC model

Conclusion

A new anisotropic yield function and an extended ductile fracture for anisotropic
material are utilized in considering effect of anisotropy property for incremental
sheet metal forming applications. The yield locus constructed by Kim-Van yield
function fitted well with experimental data. The proposed yield function greatly
enhances the flexibility of describing the strong anisotropic effect in metal sheet.
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3D-Swivel-Bending—A Flexible
and Scalable Forming Technology

Michael Schiller, Peter Frohn-Sörensen, and Bernd Engel

Abstract Established forming processes in the automotive industry are used for
series with annual production runs of more than 100,000 units. Until now, there
has been a lack of forming technologies for the economical production of batch
sizes below 100,000 units. This trend is also changing production. Swivel-bending is
suitable as a flexible and low-tool process to produce variable cross-section geome-
tries. The manufacturing technology developed for 3D-swivel-bending significantly
expands the application possibilities of the basic process by enabling the produc-
tion of non-linear, three-dimensional bending edges, to manufacture cross-section
variable and load-adapted components. The process is designed to be scalable and
thus adjustable for processing variable workpiece thicknesses, materials, and spring-
back behavior. With additively manufactured joint structures, the effective surfaces
of the tools can be adapted to individual requirements. The joint structures can also
be manufactured as a print-in-place solution within a significantly shorter product
development process.

Keywords 3D-swivel-bending · Additive manufacturing · Bending · Lightweight
design · Cross section adapted · Load adapted · Forming · Flexibility · Scalability

Introduction

Many products show theway frommass production to themanufacture of individual-
ized products. This trend is also fundamentally changing production which requires
the ability of production techniques to meet the demand for flexibility. This can only
be fulfilled economically if the main techniques (forming processes) also perform a
change in extension to construction. The requirements for manufacturing processes,
in particular, for forming processes, are flexible tool production, fast setup, and fast
product changeover. Scalability must be achieved in terms of component geometry,
machinable materials, and batch sizes to meet market requirements.
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In the automotive industry, body components are manufactured using produc-
tion techniques designed for mass production. Medium and smaller batch sizes can
often only be produced uneconomically by automotive suppliers using rigid manu-
facturing techniques and production systems with inflexible capacities. The use of
new technologies often fails because of the investment required for new machine
technologies, which discourage SMEs in particular.

A survey the authors conducted specifically for sheet metal parts suppliers in 2021
indicates a critical number of units at an annual batch size <100,000 components, cf.
Figure 1. Of the nine companies surveyed, 60% are SMEs with a size of less than
250 employees. On average, an annual quantity of 100,000 components per article is
produced today.On average, companies have <500 “ living” components. The “ideal”
annual quantity is already above 100,000 components today. The companies surveyed
can hardly produce economically below 50,000 components. Limiting factors for the
economic production of smaller quantities are the setup and the tooling costs. The
analysis shows that sheet metal component suppliers stick to high-volume processes
even if the critical cost-covering number of units is not reached. Compensation
takes place through the production and supply of order packages with low and high
quantities. Majority of SME parts suppliers use progressive manufacturing.

Established forming processes in the automotive industry are used for series with
annual production runs of more than 100,000 units. Until now, there has been a
lack of forming technologies for the economical production of batch sizes below

Fig. 1 Analysis of critical batch size survey. a Average annual number of units per article in the
company portfolio, b “critical” number of units, c “living” components, d limiting factors for
“critical” number of pieces
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100,000 units. In the past decade, additive manufacturing has become established
to produce quantity 1. Incremental forming processes are used for 10–100 pieces
per year. However, no forming processes have been established for the critical range
between 100 and 100,000 units per year. Accordingly, there is a lack of scalable
and low-tooling processes that can also be used to manufacture economically in
this quantity. Conventional swivel-bending can be used economically here. Swivel-
bending is suitable as a flexible and low-tool process to produce variable cross-
section geometries. However, the component complexity required by automotive
components cannot be guaranteed by the restriction to bending only straight bending
edges.

The manufacturing technology developed for 3D-swivel-bending significantly
expands the application possibilities of the basic process by enabling the produc-
tion of non-linear, three-dimensional bending edges, to manufacture cross-section
variable and load-adapted components. Such components are often found in devel-
opments for body and structural components, e.g., in the automotive and aerospace
industries. Due to the possibility of manufacturing non-linear bending edges and
bending surfaces, 3D-swivel-bending can be used to produce many required geome-
tries for the automotive industry and close the gap of the critical quantity range.
The process is designed to be scalable and thus adjustable for processing variable
workpiece thicknesses, materials, and springback behavior. With additively manu-
factured joint structures, the effective surfaces of the tools can be adapted to indi-
vidual requirements. The joint structures can also bemanufactured as a print-in-place
solution within a significantly shorter product development process.

State of the Art

Swivel-bending is bending with rotating tool movement. The tool structure essen-
tially consists of the three basic tools: upper, lower, and swivel or bending beam. The
sheet to be bent is clamped between the upper and lower beams. The bending beam is
placed against the part of the sheet metal protruding over the upper and lower beams
and swiveled with it around the bending edge, with a generally circular rotation,
around a bending axis which is usually stationary. In Fig. 2, the schematic structure
of a swivel-bending machine and the associated kinematics of swivel-bending are
shown.

A wide variety of cross-sectional geometries can be produced with standard
tools. Incremental operation or special tools can also be used to produce round-
ings, cf. Figure 3. The bending is still carried out via linear bending edges. To
increase process speed, swivel-bending machines are equipped, for example, with
automated tool change systems and 3D graphic controls with automated program
generation and learning material-dependent databases. To ensure product quality,
angle measurements are carried out by laser and crowning of the bending beam by
means of dynamic systems [1]. In addition, swivel-bending is characterized by high
flexibility and good automation capability.
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1 upper beam rail

2 lower beam rail

3 bending beam rail

4 bending beam

5 lower beam

6 upper beam

7 rotation7

Fig. 2 Principle of the swivel-bending process

Fig. 3 Geometricmanufacturing range of CNC swivel-bendingmachines (center image) according
to [2]

The following is a presentation of manufacturing processes with which it is
possible to realize non-linear bending edges. In the state of the art, these are in
comparison with the 3D-swivel-bending developed.

Incremental swivel-bending has been developed over the last decade. The profile
bending process allows a pronounced manufacturing flexibility due to the incre-
mental process sequence and its indistinct tooling [3]. The major application use
cases of this technique have been suggested for automotive structural parts where
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highvariances are demanded, for instance, length, bending radii, and angles. In partic-
ular, longitudinal members were focused due to their strong substitution potential
for profile intense structural body layouts [4]. As a swivel-bending technique, ISB
transmits the forming forces by clamping. In contrast to the aforementioned standard
procedure of swivel bending, a blank or profile working piece is clamped on both
sides in ISB, the stationary and rotatory sides. Moreover, while the conventional
process achieves bends out of the blank plane, in-plane bent geometries result from
ISB [5]. Because the bending force is transmitted by friction in ISB, unlubricated
forming conditions are preferred due to their higher friction coefficients, and thus
higher efficiency of force transmission. For a purposeful layout of ISB, it was proven
crucial to apply pressure-dependent functions of static friction coefficients [6]. Due
to its continuous process sequence, the herein presented manufacturing technology
3D-swivel-bending might on the one hand substitute parts preferred for ISB. On the
other hand, both processes could be combined to drastically increase the specific
complexity limitations in terms of manufacturable geometries.

Deep Drawing of automotive body parts is used to produce irregular components.
Within this process, deep drawing, stretch forming and bending sections can be
found. During the linear movement of the punch, bending sections also occur around
concave or convex edges, cf. [7].

With flexible roll forming, load-optimized profiles with adapted cross sections
can be produced. Using an NC-controlled forming stand, component families of
cross-sectionally variable profiles can be realized by simply modifying the control
system. Separate halves of the stand each have a translational and a rotational degree
of freedom, thus enabling the production of variable profile shapes cf. [8, 9].

In slide draw bending, sheet metal strips or coils are bent by drawing through a
forming tool. By changing the cross-sectional geometry of the drawing gap, variable
cross-sectional geometries can be produced in flexible slide draw bending with a
split and adjustable fixture, cf. [10]. Here, the use of multi-stage tool concepts is also
possible in order to produce more complex geometries.

Motivation

In the development of the production structure in automotive engineering and the
development of alternative drive systems, a large variety of models are produced
in decreasing time-to-market, including in some cases smaller batch sizes. Despite
increasing complexity and variety, development times are shortened [11, 12].

In the specially conducted study indicated above, it was found that no forming
processes have been established for the critical range between 100 and 100,000 units
per year in automotive production.

With the invention of 3D-swivel-bending, the swivel-bending manufacturing
process, which is well suited for this range of units, is enabled to produce cross-
section variable and load-adapted geometries that can also be used in automotive
production.
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Table 1 Material parameters
determined in the tensile test

Rp0,2 (MPa) Rm (MPa) Ag [%]

233 342 19,1

3D-swivel-bending is intended to meet the requirements of bending non-linear
bending edges, technically favorable design and manufacture of tools, low-tool
production of sheet metal components, fast setup, and fast possible product changes.

The stated goal is to develop and design a flexible manufacturing process that
can also be used to economically produce smaller batch sizes in order to close the
existing gap of the lack of a suitable forming process.

Material

For the experimental investigations as well as the associated FE simulations, the
material used was 1.0038, which is suitable for steel and mechanical engineering.
To characterize the material, tensile tests were carried out according to [13] on a
universal testing machine of the type Zwick/Roell Z250. The determined material
properties can be taken from Table 1. For input to the FE simulation, the yield curve
was calculated according to the Swift-Krukowski approach [14], see Eq. (1).

k f = b · (c + ϕv)
d (1)

Process Development of 3D-Swivel-Bending

Following on from the demand defined in the introduction for the further development
of standardized production processes, the development of 3D-swivel-bending was
taken up [15].

3D-swivel-bending extends the swivel-bending process in so far as cross-sectional
changes in the form of non-linear bending edges can already be introduced into the
sheet metal to be formed on longitudinally oriented components during production.
The bending tools have a curved bending edge and complementary bending surfaces
that correspond to the desired shape on the component. In this way, 3D-swivel-
bending can be used to produce cross-section variable and load-adapted compo-
nents. The process and application limits of the established manufacturing process,
which was previously limited to the production of straight bending edges, are signif-
icantly extended. Compared to deep drawing, progressive, and transfer presses, the
developed process is characterized by low required machine and tool investments,
low-tooling requirements, short start-up and setup times, and the associated fast
possible product changes. This favors the production of smaller batches and enables
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convex

concave

Fig. 4 Characteristic plastic longitudinal and transverse strains in the sheet metal leg of the s-shape

high production flexibility with regard to variable component geometries. Above all,
it is thus possible to use 3D-swivel-bending economically in the automotive industry
for the market demand for production quantities <100,000 components p.a.

In conventional swivel bending, pure bending stresses occur. In 3D-swivel-
bending, the bending stresses are superimposed by tensile and compressive stresses
and thus also strains depending on the geometry, which are critical for failure. In
Fig. 4, the resulting characteristic plastic longitudinal and transverse strains are
shown on an S-beat component with inwardly directed concave circular arcs and
outwardly directed convex circular arcs.

Figure 5 on the left shows an example of the characteristic longitudinal plastic
strains occurring in the longitudinal direction of the sheet, which increase in magni-
tude with the height of the sheet leg. The longitudinal plastic strains form a compres-
sion region in the convex part (blue) and a tension region in the tapered concave
part (red). Figure 5 on the right shows an example of the characteristic transverse
plastic strains occurring in the sheet height direction, which increase in magnitude
with the height of the sheet leg. The transverse plastic strains form a tensile region
in the convex part (red) and a compressive region in the tapered concave part (blue).

At the forming limits, this consequently leads to wrinkle failure for both concave
and convex geometries before crack criteria set in. The limiting geometric factor is
the height of the bent sheet leg, cf. Figure 6.

Fig. 5 Characteristic plastic strains—longitudinal direction (left), height direction (right)
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Concave 
Wrinkles in longitudinal direction

Convex 
Wrinkles transverse to the  
longitudinal direction

Fig. 6 Wrinkling as a case of failure—concave (left), convex (right)

Process Design of 3D-Swivel-Bending

To design the process limits, a sensitivity analysis was first performed using FE simu-
lations to determine the process-critical geometric parameters. Simplified elemental
geometries were derived from the geometric features cataloged as characteristic of
3D-swivel-bent products. To simplify the analysis, circular, concave, and convex
bending edges were selected as elementary geometries. Starting from a flat sheet
blank, a sheet metal leg is bent to produce an L-shaped component. Calculation
models were set up for these elementary bends in the finite element simulation with
PAM-STAMP 2019.0 with shell elements. The geometrical variables—radius, plate
thickness, chord length, plate leg height, and resulting geometrical properties such as
circular arc angle and cross-section offsetwere systematically varied in the sensitivity
analysis. In Table 2, the variation parameters are listed.

The definition of the geometry parameters is shown in Fig. 7 using a concave
cross-section geometry.

The investigation shows that the process limits are dependent on the geometric
parameters’ radius R, sheet metal thickness s, and sheet metal leg height h. The
circular arc angle α has no influence on the achievement of a process limit, so that

Table 2 Variation
parameters for the sensitivity
analysis

Variation parameter Value

Radius R (mm) 400; 800; 900; 1200; 1600;
2000; 2400; 3200; 4000; 6000

Sheet thickness s (mm) 1, 2, 3

Arc angle α (°) 28, 96; 43, 43; 57, 91

Sheet metal leg height h (mm) Indirect

Circular chord length S (mm) Indirect

Cross-section offset Q (mm) Indirect

Radius bending edge r (neutral
fiber) (mm)

3
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Fig. 7 3D-swivel-bending—geometric parameter definitions

semi-circular bending geometries with a circular arc angle of 180° can also be bent,
see Fig. 8.

Model experiments were carried out to validate the results on the possible working
field of 3D-swivel-bending. Likewise, a corresponding wrinkling failure for concave
and convex bending geometries could be determined here when exceeding a critical
sheet metal leg height, cf. Figure 9. The failure limits also depend on the radius of
the non-linear bending edge and the sheet metal thickness.

Fig. 8 Semi-circular concave cross-section geometry

Fig. 9 Wrinkling as a case of failure—concave (left), convex (right)
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Fig. 10 Working diagram for 3D-swivel-bending

The working diagram for 3D-swivel-bending is shown in Fig. 10. Here, concave
and convex geometries are shown simultaneously. Each point in the process window
represents a parameter setting in the FEM model as well as the model experiments
of the sensitivity analysis. The investigation and evaluation of the sheet metal leg
heights were carried out in a step size of 5 mm.

Compared to the process boundary points designed using the FE simulation, those
validated with the model experiments are shown as larger blue (concave)- and pink
(convex)-colored points.

Bending below the respective limit curve for concave or convex geometries is not
possible. For the concave process curve, it can be seen that it extends further to the
left. With a lightweight ratio L = 50 and a 3D-swivel-bending ration SB3 = 2.5,
the concave 180° bend is noted. With the bending of a 180° circular arc angle, a
theoretical process limit is reached than then an undercut would be present.

Figure 10 R2 denotes the coefficient of determination and thus the quality with
which the measured values fit the model formed. The model for the coefficient of
determination was empirically fitted in Microsoft Excel.

A significant result is that higher sheet metal leg heights can be achieved when
bending concave geometries than when bending convex geometries. The reason for
this lies in the stress ratios present and the resulting failure modes. For concave
geometries, tensile stresses in the bent sheet metal leg along the bending edge have
a favorable effect. In comparison, convex geometries are subject to corresponding
compressive stresses. It can also be seen that with increasing sheet thickness, it is
also possible to shape greater sheet metal leg heights.



3D-Swivel-Bending—A Flexible and Scalable Forming Technology 135

Overall, the practical model experiments meet the process limits determined in
the simulation without any further anomalies.

The following dimensionless key indicators (2) and (3) were derived to represent
a working diagram for 3D-swivel-bending:

Lightweight ratioL = Radius R

Sheet metal thickness s
(2)

3Dswivel bending ratio SB3 = Radius R

Sheet metal leg height h
(3)

Demonstration of 3D-Swivel-Bending

Ademonstratorwas developed to represent 3D-swivel-bending in a proof-of-concept.
For the design of a demonstrator, a geometry was chosen that contains a variable
progression along the bending edge and is not represented by a single circular arc,
as is the case with the model test parts. The course of a straight bending edge is also
linked with a non-linear one. The special feature in the design of the bent sheet metal
leg, in addition to the variable curvature progression, is that starting from a 110° bend,
i.e., >90°, there is a bend opening with the longitudinal progression down to a 70°
bending angle. This is intended to demonstrate the potential of 3D-swivel-bending to
reproduce such variable curves and to realize bends >90°. This would lead to consid-
erable additional tooling costs in the case of substitution processes. In principle,
the demonstrator design is based on bulkhead parts, wheel housing elements, cover
plates, and taillight mounts used in automotive engineering in order to demonstrate
realistic application potential. When looking at potentially manufacturable compo-
nents using 3D-swivel-bending, it was recognized that secondary forming elements
such as embossing are often introduced into components. This was also included in
the design of a pocket which could be used as a tethering surface, for example, cf.
Figure 11.

The demonstration component can be manufactured in variable lengths and sheet
metal leg heights with little tooling effort, see Fig. 12. For example, the component

Fig. 11 Demonstration component 3D-swivel-bending (left), bending angle course (right)
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Fig. 12 Scalable
demonstrators in a single
tooling design

shown in green and yellow was manufactured frommaterial 1.0933. The parameters,
which are relevant for bending, are listed in Table 3.

The proof-of-concept shows successful bending results in Fig. 13.

Table 3 Geometric properties scaled demonstrator

Bending parameter Unit Demo 1 Demo 2

Sheet metal length l mm 600,00 600,00

Sheet metal leg height h mm 20,00 60,00

Sheet thickness s mm 1,50 1,50

Radius r mm 5,00 5,00

Min. radius bending edge R mm 1537,96 1537,96

Min. radius sheet metal leg R mm 1307,92 833,03

Lightweight ratio L bending edge – 1025,31 1024,93

Min. lightweight ratio L – 871,95 555,35

3D-swivel-bending ratio SB3 – 76,90 26,62

Min. 3D-swivel-bending ratio SB3 – 65,40 13,88
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Fig. 13 Bending results 3D-swivel-bending

Increasing Manufacturing Flexibility Through Adjustable
Tooling Technology

For 3D-swivel-bending, as according to the presented state of research, adjustable
die faces might enhance manufacturing possibilities of the process. A spring loaded,
displaceable upper die could, for instance, help to flexibly compensate springback
influences of material variations. Moreover, adjustable faces would help to compen-
sate variations in sheet metal thickness, both in terms of product variations, as well
as using tailored blanks. Moving one step further, segmented tool faces would allow
to change the whole bending geometry by tool surface adjustments.

In order to make tool surfaces adjustable for a wide geometrical variety, its
segmentation is required, as known from multipoint forming processes [16]. For the
controlledmovement of the segments, actuators such as hydraulic pistons are needed,
but these systems require a large amount of space. However, for some process adjust-
ments, a finer segmentation might be necessary, leading to a conflict of objective. At
this point, other tool structures behind the segments could be useful, e.g., single and
multiple connected joint structures. A conventional manufacturing method of such
joint structures is to assemble several standardized pieces. Generative technologies,
in particular, additive manufacturing have paved the way to manufacture complex
structures in one single process sequence without assembly, including joint struc-
tures [17–21]. With additively manufactured joint structures, the effective surfaces
of the tools can be adapted to individual requirements. The joint structures can also
be manufactured as a print-in-place solution within a significantly shorter product
development process.

In future work, it will be focused, if additively manufactured joint structures
are applicable to allow to adjust tool surfaces in order to increase manufacturing
flexibility in terms of scalability. The principal idea is to design the upper die of
3D-swivel-bending as adjustable structure to allow for compensating variable sheet
thicknesses and springback effects during bending.

When using articulated structures to adjust the tool contact surface, low forces
must be absorbed compared to the required bending force and calibration force. The
calibration force during bending should be absorbed by an end stop so that the joints
can be used with as little space as possible.
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Conclusions

3D-swivel-bending was developed to produce cross-section and load-adapted
components. Such components are used in lightweight structures, which are often
found in developments for car bodies and structural components, for example, in the
automotive and aerospace industries. In 3D-swivel-bending, characteristic plastic
longitudinal strains occur in the bent sheet leg in the form of a tensile region in the
inwardly curved part of the sheet and a compression region in the outwardly curved
part of the sheet. The opposite is the case in the transverse direction. The failure
criterion for both cases is wrinkling. With a validated working diagram determined
via FE simulations and model experiments, the feasibility of components can be
evaluated depending on the material and geometric features. Following a proof-of-
concept, the developed process for 3D-swivel-bending demonstrates the applicability
of the invention. Due to the high process flexibility compared to deep drawing, faster
product changes are possible due to shorter development times, lower tool volumes,
and quicker setup. Investment requirements in machinery and tooling are also low
compared to forming presses. The possible near net shapemanufacturing also enables
sustainable resource conservation. 3D-swivel-bendingwhich is characterized by low-
tool manufacturing, a high degree of flexibility and good automation, so that rapid
product changes are possible and previously used manufacturing processes can be
substituted. Longitudinally oriented components with L-, Z-, U-, and O-shaped cross
sections and non-linear bending edges can be produced in variable sheet thicknesses
andmaterials for awide range of applications.With the help of the developedworking
diagram, the manufacturability of desired components can be evaluated in advance
and without further simulation effort. For variable materials, an adaptation of the
limit curves is required. Due to the possibility of manufacturing non-linear bending
edges and bending surfaces, many required geometries can be produced by means
of 3D-swivel-bending and the gap described at the beginning of the critical quan-
tity range for the production of automotive components <100,000 components/year
could be closed or at least supported.
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A Comparative Study of Incremental
Sheet Forming Process to Achieve
Optimal Accuracy

Jaekwang Shin, Dohyun Leem, Newell Moser, Ankush Bansal,
Randy Cheng, Kornel Ehmann, Jian Cao, Alan Taub, and Mihaela Banu

Abstract The use of finite element modeling for metal forming processes allows
the reduction of trial and error of the manufacturing process and thus contributes to
achieve high precision of the part geometries. However, the localized deformation
and the long process time observed in Incremental Sheet Forming (ISF) provide
a challenge in the selection of finite element modeling tools and process parame-
ters (e.g., FEA software, constitutive material model, mesh type, element size) and
in obtaining accurate results with acceptable computational costs. In this work, a
comparative study is conducted for a truncated 45° cone of AA7075-O manufac-
tured by the two-point incremental forming (TPIF) process. The cone is modeled
using two different commercially available software, Abaqus, and LS-Dyna, which
hold different combinations of constitutive material models and numerical parame-
ters. The simulation results were compared with the experimental measurements of
the geometric profile, thickness distribution, and forming forces to give a best prac-
tice guideline in modeling ISF that achieves accuracies within desired computational
costs.

Introduction

In finite element models, many factors contribute to the accuracy of the model where
the major components are the constitutive material model and element formulation.
The constitutivematerialmodel generally consists of a yield function and a hardening
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curve. The simplest combinations are the combination of isotropic hardening law and
von Mises yield criteria as shown in Li et al. [1] and Robert et al. [2] which resulted
in a prediction of the result with acceptable error. Flores et al. [3] highlighted the
importance of thematerial parameter identification which can impact the result of the
prediction. A biaxial tensile testing machine was utilized to obtain the coefficients
of the constitutive material models where isotropic Swift type hardening law and
kinematic Teodosiu and Hu hardening model was used to predict the forming forces.
Eyckens et al. [4] compared isotropic yield criteria and anisotropic yield criteria in
combination with isotropic hardening and kinematic hardening where the result of
the simulation was validated against the measurement from the DIC. The effect of
the different 3D yield functions in a single point incremental forming (SPIF) process
was examined by Esmaeilpour et al. [5]. In his study, von Mises, Hill48 and Yld
2004−18p yield functions were investigated using Abaqus/explicit. The forming
force, thickness, strain, and stress components were compared, respectively.

The element formulation plays a key part in achieving high accuracy in prediction.
Due to the high nonlinearity and local deformation that occur during the incremental
forming process, the difference in the element formulation results in different compu-
tation time and accuracy. Bambach et al. [6] investigated the influence of the different
types of elements along with a different combination of basic constitutive models
on accuracy and computation utilizing Abaqus. In many cases, the solid elements
have been utilized to capture the change in thickness as shown by [1, 5, 7–9] others
have turned to shell element which generally resulted in lower computational cost
[4, 10, 11] and in some cases better force prediction [12]. Due to the limitation of
the solid element having high computation cost and the shell element not being able
to predict the deformation accurately enough to satisfy the needs, some have turned
to solid-shell elements. The solid-shell elements were able to provide an accurate
prediction of the thickness and forces [13] and with the use of adaptive remeshing
showed a significant decrease in the computational cost [9].

In this research, the impact of various TPIF process parameters and numerical
simulation parameters on the accuracy and the computational time of the model is
investigated for a truncated 45° conewith aluminum alloyAA 7075-O, an aerospace-
grade material. Three different models created by the University of Michigan and
Northwestern University are considered as follows:

(1) Compliant-Isotropic Hardening model with the following characteristics: von
Mises yield criterion, isotropic hardening, and tool compliance.

(2) Rigid-Isotropic Hardening (Mises) model with the following characteristics:
von Mises yield criterion, isotropic hardening, and no tool compliance.

(3) Rigid-Isotropic Hardening (Hill)model with the following characteristics: Hill
48 yield criterion, isotropic hardening, and no tool compliance.

(4) Rigid-Kinematic Hardening (Mises) model with the following characteristics:
von Mises yield criterion, kinematic hardening, and no tool compliance.

(5) Rigid-Kinematic Hardening (Hill) model with the following characteristics:
Hill 48 yield criterion, kinematic hardening, and no tool compliance.

The details of these models are presented in the following sections.
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Fig. 1 Two-point incremental forming (TPIF) scheme showing the sheet clamped between the die
and the clamp while the tool does forming

Experimental Setup

A TPIF setup was established on a Cincinnati HMC 400-EP CNC milling machine.
A hemispherical tool with a diameter of 8mmwas used to form the AA7075-O sheet.
The sheet was clamped to a female partial die. The helical toolpath was designed
using a MATLAB script where the incremental depth was chosen to be 0.5 mm
with no squeeze factor. The feed rate was set to 42 mm/sec and the sheet was well
lubricated using AP-5™ grease. The test was conducted three times and compared
to ensure the reproducibility of the result. The formed cones were laser-scanned
afterward using Romer Absolute Arm (Hexagon-7525SI) in order to digitize the
geometry for comparison purposes with the models (Fig. 1).

Finite Element Modeling

ISF exhibits stress and strain distribution which is far more complicated than that
of its conventional counterparts (e.g., deep drawing) where there exists an analytical
solution for stress distribution. This is due to the localized nature of the deformation
occurring in ISF processes where only the material near the vicinity of the tool is
deformed. This allows the ISF to possess its unique formability which is higher
than that of the conventional forming process [ref needed]. In order to accurately
capture the local deformation around the tool, there has been an emphasis on the
material model and the use of element formulation that suits the ISF deformation
characteristics. This research looks closely at the influence of the yield function and
hardening lawwith the combination of commercial FEA software to give information
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Table 1 Elastic properties of AA5754-O and material parameters for the Voce hardening law

Modulus Yield strength Density Poisson’s ratio k0 Q β

69.74 GPa 89 MPa 2810 kg/m3 0.33 91.30 MPa 149.34 MPa −26.71

to the users to what would be the outcome of the process with given input for the
aerospace-grade aluminum AA 7075-O.

Material Characterization

The behavior of material to the tensile loading is the most well-known way of char-
acterizing the behavior of the materials. Most FEA software allows input of its
material card in this form along with some modifications and also for more sophis-
ticated material models start off with calibrating its coefficient from this test. To this
end, tensile tests were conducted on the MTS Insight 10 Mechanical Tester with
sheet metal samples created based on the ASTM B557M standard. The samples
were taken every 15◦ relative to the rolling direction. The strains were measured
with both a 50 mm extensometer and a correlation solution’s DIC. The tests were
repeated three times per each direction and the results were converted to true stress
and true strain. To describe the isotropic hardening properties of the aluminum alloy,
the stress–strain diagram was fitted with a Voce-type hardening law as described in
Eq. (1)

σ = k0 + Q(1 − eβε p
) (1)

where σ̃ is the effective stress; ε p is the effective plastic strain; and k0, Q, and β.
The basic material parameters and exact value for the parameters for the hardening
law are defined in Table 1.

Defining Kinematic Hardening Parameter

The kinematic hardening was modeled with a nonlinear kinematic hardening model
provided in the Abaqus 6.14-1 which is based on the associated flow rule. The back
stress of the kinematic hardening law is described by the following equations given
in the Abaqus 6.14 manual [14].

αi = σi − σ 0
i (2)

α = C

γ
(1 − e−γ ε p

) (3)



A Comparative Study of Incremental Sheet Forming Process … 145

Fig. 2 Result of the tensile test (left) and the comparison result (right) of the calibration of the
kinematic hardening model with the TCT test

where the parameters C and γ are the hardening modulus and rate at which the
kinematic hardening modulus decrease with increasing plastic deformation, respec-
tively. These coefficients are calculated from back stress α using the equation which
calculates for a given set of half-cycle data (σi , ε

p
i ).

The kinematic hardening law was fitted based on the half-cycle data of the tensile
stress–strain curve and thus it was later compared with the experimental tension–
compression–tension curve in Fig. 2. The result shows sign of Bauschinger effect
when going through compression after tension. However, the difference between the
two curves can be considered small enough to conclude that it would not result in a
significant difference in the outcome of the finite element model.

Material Yield Function

The yield function plays a vital role in determining whether the material that is being
subjected to deformation has undergone strains that would induce plastic deforma-
tion. von Mises yield criteria is one of the most widely used yield criteria for its
ease of implementation in which it does not require determination of coefficient like
in other yield functions. This has made von Mises yield function a popular yield
function for material that does not exhibit strong anisotropy. The von Mises yield
function is described as

σMises = 1

2

[
(σ11 − σ22)

2 + (σ22 − σ33)
2 + (σ33 − σ11)

2 + 6(σ 2
12 + σ 2

23 + σ 2
31)

]

(4)

where σMises denotes the equivalent von Mises yield stress; σ11 the stress compo-
nent (MPa) in the circumferential direction; σ22 the stress component (MPa) in the
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Table 2 Anisotropy coefficients for the Hill’48 model

F G H N L M

0.4486 0.5799 0.4201 0.9700 - -

meridional direction, σ33 the stress component (MPa) in through-thickness direction;
and σ12, σ23, and σ13 their respective shear stress components (MPa). The material
coordinate system is defined as such that orientation is kept consistent.

While the AA 7075-O does not exhibit strong anisotropy, the Hill 48 yield criteria
is used to describe the basic anisotropy of the material. The Hill 48 yield function is
described as in Eq. (5) [15].

fHill(σ ) =
√
F(σ22 − σ33)2 + G(σ33 − σ11)2 + H(σ11 − σ22)2 + 2Lσ 2

23 + 2Mσ 2
31 + 2Nσ 2

12

(5)

where F, G, H, L, M, and N are constants obtained by the test of the material in the
different orientations. The σ11 is the stress component (MPa) in the rolling direction;
σ22 the stress component (MPa) in the transverse direction; σ33 the stress component
(MPa) in the through-thickness direction; and σ12, σ23, and σ13 their respective shear
stress components (MPa). F, G, H, L,M, and N can further be defined as a function of
Ri j where R11, R22, andR33 denote the anisotropic yield stress ratios in circumfer-
ential, meridional, and through-thickness direction, respectively, and R12, R23, and
R31 their respective shear components [15]. Table 2. summarizes the coefficients of
the Hill 48 yield criteria. These quantities can be calculated from the Lankford coef-
ficients r0, r45, and r90 which are the ratio of in-plane strain and through-thickness
strain and the calculated values are r0 = 0.7244, r45 = 0.4327, and r90 = 0.9364.

Model Setup

The five different TPIF models were created using Abaqus 6.14-1 and LS-Dyna
R10.1. The baseline simulation package containing toolpath, tool-mesh, and die-
mesh has been provided so as to have the same input mesh settings. For all of the
models, the sheet was meshed with 3D solid elements with reduced integration and
hourglass controls.

Rigid Models

The Rigid-Isotropic Hardening and Rigid-Kinematic Hardening models consisted of
a meshed sheet that was secured in place between a (rigid) circular clamp—which
applied a force of 50 kN to the sheet—and a conical die surface that was defined using
rigid shell elements. The in-plane width and length of the sheet were set to 200 mm
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by 200 mm, and the domain was modeled (in Abaqus) with C3D8R solid elements.
The mesh was refined in a circular pattern within the forming area, where the charac-
teristic, in-plane element size was specified to be 0.5 mm by 1.0 mm±0.5; the sheet’s
thickness direction was discretized with five elements resulting in a total of 291,700
elements. Stiffness-based hourglass controls were used to alleviate hourglassing and
no damping factor. A mass scaling factor of 107 was used to accelerate the explicit
simulation where the values were optimized in the previous study [16]. No velocity
scaling of the feed rate was utilized. The penalty method was used to enforce contact,
and theCoulomb (static and dynamic) friction coefficientswere defined to be 0.1. The
friction coefficient value of 0.1 was determined after completing a sensitivity study
that varied the friction coefficient values from 0.01 to 0.8. The result of the study
demonstrated that the friction coefficient has a negligible impact on axial forces,
but the friction coefficient has a significant effect on the in-plane forces; larger fric-
tion coefficients increase the in-plane forces. However, the difference in the in-plane
forces between 0.01 and 0.1 was less than 10% and thus the value of 0.1 was utilized.
A future study is needed regarding the tribological nature of incremental forming to
determine the exact friction coefficient and its impact on forming (Fig. 3).

The Rigid-Isotropic Hardening model utilized solely isotropic strain hardening
(see Table 1) with the von Mises yield criterion, whereas the Rigid-Kinematic Hard-
ening model utilized kinematic strain hardening model and the Hill’48 anisotropic
yield criterion. The kinematic hardening components were calibrated using a
tension-compression-tension (TCT) test (see Fig. 2).

For the Rigid-Isotropic Hardening and Rigid-Kinematic Hardening models, the
total number of time steps was 9,597,231, which required a total time of an average
of 22.4 h. Simulations were completed using 120 cores, each specified to be 2.8 GHz
Intel Xeon E5-2780v2 processors.

Fig. 3 TheAbaqusmodel of a cone of 45° for the Rigid-Isotropic andKinematic Hardeningmodels
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Fig. 4 LS-Dyna model of the 45° cone for Compliant-Isotropic Hardening model showing the tool
compliance setup

Compliant Models

In the Compliant-Isotropic Hardening model, the sheet’s in-plane width and the
length were set to 250 mm by 250 mm and were meshed with LS-Dyna’s linear brick
elements with reduced integration (and stiffness-based hourglass control). Using
six elements through the thickness, the total number of elements in the model was
352,500. The sheet’s periphery nodes along the bottom edge were constrained to
support the sheet vertically but allow small sliding during the forming process. The
sheet’s density was scaled up by a factor of 104 and the velocity of the tool was set
to be 500 mm/s, which is approximately 10 times faster than that of the original tool
speed. The conical toolpath took 22,474,559 explicit time steps, which necessitated
a computational time of 32.24 h on 48 cores (Intel Xeon Silver 4110 CPUs operating
at 2.10 GHz).

The Compliant-Isotropic Hardening model utilized isotropic strain hardening and
the von Mises yield criterion, based on the parameters described in Table 1. In real
TPIF processes, the tool position deviates from the original toolpath due to the
compliance of the tool and the machine. The compliance of the tool was taken into
account by utilizing a tool model that captures the aggregate compliance based on
springs and dashpots (see Fig. 4). The stiffness of the springs was calibrated to
2575 N/mm (based on the real machine), and the dashpots were set to critically
damped.

Results and Discussion

Force Prediction

In order to understand the effects of various process parameters and material models
on the simulation accuracy, the models were validated against the experimentally
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Fig. 5 In-plane contact force comparison (left) and axial force comparison (right) between the
experiment and the simulation

measured forming forces and geometry. In the experiment, the forces were measured
with a Kistler transducer systemwhichmeasured the forces in x-, y-, and z-directions
relative to themachine coordinate system. Themodel coordinate systemwasmatched
with that of the experiment and forces in the x-, y-, and z-directions were outputted.
The forces were divided into two components, the axial force (i.e., z-direction) and
the in-plane force (i.e.,

√
x2 + y2). The compared forces are shown in Fig. 5, with

the time scale adjusted for the compliant models to match with the experimental
forming time.

Therewas not a significant difference between theCompliant-IsotropicHardening
model andRigid-IsotropicHardeningmodel (Mises, Hill) in terms of the force levels,
leading to the conclusion that all three models were able to predict the forces with
similar errors where the errors of force curves were calculated at the steady-state
region of the force as shown in Fig. 8. The use of isotropic hardening resulted in
over-predicting the axial forces by 7%, which is about 100 N.While in the case of the
in-plane forces, the model under-predicted the experimental result by around 20%.
The Rigid-Kinematic Hardening models (Mises, Hill), on the other hand, under-
predicted both axial and in-plane forces by quite a margin. Since in-plane forces
are influenced by the friction coefficient, the use of different friction values could
have led to a more accurate result. The Compliant-Isotropic Hardening was able to
capture the intrinsic oscillations that occurred in the forces during forming, though
differences in the amplitude were present.

Thickness Prediction

The thickness distributions, as shown in Fig. 6, were well captured by all of the
models with a small margin of error. Little difference in the geometry was seen
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Fig. 6 Thickness distribution comparison between experiment and simulation

between the models that share the same hardening law such as Rigid-Isotropic Hard-
ening (von Mises) and Rigid-Isotropic Hardening (Hill), thus for the thickness and
geometry comparison, the three models, namely, the Compliant-Isotropic Hardening
model, Rigid-Isotropic Hardening (Mises), and Rigid-Kinematic Hardening model
(Mises) were compared. The Rigid-Isotropic Hardening and Rigid-Kinematic Hard-
ening models appear to have a slight over-prediction of the thickness while the
Compliant-Isotropic Hardening model under-predicted the thickness.

A geometry comparison was also performed between the experiments and the
simulation models, and the result is exhibited in Fig. 7. The deviation from the
experimental result is shown in the right plot of Fig. 8. The level of deviation was
smallest for the Compliant-Isotropic model, followed by the Rigid-Isotropic Hard-
ening model and Rigid-Kinematic Hardening model which had a common trend in
all the sections of the cone. Also, it can be seen that in all cases, the models predicted
a small bulge in the middle, the unformed region, and the level of the bulge was
slightly higher for rigid models compared to the compliant model. This lesser bulge
is due to the fact that the compliant model squeezes the material less than the rigid
models (due to the compliance), thus the buildup of the material is less than that of
the rigid models, which coincides with the earlier findings in Shin et al. [17].

The differences in the three models’ predictions of the forces, thicknesses, and
geometries can be explained through considering two different attributes between
the models: (1) Abaqus and LS-Dyna implement the finite element method differ-
ently (e.g., contact, integration scheme, element implementation, etc.) and (2) the
different yield loci and hardening laws. By comparing the Compliant-Isotropic Hard-
ening model and Rigid-Isotropic Hardening model, with the same material input, the
Abaqus and LS-Dyna formulations were able to predict similar results. Comparing
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Fig. 7 Geometrical profile comparison between the experiment and the simulation for overall
geometry, bending (top wall), steady state (mid-wall), and end tool contact (bottom wall)

Fig. 8 Comparison of the errors and deviation of the force predictions (left) and the geometry
(right)
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the Rigid-Isotropic Hardening model to the Rigid-Kinematic Hardening model, the
material model has a significant influence on the results, particularly for the force
predictions.

In prior work [1], it was reported that kinematic hardening was able to improve
the predictions of the forming forces in incremental forming. However, in the case
of TPIF of the truncated cone (45° wall) for AA 7075-O, the opposite was observed;
the inclusion of kinematic hardening led to under-predicted forces relative to the
experiment and othermodels. This suggests that kinematic hardening does not always
result in the increase in the accuracy of the prediction, though further studies are
needed to determine what specifically led to these observed differences. Also worth
noting, the use of kinematic hardening requires TCT tests in order to calibrate the
material parameters. These tests require a dedicated setup that prevents the specimen
from buckling in reverse-loading. Compliance modeling enables to capture the fine
oscillation in the forces better, and further improvements in the predictions may be
observed upon consideration of additional squeezing between the tools. However,
the compliance model requires additional measurements and calibration with the
physical machine.

In terms of computational costs, the Compliant-Isotropic Hardening model was
run on 48 cores and took 32.24 h to complete, while Rigid-Isotropic Hardening and
Rigid-KinematicHardeningmodelswere run on 120 cores and each took about 22.4 h
to complete. The organized table containing a list of parameters and its respective
predicted errors are shown in Table 3.

Conclusion

The truncated cone with a wall angle of 45° was investigated for a Two-Point Incre-
mental Forming (TPIF) with several ways to simulate the process, including using
different FEM software, mesh schemes, material hardening, and yield criteria. A
model using Abaqus and a solid element with the combination of von Mises/Hill 48
and isotropic/kinematic hardening was created and compared with a model created
with LS-Dyna and solid element utilizing only von Mises and isotropic hardening.
The results of the simulations were compared to the experiment. Between the LS-
Dyna and Abaqus models utilizing the von Mises yield criterion and isotropic hard-
ening, the results were very similar regarding the forces, thickness distribution, and
geometrical profile. The combination of Hill 48 and kinematic hardening under-
predicted the forces while the geometry was similar to the other models. If one is
looking to model the incremental forming process, it can be concluded that both
LS-Dyna and Abaqus can be used to accurately predict the outcome of the process.
Various material models should be carefully trialed to find one that can predict the
result with sufficient accuracy. However, if limited resources are available, using
isotropic hardening with the von Mises yield criterion is a pragmatic solution that
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yields excellent predictions in the geometry with a deviation of less than 100μm and
force prediction of around 7% over-prediction in axial forces. The radial force which
can be influenced by friction coefficient requires further study to come up with an
exact percentage of error.
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A Virtual Laboratory Based on Full-Field
Crystal Plasticity Simulations to Predict
the Anisotropic Mechanical Properties
of Advanced High Strength Steels

Haiming Zhang, Qian Li, Dongkai Xu, and Zhenshan Cui

Abstract Advanced high strength steels are of growing interest in automotive
industry for their superior strength-to-weight ratio. The heterogeneous microstruc-
ture renders their complex anisotropic properties. In this work, a series of uniaxial
tension (combining with the 3D digital image correlation technique) were employed
to capture the plastic anisotropy of a DP980 sheet. Postmortem EBSD characteriza-
tions and the state-of-the-art full-field crystal plasticity simulations were performed
to explore the effect of texture evolution and heterogeneous microstructure on its
anisotropic behavior. The results indicate that the r -value of the DP980 sheet is
significantly affected by the deformation level; it increases initially, and then falls
continuously after localization. Specially, the r -value of the studied steel is much
smaller compared to that of single-phase steels. The inhomogeneous deformation and
interactions between the ferrite and martensite phases are demonstrated to account
for the anisotropic behaviors of the studied material.

Keywords Anisotropy · r -value · Crystal plasticity

Introduction

Due to their excellent strength-to-weight ratio, advanced high strength steels
(AHSSs) have been in great demand in automotive industry. Among them, dual-
phase (DP) steel is of significant interest for its simultaneous good formability and
high strength and used to produce critical parts like B-pillar and engine cradle,
etc. [1] Nevertheless, the heterogeneous multi-phase microstructure of AHSSs also
leads to their complex mechanical properties [2]. AHSSs sheets essentially show
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distinct mechanical anisotropy due to the preferential orientation (i.e., crystallo-
graphic texture) developed in the proceeding thermomechanical operations. The
typical texture component γ fiber (〈111〉‖ND, with ND represents the normal
direction of sheet) of body-centered cubic (BCC) metals generally improves the
deep drawing ability; while the α fiber (〈110〉‖RD, with RD represents the rolling
direction) does the opposite.

A critical parameter used to characterize the plastic anisotropy is the Lankford
coefficient (r -value) from uniaxial tension of metal sheets. Since the deep drawing
ability of metal sheets generally relates to r -values which are easily accessible
through uniaxial tension, r -values therefore are frequently used for calibration of
yield functions, for instance, Hill48 [3] and Yld2004 [4] criteria, etc. As a first-
hand and important parameter of polycrystalline sheets, r -values of single-phase
BCC steels have been extensively investigated by many researchers, for instance,
1.64–2.43 for IF steel [5], 1.4–1.8 for low-carbon steel [6] and 1.2–1.8 for ferrite
stainless steel [7]. For AHSSs, however, r -values were announced to be 0.85–1.1
[8, 9], i.e., much smaller than those of single-phase steels. Unlike the single-phase
body-centered cubic (BCC) steels, the anisotropic behavior of multi-phases steels is
not well understood yet.

Crystal plasticity (CP) modeling is an effective and commonly used approach
for studying the anisotropic behaviors and underneath micro-mechanisms of poly-
crystalline metals. Using a CPFEM scheme, Woo et al. [10] verified that the crystal
orientations of ferrite phase have a great influence on the strain localization and void
initiation in the ferrite matrix near the phase boundaries for a DP980 steel sheet.
Based on a full-field CPFEM framework, Pagenkopf et al. [11] revealed the rela-
tion between the martensite morphology and the flow stress as well as the r -values.
Zhang et al. [12] developed a virtual laboratory based on high-resolved CPmodeling
to predicted the anisotropy of aluminum alloys, and the predicted yield stress points
were adopted to identify advanced yield functions successfully.

In this work, we adoptmicrostructure-based full-field crystal plasticity (CP) simu-
lations as a virtual laboratory to predict the plasticity anisotropy of a cold-rolled
AHSS (DP980), and further to probe the micromechanical behaviors due to the
heterogeneous microstructure. The results are verified and explained complemen-
tally via a series of uniaxial tension (combining with the 3D digital image correlation
technique) as well as postmortem EBSD characterizations.

Experiments and Full-Field Crystal Plasticity Modelling

Uniaxial Tensile Tests and Post-Mortem EBSD
Characterizations

The studied material is a commercial cold-rolled DP980 sheet of 1.2 mm thickness
(provided by Baosteel). To explore the mechanical anisotropy of the sheet, uniaxial
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tensile tests along seven directions (i.e., 0°, 15°, 30°, 45°, 60°, 75°, and 90° to the RD)
were performed on the specimens via an electronic testing machine (Instron Model
8080 with a load cell of 100KN). The crosshead velocity is 3 mm/min. The gauge
length and width of the dog-bone specimens are 50mm and 12.5 mm, respectively. A
3DDIC system (Aramis) was used to capture the strain field evolution up to fracture.

To investigate the influence of texture evolution on mechanical anisotropy, the
microstructures before and after uniaxial tensile tests were characterized using a
VEGA 3 field emission SEM equipped with an Oxford EBSD detector at 20 kV. The
initial and deformed specimens were ground with 100, 240, 320, and 600 grit SiC
papers respectively, and then polished with 9 μm and 3 μm diamond suspensions,
followed by 0.05 μm alumina suspension. Finally, the specimens were vibratory
polished with 0.02μm silica suspension for two hours. For the deformed specimens,
the region of interest is on the RD-TD plane and close to the fracture surface, where
the material has undergone larger deformation.

Microstructure-Based Full-Field Crystal Plasticity Modelling

To investigate the influence of the heterogeneous microstructure on the anisotropic
behaviors, microstructure-based full-field CP simulations were performed on the
DP980 sheet. The plastic velocity gradient resulted from dislocation slip is written
as

LP =
∑

α
γ̇ αSα (1)

Here, Sα and γ̇ α are the Schmid tensor and the slip rate of the α slip system
respectively.

A phenomenological rate-dependent constitutive model was adopted to describe
the slip rate resulting from dislocation slip. It is expressed as

γ̇ α = γ̇0

∣∣∣∣
τα

gα

∣∣∣∣

1/m
sign(τα) (2)

Here, γ̇0 denotes the reference slip rate, m refers to the rate sensitivity coefficient,
and gα refers to the slip resistance. The evolution of gα is formulated as

{
ġα = ∑

β hαβ γ̇ β

hαβ=h0
[
q + (1 − q)δαβ

]∣∣∣1 − gβ

g∞

∣∣∣
a (3)

Here, h0 is the initial hardeningmodulus of slip systems, g∞ is the saturated slip resis-
tance, a is an estimated constant, and q refers to the hardening coefficient describing
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Fig. 1 aMicrostructure of the as-received DP980 sheet: orientation imaging microscopy and band
contrast maps obtained by EBSD; the 3D-RVE reconstructed by DREAM. 3D based on the EBSD
data

the interaction between slip systems. q = 1.0 for coplanar interaction and 1.4 for
non-coplanar interaction.

In this work, the CP constitutive model considers
{
110

}〈111〉 and {
211

}〈111〉
slip for both ferrite and martensite phases. As shown in Fig. 1a, EBSD data of the
initial microstructure was used to separate the ferrite and martensite phases based
on the band contrast (BC) value. After that, 3D representative volume elements
were reconstructed via an open-source software DREAM.3D with emphasizing of
matching phase constituent and orientations; the RVE is exampled in Fig. 1b. A
genetic algorithm-based inverse method then was adopted to identify the CPmaterial
parameters for both ferrite and martensite phases. The constitutive parameters for
the studied DP980 sheet are listed in Table 1. The methodology was validated by
comparing the predicted flow stress curves with the experimental ones from uniaxial
tensile tests. The full-fieldCP simulationswere conducted in the open-source spectral
method solver DAMASK. Periodic boundary condition was applied on the RVEs to
simulate uniaxial tension along different directions. More details can be found in Li
et al. [13].

Results and Discussion

Figure 2 displays the contour maps of the equivalent plastic strain εp for uniaxial
tensile specimens at different stages. As can be seen from Fig. 2a, the strains of
the specimens are well distributed at the stage of εp = 5.5% except for 60° and
75° specimens, which manifest moderate strain localizations. With deformation, the
strain localizations get more obvious. At the stage before fracture shown in Fig. 2b,
shear bands with angle of 50°–55° to the loading direction can be observed in all
the specimens. The results demonstrate that the DIC technique used in this work
provides a high-fidelity strain field during the entire uniaxial tension process.

The Lankford coefficient (r -value), defined as the ratio of the width to thick-
ness plastic strain rates (ε̇ p

w/ε̇
p
t ), is a critical parameter for characterizing the plastic
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Fig. 2 The contour maps of equivalent plastic strain εp: a at global εp = 5.5%, b at global εp = 9%

anisotropy of metal sheets. Figure 3 presents the evolution of r -value for the speci-
mens tensioned along the seven directions. As can be seen, the r -value of the studied
DP980 sheet is highly sensitive to the loading directions. For instance, the large
value appears in the diagonal direction (DD) specimen and the lowest one in the RD
specimen. Different from the traditional low-carbon steels whose r -values generally
exceeding 2.0, in most cases the r -values of the studied DP980 sheet are below 1.0.
This suggests that the DP980 sheet is more vulnerable to reduction in thickness than
width. As illustrated in Fig. 3, the r -value also relies on the strain level. For all
the specimens, the r -values ascends gradually with deformation initially and then
decrease until failure. The inflection point arises near global εp = 0.055, taking the
smallest value for 75° specimen and largest for 0° and 15° specimen. Associated
with the strain distribution at ε p = 5.5% shown in Fig. 2a, it is concluded that the
heterogeneous deformation resulting from strain localizationmainly accounts for the
transition of r -values. Furthermore, the results suggest that the traditional practice

Fig. 3 a The evolution of r-values with deformation, b the variation of r -values with respect to
the loading directions at strain levels of εp=1%, 5.5% and 9%
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of using the r -values at a specific stage to characterizing the plastic anisotropy and
calibrating yield functions simplifies the anisotropy evolution of AHSS sheets.

Figure 4 shows the ND IPF and RD IPF reconstructed with theMATLAB toolbox
MTEX for specimens tensioned along RD, DD, and TD. Significant texture change
from main component {111}〈112〉 to {111}〈011〉 is clearly observed in all the speci-
mens, especially for the DD specimen, which agrees with the uniaxial tensile exper-
iments as the DD specimen has the largest r -value in all the three specimens. After
deformation, the orientations spread from [011] to

[
112

]
and gather at the pole[

111
]
, leading to the preservation of γ fiber and weakening of α fiber. This texture

evolution is inferred to account for the gradual ascent for r -values of the studied
DP980 sheet before strain localization since the γ fiber generally improves r -values
of polycrystalline sheets while the α fiber does the opposite.

Figure 5 presents the comparison between the predicted and experimental r -
values of the studied DP980 sheet with respect to loading directions obtained from
CP simulations. Despite themild deviation, the evolution of r -values suggests that the
CPmodeling successfully forecasts the in-plane anisotropy of r -values. Furthermore,
referring to the 0° and 90° specimens whose simulated r -values matched very well
with the experimental ones. It is verified that the CP modeling is more precise when
the principal axes of stress coincide with that of the material. Previous work of Zhang
et al. [12] on an AA3104 aluminum sheet demonstrated the nice dependability of
full-field CP based virtual laboratory in modeling the plastic anisotropy of single-
phase metals. Figure 5 further proves that the CP modeling with high-resolution is
promising in predicting the anisotropy of multi-phase polycrystalline metals.

To investigate the influence of heterogeneous microstructure on anisotropic prop-
erties, contour maps of equivalent strain and r -value at the stage of global ε p = 0.09

Fig. 4 a The ND IPF; b the RD IPF of specimens tensioned along RD, DD, and TD
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Fig. 5 a The in-plane
anisotropy of r -values
predicted by CP simulations
at strain levels of εp=5.5%
and 9%

are studied for the RD, DD, and TD specimens, as shown in Fig. 6. As anticipated,
the grain-level strain distributions of all the specimens are strongly inhomogeneous;
strain localizations mainly occur in the phase boundaries (PBs) and in the necklaces
of the martensite islands. The soft ferrite matrix underwent a larger deformation than
the hard martensite islands, and local shear bands with direction consistent to the
macroscopic shear bands shown in Fig. 2b are clearly observed near the PBs. That
is, the soft ferrite matrix accommodates the imposed deformation while the hard
martensite phase maintains deformation compatibility. The deformation constraint
resulting from the PBs of the heterogeneous microstructure dominates the strain
distribution of the specimens and could reduce the overall r -values of the DP steels
[13]. Figure 6a further demonstrates that the three RVEs show a quite similar distri-
bution of strain, i.e., the grain-level deformation partition is more influenced by the
heterogeneous microstructure while less by the loading direction.

Regarding the contour map of r -values, as shown in Fig. 6b, the distributions are
also highly inhomogeneous. For RVEs tensioned along different directions, they all
have r -values smaller than 0.5 for most areas, especially for the RVEs tensioned
in RD and TD. According to the statistics, the proportion of material points with
r -value below 0.45 is 36.9% for the RD RVE and 33.9% for the TD RVE, which
is much larger than that of the DD RVE (26.2%). The result is consistent with
Fig. 3b, as the DD specimen has a higher r -value compared to the RD and TD
specimens, which further proves the reliability of CP simulation in modeling multi-
phase polycrystalline. Unlike the distribution of strain, Fig. 6b shows that the grain-
level r -value is more affected by the loading direction.
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Fig. 6 The contour maps of a true strain and b r -values at the stage of global ε p = 0.09 simulated
by full-field CP-based virtual laboratory for the RD, DD, and TD specimens

Conclusions

A series of uniaxial tensile tests and postmortem EBSD characterizations combining
with the full-field CP simulations were conducted to explore the anisotropic behav-
iors of the DP980 steel sheet and the influence of the heterogeneous microstructure.
The mechanical anisotropy and the evolution of r -value were evidenced with the
3D DIC technique. The results indicate that the texture evolution, strain localization,
and plastic heterogeneity resulting from the dual-phase heterogeneousmicrostructure
dominates the r -values jointly. The texture evolution from {111}〈112〉 to {111}〈011〉
intensifies the γ fiber and weakens the α fiber, leading to the gradual ascent of
r -values at the beginning. Afterwards, the strain localization brings down the thin-
ning resistance of the sheet and brings about the continuous fall of r -values. The
high-resolved CP simulations successfully reproduce the evolution of r -values with
respect to tensile directions and demonstrate the influence of the heterogeneous
microstructure on r -values. The heterogeneous deformation between the ferrite and
martensite phases results in strain partition and deformation constraint. Such defor-
mation constraint is confirmed to reduce the overall r -values of the DP980 sheet.
The grain-level distributions of strain and r -values show that the strain partition is
more affected by the heterogeneous microstructure, while r -values show strongly
dependence on loading directions.
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Development of a Numerical 3D Model
for Analyzing Clinched Joints
in Versatile Process Chains

C. R. Bielak, M. Böhnke, M. Bobbert, and G. Meschut

Abstract The application of the mechanical joining process clinching enables the
joining of sheet metals with a wide range of material-thickness configurations, which
is of interest in lightweight construction of multi-material structures. Each material-
thickness combination results in a joint with its own property profile that is affected
differently by variations. Manufacturing process-related effects from preforming
steps influence the geometric shape of a clinched joint as well as its load-bearing
capacity. During the clinching process high degrees of plastic strain, increased
temperatures and high strain rates occur. In this context, a 3D numerical model was
developed which can represent the material-specific behaviour during the process
chain steps sheet metal forming, joining, and loading phase in order to achieve a
high predictive accuracy of the simulation. Besides to the investigation of the predic-
tion accuracy, the extent of the influence of individual modelling aspects such as
temperature and strain rate dependency is examined.

Keywords Mechanical joining · Numerical simulation · Strain rate · Temperature

Introduction

Clinching is a common mechanical joining technology for sheet metal materials,
in which the joint is based solely on cold forming of the parts to be joined and no
auxiliary joining elements are required. It has proven particularly effective for the
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implementation of multi-material construction methods, which has become impor-
tant in the context of lightweight design in the automotive industry [1]. With tools
like a punch, blankholder, and a die, a force and form fit joint in two or more over-
lapping sheet metal parts is produced. During the process the punch is penetrating
and radially expanding the sheet metal parts. Thus, the induced material flow of both
sheets into the die creates a mechanical interlock [2]. From a quality point of view,
different geometrical parameters (bottom thickness, neck thickness, and interlock)
are considered to be particularly relevant for the connection.

Simulation of the clinching process has already been studied in [3]. Further devel-
opments in the simulation of the clinching process are summarized in [4]. The
mechanical properties of the joint depend on the geometrical characteristics of the
joining zone, which is influenced by the material, the tools used, and the process
parameters. For this reason, simulation is used to design an efficient development
process.

In [5] a numerical study based on a 2D axisymmetric FE- model was shown to
investigate the influence of the pre-strain of sheet metal components on the charac-
teristic properties of clinched joints. It was shown that FE simulation is suitable to
investigate and quantify clinching in the context of a manufacturing process chain.
Furthermore, the influence of the pre-straining on the loading was also investigated
numerically, for which a model was shown in [6]. Therein, the influence on the
maximum transferable shear load depending on the preforming of the sheet metal
parts was investigated. It has been shown that the pre-strain of the materials before
joining has an influence on the level of the transferable tensile shear load. This
pre-deformation influences the joinability depending on the formability of the mate-
rials and must be taken into account in the design of joints. The influence of the
forming history on clinched joints is described experimentally in [7] for steel and
in [8] for aluminium sheet metal materials. It has been reported that the preforming
of the punch-side material has a greater influence on the load-bearing behaviour
of the clinched joints than the die-side material. This was related to a decreasing
neck thickness at the clinched joint with increasing strain hardening of the material,
which in turn caused earlier failure in shear tensile tests. In [9], the static and dynamic
behavior and failure modes of SPR and clinched joints were characterized by exper-
iments. The influence of strain rate dependent mechanical behavior of the materials
on the joints was investigated. It has been observed that the strength of clinched
joints under overlap shear conditions increases with increasing loading rate. In [10],
an experimental and numerical study of the rate-dependent mechanical behavior of
a hybrid clinched joints was presented. Experiments were presented in the form of
lap shear and peel tests, where the joint specimens were investigated under quasi-
static and dynamic loads. Numerical simulations were performed using a detailed
3D FE model that considers the influence of process-induced strain hardening. It
was found that the dynamic hardening effect of the hybrid clinched joint varies with
the loading modes. The present experimental and numerical study shows that the
strain hardening in peel is almost negligible compared to lap shear. In [11], the heat
development during the flat-clinching process was investigated. Using a validated
simulation model, temperature increases in the forming zone of up to 203 K were
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determined. Due to the temperature dependence of themechanical properties of sheet
materials, thismust be taken into account in the numerical simulation of the clinching
process.

In this study, the influence of strain rate and temperature on clinch joining will be
investigated along the process chain (pre-strain, joining, loading). For this purpose,
three different FE models are presented and investigated.

Materials and Method

The dual phase steel HCT590x (t= 1.5 mm), which is widely used in the automotive
industry,with a two-phasemicrostructurewas selected for the numerical investigation
of the material-specific strain rate and temperature dependence in the clinch process
chain. The mechanical properties of HCT590x are given in Table 1. according to
experimental material investigations.

In order to determine the material properties and generate flow curves, exper-
imental material characterization tests were performed in [12], which included
different sample geometries and various strain hardening laws for extrapolation
methods. The quasi-static flow curve used in this work was generated with a layer
compression test (LCT) [13], which allows the experimental investigation of mate-
rial plasticity up to true strains of ϕ = 0.5. The obtained experimental data were
extrapolated with the Hockett-Sherby approach. In addition, the clinching process
simulation with the flow curves obtained from the LCT showed very good results
in direct comparison with the experimental data. For the identification of material-
specific strain rate and temperature effects, standard tensile specimens according to
SEP1230 [14] are used and the tensile tests were performed according to the guide-
line from [15]. With the tensile tests hardening or softening parameters are identified
and used to scale the quasi-static flow curve from the LCT test accordingly. The
resulting scaled flow curves depending on different strain rates and temperatures are
shown in Fig. 1.

The flow curves shown were tabulated according to the strain
rate or temperature in a visco-elastic-plastic material model
(MAT224_MAT_TABULATED_JOHNSON_COOK) [16]. Due to the lack of
a failure model, a neck crack during joining or a failure during loading cannot
be predicted. The parameterized material model was used consistently along the
simulated process chain. The process chain to be investigated in this paper consists
of three stages. The pre-strain of the materials, the joining process, and the loading
phase. Figure 2 shows an overview of the models in chronological order. The

Table 1 Mechanical
properties of HCT590X

Rp0.2 (MPa) 390 ± 5

Rm (MPa) 620 ± 5

Elongation at break (A80) ≥20%
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tests

1. pre-strain 3. shear test2. joining

Fig. 2 Simulated three-step process chain of clinch joining

stage in each step is calculated in a separate FE model and the result, with internal
stresses and strains, is transferred to the subsequent stage. For model development
the simulation software LS-Dyna is used. All models have been calculated with the
LS-DYNASolver ls-dyna_smp_d_R11_1_0 in implicit for mechanical solution. The
strain rate effects were activated by the control card _IMPLICIT_DYNAMIC. As the
process is limited to a short time period, temperature effects have been considered
in a very simplified way in this study. On the one hand, the heat generation is only
taken into account from the transformation energy. Heat generated by friction is
not considered. Furthermore, there is no heat conduction in the materials and no
heat transfer between the sheets or to the tools. For the investigation of the different
influences of strain rates and temperature dependence of the implemented material
model, various models are calculated. Table 2 presents settings for the material

Table 2 Simulation setup according to the strain rate/temperature dependence of thematerialmodel

No. 1 2 3 4

Pre-strain ϕ = 0.0 ϕ = 0.1 ϕ = 0.0 ϕ = 0.1

Strain rate Yes Yes No No

Temperature Yes Yes No No
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model for the FE models studied in this work. The material settings with respect to
strain rate and temperature dependence are valid for the process chain (pre-strain,
joining, shear test).

Prior to the joining process, the sheet pre-strain is calculated in a separate model.
The top sheet as well as the base sheet is formed to a homogeneous effective plastic
strain of 0.1 by means of a unidirectional pre-strain. The model of the 3D joining
processwas in principle already used in earlier studies, but onlywith quasi-static flow
curves. It was evaluated with regard to the contact pressures in [17]. It was adapted
for the investigations in this paper as a half model. This is due to the subsequent
non-axisymmetric design of the lap shear test.

Results and Discussion

Thefirst evaluation, shown in Figs. 3 and 4, refers toModel 1 and 3 for the process and
shear load.Model 2was evaluated for the pre-strain. The process chain was evaluated
with (1, 2) and without (3) consideration of the strain rate and temperature effect.
The strain rates and temperatures that can occur during the simulation are determined
in Fig. 4. For this purpose, the maximum local element temperature over time was
determined. The location of this local temperature changes during the process and is
strongly influenced by the location of the highest plastic deformation.

Figure 3 shows the maximum local stress (related to left ordinate) and the
maximum local plastic strain (related to right ordinate) over the course of the process
chain (pre-straining, joining, and shear test). The finite element with the maximum
value was evaluated in the FE model. The maximum effective stress is shown as a
dashed line in the diagram. Themax. stress exceeds the elastic region at the beginning
of the process in order to induce the plastic deformation (pre-strain) of the top and
base sheet. After the pre-strain operation, the stress decreases due to the unloading
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and increases again due to the forming process of the clinch joining operation. In the
third sector, the stress is maintained due to the residual stresses. A further increase
in the stress is not possible due to the limitation of the flow curve. Between the
models (1) in red (with consideration of the strain rate and temperature effects) and
(3) in green (without consideration), there is a difference in the progression of the
stress during joining. Model (1) has a lower stress curve, this is caused by the high
local temperature development and the resulting softening. The plastic strain is very
similar for both models over the process.

Figure 4 shows the strain rate and the temperature response for models (1) and (3),
as well as (2) for the preforming process. The dashed line shows the development
of the highest local strain rate over the process chain. Since the pre-strain and shear
loading is quasi-static, only very low strain rates are achieved. During the joining
process, strain rates of up to 7.0 s−1 are achieved. The local temperature development
during the joining process reaches maximum values of 450 °C. During shear loading,
maximum temperatures of 250 °C can be reached. These temperatures are very local
and it is assumed that they are dissipated in the real experiment by the heat conduction.
For a more accurate determination of the local maximum temperature, the FE model
shall be calculated to someextent thermal coupling. Sincemodel (3) does not consider
temperature and strain rates, these values do not change over the process.

Furthermore, the process forces during joining and the transferable shear force
were evaluated. The results are summarised in Fig. 5. On the left side of the figure,
four process forces of the models (1–4) are shown. These are all in a comparable
range, but effects caused by the local high temperatures can be observed. For the
models with (2, 4) and without pre-straining (1, 3), the curves with consideration of
the temperature and strain rate are below the models without consideration.

The same tendencies can be seen for the courses of the maximum shear force on
the right of Fig. 5. The differences can be explained by the high local temperatures
occurring during the shear load, as the strain rates are negligible low.
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Fig. 5 Influence of the consideration of the strain rate and temperature-dependent material model
on the process force and the shear force curve

Summary

A 3D FEM process chain (half model) was developed and presented in this study
for clinching with pre-strain of the sheet metal materials followed by a shear test. A
material model has been experimentally developed which reproduces the strain rates
and temperature effects. This was used in the calculation of the FE models.

Stress, strain, strain rate and temperature were evaluated along the process chain
for the local maximum. It could be seen that due to the low velocities, a maximum
local strain rate of 7 s−1 occurs. Two local maximum values were observed for
the temperature curve, 450 °C for joining, and 250 °C for the shear test. These
temperatures occur locally and are excessive due to the lack of thermal coupling.
The high temperatures lead to a softening of the material, resulting in lower process
and shear forces. This effect was seen in both pre-strained and non-pre-strained
materials.

Outlook

This first preliminary investigation of the strain rate and temperature effect on a
3D FE-model process chain has shown that it is difficult to estimate the effective
temperature without a thermo-mechanically coupled solver. The local maximum
temperature during joining is overestimated. To be able to make a more precise
statement, a more accurate temperature calculation must be made. The strain rate
effect, on the other hand, could be neglected due to the slow process velocities for
the three stages of the process chain presented here. The further study will examine
the thermomechanical coupling and the impact loading of the shear tests in order to
describe the influence of the strain rate and temperature dependence in more detail.
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Experimental and Finite Element-Based
Analyses of FLCs for AA5052
and AA5083 Alloys

Shahin Ahmad, Vilas Tathavadkar, Alankar Alankar, and K. Narasimhan

Abstract Higher strength and superior corrosion resistance ofAl-Mg alloys classify
them as the most widely used aluminum alloys for various forming applications in
automotive and marine domain. However, the increasing Mg content causes a deteri-
orating effect on the formability of Al-Mg alloys. The Nakajima test was conducted
on AA5052 and AA5083 alloy sheets at room temperature using ARAMIS-GOM™
system for dynamic measurements of 3D displacements and 3D surface strain to
understand the impact of varying Mg content on formability of Al-Mg alloys. The
test result showed higher formability in AA5052 alloy with 2.55 wt. % Mg as
compared to AA5083 with 4.42 wt. % Mg. The distribution of second phase parti-
cles/intermetallics was also quantified using optical microscopy for both the alloy
samples. Finite element analyses (FEA) of FLC (Forming Limit Curve) prediction
were also performedwhere various necking criteria were implemented and compared
with the experimental results.

Keywords Formability · Al-Mg alloys · AA5052 · AA5083 · FLC · Nakajima ·
PAM-STAMP™

Introduction

Aluminum alloys have always been thematerial of choice for automotive, packaging,
marine, cryogenic, and construction applications due to its light weight, excellent
corrosion resistance in alkaline environment, and superior formability. Among all
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the aluminum alloys Al–Mg alloys (AA5XXX) provide one of the best combinations
of strength and formability. The Mg content in these alloys varies from−0.5 to 5 wt.
% providing the improved strength but with increasing Mg content, the formability
decreases due to intergranular precipitation of secondary β-phase (Al3Mg2). This
precipitation occurs via heterogeneous nucleation and growth [1, 2]. Traditionally,
Nakajima type tests were used to estimate the formability of sheet metals. However,
with recent advancements in computation technology, numerical simulation-based
virtual testing has not only improved the product quality but also has considerably
reduced the production lead time and number of required experiments [3, 4].

The prediction accuracy of these sheet metal forming simulations strongly
depends on the yield criterion and associated plastic flow rules used for the analysis.
The applicability of various yield criteria for different materials and work history has
been the area of interests for the research community over the years. The von Mises
and Tresca criteria have been most widely used for describing the plastic behaviour
of isotropic materials for experiments as well as commercial FEM software pack-
ages. But in real life, most of the engineering materials show anisotropic behaviour
due to its processing history. The first orthotropic yield criterion was proposed by a
British mathematician Rodney Hill in 1948 [5] which was further updated in 1979
[6] and 1993 [7]. Due to its simplicity, Hill’s criterion and its modifications have
been widely used in numerical and analytical analysis of various forming processes.
For aluminum alloys, the most widely accepted family of yield criteria was proposed
by Frédéric Barlat in 1989–2004 [8–12].

In the present work, the effect of Mg on the formability of Al-Mg alloys was
investigated by comparing the forming Limit Diagrams (FLDs) of AA5052 (~2.5 wt.
%Mg) andAA5083 (~4.5wt.%Mg) alloys using aNakajima experimental setup and
DIC (Digital Image Correlation) at Metal Forming Lab, IIT Bombay. The secondary
β-phase (Al3Mg2) was also quantified for both the alloys using optical microscopy
and image analysis software. The numerical simulation of the Nakajima experiment
was performed using PAM-STAMP™ commercial package for predicting the FLD
of both the alloys. Tensile test data was used to describe the hardening behavior of
the alloys whereas, Barlat 2000-2d yield criterion [11] with 8-parameters was used
to predict the yielding in the simulation model. The maximum force [13] and 0.92
thickness gradient necking criteria [14] were used to define the necking for each
simulation.

Experimental Details

In the present work, commercial grade AA5052 and AA5083 alloy sheets of
1 mm thickness in fully annealed (O-temper) condition were used. The chemical
compositions of the test materials estimated using ICP-OES (Inductively coupled
plasma—optical emission spectrometry) method have been presented in Table 1.



Experimental and Finite Element-Based Analyses of FLCs for AA5052 … 175

Table 1 Chemical composition of AA5052 and AA5083 test samples

Alloy Mg Si Fe Cu Mn Zn Cr Ti Al

AA5052 Standard 2.2–2.8
<0.25

<0.4
<0.10 <0.10

< 0.1 0.15–0.35 – –

Actual 2.55 0.067 0.295 0.005 0.074 0.002 0.233 0.033 Balance

AA5083 Standard 4–4.9 <0.4 <0.4 <0.1 0.4–1
<0.25

0.05–0.25 <0.15 Balance

Actual 4.42 0.07 0.22 0.02 0.64 0.03 0.10 0.02 Balance

Nakajima Experiment

The forming limit curves for AA5052 and AA5083 samples were estimated using
a Nakajima experimental setup shown in Fig. 1a. The detailed schematic of the
die-punch-holder assembly has been presented in Fig. 1b.

Eight different samples representing 8 different strain paths as per ASTM E2218-
02were prepared usingwater jet cutting technique. The various specimen dimensions
have been illustrated in Fig. 2a. Lubricant (grease) was applied onto the back of the
samples with multiple layers of varying thickness PVC (Poly Vinyl Chloride) sheets
to eliminate any stress concentration apart from the central gauge position of the
sample which is in contact with the punch.

To generate a stochastic pattern, the upper surface of the sample was cleaned with
acetone and amatt white paint was applied uniformly to provide a white background.
Subsequently, black paint was then sprayed uniformly to let small black droplets
distribute on a white background as can be seen in Fig. 2b. The dried sample was
then mounted on the bottom holder in central symmetric position with stochastic
pattern side on top. During the experiment, the bottom holder moves up and holds

a) b)

Fig. 1 a Nakajima experimental setup at IIT Bombay and b the schematic of die-punch
arrangement
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Fig. 2 aSpecimendimensions forNakajima test as perASTME2218-02;b failedAA5052 samples
after the test

the blank firmly with top blank holder and the punch moves upward from bottom
through die with a speed of 1 mm/s to deform the blank. The punch retracts as soon
as the neck has been observed by the sensor represented by a sudden decrease in
punch load.

Strain Estimation Using Digital Image Correlation

The strain values at each stage were quantified using the attached high-speed camera
with DIC capabilities. The camera captured snapshots of the complete deforma-
tion process and stored them using the GOM-ARAMIS software. The stochastic
pattern on the blank helped the software in generating user defined facets on them
using the black droplet’s size and distances. With increase in deformation, the shape
and distance of each black droplet changes which was analyzed by the software to
calculate the major and minor strain at each location of the sample.

At the stage where necking is observed, a section was drawn across it in the
perpendicular direction and the major and minor strain data was generated by the
software. The major and minor strain data at the neck was then collected into excel
sheet and plotted together to evaluate themajor andminor strain value for the sample.
A sample case of the analysis has been presented in Fig. 3.

Optical Microscopy

AA5052 and AA5083 sheet samples were cut using a Silicon Carbide cutter and
molded in epoxy-based molds followed by polishing to mirror finish by successively
decreasing the polishing particle size. The polishing paper # 220 (coarse) to 2000
(fine) were used followed by diamond paste polishing and finally OPS (Colloidal
Silica Abrasive Solution) were used to reach a mirror finish. The polished samples
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Fig. 3 Steps illustrating the strain analysis for a Nakajima sample using DIC

were analyzed under the optical microscope using a bright field in reflective mode
and 12 images were captured at 100 X magnification for each sample to cover the
whole sample area and eliminate any human bias. There images were then analyzed
using Carl-Zeiss image analyzer software, where, once the contrast of the particle has
been defined, the system automatically captures all the particles on the micrograph
and measures its diameter, area, perimeter, and other features. These raw data were
exported in excel sheet and analyzed further to find out the particle size and area %
distribution. A representative micrograph and corresponding capturing of particles
by image analyzer software for AA5083 sample have been presented in Fig. 4.

Forming Limit Diagram

Using the above methodology major and minor strain values were calculated for all
the 8 specimens and plotted on major and minor strain axis to generate the FLC
for AA5052 and AA5083 alloys. The FLC for AA5052 and AA5083 is presented in
Fig. 5. It is evident from the FLD that the formability of AA5052 alloy is much higher
than AA5083 alloy, which can be attributed to the relatively lower concentration of
Mg concentration.
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Fig. 4 Second phase capturing by image analyzer software. a Original micrograph, bmacrograph
with captured particles by the software
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Secondary β-phase Quantification

The optical micrographs of both AA5052 and AA5083 alloys were captured and
analysed using image analyzer software. A representative micrograph taken at 100X
magnification has been presented in Fig. 6. It can be clearly observed that the concen-
tration and size of the second phase particles were higher in case of AA5083 alloy
sample due to higher wt. % of Mg content as compared to AA5052 alloy sample.

The particle and area data obtained from the image analysis was plotted for under-
standing the effect of increasing Mg content. Figure 7a, c present the histogram
showing the area % distribution of second phase particles with increasing particle
sizes for AA5052 and AA5083 respectively. The total area % for AA5052 was found
to be 2.32% whereas it was 3.12% for AA5083 sample. Similarly, Fig. 7b depicts
the distribution of number of particles with increasing particle sizes for AA5052



Experimental and Finite Element-Based Analyses of FLCs for AA5052 … 179

a) b) 

Fig. 6 Optical macrographs showing second phase particles in a AA5052 and b AA5083
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Fig. 7 Distribution of second phase particles by area % (left) and number (right) a, b AA5052 c,
d AA5083

and AA5083 samples respectively. The number of particles was also found to be
increased from 1082 to 1544 in case of AA5052 and AA5083 respectively.

Numerical Model

FEM model to simulate the Nakajima experiment was developed using PAM-
STAMP™. The material properties for AA5052 and AA5083 are taken from the
metals handbook. The dimensions of various components are kept same as the
experimental setup dimensions at Metal Forming Lab (IIT Bombay).
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Five boundary conditions were employed to simulate the experimental process.
An encastre BC was employed on the die whereas a vertical displacement and blank
holding force was applied on blank holder. A Y-displacement with a vertical velocity
of 1 mm/s was applied to the punch. The basic components of the Nakajima setup
assemblymade using PAM-STAMP™are depicted in Fig. 8. The hardening behavior
of the material was captured by incorporating the plastic data of uniaxial tensile test
for AA5052 and AA5083 alloys at 0.01 s−1.

The Barlat 2000-2d yield criteria [11] were considered for describing the
yielding phenomenon. The 2000-2d yield parameters for AA5052 were taken from
Esmaeilpour et al. [15] and parameters for AA5083 were taken from Prakash et al.
[16] as presented in Table 2. The value of parameter m was considered as “8” for all
the cases as the material was aluminum alloy.

The simulations were run for six different specimen geometry with mesh size 1.
The necking stage was identified by two different criterions, viz. maximum force
criteria and 0.92 thickness gradient criteria. The maximum force criteria state that
diffuse necking is initiated in a tensile test of a bar when the maximum force is
reached [13]. Thus, the contact load was plotted against the progression and the peak
point was taken as the necking stage from which stage the load decreases suddenly.
In 0.92 thickness gradient criteria, the ratio of neck element thickness and its adjacent
element thickness is checked. The ratio 0.92 is considered as the critical ratio below
which the necking has occurred [14]. The contour plot of major strain and thickness

Punch 

Die 

Blank 

Blank holder 

Fig. 8 Various components in the Nakajima assembly of the FEM model in PAM-STAMP™

Table 2 Barlat 2000-2d yield criterion parameters for AA5052 and AA5083 taken from literature

Material α1 α2 α3 α4 α5 α6 α7 α8 References

AA5052 0.934 1.092 0.870 1.044 1.012 1.013 1.009 1.169 [15]

AA5083 0.9508 1.020 1.037 1.029 1.022 1.023 1.009 1.018 [16]
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Fig. 9 Major strain (left) and thickness (right) distribution in AA5052 blank-50 at the time step
before necking
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Fig. 10 Comparison of model predicted FLDwith punch load and 0.92 thickness gradient criterion
with experimental FLD for a AA5052, b AA5083

distribution of AA5052 blank-50 has been presented in Fig. 9 at the necking stage.
The major and minor stain was then estimated by taking the average value along
the neck elements for each sample. All the strain values were then plotted to get
the model predicted FLD for both AA5052 and AA5083 alloys. The comparison of
experimental and simulated FLDs is presented in Fig. 10.

Results and Discussion

The forming limit diagrams were obtained for AA 5052 and AA5083 alloys in O-
temper using Nakajima experimental setup. It was clearly observed in Fig. 5 that
AA5052 alloy has relatively higher formability as compared to AA5083 alloy. The
difference in formability can be attributed to the lower Mg content in AA5052 alloy
(2.5 wt. %) as compared to AA5083 (4.6 wt. %). The presence of lower precipitation
of secondary β-phase will result into a relatively lower impediment of the dislocation
movement during deformation and thus lower peak stress will generate while solute-
dislocation interaction. This was also confirmed by the optical microscopy results
obtained by image analyzer software. As depicted in Fig. 7, the total area% of second
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phase particleswas found to be 2.32% inAA5052 alloy sample as compared to 3.12%
for AA5083 alloy sample whereas the number of second phase particles was found
to be 1082 in AA5052 alloy sample as compared to 1544 number of second phase
particles found in AA5083 alloy sample.

The finite element simulation model of the Nakajima experiment was also devel-
oped using PAM-STAMP™ software for both the alloys. As clearly seen in Fig. 10,
both necking criteria predictions were in good agreement with the experimental
results but the prediction of FLC (Forming Limit Curve) with 0.92 thickness gradient
necking criteria was in relatively better agreement as compared to maximum force
necking criteria for both AA5052 and AA5083 alloys. This can be attributed to the
fact that the necking process has different stages, namely, the diffuse necking and
localized necking [17] and in most cases the maximum force is not a single point
rather a curve leading to incorrect selection of necking stage.

Conclusions

The Nakajima test was conducted on AA5052 and AA5083 alloy sheets at room
temperature using ARAMIS-GOM™ system for dynamic measurements of 3D
displacements and 3D surface strain to understand the impact of varying Mg content
on formability of Al-Mg alloys. The distribution of second phase particles was also
quantified using optical microscopy and image analyzer software for both the alloy
samples. Finite element analyses of FLC prediction were also performed where
maximum force and 0.92 thickness gradient necking criteria were implemented and
compared with the experimental results. The results of the study can be concluded
as follows:

i. The Nakajima test result showed higher formability in AA5052 alloy with 2.55
wt. % Mg as compared to AA5083 with 4.42 wt. % Mg.

ii. The optical microscopy analysis showed lower concentration of second phase
particles in AA5052 alloy as compared to AA5083 (2.32 and 3.12 area %
respectively), due to relatively lower Mg content.

iii. FEM model for FLC predictions depicted a better prediction with thickness
gradient criteria as compared to maximum force criteria for both AA5052 and
AA5083 alloys.

References

1. Bumiller E (2011) Intergranular corrosion in AA5XXX aluminum alloys with discontinuous
precipitation at the grain boundaries. PhDT

2. Lim MLC, Kelly RG, Scully JR (2016) Overview of intergranular corrosion mechanisms,
phenomenological observations, and modeling of AA5083. Corrosion 72(2):198–220



Experimental and Finite Element-Based Analyses of FLCs for AA5052 … 183

3. Gantar G, Pepelnjak T, Kuzman K (2002) Optimization of sheet metal forming processes by
the use of numerical simulations. J Mater Process Technol 130:54–59

4. Yang H, Fan X, Sun Z, Guo L, Zhan M (2011) Recent developments in plastic forming
technology of titanium alloys. Sci China Technol Sci 54(2):490–501

5. Hill R (1948) A theory of the yielding and plastic flow of anisotropic metals. Proc R Soc Lond
Ser A Math Phys Sci 193(1033):281–297

6. Hill R (1979) Theoretical plasticity of textured aggregates. In: Mathematical proceedings of
the cambridge philosophical society, vol 85, no 1, pp 179–191. Cambridge University Press

7. Hill R (1993) A user-friendly theory of orthotropic plasticity in sheet metals. Int J Mech Sci
35(1):19–25

8. Barlat F, Lian K (1989) Plastic behavior and stretchability of sheet metals. Part I: A yield
function for orthotropic sheets under plane stress conditions. Int J Plast 5(1):51–66

9. Barlat F, Lege DJ, Brem JC (1991) A six-component yield function for anisotropic materials.
Int J Plast 7(7):693–712

10. Barlat F, Maeda Y, Chung K, YanagawaM, Brem JC, Hayashida Y, Lege DJ, Matsui K, Murtha
SJ, Hattori S, Becker RC (1997) Yield function development for aluminum alloy sheets. JMech
Phys Solids 45(11–12):1727–1763

11. Barlat F, Brem JC, Yoon JW, Chung K, Dick RE, Lege DJ, Pourboghrat F, Choi SH, Chu
E (2003) Plane stress yield function for aluminum alloy sheets—part 1: theory. Int J Plast
19(9):1297–1319

12. Barlat F, Aretz H, Yoon JW, Karabin M, Brem JC, Dick R (2005) Linear transfomation-based
anisotropic yield functions. Int J Plast 21(5):1009–1039

13. Hora P, Tong L, Reissner J (1996) A prediction method for ductile sheet metal failure in
FE-simulation. In: Proceedings of NUMISHEET, vol 96, pp 252–256

14. NarasimhanK (2004) A novel criterion for predicting forming limit strains. In: AIP Conference
Proceedings, vol 712, no 1, pp 850–855. American Institute of Physics

15. Esmaeilpour R, Tiji SN, Kim H, Park T, Pourboghrat F, Mohammed B (2019) Stamping of a
cross-shaped part with 5052, 5754 and 6016 aluminum alloy sheets–experimental and finite
element analysis comparison. IOP Conf Ser Mater Sci Eng 521(1):012002. IOP Publishing

16. Prakash V, Kumar DR, Horn A, Hagenah H, Merklein M (2020) Modeling material behavior
of AA5083 aluminum alloy sheet using biaxial tensile tests and its application in numerical
simulation of deep drawing. Int J Adv Manuf Technol 106(3):1133–1148

17. Hora P, TongL,BerishaB (2013)Modifiedmaximum force criterion, amodel for the theoretical
prediction of forming limit curves. IntJ Mater Form 6(2):267–279



Finite Element and Experimental
Investigation of Multi-stage Deep
Drawing of Stainless Steel 304 Sheets
at Elevated Temperature

Vipin Yadav, Kanhu Nayak, and Prashant Date

Abstract In this study, multi-stage hot deep drawing of an SS304 sheet of 0.5 mm
thick at elevated temperatures (600, 700 and 900 °C) has been investigated numeri-
cally. Initially, uniaxial tensile properties and the plastic strain ratio of theSS304 sheet
was evaluated at different temperatures. These experimental values were then used in
a finite element (FE) simulation to simulate themulti-stage hot deep drawing process.
The results obtained from the simulation, such as blank holding force, peak deep
drawing force, and distribution of strain, were discussed. A strain non-uniformity
index (SNI) was used to predict failure of the deep drawn cup during deformation at
elevated temperatures. In addition, the effect of blank holding force and temperature
on wrinkling, earing, and thinning of the deep drawn cup were analyzed. Finally,
the required deep drawn cup can be manufactured based on the outcomes of the
numerical simulation of deformation of the SS304 sheet.

Keywords FE simulation · Hot deep drawing · Plastic strain ratio · SNI

Introduction

Nowadays, the productswith higher drawing depth are found to bemore in use.Hence
there has been extensive research going in finding out thematerial with higher forma-
bility. Austenitic stainless steel SS304 is significantly used in aerospace, electronics,
and automobile industries. Hence there are many researches are going on to improve
the drawability of SS304 tomake deep drawn part. One such technique for improving
the formability is hot forming.

Deep drawing is a complex forming process in which there is tension (cup wall),
bending (die and punch corners), and compression (flange of cup). Both high tensile
strength and better ductility in compression are required for the deep drawingmaterial
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[1].Although the deepdrawingprocess of high strength/low formabilitymetals has an
extensive industrial application area, deep drawing at room temperature has serious
difficulties because of the large amount of deformations and high flow stresses of the
material [2]. The higher temperature allows for the decrease in the flow stress of the
material and also the residual stresses are removed, which makes it possible for an
increase in the formability and hence deformation is easier.

Kaya et al. [3] have simulated and also conducted experiments on the non-
isothermal warm deep drawing of SS304 between room temperature and 125 °C in
which the thinning at the bottom of the cup along the transverse and rolling direction
is found to be between 20 and 30%. Jayahari et al. [4] have conducted experiments on
SS304 temperature of 300 °C temperature and found an increase in limiting drawing
ratio (LDR) of 2.46 but also found that LDR decreases after 350 °C temperature due
to dynamic strain regime. Ethiraj et al. [5] have conducted experiments and simu-
lations at different temperatures from 30 to 300 °C with an increment of 100 °C
and found that the maximum reduction in thickness increases with the increase in
temperature. Also, hoop strain is more at the top portion of the drawn cup wall and
the reason for that is due to bending, straightening, and tension. Shingawa et al.
[6] simulated plastic deformation and temperature distribution in deep drawing of
stainless steel sheets with deformation-induced martensitic transformation using the
rigid-plastic finite elementmethod and the finite elementmethod for heat conduction.
Jayahari et al. [7] observed in the study that in order to achieve better formability
the temperature and punch speed should be selected so that the martensite formation
and grain refinement are minimum. Takuda et al. [8] showed that the LDR increased
from 2 at room temperature to 2.8 at 150 °C temperature. The forming limit and frac-
ture initiation site are predicted by combinations of rigid-plastic and heat conduction
finite element method. Bong et.al has showed through experiment and simulation
that the LDR can be increased by using temperature gradient between the punch and
the die/holder. The total and uniform elongation is decreased as the temperature is
increasing in case of SS304 [9]. Seri et al. [10] conducted the numerical simulations
and showed that SS304 has poor drawability at room temperature which is due to
strain induced martensite transformation taking place in flange and along the radius
of the die.

SS 304 has the highest percentage of elongation about 70%. SS304 is in austenitic
form at room temperature and is also metastable and hence it turns into martensite
during cold forming. Also, it will be impossible for the manufacturer to do annealing
after every stage of redrawing and hence hot forming is used to reduce the strain
inducedmartensitic transformation. In the present research, the formability of SS304
was studied at 600, 700, and 900 °C temperature. Simulation is also carried out for
three stages of drawing.
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Material Testing and Finite Element Simulation

SS 304 was tested at 600, 700, and 900 °C temperature in Gleeble at a strain rate of
0.001 s−1. The specimen for the tensile test are as shown in Fig. 1 for 600,700 and
900 °C temperature in various directions, i.e., 0°, 45°, and 90°.

Nowadays, finite element simulation is finding wide applications in the manufac-
turing processes. Previously the manufacturer used to do trial and error method while
designing components. The job was too tedious that it was taking more time to come
out on some conclusions and now, due to the development in the finite element code,
it has become possible to simulate the process and the required change in dimension
can be done at the development stage.

Assumptions are taken for finite element simulation:

(1) The plastic strain ratio value, i.e., R is taken as 1
(2) The material is assumed to obey the Hollomon equation, i.e., σ = K εn .
(3) The mechanical interaction between the contacting surfaces is assumed to be

frictional contact with a coefficient of friction 0.12.

0°  90°  45° 90°   0° 45° 90° 45° 0°
(a) (b)  (c) 

Fig. 1 Tensile sample for a 600, b 700, and c 900 °C temperature in various directions of 0°, 45°,
and 90°
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(4) Deforming material was assumed to be incompressible, i.e., volume constancy
was used.

(5) Baushinger effect is neglected, and only isotropic hardening is assumed.

The required blank dimension for the present purpose is 60mm diameter and 0.5 mm
thickness. Finite element software PAMSTAMP was used for the simulation. The
material properties of the blank were obtained from the results of the tensile tests
at 600 °C, 700 °C, and 900 °C. A coupled temperature displacement four-noded
quadrilateral elementC3D4Tof 0.5mmsizewas usedwith adaptivemeshing to refine
themesh up to the third level during formingwhenever necessary. FLC (forming limit
curve) is calculated by the software automatically using Keeler FLC.

Parameters for Various Stages of Drawing

The schematic setup in Fig. 2 shows the punch, blank, blank holder, and die used in
the three stages of drawing. Die, blank holder, and punch are modeled as the rigid
body. Blank is only modeled as a deformable body. Geometrical parameters and
blank holding force for three stages of drawing are as shown in Table 1.

Fig. 2 Schematic view of punch, blank, blank holder, and die
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Table 1 Different input parameters for simulation

First stage Second stage Third stage

Die Internal dia = 33.1 mm
External dia = 60 mm

Internal dia = 26.7 mm
External dia = 33 mm

Internal dia =
22.4 mm
External dia =
26.4 mm

Punch (mm) Dia = 33 Dia = 26.4 Dia = 22

Die entry radius
(mm)

5 5 5

Punch nose radius
(mm)

3 3.5 3

Clearance (mm) 0.05 0.15 0.2

Height (mm) 19 27.5 35.4

Blank holder force
(N)

6000 1500 1000

Fig. 3 Stress-strain curve for 600 °C,700 °C and 900 °C temperature

Results and Discussion

Tensile Properties of SS304 at Elevated Temperature

Strain hardening exponent (n) is a measure of good formability of the material. A
material with a higher value of n can stretch more before necking because of its
increased strength due to strain hardening. It can be seen from Table 2 and Fig. 3
that the average yield strength and n value for the material at 600 °C are more as
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Table 2 Results of stress-strain data

Temperature (°C) Direction Yield stress (MPa) K (MPa) n

600 0° (Rolling) 160.27 950.4 0.55

45° (Transverse) 164.7 948.32 0.545

90°(Perpendicular) 153.65 971.65 0.6

σy(avg) = 159.54 Kavg = 956.79 navg = 0.565

700 0° (Rolling) 139.4 546.53 0.3129

45° (Transverse) 137.23 572.26 0.4206

90°(Perpendicular) 130.14 679.52 0.5

σy(avg) = 135.59 Kavg = 599.43 navg = 0.411

900 0° (Rolling) 85.73 158.17 0.2104

45° (Transverse) 78.43 149.29 0.2223

90°(Perpendicular) 70.12 147.51 0.2312

σy(avg) = 78.09 Kavg = 151.65 navg = 0.2213

compared with 700 and 900 °C temperature. With the increase in temperature, the
yield strength of material decreases, which shows softening takes place. Stress-strain
data also reveals that the material has more yield strength in rolling direction, i.e., 0°
as comparedwith other directions (Fig. 3). The present research deals with redrawing
of the cup in three stages and hence it will be more beneficial if we select the material
with a high value of n. Therefore, results from stress-strain data of SS304 at 600 °C
are the input for simulation (Table 2).

Thickness Contour

As it can be seen from Fig. 4 that after every stage of drawing the thickness of the cup
goes on decreasing at the punch nose radius. Hence it becomes necessary to see that
the thinning in the cup after every stage of redrawing must not go beyond 25 percent.
The main reason for thinning is due to the tensile stresses that are generated when the
punch corner radius comes in contact with the blank. Thickening takes place at the
top of cup due to circumferential compressive stress generated while drawing. The
reduction taking place in first stage of drawing is 45%, whereas it is only 20% for
the second and third stages of drawing. Proper clearance between die and punch and
correct die entry and nose radius can reduce the effect of thickening and thinning. In
case of first stage of drawing usually (10–20% of sheet thickness+ sheet thickness)
is given as clearance, whereas for second and third stage the measured values of
thickness at various height from the top of cup are used for giving clearance.
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Fig. 4 Thickness contour for a first stage, b second stage, and c third stage drawing

Thickness Strain

In order to obtain thickness strain, half section of the cup is cut and measuring major
and minor strain from the centre till the end of punch nose region. Using the volume
constancy condition (ε1 + ε2 + ε3 = 0) thickness strain, i.e., ε3 can be obtained. As
can be seen from Fig. 5 the thickness strain is negative in the bottom of cup for all
stages of drawing, which as a result shows the effect of thinning. It is positive for the
top of the cup, which shows the effect of thickening as the height of cup is increasing.
The value of thickness strain is more for the 3rd stage of drawing as compared to first
and second stages.
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Fig. 5 Thickness strain vs distance from centre of cup
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Minor and Major Stress Contours

At the start of the deep drawing process, the biaxial stresses are produced in the
plane of the blank. The portion in contact with the punch remains under tensile stress
and the portion under blank holder experiences compressive stress. It is due to this
reason only blank holding force is applied to limit this stress; otherwise wrinkling
takes place. This can be seen fromFigs. 6 and 7 aswhen the height of cup is increasing
the effect of minor stress is increasing at the top of cup. Tensile stress is predominant
in the cup wall and the punch nose radius region. The stresses that are generated
are much below the ultimate tensile stress. Different yielding theories are used to
simulate the deepdrawingprocess. Pamstampv2018.01usesHills 48’ yield criterion.
The stress in thickness direction is assumed to be negligible and hence plane stress
condition exists.

Fig. 6 Major stress contour

Fig. 7 Minor stress contour
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                               (a)                                                    (b)                                                           (c) 
  Compression      45%                                      54%                                                       65% 
    Safe                  55%                                      45%                                                       33.5%

   Wrinkle              0%                                       1%                                                         1.5 % 

Fig. 8 Forming limit diagram for a first stage, b second stage, c third stage

Forming Limit Diagram (FLD)

It can be observed from Fig. 8 that as the drawing stage increases, the values of major
strain and minor strain on the right side of the major strain axis line increases. This
shows the effect of biaxial stretching and it can be seen in the bottom region of the
cup, including the nose radius. As we go on increasing the height from the bottom
of the cup, major strain is predominant up to a certain height. This predominance
of major strain can be seen more in first stage of drawing and it goes on decreasing
during second and third stages of drawing. As discussed in 3.4 that the effect of
compressive stress goes on increasing as we move up and hence the effect of minor
strain also goes on increasing. In order to have no wrinkling to take place, the strain
path must not go below the pink line. Normally wrinkling takes place in the flange
region of the cup as well as at the top. The main cause of wrinkling is due to low
blank holding force and a more die entry radius. The blank holding force is equal to
one-third of the punch force. Also, it is recommended to take die entry radius to be
in between 4 and 10t (where t= thickness) to have no wrinkling effect. All the three
stages of drawing are considered as safe as it is much below the yellow line and also
only 1% and 1.5% wrinkling takes place during second and third stage of drawing.
This wrinkled part can be easily trimmed off.

Strain Non-uniformity Index

Strain non-uniformity index (SNI) represents the degree of magnitude of non-
uniformity in the strain distribution and is given by the maximum deviation of the
strain from the ideally expected uniform strain distribution [11]. It is the difference
between peak thickness strain of the formed part and the average thickness as shown



194 V. Yadav et al.

Fig. 9 Thickness strain distribution along the maximum thinning section

in Fig. 9. The failure strain non-uniformity index (critical SNI) is 0.1496. SNI calcu-
lated for first stage of deep drawn cup is 0.1202 which is less than the critical SNI
(Fig. 9).

Conclusions

(1) Forming limit diagram shows no effect of failure and hence the design of punch,
die, and blank holder is safe.

(2) h/d ratio of 1.61 has been successfully achieved in three stages of drawing.
(3) As the value of n (strain hardening exponent) is more at 600° C temperature

as compared to 700 and 900 °C, it shows better formability.
(4) The reduction in thickness at the punch nose region is much within limits.
(5) It can be seen from tensile stress-strain data as the temperature increases the

flow stress and the yield strength decreases.
(6) SNI value for first stage of drawing is less than the critical value.
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Formability Analysis of Metal–Polymer
Sandwich Composites Made of Al and PE
Sheets Using Numerical Simulations

Tsegaye Bekele, Perumalla Janaki Ramulu, Habtamu Beri, Amrela Siraji,
and P. Praveen Kumar Reddy

Abstract Metal/polymer/metal (MPM) sandwiched composites are in the class
of capable engineering materials which give outstanding strength-to-weight ratios
because of their comparatively low density. These materials are vital constituents
within the automobile, aerospace, marine, and civil construction industries as substi-
tutes for sheet metals that considerably reduce weight while not compromising
practicality such as load bearing capacity stiffness and flexibility. For these mate-
rials to be utilised within the aforesaid industries, they need to bear numerous
forming processes. This paper investigates the formability of metal-polymer sand-
wich composites made of AA-PE-AA (APA) and Galvanised Steel-PE-Galvanised
Steel (GPG) considering the adhesion strength via numerical simulation. For evalu-
ating the formability, the actual limit dome height (LDH)—bi-axial strain path—test
setup is simulated using FEM. The results analysed are forming limit diagram (FLD),
punch force distribution, and dome height at diverse conditions of punch velocity
and friction. All the numerical simulations were performed using Altair Hyperworks
with various blank sizes. The results are noted as FLD and dome height at varied
conditions. A comparison is made to represent the best combinations for formability
of the sandwich composites. Maximum formability and dome height are attained at
low friction conditions and forming speed.

Keywords MPM sandwich · Formability · Adhesion · Dome height · Limit dome
height
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Introduction

In manufacturing engineering, it is common to specify and select suitable and reli-
able materials that can fulfil the product’s requirements. Sometimes, already existing
materials are able to accomplish these demands with or without necessary modifica-
tions. Otherwise, newmaterials are designed andmanufactured according to necessi-
ties of the product being manufactured. The need for contemporary materials, hence,
arises to deal with the requirements of recent and economical engineering innova-
tions. Handiness of engineering materials that meet design necessities is the major
issue that influences engineering design flexibility.

Composite materials play an important role in achieving the aforesaid develop-
ment. One of the ways to create composite materials is by the formation of Metal–
Polymer–Metal (MPM) sandwiches joined together to create composite sheets. It
consists of twometal skin sheets and a low-density polymeric core material as shown
in Fig. 1.

Nowadays, MPM sandwich composite materials pulled in noteworthy attention
for their prevalent properties which don’t have any of the layers alone. Metallic
sandwich sheets have better strength-to-weight proportion, vibrational damping, and
sound-stifling properties than monometallic layers [1, 2].

Sandwich composites are broadly utilized in the auto and aviation industries [3,
4]. Sandwich structures are made out of a high strength metallic sheet as the skin
layer and thermoplastic or thermosetting polymers as the middle layer.

These MPM laminates can be created by various cycles like roll bonding, layup
technique, and hot pressing [5, 6]. Because of the inhomogeneous behavior of the
complex sandwich materials over their thickness, a few exploration needs have
been concerned about describing their forming behavior. Underlying elements, for
example, face to core sheet thickness proportion, physical and mechanical properties
of the face and core materials, and bonding between the layers and the interfacial
properties are the principal boundaries influencing the physical (for example, sound
and vibration damping) and mechanical (for example, strength and formability)
properties of the sandwich sheets.

Numerous sorts of aluminum–plastic sandwich sheets have been created with
various aluminumalloy as skin sheet and distinctive plastic as core layer, for example,
AA5182-polypropylene-AA5182 sandwich sheet, AA5005-polypropylene-AA5005

Fig. 1 MPM sandwich
composite
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sandwich sheet, and AA3105-polypropylene-AA3105 sandwich sheets. Among
these sandwich sheets, AA5182-polypropylene-A5182 sandwich sheet have been
produced for possible use of these materials for car body boards in future superior
automobiles with critical weight decrease [7].

Albeit the metal–plastic sandwich sheets have numerous benefits, in any case,
the forming of these materials is exceptionally complicated because of the very
huge distinction in mechanical properties and in the measures of polymer core
and the metal skins. The forming of the sandwich sheets is not the same as those
of homogenous metallic sheets. Forming processes of MPM sandwiches typically
include issues, for example, wrinkling, delamination, and shearing, identified with
the deficient interlayer metal–polymer bondage. The adhesive strength at the metal–
polymer interfaces is a critical factor for MPM sandwich composites since the inter-
facial collaboration produces a framework that can emphatically influence the sheets
to either act autonomously, feebly, or as unequivocally coupled. A frail polymer
core can go about as an oil between the metal skins; such behavior can cause the
event of debonding at interfaces among sheet and plastic core, prompting a sliding of
metal skins and an untimely failure during forming activities. Then again, a too solid
attachment power between polymer core and metal sheet can adversely influence
formability since the ceaseless smooth sliding between layers is prevented [4, 8].

Some overlaid metal/polymer materials have been proven to show a satisfactory
or even great formability. For example, Hylite, an Al/PP/Al sandwich [9], shows a
decent forming behavior under profound drawing or bending conditions. Although
many researches have been done in the characterization of MPM sandwich compos-
ites, very few combine the effects of process parameters in addition to material
properties in the analysis of their formability. This research work will examine the
effects of process parameters—lubrication condition and forming speed—in amal-
gamation with the composites’ mechanical properties, which will be taken from
experimentation, to study their forming behavior with the help of LDH simulation.

In this investigation, the metallic components of the sandwich composites are
aluminum (AA5052) and galvanised steel sheets. The polymeric core, for both, is
Polyethylene (PE). LDH Simulation results, attempted by means of Altair Hyper-
works software, are examined thoroughly. The obtained information is utilized
to forming analysis of ‘AA5052-PE- AA5052 (APA)’ and ‘Galvanized steel-PE-
Galvanized steel (GPG)’ sandwich plates and henceforth its forming capability is
resolved.

Methodology

The strategy followed for the prediction of the formability of the APA and GPG
sandwich plates started with the characterization of the skin sheet layers and core
(PE) material properties. Polyethylene (PE) is a member of the important family of
polyolefin resins [10]. It has a high strength-to-weight ratio and is a good electrical
and thermal insulator. PE is also self-extinguishing per UL flammability tests. PE



200 T. Bekele et al.

Table 1 Material properties

Materials AS GSS PE APA GPG Epoxy adhesive

Density (g/cm3) 2.68 7.874 0.952 2.19 7.3 1.24

Young’s modulus, E (GPa) 70 211 1.07 63.8 197.2 1.4

Ultimate tensile strength,
UTS (MPa)

208.6 474.56 28.5 186.4 459.57 34

Yield strength, σ (MPa) 160.49 287.7 _ 147.5 268.13 _

Strength coefficient, K
(MPa)

423.9 555.1 _ 392.7 512.04 _

Hardening exponent, n 0.27 0.22 _ 0.25 0.2 _

Lankford’s coefficient, R 0.69 1.6 _ 1.12 1.65 _

may be used to temperatures of 140°F (60 °C) and is readily available in sheets,
rods, and tubing. A two-component structural epoxy adhesive, which cures at room
temperature, is utilized in preparation of samples for experiments undertaken for this
research.

The polymers, metallic skin sheets—galvanized steel sheet (GSS) and aluminium
sheet (AS)—andMPMsandwich compositesmade from these substrates have under-
gone various testing procedures in order to obtain their properties as tabularized in
Table 1.

FEA Simulation

The considered APA and GPG sandwich composite materials for the examination
comprises three layers each: two layers of metallic sheets and a PE core, with struc-
tural epoxy adhesive layer at their interfaces. To replicate the composite material’s
real behaviour, the empirically tested material properties, tabulated in Table 1, were
allotted to the numerical model. The coefficient of friction between the surfaces has
been assigned to the model [11] as indicated in Table 2.

Radioss-Incremental Solver, which is one of the solvers in Altair Hyperworks
software, is utilized to perform the LDH simulations. The input process parameters
and geometrical specifications of the components—punch (dome shaped), binder,
blank, and die—are reproduced in the FEA software so as to simulate the exper-
imental LDH test first proposed by Hecker and Ghosh [12] (see Fig. 2). Table 2
indicates these specifications.

Among the four components, the punch, binder and die aremade rigid components
(meshed with R-mesh) while the blank (MPM sandwich sheets) are deformable with
their mechanical properties fed into the model. For the non-deformable bodies (R-
meshed) the software decides the element size so as to provide the optimum mesh
density. The deformable blanks (Q-meshed), however, have a uniform element size
of 1 mm, which will generate fine mesh density for the sake of better accuracy.
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Table 2 Input process
parameters and geometrical
specifications

Sandwich plates

GPG APA

Thickness of sandwich
plate, t (mm)

1.5 2.5

Die diameter (mm) 105.7 105.7

Punch dome diameter
(mm)

101.6 101.6

Die corner radius (mm) 6.35 6.35

Friction coefficient
(lubricated, dry)

(0.029, 0.42) [11] (0.04, 0.47) [11]

Binder—by keeping
gap (mm)

1.5 2.5

Punch velocity (mm/s) 80 and 150 5000 and 10,000

Fig. 2 Schematic of LDH experiment tooling [12]

In LDH experiment, there is lock-bead mounted between die-flange and binder
to hold the blank in place while the stretching takes place [12]. This lock-bead is
imitated, on the FEA analysis, by a fixed edge constraint applied on the MPM sheet
such that it can’t be drawn into the die-cavity (pure stretching takes place).

Modelling for Limit Dome Height (LDH) Simulation

For the geometrical modelling of the components, Solidworks CAD software has
been used. The finite element software utilized in the present work is Hyperworks
to simulate (limit dome height) test on bi-axial strain path. Blank dimensions are
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Fig. 3 Blank geometry with numbering [12]

shown in Fig. 3. These blanks model the GPG and APA sandwiches’ properties
with a thickness of 1.5 and 2.5 mm respectively. Process parameters are indicated in
Table 2.

The simulations are allowed to run until failure starts in the blank, and the dome
height was taken just before failure. From the data obtained, forming limit diagram
(FLD) and dome height graphs are plotted and analyzed thoroughly.

Meshing and Process Setup

The LDH simulation components and APA and GPG sandwich composite blanks
are meshed using the Hypermesh tool. The four nodded rigid quadrilateral element
(R-mesh) is used for the dome test tools—punch, binder, and die, whereas the eight
nodded linear brick tetrahedron element was used for the blanks. The surface-to-
surface explicit contacts are defined by using penalty function, and the coefficient of
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Punch 

Blank #10 

Die 

Binder 

Fixed edge constraints 

Fig. 4 LDH simulation setup

friction is assigned between tools and sample. The adhesive layer’s contacts between
skin Al, Galvanized steel sheets, and PE core are defined by using ply laminates.

The generated mesh model is further utilised for the explicit analysis, which is
carried out in two different stages. In the first stage, the sandwich composite blank is
pressed over the die by applying force using the blank holder whereas in the second
stage, the pressed blank is further formed by applying force using the dome shaped
punch.

The type of process used in the simulation is Double Action Draw. The setup
window is utilized to incorporate the process parameters—blank thickness and
material properties, punch speed, and binding mechanism. The obtained mechan-
ical properties were fed into custom materials before they were assigned for the
blanks.

The simulation setup (pre-processing) in the graphics area after meshing is shown
in Fig. 4.

Yield Criterion

When amaterial is subjected to large plastic deformations the grain sizes and orienta-
tions change in the direction of deformation. As a result, the plastic yield behaviour of
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the material shows directional dependency. Under such circumstances, the isotropic
yield criteria such as the von Mises yield criterion are unable to predict the yield
behaviour accurately. Several anisotropic yield criteria have been developed to deal
with such situations. For this researchworkHill 1948 yield criterion has been applied
in the LDH simulations since it accounts for anisotropic plastic deformations of
composite materials.

Results and Discussion

Themain objective of this work is to observe the composite sandwich sheets’ forming
behaviors by applying punch velocities and frictional conditions specified in the
process parameters table. The blank holding force is fixed to a constant value that
prevents the blank from being drawn into the die-cavity (pure stretching is required).
Simulations with various combinations of geometry and process parameters are
performed using the Hyperworks software.

The properties of the APA and GPG sandwich sheets that have been obtained
through empirical testing are replicated with FE models in Hyperworks and
simulations are conducted using Radioss-Incremental solver.

Forming limit diagrams (FLDs) which encompass forming limit curves (FLCs)
have been generated for each simulation. The FLC is a failure limiting criterion
for sheet material forming. The entire diagram is known as FLD—which indicates
thinning, wrinkling tendency, insufficient stretch, and safe forming zones in addition
to FLC. FLC illustrates the onset of localized necking in linear straining paths in a
diagram of major and minor strains (i.e., in-plane minimum and maximum principal
strains). Figure 5 shows the sandwich deformation along with the failure zones,
which shows the preliminary stage of failure zone in the sheets. Figure 6 indicates
the FLC of both materials.

The colour coding helps to visualise the different zones—failure, marginal, safe,
compression, loose, and high wrinkle tendency—which exists in contour plots.

FE simulations for the LDH test indicate that the test is very sensitive to friction
and it affects the test measurements. Friction at tool-workpiece interface (in this
case, mainly at punch-blank interface) has an effect on formability and thinning
distribution. It can be expected that maximum thinning when friction is zero occurs
at the apex of the dome. Some simulations have been conducted with zero interface
frictional value (between punch and blank), and the failure did in fact occur at the tip
of the dome—Fig. 7 indicates this condition for APA blank #1. Generally, location of
maximum thinning moves away from the apex of the dome (moves toward die corner
radius) as interface friction increases, and punch force also increases as interface
friction increases.

From Fig. 5, it is clear that failure zones are in the side wall of sandwich dome,
which means more thinning has happened in the side wall of sandwich sheet along
with punch travel. From all the simulations in the bi-axial sandwich sheets, almost
similar failure phenomenon is noticed.
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(a) 

(b)

Fig. 5 Contour plot of: a APA blank #6, b APA blank #10, c GPG blank #6, d GPG blank #10

Along with FLD, dome height till (just before) failure—also known as LDH—
graphs have been extracted from the simulations. From all the simulation conditions,
maximum dome height have been recorded at blank #4 for APA (0.015 friction
coefficient) and at blank #2 for GPG (0.005 friction coefficient). This indicates that
better formability is achievedwhen friction is decreased to aminimumpossible value.
For illustration, graphs for all blank geometry and process parameters are shown in
Fig. 8.

Another crucial process parameter being studied is the punch velocity, which has a
direct correlation with forming speed. Two punch velocities (80 and 150 mm/s) have
been applied—with considerable gap between the two—to see the effects clearly.
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(c)

(d)

Fig. 5 (continued)

Maximum LDH for both APA and GPG is attained with 80 mm/s punch velocity.
For the larger value of punch velocity, however, poor formability is observed, with
the blank material being rapidly drawn into failure. For instance, blank #8 is formed
with 150 mm/s punch velocity, and it can be observed that small LDH is attained for
both blank materials (Fig. 8).
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Fig. 6 FLC of: a APA, b GPG

Fig. 7 Contour plot of APA blank #1 with zero friction coefficient between punch and blank

Fig. 8 Dome height comparison—a APA, b GPG
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Conclusions

In the present work, limit dome height (LDH) simulation for bi-axial stretching
conditions has been performed using Hyperworks FEA software to study the forma-
bility of sandwich sheets made up of aluminium (AA5052) and galvanized steel
sheets with PE—and structural epoxy adhesive as a binding agent. The simulations
are conducted under two levels of punch velocities (80 and 150 mm/s), and many
levels of frictional conditions—staring from zero. The data extracted from all of the
simulations are FLD and maximum dome height. It is observed that the maximum
dome height is seen at blank #4 for APA (0.015 friction coefficient) and at blank #2
for GPG (0.005 friction coefficient). In both cases, the punch velocity is 80 mm/s.

It has also been observed that LDH simulations are very sensitive to friction and
have influence on the test outputs. Friction at tool-blank interface has considerable
effect on formability and thinning distribution. When friction is zero (imaginary and
can only be achieved via simulation), the maximum thinning occurs at the tip of
the dome. Generally, location of maximum thinning moves away from the apex of
the dome (moves toward die corner radius) as interface friction increases, and punch
force also increases as interface friction increases. Hence, applying suitable lubricant
should improve the formability of the sheets.
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Numerical Modeling and Optimization
of Fiber Metal Laminates

Sheng Sijia and Lang Lihui

Abstract Fiber metal laminates (FMLs) are functional and structural composite
materials. The major advantage of these materials is a combination of low weight
and high mechanical strength, which is crucial for modern aerospace and automo-
tive industries. This paper mainly introduces the modeling and simulating method
of the flexible medium forming process of fiber metal laminates. Subroutines have
been developed for the input of interlayer prepreg material parameters and defini-
tions of damage evolution and failure criteria. A thin layer of resin is set between
the metal layer and the prepreg layer. And the cohesive element based on traction-
separation is applied to characterize the adhesion between the layers through which
interlayer failure process can be obtained. In the respect of flexiblemedia forming, the
setting and optimization of boundary conditions have been discussed in detail. Finally
through experimental verification the numerical simulation results can effectively
predict the defects of the laminates.

Keywords Fiber metal laminates · Subroutines · Cohesive element · Boundary
condition

Introduction

Fiber Metal Laminates (FMLs) are essentially an interlayer hybrid composite,
consisting of thin aluminum sheets and prepreg layers. It combines the good tough-
ness of the metal with the high strength ratio of the fiber and also improves the envi-
ronmental corrosion resistance to a certain extent. At present, after half a century of
development, four generations of FMLs have come out. They are Aramid Reinforced
AluminumLaminates (ARALL),Glass ReinforcedAluminumLaminates (GLARE),
Carbon Reinforced Aluminum Laminates (CARE), and Titanium-Graphite hybrid
Laminates (TiGr) [1]. Due to its high strength, low density, good fatigue resistance,
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good toughness, and corrosion resistance [2], Fiber Metal Laminates have received
widespread attention and applications in a variety of fields such as aerospace and
automotive.

At present, the traditional forming methods of FMLs mainly include self-forming
technology, roll forming technology, shot peening, etc. The above forming method
can formsingle anddouble curvaturememberswith small curvatures, and it is difficult
to apply to complex partswith small rounded corners and large curvatures. LukeMoss
[3] and RAJABI [4] et al. explored the stamping technology of laminates. Zafar [5]
proposed a 3A forming method to obtain composite laminates with complex shapes.
Sherkatghanad [6] used hydroforming technology to form semi-cured composite
laminates. According to the experimental results, it was found that the deformation
depth of the laminates was greater in the semi-cured state. Liu [7–9] and others used
hydroforming technology to form a semi-cured FMLs, and successfully obtained a
variety of complex shapes and good quality parts.

There are few scholars studying the innovative forming method at home and
abroad at present. The process optimization method is not mature enough, so a large
number of experiments are needed to obtain the deformation characteristics of the
FMLs under this forming method. Finite element analysis is undoubtedly the best
way to reduce workload. Linde [10] deals with a microscopic model based on the
finite element method for simulating the damage behaviour of FMLs. Each of the
layers is modelled by solid elements, and the interlaminar behaviour is modelled by
an interface model. Each physical damage mechanism is modelled separately. This
article focuses on accurate modeling of the hydroforming process of semi-cured
FMLs by ABAQUS software, which will be used to predict defects during forming.

Establishment of Material Model

The definition of the FMLs model is mainly divided into three parts, namely metal
layers, fiber reinforced resin-based prepreg layers, and adhesive layers.

Metal Layers

The metal layer adopts an isotropic elastoplastic model, and strain strengthening is
defined by the measured true stress-strain data. Since most of the FMLs are made of
ductile metals such as aluminum, magnesium, and titanium, the ductile damage rule
is used to determine the initial failure. According to the damage rule, the material
undergoes plastic deformation during loading,which causes the initiation, expansion,
and aggregation of micropores and microcracks inside the material. As a result, the
stiffness of the material decreases and its performance deteriorates.
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Prepreg Layers

The fiber failure and matrix cracking in the glass fiber reinforced prepreg layer are
treated by the user material subroutine VUMAT. Taking plain woven fiber prepreg
as an example, it is assumed that the elastic stress-strain relations are given by
orthotropic damaged elasticity. The stress-strain relationship is given by Eq. (1). And
material stiffness degradation can be calculated by introducing damage variables d.
Referred to a local coordinate system aligned with the fiber directions (Fig. 1) the
elastic relations take the form [11]:
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The damage variables d1 and d2 are associated with fiber fracture along the 1
and 2 directions respectively, whereas d12 is related to matrix micro-cracking due
to shear deformation. The tensile strength and compressive strength in the 1 and 2
directions and the shear strength we input are the initial parameters of fiber damage.
The evolution of the damage variables is given by the equation [11]:

dα = 1 − 1

rα
exp(−Aα(rα − 1)); ḋα ≥ 0

where Aα = 2gα
0 Lc

Gα
f −gα

0 Lc
.

Fig. 1 Schematic
representation of woven fiber
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Here, the damage thresholds, rα are initially set to one.Lc is the character-
istic length of the element, Gα

f is the fracture energy per unit area under uniaxial
tensile/compressive loading, and gα

0 is the elastic energy density.
The subroutine can implement the delete function of the mesh. When the variable

in a certain direction of the mesh unit reaches the maximum set value, the unit will
be deleted, indicating that it has become invalid. The damage status of the fiber and
resin matrix along the 1 and 2 directions can be obtained.

Adhesive Layers

Thebonding effect canbe treatedwith a special interface adhesive layers.Between the
metal layer and the prepreg layer, an adhesive layer is inserted to define the bonding
effect between the layers. The thickness of the adhesive layer is usually small and
can be given 0.01 mm. In the layer the cohesive element based on traction-separation
description used to simulate composite failure.

In the method described based on traction-separation, the most commonly used
constitutivemodel is the bilinear constitutivemodel shown in Fig. 2. It gives the linear
elastic segment before the material reaches the strength limit and the falling section
of that represents the stiffness decay and failure process. Note that the ordinate t
is stress and the abscissa δ is displacement. So the slope K of the linear elastic
segment actually represents the stiffness of the cohesive element. What’s more, the
area under the curve is the energy release rateG when thematerial breaks. Therefore,
when defining the mechanical properties of cohesive, the actual form of the above
constitutive model is to be determined including stiffness, ultimate strength, and
critical energy release rate, or the displacement of the element in the event of failure.
Cohesive element can be understood as a quasi-two-dimensional element, which can
be considered as two faces separated by a thickness layer. And these two faces are
connected to other solid elements respectively. About the cohesive element, only

Fig. 2 Traction-separation
constitutive relationship of
cohesive model
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out-of-plane forces are considered, including normal stresses and shear stresses in
both XZ and YZ directions.

The initial damage corresponds to the material’s beginning to degrade. When the
stress or strain meets the defined initial critical damage criteria, then the degrada-
tion begins. About the FMLs, common damage for traction-separation laws include
Quade Damage, Maxe Damage, Quads Damage, and Maxs Damage. And in the
process of damage evolution, energy is generally used to control the degradation of
the unit. It is worth noting that the mesh size of the cohesive element cannot be too
large. Usually a finer mesh is required, otherwise convergence problems are likely to
occur, and even the calculation cannot be continued. In addition, the sweep method
must be used, and the sweep direction is perpendicular to the cohesive surface.

Simulation of the Forming Process

Hydroforming Technology

Hydroforming technology is a manufacturing technology that uses liquid as a force
transmission medium instead of a rigid die (or punch) to transfer loads. It can cause
the sheet to abut against the punch (or die) under the pressure of the force-transmitting
medium to realize the forming of the part. Hydroforming is divided into active hydro-
forming and passive hydroforming, as shown in Fig. 3. The medium pressure is
controlled within a certain range, so that the sheet can complete the forming process
under the designed loading path. The sheet sticks to the surface of the punch during
forming process which causes the contact area between the sheet and tool increase.
The useful friction force is created. At the same time, the increase of cavity pressure

Fig. 3 Schematic of hydroforming technology
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Fig. 4 Schematic diagram
of layer structure

can make the parts produce the effect of soft drawbead. The above two reasons can
effectively increase the deformation of the material and improve the forming limit.

Establishment of the Forming Process

The paper takes 3+2 structure fiber metal laminate as an example. In the numerical
simulation, the laminate includes 3 layers of aluminum 2024-T3, 2 layers of prepreg
and 4 layers of adhesive, as shown in Fig. 4. The thickness of aluminum layer is
0.3 mm and that of prepreg layer is 0.2 mm. The properties are assigned to the
corresponding layer respectively. And the laying direction of the fibers deserves
special attention. When we use glass fiber as the reinforcing phase, such a laminate
is called Glass Fiber Metal Laminate(GLARE). Laminates can be divided into 2+1,
3+2, and other structures FMLs according to different paving methods.

The die, punch, and binder are modeled as rigid bodies. Penalty contact interfaces
are used to enforce the intermittent contact and sliding boundary conditions are
applied for contacts between the sheet metal and the tooling elements. The die is
completely constrained and the punch and binder are able to move in the Z-axis
direction. In the active hydroforming technology, the binder goes down firstly and
the mould is closed. And then the pressure in the liquid chamber increases gradually.
The blank holder force (BHF) loading curve and cavity pressure loading curve are
very important the forming quality of the part. While in the passive hydroforming
process, the downward movement of the punch and the loading of the cavity pressure
is performed simultaneously. Therefore, it is a huge challenge to match the BHF, the
downward curve of the punch, and the cavity pressure loading curve and obtain the
perfect part.

Numerical Simulation Results

Take a certain part as an example, the comparison between simulation results and
experimental results is shown in Fig. 5. It can be seen from Fig. 5 that the simulation
results are basically consistent with the experimental results. This modeling method
can accurately simulate the wrinkle defects of the sheet, and provides a strong basis
for analyzing the deformation of the FMLs.

What’s more, when we choose laminates with different structures and different
process loading methods, the test results will obviously be different, as shown in
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Fig. 5 Comparison of simulation results and experiment results

Fig. 6. We find that the simulation results are basically consistent with the experi-
mental results, which further validates the reliability of modeling method. Similarly,
the simulation method has a wide reference meaning and can be used for modeling
and analysis of other types of FMLs forming processes.

Fig. 6 Comparison of
simulation results and
experiment results of
different laminate structures
(2+1 GLARE and 3+2
GLARE)
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Conclusion

In this paper, the numerical simulationmodeling process of an innovative technology
named hydroforming technology of FMLs is introduced in detail based on ABAQUS
software. And a few conclusions are obtained as follows:

(1) The material modeling of FMLs is to model the metal layers and the prepreg
layers separately, and connect them with cohesive layers to simulate the
bonding effect between layers.

(2) The user material subroutine VUMAT is used to define the stress-strain rela-
tionship of woven fiber and its damage law through the constitutive. And for
adhesive layers the cohesive element based on traction-separation description
is utilized. The constitutive relationship of the adhesive layers and its stiffness
degradation process can be set according to user needs.

(3) Hydroforming can increase the forming limit of FMLs and can be used to form
parts with complex shapes. Optimizing the relationship between the cavity
pressure loading, the blank holder force, and the downward movement of the
punch is the key point.

(4) Through comparison of numerical simulation and experimental results, the
above modeling method is reliable and can accurately simulate the defects of
FMLs.
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Investigation of the Effect of Blank
Holding Force on Earing Defect During
Circular Deep Drawing Process Through
Finite Element Analysis
and Experimentation Using AA6061
and Low-Carbon Steel Sheets
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and P. Venkateswar Reddy

Abstract Earing is defined as the formation of waviness on uppermost portion of
deep drawn cup. It is one of the major defects observed during deep drawing process.
The objective of the present study aims to investigate the influence of the blank
holding force (BHF) on Earing defect in the deep drawing process of cylindrical
cups through finite element analysis. For this purpose, mechanical properties of
AA6061 and low-carbon steel sheets alongwith deep drawing tool design parameters
were incorporated in the finite element modeling of deep drawing process. The finite
element software (Pam-Stamp 2G) was utilized to carry out the numerical simulation
of the deep drawing process. Different BHFs were applied during the deep drawing
process. The simulation results showed that the best earing is observed when the
BHF is 9kN for the AA6061 alloy and 20kN for the low-carbon steel sheet. The
earing tendency and deep drawability of the low-carbon steel sheets is higher than
AA6061.
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Introduction

Sheet metal forming is one of the most widely used manufacturing processes for
making different kind of products in many industries. It is due to the ease with which
metal may be formed into useful shapes through plastic deformation processes in
which the volume and mass of the metal are conserved and the thickness is substan-
tially the same as that of the original material. Deep drawing is one of themost impor-
tant processes for forming sheet metal parts. It is mainly used for mass production
of cup shapes in automobile, aerospace, and packaging industries. In deep drawing
operation, a sheet metal (blank) converted to cylindrical parts by using a process in
which sheet is drawn into cavity of die to convert the blank into desired [1]. The
deformation of a sheet metal in deep drawing was estimated quantitatively [2–4]
using draw ratio (DR), which is defined as ratio of initial blank diameter to the diam-
eter of the cup drawn from the blank (approximately equal to the punch diameter).
For a given material, there is a limiting draw ratio (LDR), representing the largest
blank that can be drawn through a die without tearing [4, 5]. Maximizing drawa-
bility in deep drawing operations directly reduces the manufacturing cost and time
associated with these operations [4, 6]. Furthermore, a prior knowledge of the limits
of drawability can also be useful in avoiding the development of infeasible designs
early on thereby decreasing the total product design cycle time. Drawability can be
increased by delaying the onset of process failures. Towards this end, process param-
eterswhich influence the drawing operation need to be properly selected. Blank shape
is one of the most important process parameters that strongly influence drawability,
i.e., by altering the blank design considerable improvement in the drawability may
be obtained [4]. The quality of the product is influenced by many of the process
parameters like blank holder force, coefficient of friction, strain rate, thickness, and
temperature, punch force and punch speed, etc. So, a good knowledge is required to
produce good quality of deep drawing products by minimizing the defects [7]. One
of the major defects [8] which affects the quality of the deep drawn cups is the occur-
rence of a wavy edge at the top, commonly referred to as the earing defect. Earing is
a result of non-uniform flow of material into the die cavity from different anisotropy
directions of the sheet. The blank is anisotropic due to the directionality of plastic
properties produced by rolling and other primary working process [4, 9]. In practice,
a significant amount of material is lost as this wavy edge of the cup needs to be
trimmed. It is undesirable because it requires additional processing [2]. Information
concerned formation of ears in deep drawing operation permits a pervious alteration
of operation, which results in production of final cup with defect less/minimized and
financial saving and time [3, 4, 10–12]. Some research works have been conducted
to explain the relationships between earing defect and the parameters of the deep
drawing process. For example, the effect of blank shape on earing defect [2–4, 13],
the effect of tool geometry on earing defect [14], the effect of anisotropic nature of
blank material on earing defect [15, 16], the effect of temperature on earing defect
[17] (Seo et al. 2018), etc. However, the aim of removing earing defect from the
final product is not fully achieved, which means there are other process parameters



Investigation of the Effect of Blank Holding Force on Earing Defect … 221

which effects on earing defect. Hence, the objective of this work is to investigate the
relationship between earing defect and varying blank holding force to reduce earing
through numerical simulation.

Methodology and Simulation

Modeling and Design of Deep Drawing Tools

The finite element analysis is carried out with explicit elasto-plastic finite element
software, PAMSTAMP2G.The toolmodels punch, blank holder, and die are assumed
to be perfectly rigid. The blank material is meshed with size two. The material
properties are determined using tensile testing which is given as input material for
simulation as shown in Table 1. Yielding of the material is assumed to be described
by quadratic Hill’s yield criteria. The constant friction condition is assumed at all tool
interfaces. The coefficient of friction at the interfaces among the blank, the punch,
blank holder, and die is assumed to be 0.15. A better earing results were observed
by using circular blank from the literatures [2–4, 12, 13]. So, in this paper, circular
blank was selected. To determine the size of the blank and the steps of deep drawing,
the three rules presented by [18] were considered. The drawing setup designed using
SolidWorks and imported into the PAMSTAM 2G. The dimensions of the setups are
shown in Fig. 1.

Table 1 Geometric
dimension and process
parameters

Tool dimensions Values

Punch velocity (mm/s) 0.5

Punch displacement (mm) 50

Friction 0.15

Punch diameter (mm) 48

Punch radius (mm) 6

Die diameter (mm) 51.1

Die radius (mm) 8

Sheet metal thickness (mm) 1

Initial blank diameter (mm) 90

Drawing ratio 1.67

Clearance (mm) 1.1
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Blank holder

Punch 

Die 

Blank 

90mm

1mm

51.1m

(a) (b)

Fig. 1 a Schematic illustration and b surface model assembly of deep drawing setup

Tensile Testing

To define the properties of the sheet metal (blank), specimens were designed and
prepared according to ISO (International Standard Organization) standard ISO 6892-
1 2016 specification. The dogbone and rectangular shape specimens were prepared
from AA6061 alloy and low-carbon steel metal sheets at different orientations with
respect to the rolling direction: 0°, 45°, and 90°, and for each rolling direction, three
specimens were prepared for tensile testing and one for plastic strain ratio testing.

Cup Height and % Earing Height

The cup heights were measured at different points with respect to width as shown in
Fig. 2. Variation of cup height is better observed in terms % ear height where % ear
height is calculated using Eq. (1) as given by [4] below:

Fig. 2 Simulated cup
showing variation of height
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% ear hei ght = maximum cup hei ght − minimum cup hei ght
minimum cup hei ght

× 100

(1)

Results and Discussion

In order to study blank holding force effect, two different sheets materials, AA6061
and low-carbon steel sheets with 1 mm thickness, are used. The chemical composi-
tions and the mechanical properties of Al 6061 alloy and low-carbon steel are shown
in Tables 2 and 3.

Using the r-values in the three directions (0°, 45°, and 90° to the rolling direc-
tion), two other important parameters—planar anisotropy parameter (�r) and normal
anisotropy parameter (rm)—are also calculated. Planar anisotropy parameter (�r) is
an indicator of the ability of a material to demonstrate a non-earing behavior and it is
preferred to be as small as possible. On the other hand, normal anisotropy parameter
(rm) is an indicator of the ability of a material to be deep drawn and it is preferred to
be as high as possible. Table 3 shows these values for AA6061 and low-carbon steel
sheet materials.

Table 2 Chemical compositions of AA6061 and low-carbon steel

Al Mg Si Fe Cu Cr Zn Ti Mn K C Others

AA6061 96.8 0.9 0.7 0.6 0.3 0.25 0.2 0.1 0.05 0.05

Low-carbon steel 0.28 98 1.03 0.04 0.25

Table 3 Mechanical
properties of the AA 6061
alloy and low-carbon steel
sheet metal

Material AA6061 Low-carbon steel

Young’s modulus (E) (GPa) 70

Yield stress MPa 92 267

Ultimate tensile strength (MPa) 158 289

Strength of coeff. (K) MPa 147 534.5

Strain hardening exp (n) 0.3564 0.2357

Blank holder force (kN) 1–50 1–50

Coeff. of friction (µ) 0.15 0.15

Punch velocity mm/s 0.5 0.5

r0 0.871 1.780

r45 0.840 1.600

r90 0.792 1.860
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From the results tabulated in Table 3, it is observed that low-carbon steel sheet
has high earing tendency and deep drawability than that of AA6061 sheet metal as
the planar and normal anisotropy values are higher for low-carbon steel sheet.

Simulation of Deep Drawing Process

The FE simulations of deep drawing were conducted using BHFs of 1kN and 50kN,
respectively, for both AA6061 and low-carbon steel. It is observed that wrinkling
occurred when the BHF is not enough to prevent the buckling of the blank sheet, and
tearing appeared due to the insufficient material flow when the BHF is excessive.
Next, the predictions of earing in deep drawing using various uniform BHFs of 1
kN, 5 kN, 10 kN, 15 kN, 20 kN, 25 kN, 30 kN, 35 kN, 40 kN, 45 kN, and 50 kN
are carried out, after the simulations, for the low-carbon steel, it is observed that
wrinkling occurred when the blank holder forces are below 20 kN and as the BHF
goes above 20 kN, it generates challenges for the blank material to flow into the die,
the earing profile graphs for 15 kN, 20 kN, and 25 kN are shown in Fig. 4. And for
the AA6061, it is observed that wrinkling which occurred at BHFs is below 9kN and
as the BHF goes above 9kN, it produces challenges for the blank material to flow
into the die, and the earing profile graphs for 6 kN, 9 kN, and 14 kN are shown in
Fig. 3. The present FEA showed that the height of the deep drawn cup monotonically
increases from 15 to 25 kN for low-carbon steel and 6–14 kN for the AA6061 alloy
material. The results revealed that the height of earing, the peaks of the waves shown
in Figs. 5 and 6, increased when the BHF increased. A significant increase of earing
height was observed at high BHF.

The number of the blank holding force required is selected to be three BHFs
for both materials. However, many more analyses were conducted by varying the
blank holding forces which reduces wrinkling first and then earing phenomenon then
tearing. The range 1–50 kN is inspected thoroughly for both materials and wrinkling
is observed at blank holder force lower than 9 kN for AA6061 alloy and 20 kN for
low-carbon steel and failures occurred above BHF of 9 kN for AA6061 alloy and
20 kN for low-carbon steel due to tearing, cracking, and others. This is the effect of
wrinkling (due to insufficient blank holding) on the final shape. For AA6061 alloy,
in the 9 kN case, almost no wrinkling is observable, whereas the 1 and 6kN show
wrinkles. The wrinkling waves of the low force case are visually observable without
argument, and the same phenomenon has happened for low-carbon steel; in the 20
kN case, no wrinkling is observed and wrinkling is observed for BHFS of 1 and 15
kN. First, the FE simulations of deep drawing were conducted using BHFs of 1 kN
and 50 kN, respectively. It was observed that wrinkling occurred when the BHF was
not enough to prevent the buckling of the blank sheet, and tearing appeared due to the
insufficient material flow when the BHF was excessive [10]. Next, the determination
of earing in deep drawing using various uniform BHFs of 6kN, 9kN, and 14kN for
AA6061 alloy and 15 kN, 20 kN, and 25 kN for low-carbon steel sheets was carried
out. The present FEA showed that the height of the deep drawn cup monotonically
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Fig. 3 FE simulation of the deep drawn cup of AA6061 using uniform BHFs of a 1 kN, b 50 kN,
c 6 kN, d 9 kN, and e 14 kN

a) 1k b) 50kN

c) 15kN d) 20kN d) 25kN

Fig. 4 FE simulation of the deep drawn cup of low-carbon steel using uniform BHFs of a 1 kN, b
50 kN, c 15 kN, d 20 kN, and e 25 kN
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Fig. 5 Earing height profiles of low-carbon steel using the present finite element analysis (FEA)
with uniform BHFs of 15 kN, 20 kN, and 25 kN
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Fig. 6 Results of the earing height profiles of AA6061 using the present finite element analysis
(FEA) with uniform BHFs of 6 kN, 9 kN, and 14 kN

decreases from 0° to 45° to the RD and monotonically increases from 45° to 90° to
the RD. This is due to the contribution of the yield stress directionality [15]. As the
planar anisotropy was positive (for AA6061, �r = 0.01 and for low-carbon steel,
�r = 0.22), the formation of earing was observed at 0° and 90° to the RD, which
well correlated with the theoretical analysis [19]. It can be seen that four main ears
formed at 0°, 90°, 180°, and 270° in the cup deep drawing process. This is partially
attributed to the slower flow of sheet metal into the die cavity in these regions than
in the other ones. The results show that the uniform BHFs of 9kN and 14kN for
AA6061 alloy, and 20 kN and 25 kN for low-carbon steel exhibited bigger ears at
0° and continues to show with 900 gaps. Meanwhile, the uniform BHF of 6 kN for
AA6061 and 15 kN for low-carbon steel exhibited very small earing profile at 0°,
90°, 180°, and 270°. The results revealed that the height of earing, the peaks of the
waves increased when the BHF increased. A significant increase of earing height
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was observed at 0°, 90°, 180°, and 270° with the larger BHF. By using Eq. (1), the %
ear height variation is determined. This result illustrates that the �H also increased
with the increase in BHF.

Cup Height and % Earing Height

The cup heights were measured at different points with respect to width. Variation of
cup height is better observed in terms % ear height where % ear height is calculated
using Eq. (1). The percentage of earing with respect to the selected blank holding
force is shown in Table 4.

For the AA6061 alloy, among all the three blank holding forces, the smallest cup
height is found under blank holder force of 6 kN. Although, BHF of 6kN shows
good result of earing, it also shows high or observable amount of wrinkling. When
the BHF is 14 kN, the earing is increased by 2.44%. However, when the BHF is
9 kN, optimized earing is observed and wrinkling is reduced. For the low-carbon
steel, BHF of 15 kN shows 4.52% earing which is the smallest among others and
also shows high wrinkling defect. BHF of 25 kN shows 9.52% earing which is the
highest among others and BHF of 20 kN provides with intermediate value of earing
and reduced wrinkling (Table 5).

From Table 4, the low-carbon steel shows high amount of earing when it is
compared with the AA6061 alloy. This is due to the plastic anisotropic proper-
ties of the low-carbon steel as shown in Table 3. It was, thus, observed that blank
holder force significantly affects the cup height and quality of the deep drawn cup of
both AA6061 and low-carbon steel. This result illustrates that the earing height also
increased with the increase in BHF.

Table 4 Planar anisotropy
parameter (�r) and normal
anisotropy parameter (rm)
values

Material Planar anisotropy
parameter (�r)

Normal anisotropy
parameter (rm)

AA6061 0.01 0.836

Low-carbon steel 0.22 1.71

Table 5 Variation of earing
of AA6061 and low-carbon
steel cups with varying blank
holding force (other
parameters kept constant)

Material Blank holding force (kN) Earing %

AA6061 alloy 6 2.52

9 2.88

14 4.96

Low-carbon steel 15 4.52

20 6.45

25 9.52
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Conclusion

In the present study, investigating the effect of blank holding force (BHF) on earing
defect by using finite element analysis was proposed to the circular deep drawing
process of AA6061 and low-carbon steel sheets. The following conclusions are
drawn:

• Circular blank with diameter of 90 mm was designed.
• Tensile testing is conducted to determine the mechanical properties of the

materials.
• Numerical simulation of deep drawing process is done with blank holder force of

1–50 kN using PAMSTAMP 2G software.
• Drawing setups are designed and manufactured.
• Deep drawing experiment is conducted with varying blank holder force.
• The present study revealed that the blank holding force of 9 and 20 kN forAA6061

and low-carbon steel sheets, respectively, have showed a noticeable earing height
reduction by 2.08% and 3.07%. The simulated result also showed when the blank
holder force is below 9 and 20 kN, the wrinkling is increased and when it is above
9 and 20 kN, tearing phenomenon is increased for both AA6061 and low-carbon
steel sheet, respectively.

• The tensile experimental result showed higher tendency of earing for low-carbon
steel than AA6061 as the planar anisotropy (AA6061, �r= 0.11, and �r= 0.22)
and the deep drawability of low-carbon steel are greater than AA6061 as it is
given by the normal anisotropy (AA6061, rm = 0.836 and low-carbon steel, rm =
0.836).
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On the Generalized Plane-Strain
Constraints for Orthotropic Plasticity
Modeling of Sheet Metals

Jie Sheng, Seung-Yong Yang, and Wei Tong

Abstract Generalized plane-strain constraints have recently been proposed in the
literature as a rather general restriction on admissible anisotropic plastic potentials
for modeling all FCC or BCC sheet metals. In addition to the early proposed shear
constraint, a set of seven constraints have been advocated to be physically necessary
for plane-strain tension and compression of those sheet metals as well. This study
examines first the implication of such constraints on Gotoh’s 1977 non-quadratic
yield criterion. These new constraints are then investigated in the context of crystal
plasticitymodeling of FCC crystals. Finally, the experimental evidence that is used to
support these constraints is re-assessed upon the study of Gotoh’s 1977 fourth-order
yield criterion and crystal plasticity modeling. The applicability of newly proposed
generalized plane-strain constraints for sheet metal plasticity modeling in general is
discussed in the end.

Introduction

Due to its independence on hydro-static pressure and incompressibility, plasticity of a
metal piece under a Cauchy stressσσσ with its ordered principal stresses σ1 ≥ σ2 ≥ σ3

may be modeled in terms of the deviatoric stress sss [1–3], where its ordered principal
stresses s1 ≥ s2 ≥ s3 are given as

3s1 = 2σ1 − σ2 − σ3, 3s2 = 2σ2 − σ3 − σ1, 3s3 = 2σ3 − σ1 − σ2. (1)
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Its three invariants can also be readily computed as

J1(sss) = s1 + s2 + s3 = 0, 2J2(sss) = s21 + s22 + s23 , J3(sss) = s1s2s3. (2)

It has been proposed recently [4, 5] that an anisotropic plastic potential function
for modeling sheet metal plasticity g(σ1,σ2,σ3) must satisfy the generalized plane
strain constraint (noting ε̇

p
1 + ε̇

p
2 + ε̇

p
3 = 0 so ε̇

p
2 = 0 is equivalent to ε̇

p
3 = −ε̇

p
1 )

ε̇
p
2 = λ̇

∂g

∂σ2
= 0 or

ε̇
p
3

ε̇
p
1

= ∂g

∂σ3
/

∂g

∂σ1
= −1 (3)

under the critical deviatoric loading (where ∂ J2/∂s2 = 0) as defined in [5]

s2 = J3(sss) = 0, s3 = −s1, J2(sss) = s21 . (4)

For a sheet metal under plane stress σσσ = (σx ,σy, τxy) where xy-axes are rolling
and transverse directions, respectively, two special cases of the critical deviatoric
loading have been considered, namely, in-plane shear [4, 5] and biaxial tension [5].
Assuming on-axis loading τxy = 0 for simplicity, the new plastic flow constraint per
Eq. (3) under in-plane shear per Eq. (4) are given as (also called the shear constraint
in [4])

ε̇p
z = 0 or ε̇p

y /ε̇
p
x = −1 : σ1 = σx > 0, σ2 = σz = 0, σ3 = σy = −σx ,

ε̇p
z = 0 or ε̇p

x /ε̇
p
y = −1 : σ1 = σy > 0, σ2 = σz = 0, σ3 = σx = −σy .

(5)

Similarly, the new plastic flow constraint per Eq. (3) under biaxial tension per Eq. (4)
are given as [5]

ε̇p
y = 0 or ε̇p

z /ε̇
p
x = −1 : σ1 = σx > 0, 2σ2 = 2σy = σx , σ3 = σz = 0,

ε̇p
x = 0 or ε̇p

z /ε̇
p
y = −1 : σ1 = σy > 0, 2σ2 = 2σx = σy, σ3 = σz = 0.

(6)
The implication and applicability of the shear constraint Eq. (5) have already been

examined by Tong et al. [6] in the context of Gotoh’s 1977 non-quadratic yield cri-
terion [7]. In this study, the same approach is applied to examine the implication of
the new plane-strain constraint Eq. (6) on Gotoh’s 1977 fourth-order homogeneous
polynomial stress function. The new shear and plane-strain constraints are then inves-
tigated in the context of crystal plasticity modeling of cubic crystals. Finally, the
experimental evidence that is used to support these constraints is re-assessed upon
the study of Gotoh’s 1977 fourth-order stress function and crystal plasticity mod-
eling. The general applicability of newly proposed two constraints for sheet metal
plasticity modeling is discussed in the end.
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Gotoh’s Fourth-Order Flow Potential Under
the Plane-Strain Tension Constraint

Gotoh’s non-quadratic or quartic yield stress function has the following form [7]:

Φ4(σx ,σy, τxy) = A1σ
4
x + A2σ

3
xσy + A3σ

2
xσ

2
y + A4σxσ

3
y

+ A5σ
4
y + A6σ

2
xτ

2
xy + A7σxσyτ

2
xy + A8σ

2
yτ

2
xy + A9τ

4
xy,

(7)

where A1, A2, . . ., and A9 are its nine material constants. The corresponding flow
potential of homogeneous degree one in stress g(σσσ) is given as g4(σσσ) = Φ4(σσσ). Under
only on-axis biaxial plane stress σσσ = (σx ,σy, 0), plastic axial strain increments per
the flow rule are

ε̇x = λ∂g/∂σx ∝ 4A1σ
3
x + 3A2σ

2
xσy + 2A3σxσ

2
y + A4σ

3
y,

ε̇y = λ∂g/∂σy ∝ A2σ
3
x + 2A3σ

2
xσy + 3A4σxσ

2
y + 4A5σ

3
y .

(8)

So, the new constraints in biaxial tension with a zero axial strain in either transverse
or rolling direction imply

2σy = σx > 0, ε̇y = 0 : A2σ
3
x + 2A3σ

2
xσy + 3A4σxσ

2
y + 4A5σ

3
y = 0,

2σx = σy > 0, ε̇y = 0 : 4A1σ
3
x + 3A2σ

2
xσy + 2A3σxσ

2
y + A4σ

3
y = 0.

(9)

That is, there exist two additional conditions imposed on the five polynomial coef-
ficients

4A2 + 4A3 + 3A4 + 2A5 = 0, 2A1 + 3A2 + 4A3 + 4A4 = 0. (10)

It is noted that there are only four independent material constants in Gotoh’s biaxial
plastic flow potential. Assuming A1 = 1 per convention and using the plastic strain
ratios under uniaxial tension in rolling and transverse directions [7, 8]

R0 = − A2

4A1 + A2
, R90 = − A4

A4 + 4A5
, (11)

one can readily obtain the remaining four polynomial coefficients from Eqs. (10)–
(11). The resulting Gotoh’s plastic potential is applicable for on-axis biaxial tension
from uniaxial tension in the rolling direction to uniaxial tension in the transverse
direction (σx ≥ 0 and σy ≥ 0).

Recall that the restrictive condition imposed by the shear constraint of Eq. (5) on
the polynomial coefficients has been derived in [6] as

2A1 − A2 = 2A5 − A4. (12)
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This can be seen from Eq. (5)1 and Eq. (8) as

− ε̇z = ε̇x + ε̇y = 0, σy = −σx > 0 : 2A1 − A2 + A4 − 2A5 = 0. (13)

It turns out that Eq. (12) can also be obtained from two equations in Eq. (10) by
eliminating A3. That is, under on-axis biaxial loading, the plane-strain tension con-
straints of Eq. (10) imply automatically the shear constraint of Eq. (12) for Gotoh’s
flow potential.

Crystal Plasticity Modeling Under the Generalized
Plane-Strain Constraints

Flow Potential for FCC Crystals

According to [5], the generalized plane-strain constraints for shear and plane-strain
tension Eqs. (3)–(6) are deemed applicable to all FCC and BCCmetals, where plastic
deformation is slip-dominated but not to HCP metals at all where twinning plays a
significant role in their plastic deformation. We thus consider here the implication
of those constraints on plasticity modeling of FCC crystals.

A single crystal may be modeled by a microscopic yield stress function or its
dual plastic strain-rate function just like any continuummaterial element [9–14]. For
example, a slip potential for an FCC single crystal may have the following form per
the regularized Schmid law:

φb(τ
(1), . . . , τ (12)) = w1|τ (1)|b + w2|τ (2)|b + · · · =

12∑

α=1

wα|τ (α)|b, (14)

where (τ (1), . . . , τ (12)) are resolved shear stresses, (w1, . . . , w12) are non-negative
weights related to the relative slip resistance of twelve slip systems in the FCC
crystal, and b > 1 is the stress exponent. The resolved shear stress on αth slip sys-
tem of the FCC crystal can be directly computed via τ (α) = σσσ∗m(α) · s(α), where
σσσ∗ = (σ11,σ22,σ33, τ12, τ23, τ31) is the Cauchy stress in terms of cubic 123-axes
and (m(α), s(α)) are the unit slip plane normal and slip direction of the 12 slip sys-
tems as shown in Table1 (including the corresponding resolved shear stresses). The
names for incremental slips are similar but slightly different from those originally
used by Bishop and Hill [15].

For simplicity, we consider the quadratic slip potential (b = 2) with an orthotropic
symmetry along the cubic axes for modeling an FCC single crystal under plane stress
σσσ∗ = (σ11,σ22, 0, τ12, 0, 0), namely

φ2o = a1σ
2
11 + a2σ11σ22 + a3σ

2
22 + (a1 + a2 + a3)τ

2
12, (15)
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Table 1 Slip systems in FCC crystals

Number α Incremental
slip

Normal m(α) Direction s(α) Resolved shear stress
√
6τ (α)

1 γ̇a1 [011̄] σ22 − σ33 + τ12 − τ31

2 γ̇a2 (111) [1̄01] σ33 − σ11 − τ12 + τ23

3 γ̇a3 [11̄0] σ11 − σ22 + τ13 − τ23

4 γ̇b1 [01̄1̄] σ22 − σ33 + τ12 + τ31

5 γ̇b2 (1̄1̄1) [101] σ33 − σ11 − τ12 − τ23

6 γ̇b3 [1̄10] σ11 − σ22 − τ13 + τ23

7 γ̇c1 [011̄] σ22 − σ33 − τ12 + τ13

8 γ̇c2 (1̄11) [101] σ33 − σ11 + τ12 + τ23

9 γ̇c3 [1̄1̄0] σ11 − σ22 − τ13 − τ23

10 γ̇d1 [01̄1̄] σ22 − σ33 − τ12 − τ13

11 γ̇d2 (11̄1) [1̄01] σ33 − σ11 + τ12 − τ23

12 γ̇d3 [110] σ11 − σ22 + τ13 + τ23

where one can show that [16]

a1 = (w2 + w3 + w5 + w6 + w8 + w9 + w11 + w12)/6,

a2 = −(w3 + w6 + w9 + w12)/3, a7 = (w2 + w5 − w8 − w11)/3,

a3 = (w1 + w3 + w4 + w6 + w7 + w9 + w10 + w12)/6.

(16)

By applying the slip rule to the slip potential above (analogous to the flow rule and
flow potential in macroscopic plasticity), one obtains plastic strain increments of the
single crystal as

ε̇11 ∝ 2a1σ11 + a2σ22, ε̇22 ∝ a2σ11 + 2a3σ22, γ̇12 ∝ (a1 + a2 + a3)τ12. (17)

Effects of New Shear and Plane-Strain Tension Constraints

If τ12 = 0, then the new shear and plane-strain constraints of Eq. (5) and Eq. (6)
apply to the orthotropic FCC single crystal as well with (σx ,σy) = (σ11,σ22) and
(ε̇x , ε̇y) = (ε̇11, ε̇22), namely

in-plane shear : a2 − 2a3
2a1 − a2

= −1,
a2 − 2a1
2a3 − a2

= −1, or a3 = a1; (18)

biaxial tension : a2 + a3 = 0, a2 + a1 = 0, or a2 = −a1 = −a3. (19)
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That is, the quadratic slip potential of Eq. (15) becomes

φ2c = a1(σ
2
11 − σ11σ22 + σ2

22 + τ 2
12), (20)

which models an FCC single crystal with the highest or cubic symmetry [16].

Discussion and Conclusions

Aspointed out in [6], there are typically three types (levels) of constraints (conditions)
imposed on an anisotropic yield function/flow potential in the mathematical theory
of metal plasticity. Positivity and convexity are the first-level or most basic ones and
thus are universal. Independence of hydro-static pressure (at least on its magnitude
if not on its sign as well) and plastic incompressibility are also commonly imposed
conditions for modeling metals. These can be regarded as the second type of general
constraints in metal plasticity.

Third type of conditions are mostly heuristic, widely varying, and empirical in
nature and they depend on the specific modeling flexibility and complexity require-
ments. For example, convex stress functions of different forms with various numbers
of independent material constants may be considered depending on the availability
of experimental inputs. Broadly speaking, these types of conditions are amounted to
make various assumptions about the nature or degree of plastic anisotropy for a given
sheet metal under study. Using only lower order stress functions, yield stress func-
tion, and a non-associated flow potential may be adapted to model highly anisotropic
metals with many experimental inputs. On the other hand, when the measurement
data are rather limited, one can impose various heuristic conditions for a given stress
function with reduced anisotropy [8, 17] and thus a smaller number of independent
material constants.

The newly proposed constraints for pure shear and plane-strain tension [4, 5] are
of the third type imposed on an anisotropic flow potential for modeling sheet metal
plasticity [6]. As presented in this study, they effectively reduce two polynomial
coefficients from the biaxial Gotoh’s fourth-order function so only R0 and R90 are
needed to fully calibrate the flow potential. It is well known that non-quadratic flow
potentials with a large stress exponent are required for modeling even isotropic FCC
and BCC sheet metals [18, 19]. For such sheet metals, the surface curvatures around
the stress states under in-plane shear and plane-strain tension are rather flat (see
Fig. 1). Any experimental evidence based on the plastic strain ratio measurements in
supporting these constraints would be inconclusive with unavoidable uncertainties
for both isotropic and anisotropic (textured) sheet metals.

Using (R0, R90) = (0.93, 0.66) for anAA6111-T4 sheet studied in [6] as an exam-
ple, the five polynomial coefficients of biaxial Gotoh’s fourth-order flow potential
under two plane-strain tension constraints are found to be (per Eq. (10) and (11)):

(A1, A2, A3, A4, A5) = (1.,−1.92746, 2.68528,−1.73968, 1.09389). (21)
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Fig. 1 Biaxial flow surfaces
given by Hershy–Hosford
non-quadratic isotropic flow
potential [18, 19] with a
stress exponent a = 6, 8 and
20. The two vectors normal
to the flow surface (a = 6)
are at the stress states
corresponding to the in-plane
and out-of-plane plane-strain
plastic flows, respectively

The corresponding plastic strain ratio under equal biaxial tension Rb is found to be
1.406 where [7, 8]

Rb = A2 + 2A3 + 3A4 + 4A5

4A1 + 3A2 + 2A3 + A4
. (22)

IfGotoh’s fourth-order stress function is used as both yield function andflowpotential
in an associated plasticity model, its five polynomial coefficients may be obtained
using (σ0/σ f , R0,σ90/σ f , R90, Rb) = (1, 0.93, 0.9575, 0.66, 1.406) as [8]

(A1, A2, A3, A4, A5) = (1.,−1.92746, 2.85891,−1.89205, 1.18970). (23)

However, if the normalized shear strength σs0/σ f = 0.5819 is used instead of Rb =
1.406, the corresponding polynomial coefficients are [6]

(A1, A2, A3, A4, A5) = (1.,−1.92746, 2.71259,−1.89205, 1.18970). (24)

Furthermore, the three flow potentials with their coefficients given by Eqs. (21), (23)
and (24) are certified to be strictly positive and convex per the necessary and sufficient
algebraic condition [20, 21]

3A1 + A3 + 3A5 ≥ 0, (25)

24A1A3 + 72A1A5 + 24A3A5 − 9A2
2 − 2A2

3 − 9A2
4 ≥ 0, (26)

72A1A3A5 + 9A2A3A4 − 2A3
3 − 27A1A

2
4 − 27A2

2A5 ≥ 0. (27)

It is interesting to note that under pure shear (σy = −σx > 0, σx = −σy > 0)
or other two critical deviatoric loading cases (σx = 2σy > 0, σy = 2σx > 0), the
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plane-strain conditions are not strictly satisfied by the flow potentials of Eqs. (23)
and (24). Nevertheless, the related strain ratios are all very close to -1. For the flow
potential given by Eq. (23), one has (see Eqs. (5) and (6))

ε̇p
y /ε̇

p
x = −1.0397, ε̇p

x /ε̇
p
y = −0.9619, ε̇p

x /ε̇
p
x = −1.0466, ε̇p

z /ε̇
p
y = −1.0068.

(28)
For the flow potential given by Eq. (24), those strain ratios are

ε̇p
y /ε̇

p
x = −1.0402, ε̇p

x /ε̇
p
y = −0.9613, ε̇p

x /ε̇
p
x = −0.9825, ε̇p

z /ε̇
p
y = −0.9588.

(29)
That is, they are approximately near the plane-strain conditions under those loading
cases. This fact can be seen more clearly from biaxial flow surfaces defined by these
three Gotoh’s flow potentials shown in Fig. 2 in both stress (a) and strain-rate (b)
spaces. Within the experimental uncertainties, those three flow potentials may be
regarded as equivalent but the flow potential given by Eq. (21) is more restrictive
than the other two potentials given by either Eq. (23) or Eq. (24).

In conclusion, it is found that the two plane-strain tension constraints proposed
in [5] also imply the shear constraint proposed in [4] for biaxial Gotoh’s quartic
stress function. When applying those constraints to a quadratic slip potential for an
FCC single crystal, it reduces its plastic anisotropy to the cubic symmetry. These
constraints limit the capability of a given flow potential by reducing its number of
independent material constants, so it can only model a reduced degree of anisotropy
in a sheet metal.

Fig. 2 Biaxial Gotoh’s flow surfaces in a stress and b strain-rate spaces based on polynomial
coefficients from Eq. (21) (dashed lines), Eq. (23) (dotted-dashed lines) and Eq. (24) (solid lines)
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Springback Investigation of Advanced
Path-Dependent Constitutive Models
for Sheet Metal Forming

Yanfeng Yang, Hocine Chalal, Cyrille Baudouin, Gabriela Vincze,
and Tudor Balan

Abstract Sheet forming processes generally induce complex loading conditions,
includingmonotonic, reversal, and orthogonal strain paths. Complexwork hardening
behavior of the sheet metal is revealed when the deformation path involves several
steps. In order to investigate the forming conditions that require more advanced
hardening models, a specific tension bend under tension (BUT) test configuration
has been implemented. The test bench allows to characterize the springback after
drawing-like forming processes for different values of tool radius and tension in the
sheet. Isotropic and combined isotropic-kinematic hardening models are compared
in the framework of refined FE simulations of the experiment. Test configurations are
identified where one, the other, or none of the tested models is sufficiently accurate
to predict springback. For a few configurations, the need for advanced hardening
models is clearly demonstrated.

Introduction

Nowadays, the advanced high-strength steel (AHSS) is widely used in automobile
industry with the increasing demands of energy saving and emission reduction.
Springback is main defect for AHSS during sheet metal forming processes, espe-
cially involving complex loading path changes, e.g., in [1–3]. In this paper, in order
to investigate the forming conditions that requiremore advanced hardeningmodels, a
specific tension bend under tension (BUT) test configuration has been implemented.
A series BUT tests for DP600 with different loading conditions are performed and
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analyzed. Moreover, two hardening models: isotropic hardening Swift-Voce (IH)
and modified Chaboche hardening (mod IKH) are employed to predict springback.
Compared with experimental results, such two hardening models are discriminated.

The BUT test configuration used for this research and experimental results is
described in Sect. 2, while Sect. 3 describes the numerical simulations of BUT and
the results. Finally, the confrontations between simulations and experiments of BUT
lead to the conclusions in Sect. 4.

BUT Test Configuration and Experimental Results

The bending under tension test configuration used in springback investigation is
designed and built in LCFC, as illustrated in Fig. 1. The test bench allows character-
izing the springback after drawing-like forming processes for different values of tool
radius and tension in the sheet. This test bench includes three parts as given below:

1. Robot, providing a constant backforce.
2. Three different tool radii modulus.
3. Hydraulic cylinder, piloting the displacement in bending under tension

processes.

For bending under tension springback investigation, two factors were studied:
backforce factor k and the ratio of tools radius and thickness of sheet metal (R/t).
The backforce factor can be defined by

k = Fb

σ0 · w · t (1)

Fig. 1 Bending under
tension test configuration
developed in LCFC
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where Fb is the back force applied in bending under tension test, σ0 is flow stress
corresponding the strain at 0.02%, and w and t are width and thickness of specimen.
Table 1 gives backforce factors and tools radii investigated in bending under tension
test.

Figure 2 shows springback experimental investigation results of DP600 with
applying different R/t and backforce factors k. From these experimental results,
springback shows its obvious difference which validates the sensibility of investi-
gated factors (R/t and k).

In order to describe and quantify springback after BUT test, here two indicators
are employed: springback angle θ and curvature C . Figure 3 illustrates the definition
of springback angle and its curvature. Figure 4 shows BUT experimental results of
springback angle θ for DP600. Generally, the springback angle decreases with the
increasing of backforce factor k for both two materials. For DP600, the experimental
results in rolling direction (RD) and traverse direction (TD) don’t show obvious
dispersion. The maximum springback angle’s gap between RD and TD is not more

Table 1 Influence factors of springback in bending under tension test

Configuration Tools radius (R) R/t Backforce factor (k)

DP600 3 mm 2.46 0.29 0.48 0.67 0.86 1.04 1.25

6 mm 4.92 0.29 0.48 0.67 0.86 1.05 1.24

10 mm 8.2 0.29 0.48 0.67 0.85 1.05 1.25

Fig. 2 BUT springback experimental investigation results of DP600
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Fig. 3 Illustration measurement of springback angle θ and curvature C

Fig. 4 Experimental results of springback angle θ of DP600

than 15°, which strengthens the use of von Mises in finite element simulation. And
for local curvature shown in Fig. 5, the same influences trend caused by R/t and k
are observed as well.

Numerical Simulations

Thenumerical simulationofBUT test is realized inAbaqus. In literature review [4–8],
the predictions of simulation results are depended on hardeningmodel, element type,
number of elements through the thickness, etc. The hardening model considering the
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Fig. 5 Experimental results of local curvature of DP600

effect of different strain paths has strong influence on the simulation results. In this
section, we investigate two types of hardening models: (a) IH: isotropic hardening
model; (b) IKH mod: modified isotropic-kinematic hardening model.

Due to the isotropy of DP600, elasto-plastic material models are considered,
defined by the following equations:

f (σ , X, R) = σ̃
(
σ

′ − X
)

− Y , yield function (2)

where σ is the Cauchy stress tensor, σ
′
denotes its deviatoric part, X is an internal

variable describing the current position of the yield surface, Y is the size of the yield
surface, which can be decomposed into Y0 (initial size of the yield surface), and R
(isotropic hardening). In this work, von Mises isotropic yield function is considered.
The total strain rate tensor ε̇ can be decomposed in elastic strain rate ε̇e and plastic
strain rate ε̇ p. The hypo-elastic law is expressed as

σ̇ = C : ε̇e = C : (
ε̇ − ε̇ p

)
, (3)

where C is the fourth-order tensor of elastic constants. The plastic strain rate tensor
ε̇ p is given by the associated flow rule

ε̇ p = λ̇ · V = λ̇ · ∂ f

∂σ
, (4)

where V is the flow direction defined by the normality rule.
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The hardening models used in this work include Swift-Voce isotropic hard-
ening (IH) and modified Chaboche hardening (mod IKH). The so-called Swift-Voce
isotropic hardening model is adopted, which is a classical combination of a power
law and a saturating law:

Ṙv = HRv
· λ̇ = CR · (Rsat − Rv) · λ̇, (5)

Ṙs = HRs · λ̇ = n · K 1/n(K εn0)
1/n · λ̇ (6)

where CR and Rsat are the parameters of Voce isotropic hardening described by
variable Rv , and K , ε0, and n are the parameters of Swift isotropic hardening Rs .
The resulting isotropic hardening is given by

Ẏ = Ṙ = Ṙv + Ṙs , with Y0 = K εn0 , (7)

HY = HRv
+ HRs . (8)

When only isotropic hardening is used to simulate a monotonic loading mode,
say uniaxial tension, then variable Y describes the evolution of the tensile stress σT

component,

Y ≡ σT for isotropic hardening (9)

However, when kinematic hardening is taken into account, this equality does not
hold anymore: one obtains σT = Y+X∗, where X∗ is a scalar quantity corresponding
to the tensile component of X under monotonic tensile loading, e.g., in [9, 10].
An alternative to overcome this drawback consists in explicitly modelling σT and
calculate the size of the yield surface as

Y = σT − X∗ (10)

In the proposed approach, the isotropic part of the hardening model describes the
yield stress under monotonic loading by the Swift-Voce rate equation

σ̇T = HσT ·λ̇, HσT = HRv
+ HRs (11)

The size Y of the yield surface is determined by Eq. (10), where X∗ is also
described by rate equations, corresponding to the tensile component of X under
monotonic tensile loading:

Ẋ1 = HX1 · λ̇,HX1 = CX1(Xsat1 − X1), (12)

Ẋ2 = HX2 · λ̇,HX2 = CX2(Xsat2 − X2), (13)
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Fig. 6 Uniaxial
tension–compression
simulations with using IH
and mod IKH models

Ẋ∗ = Ẋ1 + Ẋ2,H
∗
X = HX1 + HX2 (14)

The rate of Eq. (10) becomes

HY = HσT − H∗
X (15)

In this modified method, the monotonic flow curve is described independently
of the kinematic hardening model and its parameters, which makes it more robust
and especially convenient for model comparison. Figure 6 shows uniaxial tension–
compression simulations with using IH and mod IKH models. Compared with the
simulation results from isotropic hardening (IH), the modified combined hardening
model (mod IKH) can predict the identical simulation results in monotonic loading.
Application of modified hardening model has advantage over the comparison for
different hardening models which become more robust, especially for springback.

Confrontations and Discussions

In Fig. 7, IH andmod IKHmodels predict nearly the same springback angle whenR/t
is larger than 4. However, the trend of simulation results using IH is strange when
R/t is smaller than 4, which need to be further studied. Moreover, at larger value
of R/t > 4, both of two hardening models (IH, mod IKH) can predict springback at
different backforce factor k very well. The developed BUT test configuration is not
discriminant to clarify selected hardening models. However, at smaller value of R/t
< 4, the predictions from IH and mod IKH are not the same at smaller k (0.29; 0.48)
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Fig. 7 Springback angle θ comparisons between experiment and simulation of DP600

and larger k (1.25). Compared with IH model, although mod IKH model improves
predictions of springback angle, it still needs to enhance the springback prediction
at R/t = 2.46 and k = 0.29, 0.48, and 1.25.
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Stretch-Flanging Behavior of Dual-Phase
Steel Using Single-Point Incremental
Forming Process

Sandeep Pandre, Ayush Morchhale, Nitin Kotkunde, Kurra Suresh,
and Swadesh Kumar Singh

Abstract Dual-Phase (DP) steel alloy is one of the mostly used in manufacturing of
various automotive parts due to its goodblendofmechanical properties.High strength
and low formability make it difficult to form complex shapes and flanges, leading to
fracture or higher springback. In this work, the conventional method of making the
flanges is replaced with the incremental flanging operation. The flanging behavior of
the DP steel is investigated by performing an incremental stretch-flanging operation
on the rectangular blanks of different widths (25, 30, 40, and 50 mm) and lengths (20
and 30 mm). The Finite Element (FE) simulations are also performed, and the results
are validated for one experimental condition for fixing the optimum mesh size. The
various quality parameters, namely; strain path, thickness distribution, geometrical
accuracy and surface roughness are analyzed using FE simulations, and the results
are validated with the experimental findings. The critical elements considered near
the edge region have experienced uniaxial tensile deformation, whereas the bend
center has experienced plane strain compression. The average thickness variation
for all the flange widths is approximately 8.1%. The DP steel has experienced low
stiffness at the bottom of the flange, due to which the springback is more, and it
increases with an increase in the flange length. The surface roughness of the flanges
formed using incremental forming is higher than that on the as-received sheet, which
is due to the continuous movement of the tool over the surface of the blank.

Keywords DP steel · Stretch-flanging · Incremental forming · Strain path ·
Geometrical accuracy · Surface roughness
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Introduction

The demand for advanced high-strength steels (AHSS) in the automotive industry
is increasing day by day as they possess excellent blend mechanical properties. The
AHSS has several benefits, such as, high strength, improved crash safety, mass reduc-
tion and lower CO2 emissions [1]. Dual-Phase (DP) steels are the second-generation
AHSS. They have two distinct microstructural phases: martensite and ferrite, which
provide high strength, ductility, and considerable formability [4]. The DP steel is
used to make various parts of the automotive. The flanges are generally used in the
manufacturing of household utensils, aerospace, and automotive components [4]. The
flanging process provides smooth round edges in the form of fillets for increasing
the structural stiffness and easy matting of different specimens in an assembly [5].
Usually, the flanging process is classified into three types: stretch-flanging, shrink
flanging, and straight flanging. In the flanging process [6], one end of the sheet is
bent at an angle while the other is held firmly between the blank holder and die.
Finally, the force is applied at the free end of the sheet using the punch till the sheet
bends to an angle. The sheet metal resists the shear edge cracking phenomenon while
undergoing deformation [7]. The tooling setup for flanging operation is limited to one
kind of flange only. Producing flanges with different dimensions require developing
a new tooling setup, which requires high capital investment.

Many researchers in the past have worked on the various aspects of the sheet metal
flanging process. Kumar et al. [4] studied the stretch-flanging behavior of AA5052
alloy using a conventional punch and die setup. Six different punch designs are used
and found the least radial strain, circumferential strain, and deformation load using
a hemispherical punch. In another study, Kumar et al. [8] analyzed the effect of die
radius and width on the deformation behavior of AA5052 sheet using experimental
and numerical simulation techniques. They found the edge crack propagation to be
directly proportional to the sheet width and inversely proportional to the die radius.
Additionally, the die radius has a significant effect on the thinning of the sheet along
the bend region of the flange.

Further, they recommended using a die radius to be nearly equal to the width of
the flange for better stretch flangeability. Dewang et al. [9] investigated the change
in stretch-flanging behavior of AA5052 alloy under different process parameters,
namely, initial flange length, punch-die clearance, and blank-holding force. They
found that the blank-holding force and initial flange length are directly proportional,
while the clearance between punch and die is inversely proportional to radial and
circumferential strains.

In the studies mentioned above, the influence of process parameters on stretch-
flanging has been investigated and optimizing the process parameters is an effective
method to control the edge cracking phenomenon. However, this method could not
essentially eliminate the high stresses and large strains around the flanged neck area
during the stretch-flanging of advanced high-strength steel. The incremental sheet
metal forming (ISF) [10] process is used as an alternative to the conventional stretch-
flanging for improving the flangeability of material. However, low working speed,
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the requirement of skilled technicians, and intelligent machinery have limited its
industrial applications only to rapid prototyping and low batch productions [11].
Voswinckel et al. [12] adopted an incremental forming process for the first time in
history to perform the stretch-flanging operation and analyzed the effect of flange
radius, flange length, and tool path. The stretch-flanged specimen formed using the
incremental forming process displayed better form accuracy compared to the one
formed using the conventional drawing process. Additionally, they proposed a new
blank-holding plate design to reduce the excessive deformation occurring outside
the major forming zone. Centeno et al. [13] used the ISF process for enhancing
the fracture limits of cylindrical and conical hole flanges made using AISI 304
sheets. They further analyzed the effect of parameters such as the spindle speed, tool
diameter, and step downsize, among which the tool diameter majorly affected the
fracture limit of flanges. Han et al. [14] stretch formed and analyzed the deformation
mechanism of the AA2024-O sheet using the ISF process. They concluded that the
flanges are deformed in the uniaxial and the plain strain regions.

Based on the literature review, it has been found that sufficient literature is avail-
able on the conventional flanging operation. Although few literature is reported on
the incremental flanging process, it is limited to low-strengthmaterials like aluminum
alloys. In the present work, the stretch-flanging behavior of high-strength DP steel
sheet has been analyzed using the incremental forming process. The effect of different
flange widths and lengths on the stretch-flanging behavior is analyzed. Various
parameters that affect the specimen’s quality, like thickness distribution, form accu-
racy and surface roughness are studied using FE analysis. The results have been
validated with the experimental findings.

Experimental Details

TheDPsteel alloy sheet of 1mmthicknesswas used to perform the experiments in this
work.Themajor alloying elements revealed after the analysiswereC0.075, Si 0.25%,
Mn 2.29%, Cr 0.45%, Mo 0.3%, and the balance is Fe. Uniaxial tensile tests were
conducted on a ZwickRoell which make the tensile testing machine at a strain rate of
0.00033 S−1 and room temperature. The basic nomenclature of the stretch-flanged
specimen is shown in Fig. 1a. Based on the design of the stretch-flanged specimen, a
tool path is generated for flanging operation usingMaster CAM software as shown in
Fig. 1b. All the single-point incremental forming (SPIF) experimentswere performed
on a three-axisCNCmachining center (Make:Bridgeport),whose experimental setup
and the schematic of the working process are shown in Fig. 1c, d. The experimental
setup consists of a backing plate to which the specimen was fastened tightly using a
nut and bolt during the experimentation. A single-point hemispherical tool made of
high-speed steelmaterialwas used to form the sheet. The different process parameters
used in the study are mentioned in Table 1. The thickness, geometrical accuracy and
the local surface roughness of stretch-flanged specimens aremeasuredusing a pointed
anvil micrometer (Make:Mitutoyo), CoordinateMeasuringMachine (CMM) (Make:
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Fig. 1 a Nomenclature, b tool path generated of stretch-flanged specimen, c experimental CNC
machining center, d schematic representation of the incremental sheet flanging process

Table 1 Process parameters
considered for experimental
and numerical analysis during
stretch-flanging process

S. No Process parameters Value

1 Backing plate radius
(mm)

26

2 Single-point tool radius
(mm)

5

3 Temperature Room temperature

4 Specimen dimensions
(mm)

Flange widths: 25, 30, 40,
and 50

Flange lengths: 20 and 30

5 Spindle speed (rpm) 200

6 Feed rate (mm/min) 1000

7 Step depth (mm) 0.5

Accurate), and 2D surface profilometer (Make: Bruker). All the tests are repeated
three times at different locations on the sample, and the average values are reported
for the repeatability of the measurement.
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Fig. 2 The representation of a part instances created in FE model with boundary conditions,
b experimental flanged specimen

The FE simulations of the stretch-flanging process are performed in ABAQUS
6.13 software using an explicit approach. The tool path generated for experimental
flanging operation was converted into time versus position data usingMATLAB soft-
ware and used as an input during the FE simulations. Figure 2a represents the geomet-
rical model and mesh generated for the FE simulations. The blank is segregated into
two parts: part under deformation and fixed. The part under deformation only makes
contactwith the tool and deforms during the experimentation,while the fixed partwas
used for constraining the blank. During the FE simulations, the blank was considered
deformable and modelled using S4R shell elements with reduced integration for fast
computation, reduced hourglass effect and improved robustness. The instances like
punch or tool, die and supporting plate are all considered rigid bodies and modelled
using analytically rigid elements where no deformation is expected. The contact
between tool-blank and blank-backing plate is modelled using a hard surface to
surface contact algorithm. Coulomb’s law of friction was applied between different
contacting surfaces. As lubrication is applied between the contacting surfaces during
experimentation, a low coefficient of friction of 0.01 is considered. An optimum
mesh size for the stretch-flanging is selected based on the lowest percent of error
between the experimental and FE-simulated thickness considered at the locations,
as shown in Fig. 2b. Finally, based on the least error in thickness and computational
time listed in Table 2, to flange the specimen, an optimum mesh size of 2 mm ×
2 mm is selected. Thus, all the FE simulations were performed using the optimal
mesh size for efficient and accurate results.

Results and Discussion

Figure 3a shows the representation of both the stretch-flanged specimens formed by
experimental and FE simulations. It is observed that the plastic strain is observed to
be more at the edge compared to other locations in the flanges. Figure 3b shows the
deformation path of the critical elements considered at the center of the bend region
and edge (L2) of the flange. The critical elements during numerical simulations
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Table 2 Results of mesh sensitivity analysis for ISF

Mesh size
(mm2)

Simulation results

Maximum
thickness
(mm)

%Error of
maximum
thickness

Minimum
thickness
(mm)

%Error of
minimum
thickness

% Error of
average
thickness

CPU run
time (sec)

6 × 6 1.037 0.679 0.977 1.770 1.224 4272

4 × 4 1.037 0.679 0.977 1.770 1.224 4675.5

2 × 2 1.031 0.097 0.955 0.520 0.308 24,808.1

1 × 1 1.035 0.485 0.937 2.395 0.711 229,346.1

Considered case: 25 W-30L
Experimental thickness:
Maximum: 1.03 mm; Minimum: 0.96 mm

Fig. 3 a Representation of stretch-flanged specimens formed using experimental and FE simu-
lations, b and c comparative plots showing the strain paths of the critical elements considered at
different locations

are identified based on the element thinning. The deformation path of these critical
elements is tracked at different time steps until the whole movement of the tool
during flanging. Different regions of stretch-flanged specimens displayed different
characteristics while undergoing the deformation. The whole space for representing
the deformation region can be distributed into the tension–tension (T-T) region, plane
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strain, and the tension–compression (T-C) region. The deformation in the plane strain
region represents that the strain along the minor strain axis is negligible or zero. The
deformation of the critical elements at the edge falls in the T-C region, i.e., they
experienced uniaxial tension whose strain ratio (α) is near to -0.5. The dotted lines
show the strain path of the elements in the center of the bend region (L1), which
moves approximately in a vertical straight path indicating the deformation of ‘L1’
region under the plane strain condition whose strain ratio (α) is near to zero.

Figure 3c shows the strain path of the elements for two different flange widths and
lengths.With an increase in the width of the specimen, the strains at the corner region
have increased. The specimen with larger flange widths (50 mm) has experienced
a higher amount of strains compared to the lower (25 mm) represented with solid
lines. This can be due to the large strain experienced by the flanges of higher widths
near the edge region during the flanging operation. Also, the flanges with higher
lengths have shown more strain compared to that of lower ones. It can be due to
the more length of material under deformation zone of the tool during the flanging
operation. A similar trend of deformation path has been observed for 30 mm, 40 mm,
and 50 mm width specimens.

Thickness Distribution

Figure 4a shows the representative images of thickness distribution in the stretch-
flanged specimens formed using ISF processes. From Fig. 4a, it is observed that the
thickness is more at the ‘L1’ of flange shown in red colour compared to the edge
part represented in blue colour. This variation in the thickness distribution can be
due to the circumferential stresses acting along the periphery of the flange. At the
‘L1’ region, due to the curvature of the die, compressive stresses are acted upon
it during the deformation process, which leads to the flow of material towards the
central region. The flow of material towards the central part has ultimately led to

Fig. 4 a Representative image of the FE-simulated thickness distribution, b comparison of
experimental and FE-simulated thickness
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the increase in the thickness in that region, thereby leaving the edge region with
minimal thickness [15]. Figure 4b shows the comparison of the experimental and FE
simulations of thickness variation from ‘L2’ to ‘L1’ region. A similar trend in the
thickness variation is seen for all the flanges of different dimensions. Moreover, it
can be seen that with the increase in the flange width, the minimum thickness is also
reduced. In the case of the flanges with different flange lengths, there is not much
variation in minimum thickness observed, which indicates the insignificant effect of
flange length on the thickness variation along the bend region. The FE-simulated
thickness and the experimental thickness agree with each other, with an average
absolute error percentage less than 4.5% for all the flange dimensions.

Springback

The geometrical deviation of the experimentally formed flanges is measured using
CMM, as shown in Fig. 5a. The formed flanges are observed to have bending, bulge,
and springback region on the flanges, as shown in Fig. 5b. The bulge seen at the

Fig. 5 a Experimental measurement of coordinates on the flanged specimen, b flanged specimens,
c comparative plot of geometrical deviation, and d percentage deviation in formed flanges with the
expected profile
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‘L1’ can be due to the stretching of the flange during flanging operation. The bottom
end of the flange has moved in the reverse direction, which can be due to the less
stiffness exhibited by the specimen during the flanging operation helped in the elastic
recovery of the material. This can affect the accuracy of the final flanged specimen.
The results of the experimental and FE-simulated profiles are compared with the
expected profile to calculate the percentage of deviation, as shown in Fig. 5c. It is
observed that the obtained profiles are deviating from the expected profiles at the
bulge location and bottom of the flange with a maximum deviation percentage of
4.12 and 4.07% for 20 mm and 30 mm flange lengths as shown in Fig. 5d. Finally,
the experimental and FE-simulated profiles are in good agreement when compared
with each other, with an average error percentage of less than 3%.

Surface Roughness

The quality of the flanged specimen is affected by the surface roughness produced
during the flanging operation. If the surface roughness increases beyond an optimum
level, its applications are limited. The surface roughness of the flanged specimen is
measured at different locations using a 2D surface roughness profilometer. Figure 6a,
b shows the surface roughness plots of the as-received and flanged specimen. The
average surface roughness values measured on the flanged specimen are compared
with the as-received sheet. The ‘Ra’ value of 1.4635 μm is obtained for the stretch-
flanged specimen which is 100.3% higher than that obtained on the undeformed
(as-received) sheet (0.7306 μm). The higher value of ‘Ra’ in the ISF process is due
to the continuous movement of the single-pointed hemispherical tool over the sheet’s
surface.

Fig. 6 Surface roughness profiles obtained from the a as-received specimen, b stretch-flanged
specimen
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Conclusions

In the current work, experimental and numerical analysis of flanging behavior of
high-strength DP steel has been carried out using the ISF process and some of the
significant conclusions are listed below:

• The stretch-flanged specimens of different flange widths (25, 30, 40, and 50 mm)
and lengths (20 and 30 mm) have formed to analyze the flanging behavior of the
DP steel. The strain distribution has revealed that the bent edge (L2) of the sheet
during the flanging operation has experienced uniaxial strain. At the same time,
the center of the bend (L1) region is deformed under the plane strain condition.

• In all the flanged specimens, the ‘L1’ is thicker and ‘L2’ region is thinner due to
the compressive stresses acting upon the material along the circumference of the
flange during the flanging operation.Moreover, a reduction inminimum thickness
has been observed with the increase in flange width.

• Due to low stiffness in the bottom of the flange, the springback of the material
is more for higher flange lengths. The percentage deviation of the experimental
and FE-simulated profiles with the expected profile has been found to be 4.12
and 4.07% for 20 mm and 30 mm flange lengths. Finally, the experimental and
FE-simulated profiles are in good agreement when compared with an average
error percentage of less than 3%.

• The ‘Ra’ value has increased by 100.3% compared to the ‘Ra’ value of the as-
received sheet, which can be due to the movement of the tool over the flange
surface.
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Three-Dimensional Control Point Based
Surface Description for Data Reduction,
Reverse Engineering and Springback
Compensation in Sheet Metal Forming

L. Maier, C. Hartmann, B. Ünver, and W. Volk

Abstract A common process for automotive body component manufacturing is
deep drawing. Launching and reworking of deep drawing tools is known as tryout
process. In order to distinguish between stochastic changes and deterministic devi-
ations already during the tool tryout, both simulated and measured data sets are
required. However, especially with measured components, large data sets are gener-
ated. These often make a comparison difficult due to high computation times. In
this paper, a method for reverse engineering is introduced, which allows repre-
senting complex three-dimensional component surfaces using B-Splines. The advan-
tage here is a reduction of memory required and straightforward processing. The
approach enables the comparison of numerous data sets, a springback compensation
for measured, simulated or even combined data sets, as well as a separation of deter-
ministic and stochastic deviations. Since this surface description is widely spread
in the CAD world, the approach further enables a direct derivation of a new tool
geometry.

Keywords Springback compensation · Data reduction · Deep drawing · Sheet
metal forming · Reverse engineering

Introduction

In production of automotive body components deep drawing is a widely spread
process [1, 2]. Although deep drawing is a common process, e.g. for structural parts
such as floor assemblies, outer skin part or even more complex chassis parts for
decades, industry is facing problems when Advanced High Strength Steel (AHSS)
needs to be formed and assembled [3]. Driven by lightweight concepts to reduce
carbon-footprint and to raise the range of electric vehicles thoseAHSSs progressively
replace common ordinary steels [2]. By using these materials, manufacturers are
confronted with complex springback predictions and compensations. Springback
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compensation is one of the most relevant fields of deep drawing research with high
industrial relevance, especially in the field of forming AHSS, aluminum alloys or
components with a high drawing depth [4]. To solve this problem, finite element
(FE) analyses is used to support the launching and the reworking process of deep
drawing tools [1]. This experience-based process is time- and cost consuming [5]. It
can, for example, affect the start of production, which is why minimizing the time
required is desirable for industry. In addition to simulated data from FE analyses,
measurement data are also provided during this process [1, 4]. Optical measurement
systems generate point clouds and enable a 3D visualization and analysis of the first
falling parts [3, 6]. What is missing is a tool that enables the user to compare the
deviations for a large number of components between on one hand simulated and
on the other hand measured data to the target geometry. To realize this, the amount
of data has to be reduced. Reverse engineering (RE) is an established but complex
procedure to achieve this [6, 7]. Another side effect is that including larger data sets
allows the separation of stochastic and deterministic deviations [5, 8].

In order to be able to manufacture deep-drawn components within a defined toler-
ance, first springback prediction is required. Initially, empirical predictions were
made for this purpose, primarily in two-dimensional space [9]. However, predicting
springback is far more complex. Springback is massively dependent on the material
behavior, the strain path and the part geometry. The state of the art is the calculation
of springback by FEmethod considering these influencing factors. Predicting spring-
back is one aspect, but compensating for its effects is another. With the development
of FE simulations, the compensation of these predicted springback was also inves-
tigated in more detail. The results of these investigations were two compensation
approaches widely used in industry and research, namely springforward [10] and
displacement adjustment (DA) [3].

This investigation focuses on the springback compensation after reducing data
using an RE approach for deep drawn components. Our RE approach is based on
B-Spline surfaces as already investigated by e.g. Greco et al. and Weiss et al. [11,
12]. After the RE returns the surface description in a mathematical way, we introduce
a springback compensation approach similar to DA, which adapts the tool geometry
by shifting the surface control points (CP). To investigate whether the compensation
factor is independent of the material properties, we performed several compensation
iterations with three different Young’s moduli.

Reverse Engineering and Data Reduction

To reduce the amount of data, the simulated and measured, as well as the target
geometry are represented by aRE approach based onB-Splines. Using a bidirectional
set of CP, two independent non-decreasing knot vectors and the B-Spline function
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S(u, v) =
n∑

i=0

m∑

j=0

Ni,p(u)N j,q(v)P i, j (1)

a surface can be described. The knot vectors u and v are vectors in the parameter
space and written e.g. u = {u0, u1,…, un+p+1}, where ui is the i-th knot, n the number
of basis functions and p is the polynomial degree. Ni,p(u) is the i-th basis function
of degree p, written as is defined recursively as follows: beginning with the basis
function

Ni,0(u) =
{
1i f ui ≤ u < ui+1

0otherwise
(2)

for p = 0 and followed for p > 0 the Cox-de Boor recursion defines the B-Spline
basis function:

Ni,p(u) = u − ui
ui+p − ui

Ni,p−1(u) + ui+p+1 − u

ui+p+1 − ui+1
Ni+1,p−1(u) (3)

As shown forNi,p(u) the structure for the Cox-de Boor recursionwith the B-Spline
functions Nj,q(v) along the knot vector v and a degree of q is similar [12]. We applied
this surface reconstruction to describe the components surface generated by point
clouds as followed.

First, we loaded the point clouds from the .stl or .xyz file. In order to be able
to apply the surface reconstruction, the point clouds must be transformed in an
organized structure. For this,we used the approach ofKrishnamurthy.Krishnamurthy
and Levoy utilizes an automatic coarse-to-fine sampling, which creates a regular grid
that lies on the polygonal surface [13]. The resulting grid structure then is transformed
into the B-Spline representation by a least-squared error approximation according
to Piegl [7]. In this paper, we use a scaled tunnel reinforcement to introduce the
approach. The dimensions of the component shown are 400 × 150 × 75 mm. The
transition from a polygonized irregular point cloud to the B-Spline representation
is shown in Figs. 1, 2, and 3. The raw data of the scanned component required a
memory of approx. 119 MB. This RE approach reduces the data required to 441 KB
per component.

This data set is the result of the stored control point location in three-dimensional
space and the two knot vectors. The accuracy of theREwith its B-Spline surface is not
only dependent from the number of CP, but also from the curve degree. To determine
the degree of the curves, the curvatures at the individual points are considered. For
numerical stability reasons, we limited the maximum degree of the curve to three.
For the tunnel reinforcement the number of CP was set to n = 54 in and m = 84.
The curve’s degree in u-direction (p) is three and two in v-direction (q). In Fig. 4, a
false color plot shows the deviation between RE and the target geometry in normal
direction. The mean deviation between the target’s sample points and the RE surface
is 0.0221mmwith amaximal deviation of 0.25mm. For this calculation, we rendered



266 L. Maier et al.

1 2

3

Figs. 1–3 (1) Polygonized point cloud. (2) Organized point cloud. (3) B-Spline surface

Fig. 4 Distance between
target point cloud and RE in
normal direction according
to the defined B-Spline
parameters presented in a
false color diagram

0.50

-

0.00

0.20

-0.25

0.50

[mm]
+0.25

the mathematical B-Spline surface description with 160.000 evaluation points. By
rendering the geometric surface description in higher resolution, the RE represents
e.g. radii more accurately. This leads to a minimization of the chord error. Focus
should be on the small deviation with a standard deviation of 0.030 between RE and
target geometry. This shows that the RE approach is suitable for the representation of
deep-drawn components, since there are usually no discontinuities in the component
due to the forming process. Furthermore, the rendering has no influence on the
subsequent compensation, since the rendering only serves as visualization for the
user. Due to the mathematical surface description, in principle, an infinite resolution
rendering is possible.
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Springback Compensation

It is possible to use both measured and simulated components to perform the subse-
quent springback compensation. For this purpose, we load the data and reconstruct
it according to the above described RE approach. In contrast to the initial RE of the
target geometry from Fig. 4, the approximation algorithm is changed. For these data
sets, we reuse the target’s knot vectors of for the approximation. Accordingly, the
number of CP and the degrees of the curves are equal to the RE of the objective
function (1). Thus, the knot vector does not have to be stored again for each compo-
nent. This reduces the memory requirement and computational effort again. Only
the position of the CP in x, y and z direction changes by the approximation of the
individual data sets.

After the initial RE of the target geometry has defined two knot vectors and
the location of the target CP and the data sets have been brought into the same
representation by the RE approach, a new compensation approach can be performed.
By definition, when all current part’s CP are superimposed with the target CP, the
component surface represented by B-Splines is identical to the target geometry. In
order to be able to calculate the new position of these CP, we considered the CP with
the same indices. Control point compensation (CPC) follows a similar procedure
to DA. However, since DA does not directly generate an effective tool geometry,
but a polygonized mesh, and it is not possible to perform a DA compensation with
measured data sets, we improved the compensation method CPC accordingly. The
RE generates a smooth B-Spline surface. In the approach presented, we utilize the CP
to compensate the springback. Figure 5 illustrates the shift of the CPC schematically
for one CP and two iterations.

The following term is introduced for the CPC:

−−→
Cn,m = −α · −−−−−→

Tn,mSn,m (4)

Fig. 5 Schematic diagram
of the shift for a CP covering
two iterations (i)

x

y

z

CP target

CP current geometry

CP new tool geometry
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Tn,m

Sn,m

Fig. 6 CP grid of Tk and Sk of the scaled tunnel reinforcement for the calculation of the control
point shift in three dimensions

First, we move the component into the position of the target geometry. For this
purpose, we aligned the component by a global iterative closest point (icp) algorithm.
After that, the component is realigned by another icp, which considers significant
component characteristics the user can define, e.g. assembly joining or operative
surfaces. Then, we calculated the vector

−−−−−→
Tn,mSn,m between the target CP Tn,m and

the current CP Sn,m for each individual CP. The compensation factor α inverse and
reduce this vector. α is a constant value between zero and one. Since compensation
is an iterative process, the CP of the tool Ti−1 is shifted by the vector

−−→
Cc,m from

formula (4) in every ith iteration. This step calculates the new position of the CP and
creates a new tool geometry S(u, v) according to formula (1). Figure 6 shows the CP
grid of the surface for the tool and a component after springback represented through
the RE approach. According to these grids, the vectors and the new tool surface is
calculated and exported as a .stp-file, which is a common standard in the computer
aided design (CAD) world. With this new tool geometry, we can simulate the next
iteration of the deep drawing process or derivate a tool reworking strategy.

Results

The proposed approach is applied using simulations in this paper for three different
Young’smoduli and three compensation factors. Herebywewant to examinewhether
the compensation depends significantly on the material parameters or the choice
of the compensation factor. We performed the simulations with the FE software
AutoForm R8, which is widely used in industry. The simulations are utilizing a BBC
material model for a deep drawing steel DC04. To investigate the iterative CPC
approach, we analyzed each compensation factor for each Young’s modulus over
five iterations. By simulating these different Young’s moduli, we depict a stochastic
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deviation. Compared to measured components, the user can utilize this variation to
calculate the deterministic deviation. We calculated the deviations for each point of
the point cloud in normal direction to the target geometry and thereby computed the
mean deviation.

Figures 7, 9, and 11 show the mean deviation of the 48 simulations after the local
best fit according to the icp algorithm graphically. Figures 8, 10, and 12 represent
the maximum surface bulges of the combination of compensation factor, Young’s
modulus and number of iteration with the minimal mean deviation. Initially, the
tunnel reinforcement with an increasing Young’s modulus has a lower mean devi-
ation, which we compensated afterwards. For E = 190 GPa the uncompensated
mean deviation is 0.257 mm. Increasing the Young’s modulus to E = 205 GPa leads
to a deviation of 0.236 mm. The third test sequence with a Young’s modulus of
E = 220 GPa has a deviation of 0.218 mm.
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Fig. 7 Meandeviation for the compensation factor ofα= 0.3 over five iterations for three individual
Young’s moduli
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Fig. 8 Maximum surface defect with minimummean deviation for α = 0.3, E= 190 GPa and i= 5
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Figure 7 shows the compensation for an α-value of α= 0.3. Here it can be seen that
for all three simulation series the mean deviation, depending on the first deviation,
increases in the first iteration. In the following iterations, the averaged deviation
decreases until it reaches a saturation. On the right side in Fig. 8, the component
part with the maximal surface bulges is illustrated. For this compensation factor, we
generated a smooth tool surface over the iterations. This can also be seen from the
deviations in the false color diagram in Fig. 13. After the five iterations, we achieved
a deviation in the range of 0.068 to 0.084 mm. This corresponds to a minimization
of the deviation between 64.3 and 72.9%.

The aim of a tool redesign process is to achieve the desired target geometry in as
few iterations as possible, thus reducing costs and saving time. In order to get a better
understanding of the iterative process, we increased the compensation factor for the
next series of experiments. Figure 9 shows the development of the mean deviation
with α = 0.5 for the three Young’s moduli examined over the five CPC iterations. In
contrast to the previous series of tests, the mean deviation falls from the first iteration
until it reaches a minimum after three or four iterations. This can save computing
time or tool reworking time. Subsequently, the mean deviation increases again. Here,
we achieved a reduction of the initial average deviation in the range between 65.5
and 71.3%. If we look at the smoothness of the tool surfaces, we can see that local
balancing occurs. In Fig. 10 we can see, that this effect is significantly higher with
this compensation factor compared to Fig. 8. This becomes more pronounced over
the course of the iterations, which leads to an increasing mean deviation.

With a compensation factor of α = 0.8, the mean deviation between initial simu-
lation and iteration one falls most sharply for all investigated α-values, as can be seen
in Fig. 11. We reached a minimum of the average deviation already after two or three
iterations. After only a few iterations, we can observe local flaws, which lead to a
deterioration of the component quality in terms of dimensional stability. Figure 12
shows this effect. Nevertheless, the error is halved within one iteration. After two to

Fig. 9 Mean deviation
for the compensation
factor of α = 0.5
over five iterations for three
individual Young’s moduli
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Fig. 10 Maximum surface defect withminimummean deviation forα= 0.5, E= 220GPa and i= 3
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Fig. 13 False color plot of the initial deviation in normal direction for a Young’s modulus of
190 GPa (left) and the compensated component after five iterations with a compensation factor of
α = 0.3 (right)

three iterations, the mean deviation relative to the initial one falls between 58.2 and
65.2%.

Figure 13 shows the deviation of the initial simulation for a Young’s modulus
of 190 GPa on the left and the CPC compensated component with a compensation
factor of α = 0.3 after five iterations on the right in a false color diagram. With this
compensation factor, the maximum reduction of the average deviation was achieved
over the five iterations. The histogram of the deviation can also be seen in the false
color diagram.Herewecan see that the icp algorithmaligns the component uniformly.
The maximum component deviation is in the trough at the end of the reinforcement
bead. Figure 8 shows this deviation in a plane section in more detail.

Discussion

The simulative investigations show that the iterative CPC approach is suitable to
compensate for the deviations of a deep-drawn component but rise some questions
about the local unevenness when using a larger compensation factor. With regard to
the amount of data required for this, a significant saving could be achieved by the RE
approach shown in Fig. 4. Themathematical description of formula (1) for the surface
via B-Spline reduced the amount of data from 119 MB to 441 KB. This corresponds
to a reduction in memory requirements by a factor of 270 and the mathematical
description of curvatures also prevents a chord error. This data reduction has an
essential role, especially for the in-line measurement of components, where storage
and computing time is a significant factor. In addition, this RE approach results
in an average deviation of only 0.0221 mm between the input point cloud and the
approximated surface.

With this work, we demonstrated the transfer of our CPC from two to three
dimensions. With an appropriate choice of compensation factor α corresponding
to formula (4), deviation of an industry-related component could systematically be
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minimized. An advantage of this CPC approach is that a .stp file is generated directly
by the compensation, which can be used for the tool’s rework strategy.

During the iterative process, we reduced the initial deviation from 0.257 mm by
72.9% to 0.070 mm with a small compensation factor, as shown in Fig. 13. This is
due to the geometry and is not directly related to the Young’s modulus used, as can
be seen in Figs. 7, 9 and 11. If, on the other hand, one chooses a larger compensation
factor, we saw that the mean deviation is halved within one iteration. Nevertheless,
a larger compensation factor has also an influence on the resulting tool’s surface
smoothness. This we pointed out with the Figs. 8, 10 and 12. Accordingly, it is
important to achieve a systematic choice of the compensation factor and thereby
minimize the number of iterations required until the deviations are within a desired
tolerance.

Conclusion and Outlook

The RE process reproduces the examined component with a high degree of accuracy.
Nevertheless, there is an increased deviation in the area of high curvatures. An opti-
mizer, which adjusts the degrees of freedom of the B-spline representation, could
improve this and thus support the highly experience-based process.

This investigation on the three-dimensional CPC has shown that the approach
produces more than acceptable results and reduces the amount of memory required
significant. However, a local balancing problem occurs, especially with a higher
compensation factor. We could observe that this effect mostly occurred in radii.
Therefore, we concluded that the CP run out of the radius here and the CPC algorithm
must be further adjusted here. If further investigations solve the local balancing
problem of the CPC method with a larger compensation factor, we assume that the
number of iterations required will also decrease. This is what we conclude from the
studies with a compensation factor of α = 0.8 and α = 0.5. The functionality of this
approach to measured data show the achievable possibilities by this compensation
method. We can use purely measurement components for compensation without
running further simulations and the experience-based, industry-related tool tryout
process can be supported significantly. In this process, we can distinguish between
stochastic variations and deterministic deviations by a stochastic distribution of the
location of the control points. In addition, finally yet importantly, the output file with
its .stp-format is well known in the CAD world and a tool reworking strategy can
directly deviated from the CPC, which reduces both time and memory requirements.
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Time-Dependent Method for the Inverse
Evaluation of Yield Locus Using
Nakazima Experiments

K. Barth, B. Berisha, and P. Hora

Abstract The position of the plane strain (PS) point in the stress space depends
on the choice of the yield locus. Using non-quadratic yield loci the curvature and
therefore the location of PS are determined by the yield locus exponent. On the
contrary, the Vegter yield locus offers the opportunity to define exactly the position of
PS. Currently, to use this freedom cost-expensive experiments have to be conducted
or the position is roughly approximated. In this work, a new method is described
to determine the two stress components of the plane strain point for the aluminum
alloy AA6016-T4. The time-dependent strain distributions of Nakazima experiments
recorded by an optical measurement system are used to conduct a reverse fitting of
the PS point. Different strategies of determining the PS point using this new method
are compared.

Keywords Plane strain · Yield locus · Strain distribution · Nakazima experiments ·
Aluminum alloy · Vegter yield locus · DIC · Inverse fitting · Time dependent

Introduction

The complexity of yield locus models increased over the past decades. For Hill’48,
only three input parameters (uniaxial tension and R-values in 0°, and 90°) are neces-
sary. Nowadays, yield loci Barlat’89 and YLD2000 are mainly used in the automo-
tive industry. The YLD2000 yield locus already needs nine input parameters to be
calibrated [1]. Accordingly, uniaxial tension test in 0°, 45°, and 90° and a biaxial
experiment have to be conducted for yield strength and R-values to fit this yield
locus. The exponent M = 6 is suggested for BCC and an exponent of M = 8 for
FCC crystal structures [2]. However, recent research based on advanced crystal plas-
ticity simulations showed that an exponent of M = 8 is not optimal for aluminum
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alloys [3, 4]. Across all the yield loci, the plane strain point in the stress space is
only indirectly specified due to the curvature of the yield locus. However, in most of
the automotive simulations, this point has a direct influence on the critical forming
limit.

Newer yield locusmodels are comingupwith amoreflexible curvature description
[5, 6]. The yield locus of Vegter and van den Boogaard are able to describe exactly the
uniaxial tension, biaxial tension, plane strain as well as the shear point in the different
directions depending on the rolling direction [5]. 14 input parameters and therefore
the corresponding experiments are necessary to calibrate the Vegter yield locus with
data points in 0°, 45°, 90°, and biaxial direction. To overcome this huge experimental
effort, the Vegter Lite yield locus has been developed [7]. A weight factor is used
to determine the plane strain and shear stress points. Vegter et al. propose general
weight factors for aluminum and steel materials [7].

Todescribe a completematerial behavior, besides uniaxial andbiaxial experiments
to determine the yield locus also the forming limit is investigated.Using theNakazima
experiment set, enough experimental data are present to fit the plane strain point with
an inverse fitting method.

In this study, Nakazima experiments of an aluminum AA6016-T4 recorded by
DIC are used to find the plane strain parameters for the Vegter yield locus. The strain
distribution of Nakazima simulations is compared with the results of experiments
depending on time and evaluation area. Different possibilities of comparing settings
are tested. In addition, the performance of the Vegter yield locus is compared to the
BBC yield locus as implemented in AutoForm R8.

Material AA6016-T4

Experimental data presented in this chapter are taken from [8]. The investigated
aluminum AA6016-T4 has a blank thickness of 1.02 mm. The flow curve is approx-
imated using Hockett-Sherby (see Table 1). Tensile tests in 0°, 45°, and 90° as well
as in biaxial direction have been performed to determine yield stresses and Lankford
coefficients. The corresponding parameters are listed in Table 2. Shear stress is fixed
at σshear/σuni = 0.6052 for this study.

Table 1 Hockett-Sherby parameters for AA6016-T4

A [MPa] B [MPa] m [–] n [–]

123.7 352.355 5.62 0.865

Table 2 Yield strength and Lankford coefficients in 0°, 45°, 90°, and biaxial direction

σ 0 σ 45 σ 90 σ b r0 r45 r90 rb

123.7 MPa 119.4 MPa 120.3 MPa 122.0 MPa 0.686 0.500 0.666 1.000
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In [8], the YLD2000 yield locus has been fitted with those values including a
typical exponent of M = 8 for aluminum. With this exponent, the strain distribution
of a Nakazima experiment with width 200 mm cannot be reproduced. Earlier inves-
tigation has shown that an exponent of M = 4.5 results in a better plane strain as
well as biaxial representation. Figure 1 shows the deviation in the strain distribution
for both M-values depending on the drawing depth. As AutoForm is used in this
study, the mathematically equal yield locus BBC is applied instead of YLD2000.
The difference in the yield locus shape and therefore in the position of PS can be
seen in the right figure.

All seven Nakazima specimens have been tested with DIC recording to determine
the forming limit of the AA6016-T4 in [8]. The corresponding forming limit curve
(FLC) is shown in Fig. 2.With these data, the time-dependent strain distribution from
β = �ε22/�ε11 = −0.5 (uniaxial tension) until β = 1.0 (biaxial tension) is known.
The corresponding stress states are located within the 45° angle from uniaxial to
biaxial stress as shown in Fig. 2.

As those Nakazima strain distributions are given and the Vegter yield locus is
used, the investigation of this paper focuses on the position of plane strain case.

Fig. 1 Strain distribution of a 100 mm (left) and 200 mm (middle) Nakazima specimen at different
drawing heights; Right: Comparison of the yield locus shape and position of PS

Fig. 2 Strain paths of a FLC (left) [8] and stress distribution on a yield locus (right) for Nakazima
experiments



278 K. Barth et al.

Fig. 3 Stress points and their tangential directions of a Vegter yield locus [5]; Right: Definition of
αPS

Vegter Yield Locus

The Vegter yield locus is build up out of second-order Bezier curves which are
positioned between the four input stress points: shear, uniaxial, plane strain, and
biaxial. Figure 3 shows these points and their corresponding tangential directions.
The intersection between two neighboring tangents is the hinge point of their Bezier
curve.

Besides the combination of (σ11|σ22), the position of the plane strain point in the
stress space can be also specified by σPS = σ11 and αPS = σ22/σ11. Due to the
convexity of a yield locus, the PS point has the largest σ11-value.

Method

For the used aluminum material, the standard material parameters have been
measured (see Table 2) and the shear point is taken from the calibrated yield locus.
Only the plane strain point is missing to set up the Vegter yield locus. Due to the
available Nakazima DIC data, the PS point is determined using the inverse proce-
dure ‘time-dependent cross-sectional optimization method’ [9]. A simulation of the
Nakazima experiment is set up with a certain parameter set and afterwards the strain
distribution at different drawing depths is compared. The Nakazima experiments
with a width of 50 mm (between uniaxial tension and PS, B50), 100 mm (close to
plane strain, B100), and 200 mm (biaxial tension, B200) are used in this study to find
the best PS parameters. B50 and B200 are included in the investigation to ensure an
overall good yield locus shape from β = −0.5 until β = 1.0.

The PS point derived out of the Vegter Lite yield locus is used as the starting point.
It is determined atσPS_Start = 1.0773 andαPS_Start = 0.4842 using theweight factor
proposal of wPS = 0.4125 for aluminum [7]. A first DoE is designed by varying
σPS by σPS_Start ± 0.02 and αPS by αPS_Start ± 0.1. The resulting DoE can be seen
in Fig. 4. The possible combination of σPS and αPS is bounded within a triangle.
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Fig. 4 Starting DoE with
bounding triangle

The convex curvature of the yield locus would be violated outside of this triangle.
The yield strength points in uniaxial and biaxial direction define two vertices of the
triangle. The third point is the intersection point between the tangential lines (slope
of R-values) of those two points (Fig. 4).

Various methods of evaluating the strain deviation between experiment and simu-
lation are possible. In this study, the evaluation is done using the strain distribu-
tion along the central cross-sectional line. The strain distribution is also evaluated
at different drawing depths. It is worth to mention that a full field comparison is
possible as well. The error is measured as the deviation between experimental and
simulated strains along the cross section.

res = εExp(x) − εSim(x) (1)

Besides the complete cross-sectional length, the central 40 mm and the maximal
strain deviation are investigated separately. To ensure that larger deviations are more
weighted and therefore count for more, the root mean square error (RMSE) is used
to evaluate the error of the parameter set.

RMSE =
√∫ xmax

xmin
res2dx

xmax − xmin
(2)

A polynomial 2 × 2 meta-model is calibrated with the RMSE deviations using
linear least square method. After the evaluation of this meta-model, a new plane
strain parameter set can be derived at the global minimum of the meta-model within
the DoE-triangle. New simulations are started with those parameters and evaluated
with the same procedure as described before. Updating the meta-model with the new
results leads to a newminimum and therefore to a new parameter set. This procedure
can be repeated until the error is satisfactory small enough.
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Results

The first optimization strategy uses the entire cross-sectional length to calculate the
deviation. The Nakazima experiments with a width of 50 mm, 100 mm, and 200 mm
are considered at the drawing depths of 10 mm, 15 mm, 20 mm, and 25 mm. The
height of 25mm is only available for theB200 specimen. It is not recommended to use
lower drawing depths as the strain state has to evolve and the relative measurement
inaccuracy is too large. To ensure a good representation of the strains, all strains in
all three directions are considered in the optimization process.

Figure 5 shows the resulting meta-model. It can be seen that the tendency for a
minimal error shows in the direction of higher σPS and higher αPS compared to the
starting point. The sensitivity of σPS is higher than for αPS which has only a small
influence on the performance of the yield locus.

The best parameter set for the description of the plane strain point is σPS_opt =
1.1 and αPS_opt = 0.6. Figure 6 shows the corresponding strain distribution in
comparison to the BBCyield locuswithM = 8 andM = 4.5. The optimal parameter
set fits very well on all three Nakazima experiments over all drawing depths. In
comparison to BBC M = 4.5 and BBC M = 8.0, the Vegter yield locus performs
much better, especially to M = 8.0 which is not a good assumption for the used
aluminum alloy.

The error value can also be specifically calculated for the single Nakazima spec-
imens or the individual drawing depths. Figure 7 shows the meta-models for B50,
B100, and B200 considering all drawing depths in comparison to the overall meta-
model. The meta-model is plotted within the DoE triangular boundaries, which are
shown in Fig. 4. The red curve represents the Vegter yield locus with the best PS
parameter set. It can be clearly seen that the sensitivities for σPS and αPS vary between

Fig. 5 Errormeta-model including all parameters in 2D (left) and 3D (right). The optimal parameter
set is marked in red and the starting point in orange
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B50

B100 B200

Fig. 6 Yield locus shape and strain distributions of the optimal Vegter PS parameter set in
comparison to BBC

the specimens. For B100 Nakazima specimen, the influence of αPS is much higher
and the error is lower than for B50 and B200. The reason for this behavior is that
the PS point is the optimization parameter in this paper. The resulting strain distribu-
tions of B50 and B200 are influenced by the plane strain point definition too. Figure 8
shows the stresses of the three Nakazima specimens along the cross section at a depth
of 20 mm. Besides the desired strain state in the center of the specimen, different
strain states result on the path from the center towards the edges due to the specimen
geometry. These strain states lead via the associated flow rule and therefore via the
curvature of the yield locus to the stresses shown in Fig. 8.

Looking at themeta-model in dependencyof thedepth inFig. 9, the sensitivities for
σPS and αPS are very similar. Accordingly, the evaluation depth has a low influence
on the PS point determination. The higher the depth the larger the error values as
the strains increases as well. Hence, the absolute deviation gets larger which can be
seen in Fig. 6.

Using the central section length of 40 mm for the error calculation, the tendency
for an optimal PS set tends towards higher αPS-values and the sensitivity for σPS

stays similar (see Fig. 10). However, the optimal parameter set is the same as for the
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Fig. 7 Different sensitivities for σPS and αPS depending on the Nakazima specimen considering
all drawing depths
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Fig. 8 Stress distribution along the cross section for B50, B100, and B200 at a depth of 20 mm;
black crosses mark the plane strain point in the stress space

entire section length. Using the maximal deviation strategy, the meta-model shows
a tendency to higher αPS and smaller σPS-values although the optimal parameter set
(σPS_Opt_Max = 1.097 and αPS_Opt_Max = 0.584) is located very close to the other
optimal PS point. The absolute error of the maximal deviation strategy is greater
than for the other two. Using this evaluation strategy a single measurement peak or
error can influence the entire result. Therefore, one of the first two strategies should
be used.

The overall best PS parameter set (σPS_opt = 1.1 and αPS_opt = 0.6) is compared
to the BBC yield loci (M = 4.5 and M = 8.0) in Table 3 according to the RMSE
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Fig. 9 Sensitivities of σPS and αPS for the investigated drawing depths; the three Nakazima
specimens have been considered for all meta-models

Entire section Central 40 mm Maximal deviation

Fig. 10 Meta-model and the optimal point for the three evaluation methods

Table 3 Comparison of the
error calculated with the
entire cross-sectional strategy

Vegter Optimal BBC M = 4.5 BBC M = 8.0

Error 4.723 × 10−3 5.021 × 10−3 7.539 × 10−3

error. The three Nakazima specimens at all drawing depths are used to calculate the
error with the entire cross-sectional strategy. The accuracy of the strain distribution
representation can be improved using the introduced optimization strategy.
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Conclusion

The new ‘time-dependent cross-sectional optimization method’ has been used to
determine the position of plane strain of a Vegter yield locus. It is possible to find
the optimal parameter set using optical recorded Nakazima experiments B50, B100,
and B200 doing reverse fitting. The method showed that σPS is more sensitive on the
strain deviation and therefore influences the overall performance of the yield locus
more than αPS .

All three optimization methods deliver nearly the same optimal plane strain point.
It is recommended to use either the central section or the entire cross-sectional length
as themaximumvalue error comparison stronglydependson themeasurement quality
of the experiment. It has be shown that the Vegter yield locus can be calibrated
very precisely directly from the Nakazima experiments without using additional
experiments.

The validation of the Vegter yield locus using the optimal PS parameter set with
a cross-die experiment is part of ongoing work.
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A Novel Testing Methodology for In Situ
Microstructural Characterisation During
Continuous Strain Path Change

Sisir Dhara, Scott Taylor, Łukasz Figiel, Darren Hughes, Barbara Shollock,
and Sumit Hazra

Abstract Change of strain path is a familiar phenomenon during continuous
stamping operations of sheet metal for several applications, including automotive
body parts. Strain path transition can potentially alter the forming limit of the mate-
rial. Controlling the strain path change in a single deformation stage is a key challenge
in elucidating this strain path-dependent deformation. In this work, a novel testing
rig and specimen geometry that is capable of changing the strain path of a sample
continuously without unloading the specimen were conceptualised, modelled, and
subsequently manufactured. The size of this mechanical test rig permits it to be
placed inside a scanning electron microscope (SEM) chamber in order to study
strain path transition in situ to highlight strain localisation and related microstruc-
tural changes in real time. Using this apparatus, the effect of strain path change on
material microstructure was investigated by carrying out in situ SEM and electron
back-scattered diffraction (EBSD) analysis.

Keywords Strain path change ·Microstructure characterisation · In situ SEM and
EBSD · Finite element modelling

Introduction

Automotive stamping is a multi-stage deformation process. In the first stage, a metal
sheet is drawn into a definite shape and in the subsequent stages; the drawn compo-
nent is redrawn, flanged or pierced. During various stamping stages, a material can
undergo two different types of strain path change. These are continuous and discon-
tinuous strain path changes. A material undergoes a continuous strain path change
at the first draw stage of the stamping, where a draw tool with typically complex
geometry draws and stretches the material. On the other hand, a discontinuous strain
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path is induced in the material when the drawn shell from the first stage of stamping
is unloaded from the draw tool and subsequently redrawn, flanged, or pierced along
a different strain path. The study of strain path change has been a hot topic in metal
forming for a long time. Graf and Hosford [1, 2] studied the discontinuous strain path
change phenomenon and examined the effect of uniaxial, biaxial and plain strain pre-
strain on the forming limit of AA 2008 T4 and AA 6111 T4 aluminium alloy. They
found that the biaxial pre-strain lowered the forming limits, whereas uniaxial pre-
strain raised the forming limit when the pre-strain direction was transverse direction
(normal to the rolling direction of the sheet). The pre-straining near plain strain
increased the forming limits slightly when the direction of pre-strain was transverse
direction. Dhara et al. [3] further investigated the effect of discontinuous strain path
change on forming limits ofAA5754-O aluminium alloy by pre-straining the samples
in uniaxial tension in a Zwick tensile machine and thereafter re-loaded the samples
in the biaxial strain path by using a 50 mm diameter punch in a Nakajima test. They
reported that the pre-straining along the transverse direction increased the forming
limit strains while the pre-straining along the rolling direction decreased the forming
limits. Similarly, Collins et al. [4] uniaxially pre-strained low carbon ferritic steel
samples by stretching along one direction and then re-loaded the samples along a
biaxial strain path by using a purpose-built biaxial stretching equipment. They found
that a uniaxial pre-strain followed by biaxial stretching resulted in a significant gain
in the limiting strains. During these discontinuous strain path change experiments,
a common characteristic emerges as the two stages of deformation were carried out
on different experimental set-ups and the samples may have experienced dissimilar
strain rates during both the stages.

It is thought that the changing strain path affects the formability as it changes
the texture and work-hardening behaviour of the material [5, 6]. To investigate the
effect of material deformation on microstructure, Ghadbeigi et al. [7] and Celotto
et al. [8] applied a recently developed technique where mechanical deformation of
a material was performed inside a scanning electron microscope (SEM) chamber
using a miniaturised test rig, and the SEM images were captured from the sample
surfacewhile the elongation processwas going on in situ. They elongated the samples
along the uniaxial strain path and post-processed the periodically captured SEM
images using the digital image correlation (DIC) technique to examine the strain
field induced on the sample surface at the mesoscale. At this scale, they analysed the
effect of elongation on the strain distribution in the ferritic and martensitic phases
of the dual-phase 1000 (DP1000) steel and transformation-induced plasticity 800
(TRIP800) steel samples, respectively. In addition, they observed the micro-void
nucleation and fracture mechanism of these materials. Caër and Pesci [9] contributed
to the design of the sample for the in situ deformation technique by designing a
cruciform sample that ensured the strain localisation at the centre of the sample
while elongating the sample along both the directions using a micromechanical rig.
They studied the grain rotation and misorientation development in an annealed AISI
304 stainless steel in situ during the biaxial loading inside an SEM chamber. In
addition, they measured the texture evolution by tracking the captured electron back-
scattered diffraction (EBSD) data in situ from the centre of the biaxial specimen
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periodically during the entire elongation process. They concluded that the loading
path had the potential to orient the grains along a particular direction. Kubo et al. [10]
proposed an innovative design of cruciform specimen by introducing a notch at each
of the corners of the central part of the specimen for in situ deformation technique.
They performed the biaxial tensile test of the specimen made of interstitial free (IF)
steel in an SEM chamber and examined the inverse pole figure (IPF) maps, grain
average misorientation (GAM) maps, and Taylor factor (TF) maps to characterise
microstructural changes during the biaxial elongation. In brief, the in situ deformation
technique is a vital tool to understand the effect of plastic deformation induced by
strain path change on the evolution of strain, microstructure and texture revealing
the changes in formability of the material. However, the work so far has focussed on
the effect of discontinuous strain path changes, which are typically observed when
a material is reloaded between stamping stages. As a result, there is a research gap
in the understanding of material behaviour under continuous strain path condition
that occurs in the draw process. Addressing this gap will enable formability to be
quantifiedmore accurately, thereby increasing the confidence of designers in utilising
high-strength materials that have low formability.

In this work, the gap was addressed by developing an experimental method to
investigate the effect of the continuous strain path transition that occurs in the drawing
stage. Themethodwas then used to investigate the effect of continuous loading on the
evolution of material strain, microstructure and texture. A novel cruciform sample
was designed based on the design of Caër and Pesci [9]. The sample was elongated in
aMicromecha biaxial testing rig to enable the continuous strain path change to occur
at a set point during the experiment. The strain evolution of the samples was observed
at the macroscopic and microscopic scales termed as macro-strain and micro-strain
using DIC while the texture evolution was observed with EBSD. The macro-strain
evolution at the centre of the specimen confirmed the occurrence of continuous strain
path transition. The micro-strain evolution showed a rotation of strain bands while
the texture evolution conveyed grain rotation during continuous strain path change.

Development of Continuous Strain Path Change Mechanism

The development of the continuous strain path change mechanism was carried out in
two stages. In the first stage, finite element (FE) modelling of the strain path change
specimen with the testing rig was performed. This optimised the sample geometry
and the overall design of the rig and the specimen assembly. In the second stage, the
actual physical testing of the strain path change mechanism was performed and the
macro-strain evolution at the centre of the specimen was evaluated to confirm the
occurrence of continuous strain path change.
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FE Modelling of Continuous Strain Path Change Mechanism

The experimental set-up consisting of the Michromecha rig and the cruciform spec-
imen is presented in Fig. 1. The inline grips and transverse grips of the rig were
connected through a 45° wedge (Fig. 1). A motor drove one end of the inline grip
1, while the inline grip 2 was securely fastened to the body of the rig. When the
motor moved the inline grip 1, its motion was translated into a vertical motion of the
transverse grips via the wedge, thus loading the sample vertically at the same time.
The inline grip 1 was moved along the X-axis and the transverse grips were moved
along the Y-axis during the experiments. To change the strain path during testing,
the cruciform specimen geometry proposed by Caër and Pesci [9] was modified to
include slotted holes in the vertical arms (Fig. 2). The external dimension of the strain
path change sample was 30.4 mm by 30 mm and its thickness was 1 mm (Fig. 2a).
The central region was reduced in thickness (0.3 mm) to concentrate the strain in that

Fig. 1 Experimental set-up consisting of the Micromecha rig and the cruciform specimen

Fig. 2 a Design of strain path change specimen and b assembly design of connecting bolts and the
strain path change specimen showing 0.2 mm travel of connecting bolts in the vertical arms during
strain path change
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Table 1 Material properties of DX54 steel used in this work

Material DX54

Gauge (mm) 1

Young’s modulus (GPa) 213

Yield strength (MPa) 225

Ultimate tensile strength (MPa) 329

% Elongation 43

Anisotropy parameters r0 1.53

r45 1.08

r90 2.16

Hardening parameters according to Hollomon law Strength coefficient, K (MPa) 555

Hardening exponent, n 0.20

Density (g/cm3) 7.87

Poisson’s ratio 0.3

Table 2 Chemical composition (wt %) of DX54 steel used in this work

Material C Mn Si Ti S P Fe

DX54 0.12 0.60 0.50 0.30 0.045 0.10 Balance

region and to prevent overloading the load cell of the rig. DX54 steel was chosen for
the specimen material, as it is a deep drawing quality steel with a higher amount of
elongation commonly used in automotive applications. The material properties and
chemical compositions are detailed in Tables 1 and 2, respectively. At the start of the
continuous strain path change experiment, the slots allowed the bolts of the trans-
verse grips to translate without loading the sample. After a specified elongation that
was determined by the length of the slots (0.2 mm), the transverse grips engaged and
the specimen was deformed biaxially. Hence, the material was deformed uniaxially
at the start of the test before the strain path changed to a biaxial strain path resulting
in a continuous strain path transition.

The rig and specimen were modelled using the finite element (FE) method. The
validated model was used to optimise the design of the sample and experimental
apparatus. The model consisted of the horizontal grips, vertical grips and the spec-
imen (Fig. 3). The grips and the gripping areas of the sample were modelled as rigid
bodies while the specimen was modelled as a deformable body. All bodies were
meshed with solid elements of an appropriate size that optimised speed and accu-
racy. For simplicity, yielding was modelled with the vonMises model and power-law
hardening was assumed. Amore advanced material model, such as crystal plasticity-
based model with anisotropic behaviour, and hardening law were beyond the scope
of current research andwill be studied in future. Tomodel the clamping of the sample
to the grips, the nodes in the connecting bolts were joined to the nodes of the grips as
constrained rigid bodies while the connecting bolts weremaking surface contact with
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Fig. 3 FE model of the
assembly consisting of the
grips, connecting bolts and
the specimen

the gripping areas of the specimen. Displacement (2.5 mm) was applied to in-line
grip 1 along the X-axis (Fig. 3) to represent the motor in the physical rig. Inline grip
2 was fixed. The motion of transverse grips 1 and 2 was restricted to the Y-axis, to
reflect the physical rig. The model was solved using LS-Dyna explicit v.10.1.0.

Experimental Trials of Continuous Strain Path Change
Mechanism

The FE model of continuous strain path change mechanism was validated against
physical trials. During trial experiments with the rig and the sample, the strain evolu-
tion at the centre of the specimen was calculated to confirm the occurrence of contin-
uous strain path change. During the experiments, it was ensured that the specimen
was loosely held in the transverse grips to allow the connecting pins to travel freely
in the 0.2 mm slot in the first stage of the travel (Fig. 2b). The strain evolution of
the sample during the experiments was measured with the GOM 12 M macro-DIC
system. The DIC system consisted of two 12MP cameras fitted with lenses to capture
the strains in the arms and the central region of the specimen. Themeasurement frame
rate was 1 frame/second and samples were loaded at 0.3 mm/min.

Measuring Technique of Micro-Strain and Texture
Evolution During Continuous Strain Path Change

The specimens for strain path change were prepared from a DX54 steel sheet and
were polished by using silicon carbide (SiC) paper, diamond suspension solutions,
and finally 0.05 μm colloidal silica solution. Samples for micro-strain evaluation
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were etched with Kalling’s No. 2 regent for 10 s. To carry out the microstructural
measurements, the polished sample was loaded into the rig and the rig was placed in
the chamber of a ZEISS SIGMA field emission gun scanning electron microscope
(FEG-SEM). The rig was controlled by using the POROS 2 software supplied with
the Micromecha rig. The inline grip 1 was elongated at a rate of 5 μm/sec. The
elongation was arrested after every 0.2 mm travel to perform SEM and EBSD scans
for micro-strain and texture analysis, respectively. For micro-strain observation, an
etched sample was used. The micro-strain analysis was performed using the micro
(grain level) DIC analysis and texture analysis was carried out using EBSD analysis.
FormicroDICanalysis, theSEMscanswere donebyusing secondary electrons (SE2)
with 20 keV voltage. The captured SEM images were post-processed with Lavision’s
DIC software (Davis 10) to obtain the micro-strain distribution. The subset size was
used as 25 μm and the step size was used as 8 μm during the micro DIC analysis.
For texture analysis, the test was repeated to obtain EBSD scans by using the SEM’s
EBSD detector. During EBSD scanning, the step size was kept at 0.5μm. The EBSD
results were analysed in HKL Channel 5 software.

Results and Discussion

Strain Evolution During Continuous Strain Path Change

Simulation Versus Experimental Macro-Strain Evolution

The simulated X-axis and Y-axis macro-strain (εx and εy, respectively) contour of the
specimen were computed before and after the strain path change and are presented
in Fig. 4.

The experimental εx and εy macro-strain contour of the specimen before and after
the strain path transition was evaluated and is presented in Fig. 5.

The macro-strain contours showed the strain concentration and uniformity of
the strain distribution in the central region. The behaviour and level of the simu-
lated macro-strain contours were reasonably close to the experimental macro-strain
contours.

The strain path evolution at the centre of the specimen was evaluated from both
simulation and experiment and it is presented in Fig. 6. It can be noted that the sample
was deformed along the uniaxial strain path initially and then it was deformed along
a biaxial strain path towards the end of the test. The slope of the uniaxial strain
path was found to be −0.85, which was in between uniaxial tension (slope = −0.5)
and pure shear deformation (slope = −1.0). The slope obtained in the biaxial strain
path was 1.2 which was a little higher than the slope of the equibiaxial strain path
(slope = 1). There was a good similarity between the simulated and experimental
strain path transition curves. The difference in the length of the uniaxial deformation
between the experiment and simulated curves was likely to be due to the machining
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Fig. 4 Simulated macro-strain contour of DX54 specimen during continuous strain path change:
a εx and b εy contour before the strain path change and c εx and (d) εy contour after the strain path
change

tolerance for the slot and thickness of the central region during the manufacturing
of the specimen for the experimental trial. Hence, the developed strain path change
mechanism performed continuous strain path transition.

Micro-strain Evolution

The X-axis and Y-axis micro-strain (ex and ey, respectively) distributions calculated
from themicro-DIC analysis showed that the strain distributions were heterogeneous
with a wide spread of strains (Figs. 7 and 8). This is because the grains of the DX54
steel samples were not uniformly deformed. This may be the intrinsic property of the
material behaviours at themicro level. However, what we had seen at macro level was
the summation of these by considering the suitable homogenization rule. During the
initial stage of the experiment when the sample was loaded uniaxially, ex increased
while ey decreased. The average strains in the data were reasonably matching with
the macro-strain values at the centre of the specimen. At the starting of the biaxial
strain path, ey started to increase confirming that the strain path change (uniaxial to
biaxial) started. The banding of ex and ey micro-strains (indicated by the black line
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Fig. 5 Experimentalmacro-strain contour ofDX54 specimenduring continuous strain path change:
a εx and b εy contour before the strain path change and c εx and d εy contour after the strain path
change

Fig. 6 Experiment versus simulation continuous strain path change curve of DX54 sample

in Figs. 7 and 8) were found to be approximately 74° and 78°, respectively, at the
end of the uniaxial strain path. When the strain path change occurred and the sample
underwent subsequent elongation along the biaxial strain path, the angle of these
lines appeared to rotate. However, the rotation was minute. The rotation was slightly
more prominent in the ey strain distribution than in the ex strain distribution.
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Fig. 7 X-axis micro-strain (ex) distribution at the centre of the specimen calculated from micro
DIC analysis after a uniaxial end, b biaxial start, and c biaxial end during the continuous strain path
change
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Fig. 8 Y-axis micro-strain (ey) distribution at the centre of the specimen calculated from micro
DIC analysis after a uniaxial end, b biaxial start, and c biaxial end during the continuous strain path
change
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Texture Evolution During Continuous Strain Path Change

Further analysis of microstructural changes was performed by carrying out texture
analysis using EBSD mapping of around 400 grains at the centre of the specimen.
The EBSD X maps, SEM images, and inverse pole figure (IPF) X maps are shown
in Fig. 9. Evidence of deformation was clear within the grain structure, with grain
elongation and rotation occurring with increased elongation of the sample. Grains
with orientations of [111] (indicated by black circles) and [001] (indicated by black
dotted circles) underwent rotation differently. The [111] grains underwent rotation
from the crystallographic direction [111] towards [101] during the entire deformation

Fig. 9 On the left: EBSD X mappings, in the middle: SEM images and on the right: inverse pole
figure (IPF) X of the centre of the specimen at a uniaxial start, b uniaxial end, c biaxial start and d
biaxial end during continuous strain path change
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process. On the other hand, the [001] grains underwent rotation from the crystallo-
graphic direction [001] towards [101] during the strain path change. The extensive
deformation of the sample surface was shown by the increase in slip bands in SEM
images captured during the deformation process. IPF X maps showed the gradual
increase of multiples of uniform distribution (MUD) values and the sample showed
[101] X texture with a maximum intensity factor of 2.48 at the end of the biaxial
strain path.

The grain rotation was further studied with the help of pole figures as shown in
Fig. 10. There was a difference in colour contour in the pole figures in the {100} and
{111} planes. TheMUDvalue increased in the uniaxial strain path and it decreased in
the biaxial strain path in the {100} plane. On the contrary, the MUD value increased

Fig. 10 Pole figures of the grains at the centre of the specimen at a uniaxial start, b uniaxial end,
c biaxial start, and d biaxial end during continuous strain path change
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and concentrated in a particular location in the {111} plane after the strain path
change.

Conclusions

An experimental technique was developed to perform continuous strain path change
without the withdrawal of the applied load from the specimen. The developed FE
model of the rig and the suitable sample geometry were capable enough to mimic
the strain path transition during the experiment. The macro-strain evolution captured
at the centre of the specimen by using the DIC analysis confirmed that the DX54
steel specimen underwent uniaxial to biaxial continuous strain path transition. The
microstructural analysis was performed by placing the overall set-up inside an SEM
chamber. The micro-strain distribution analysed by micro DIC analysis revealed the
heterogeneous strain banding on the sample surface and the angle of the bands was
rotated during the strain path transition and subsequent deformation. The EBSD and
pole figure results confirmed the evidence of grain rotation during strain path change.
Thus, DX54 steel is susceptible to grain rotation during strain path transition.

References

1. Graf AF, Hosford WF (1993) Calculations of forming limit. Metall Trans A 24:2497–2501
2. Graf A, Hosford W (1994) The influence of strain-path changes on forming limit diagrams of

A1 6111 T4. Int J Mech Sci 36:897–910
3. Dhara S, Basak S, Panda SK et al (2016) Formability analysis of pre-strained AA5754-O sheet

metal using Yld96 plasticity theory: role of amount and direction of uni-axial pre-strain. J
Manuf Process 24:270–282

4. Collins DM, Erinosho T, Dunne FPE et al (2017) A synchrotron X-ray diffraction study of
non-proportional strain-path effects. Acta Mater 124:290–304

5. Erinosho TO, Cocks ACF, Dunne FPE (2013) Coupled effects of texture, hardening and non-
proportionality of strain on ductility in ferritic steel. Comput Mater Sci 80:113–122

6. Erinosho TO, Cocks ACF, Dunne FPE (2013) Texture, hardening and non-proportionality of
strain in BCC polycrystal deformation. Int J Plast 50:170–192

7. Ghadbeigi H, Pinna C, Celotto S et al (2010) Local plastic strain evolution in a high strength
dual-phase steel. Mater Sci Eng A 527:5026–5032

8. Celotto S, Ghadbeigi H, Pinna C et al (2018) Deformation-induced microstructural banding in
TRIP steels. Metall Mater Trans A 49:2893–2906

9. Caër C, Pesci R (2017) Local behavior of an AISI 304 stainless steel submitted to in situ biaxial
loading in SEM. Mater Sci Eng A 690:44–51

10. Kubo M, Yoshida H, Uenishi A et al (2016) Development of biaxial tensile test system for
in-situ scanning electron microscope and electron backscatter diffraction analysis. ISIJ Int
56:669–677



Comparison of Experimental and Finite
Element Analysis Results of a Car Body
Part with the Optimization of Material
Parameters

M. E. Tamer, S. Bortucen, and U. Sahinoglu

Abstract Sheet metal forming operations in an automotive industry depend on
the deformation degrees in which the mechanical characterization is crucial,
and the geometry dependence is important. Numerical simulations in the deep
drawing process predict the possible cracks depending on material behavior and
the complexity of the part. With the aim of improving the reliability of sheet forming
simulations from the perspective of material behavior, finite element analysis of a car
body component is performed in this study. Tensile and stack compression tests have
been performed to acquire the material data for sheet metal simulations. For accurate
deformation results, the parameters of material equations are optimized. Finally, the
finite element results are compared with experimental results for the validation and
a good consistency is shown.

Keywords Sheet metal · Forming ·Mechanical characterization

Introduction

In cold forming operations the accuracy and efficiency of deep drawing simulations
have a challenging task due to shape effects, springback, and anisotropy. Thus, finite
element modeling has a significant role in cold forming simulations in industrial
areas. An integral part of numerical modelling in sheet metal forming is proper
material characterization. In fact, the predictive capabilities of the numerical models
are largely dictated by the quality of the material and interface (friction) characteri-
zation. The demand for the reliability of the numerical simulations on formability in
the deep drawing process increasingly promoted the application of low carbon mild
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steels to automotive body components. The strength levels of major body parts have
already reached 320 MPa for cold forming.

In order to obtain higher strain values, both tensile and stack compression tests
were performed. The stack compression test, as well as hydraulic-bulge testing and
in-plane stretch-bend testing, has the advantage to measure the evolution of flow
stress at large strains [1].

In cold forming operations of mild steels, major problems are tearing and unex-
pected dimensional problems, whereas the tool and die design has a major role in
crack propagation, as well as the improvement of productivity. The aim of the study
is to investigate different material models with mechanical characterization tests. A
new algorithm BORMech is used to optimize these material parameters, in which
themechanical modelling affects the deformation results. BORMech is developed by
Borçelik R&D in 2019 and as a steel manufacturer, the authors focused on material
and tool-related issues, including the basic understanding of the relationship between
the mechanical test results and the deformation behavior of tested materials.

Experiments and Numerical Modeling

The competency in performance of sheetmetal forming simulations is notably depen-
dent on the chosenmaterials’ constitutive relationships. Thus, material modelling is a
field of study which gains increased attention of the scientific community, especially
in the case of sheet metal forming, where pronounced anisotropy is expected [2].

Experiments

To obtain the mechanical properties such as Young’s modulus, Poisson’s ratio,
anisotropy, yield strength, and ultimate tensile strength, a uniaxial tensile test has
been performed. This test is superior due to its simplicity and well-defined testing
standard [3]. Despite the fact that the most commonly used characterization test for
sheet metals is the uniaxial tension test, the maximum strain level reached up to 0.21,
which is low as compared to strain levels reached in cold forming operations. The
stress and strain curves in the strain range larger than uniform elongation in uniaxial
tensile testing are required because the strain gradient in the deep drawing process
delays the onset of necking and the strains at some certain regions reach such high
values. Moreover, the biaxial flow curve and anisotropy parameter were acquired by
means of stack compression and compression tests. The stack compression test was
first proposed by Pawelski [4], which is an alternative experiment for acquiring a
flow curve in a wide range of strain values due to its deformation state. The stack
compression test made use of multi-layer cylinder-like specimens that were assem-
bled by gathering up circular discs cut from the same material by electric discharge
machine. The preparation of the circular flat specimens was critical for ensuring
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Fig. 1 Average true stress
and strain curves obtained by
tensile and stack
compression tests
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that all the layers were concentric and had identical cross-sectional areas provided
with frictionless conditions along the contact interface. The tests were performed
as three repetitions for each sample including five circular discs each. Both, tensile
and compression tests were performed at ZwickRoell 250 kN tension-compression
testing device. True stress and true strain curves of mechanical characterization tests
are illustrated in Fig. 1.

As seen in Fig. 1, the results are limited and are not optimized with the material
models. To obtain material parameters with BORMech, three material equations
Swift, Hockett-Sherby, and combined were used as a material hardening model.
The material DX56D + Z obtained from different suppliers was conducted in this
study. The mechanical properties of the considered material can be found in Table
1. BORMech found out that the combined material model flow curve approximation
for the best match, whereas it has been used for the hardening behavior with the
parameters given in Table 2.

Moreover, to predict the formability limits of a sheet metal Nakazima speci-
mens were used. This test is significant in a sheet metal forming industry. Although
alternative approaches are increasingly investigated in the academic community, the
forming limit curve (FLC) is still the main instrument for the quantitative description
of sheet metal formability [5]. In this context, the standard Nakazima geometry was
utilized in the FLC experiments and limit strain values, plotted in Fig. 2, include the
average for all the three repetitions.

Numerical Modeling

In this study, the lower rear side of the inner door panel for FIAT Tipo Sedan/HB/SW
has been used for the case study (Fig. 3). The deep drawing analyses were performed
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Table 2 Combined model hardening curve parameters of DX56D + Z

Mechanical Parameters C (MPa) n ε0 σi (MPa) σsat (MPa) a p α

ArcelorMittal Borcelik
Plant

525.2 0.24 0.0053 158.2 945 9.11 0.795 0.1

Different Supplier 548.5 0.24 0.0068 157.9 456 3.87 0.71 0.5
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Fig. 2 Average forming limit curves obtained by digital image correlation method with Aramis
optical measurement system

Fig. 3 The formability analyses of rear door inner panel in AutoForm simulation software and
forming limit curve with deformation results
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in AutoForm environment. The finite element analyses were conducted with two
different steel suppliers. The initial mesh size was 12 mm, with 11 layers and 6
refinement levels. BBC material model in Autoform was used to model the sheet
materials. The Coulomb friction model is applied with a constant friction coefficient
of 0.15 (Figs. 4 and 5).

The trustworthiness of the forming analysis depends on some of the key factors
such asmaterialmodel, layers (integration points through thickness), contact between
tools, and sheet nesting. These factors such as drawbead model, blankholder model,
mesh size, friction, refinement level, spacer, pilot usage and certainly clamping

Fig. 4 BORMech material library gives better formability results as compared to FIAT simulation
result

Fig. 5 The difference between forming limit curves depending on material models
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concept are input parameters for numerical modelling which are dependently on
the user choices.

Validation

The validity of the numerical modeling is assessed through comparison with the
measurements of manufactured parts. According to this, GOM-ARGUS 3D optical
deformation measurement systemwas used. The difference between the real part and
the virtual tryout is shown in Fig. 6.

It is illustrated in Fig. 6a that the surface deviation of real part measurement
differs maximum of 4 mm at the edge of the right side of the door panel. On the
contrary, almost all surface deviation results are consistent. Additionally, major and
minor strain results have been compared. The real part measurement and simulation
results agree well with a maximum deviation of 2%. As can be seen in Fig. 6b,
some regions have excessive difference, however, these regions will be trimmed
after the drawing operation. Minor strain results’ comparison is given in Fig. 6c. It
must be noted that minor strains are much smaller than the major ones in magnitude.
Although the predictions of the numerical models are of the same order as the optical
measurements, at certain locations, the details of the measurement profile could not
be captured. The simulation results deviate from optical measurement results with
the strain value of 0.06. Moreover, the thickness distribution has been investigated
(Fig. 6d). As it was described before, the initial thickness of the sheet material was
0.6 mm. The results of optical measurement and simulation are generally consistent.
In some certain regions, the difference is not exceeding the value of 10%. These

Surface Deviation

Minor Strain

Major Strain

Thickness Reduction

a b

dc

Fig. 6 The difference between the real part and simulation results
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discrepancies can be considered acceptable due to manufacturing tolerances in the
automotive industry.

Conclusion

In this study, it is aimed to improve the reliability of sheet forming simulations
from the perspective of material behavior. The deep-drawn car body component
has been investigated with finite element analysis and optical measurements. As
mentioned before, sheet metal forming operations in the automotive industry depend
on the deformation degrees in which the mechanical characterization is significant.
A new material parameter optimizer, BORMech, is used to optimize material hard-
ening equation parameters. In this context, mechanical characterization tests have
been performed to acquire the material data for sheet metal simulations. For accu-
rate deformation results, the parameters of material equations are optimized. After
numerical and experimental studies, the FEA and experiments are compared in terms
of geometrical accuracy, major–minor strain, and thickness distribution. The results
are consistent with each other. The conclusions are given below:

• Owing to validation of the results, it is concluded that the simulation results are
almost identical to the experiments in terms of geometry, deformation behavior,
and thickness distribution.

• Steel strip manufactured by ArcelorMittal’s Borcelik plant shows better deforma-
tion behavior as compared to another supplier.

• BORMech algorithmgives a good opportunity to optimize thematerial parameters
in which the deformation and thickness results are close to real part measurement.
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Draw Die Development to Maximize
Aluminum Formability Potential
for Making Styling Featured Outer
Panels

Zhi Deng, Anil K. Sachdev, and Raj Dasu

Abstract The 6000 series aluminum alloys have been increasingly used to make
the autobody outer panels. Since the 6000 series alloys are typically less formable
than mild steel, it is often a very challenging task to make aluminum outer panels
with the sharpness that can be obtained with steel. With the development of the next-
generation 6000 series alloys, making aluminum outer panels with distinguishing
sharper features becomes realistic. This paper demonstrates an advanced practice in
draw die development, material modeling, simulation approach, and part formability
assessment. The unique technology developed enables the desired aluminum part
geometry formedwith the critical styling featureswhichwere thought impossible. By
means of the FEA simulations, the tooling geometric features, draw bead configura-
tions, and lubricant effect were thoroughly investigated and optimized. It ensured that
the optimal balance of material flow and desired amount of plastic deformation were
achieved. The simulation-based draw die development was completely adapted to the
prototype tool. The tryout results showed an excellent match between the simulation
results and physical measurements. The key findings and technical advances from
this investigation would be beneficial to improving the current industrial practice.

Introduction

The aesthetic appearance of the autobody exterior styling is highly desired and is
largely realized by stylish panels with distinguished sharp features. These sharp
features are characterized by very small curvatures and radii in the needed local areas
and provide a great challenge to part formability during stamping. Since aluminum
alloys are typically less formable than mild steel, it has been seen that aluminum
exposed panels show a much less attractive appearance than expected. With the
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increasing use of aluminum alloys in today’s automotive industry, making aluminum
outer panels with steel-like sharper features is still a big challenge.

To address this challenge,more formable aluminum6000 series alloyswith signif-
icantly improved formability have been developed. To demonstrate the potential
applications of this new 6000 alloy, a desirable autobody outer panel with very
aggressive styling and sharper features was identified for the case study. Targeting
the mass production applications with this new alloy, this case study investigated
all the aspects from product engineering to production requirements. This paper
summarizes the key advances from the case study in draw die development, mate-
rial modeling, simulation approach, and part formability assessment. The unique
technology developed enables the desired aluminum part geometry formed with the
critical styling features which were thought impossible. By means of FEA simula-
tions, the tooling geometric features, draw bead configurations, and lubricant effect
were thoroughly investigated and optimized. It ensured that the optimal balance of
material flow and desired plastic deformation were reached without scarifying the
class-A panel surface quality requirements.

Part Geometry and Forming Challenges

An example of aggressively styled part geometry identified for the current outer
panel study is shown in Fig. 1a. This panel was targeted to be made with 6000 series
aluminum alloy with a thickness of 1.2 mm. The critical forming area is highlighted
in Fig. 1b, where the local features are characterized by extremely small radii along
its two-directional curvatures. The forming of these centralized sharper features
requires the material to be stretched from the beginning of the stamping process.
The remaining areas of the part should be deformed with a minimum amount of
plastic strain to meet the class-A surface quality requirements. The combination of
these formability and surface quality requirements drives challenges for overcoming
either split in the critical forming area or wrinkling into its nearby areas.

(a) (b)

Fig. 1 a The panel geometry for the current study and b the local details of the studied panel
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Fig. 2 Comparison of the instantaneous n-value between the new and existing 6000 alloys

New 6000 Alloy Development

The earlier part feasibility study revealed that this panel could not be formed with
the existing 6000 series aluminum alloys. In order to meet the increasing challenges
in making stylish outer panels, a new formable 6000 alloy has recently been devel-
oped. This new alloy targets the application of both the autobody outer and inner
panels, having not only enhanced stretchability over the existing 6000 alloys but
also improved the drawability compared with the current AA5182 alloy. Figure 2
compares the material instantaneous strain hardening between the newly developed
and existing 6000 alloys. It is well known that the instantaneous strain hardening
exponent has a good correlation to material stretchability [1]. It can be seen from
Fig. 2 that the new 6000 alloy increases the material strain hardening by about 16%
in the strain range of over 5%. The improvement in the forming limits of the new
6000 alloy over the current AA5182 alloy is clearly demonstrated in Fig. 3, where the
forming limit curves (FLC) for both alloys for the thickness of 1.1 mm are compared.
The lowest major strain value on the FLC of the new 6000 alloy is 4% higher than
that of the AA5182 alloy. In the highlighted strain region where most of the panel
splits occur, the new 6000 alloy shows a 7% increase in forming limit compared with
the AA5182 alloy.

Material Modelling and Stamping Simulation Accuracy

In today’s automotive industry, stamping die design and engineering rely heavily
on stamping simulations for guidance. Simulation accuracy is governed mainly by
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Fig. 3 FLC comparison of the new 6000 alloy and the AA5182 alloy

the level of material details that can be incorporated into material models. The
previous investigation associated with AutoForm software [2] has verified that for
aluminum stamping simulations, the BBC2005 yield criterion provided the most
accurate strain calculations and forming force predictions. It was also validated that
the combined Swift/Hockett-Sherby model was most suitable to describe aluminum
strain-hardening characteristics. This best practice in aluminum material modeling
has been exclusively used in the current case study, which ensures the simulation
accuracy to guide the steps between stamping die design and process development.

In order to take full advantage of the BBC2005 model, it is necessary to do the
bulge test for determining the material property parameters. Figure 4 compares the

Fig. 4 Influence of the rb value on the yield locus
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difference in the yield loci derived from the rb valuemeasured from the bulge test and
calculated from the Barlat89 and Hill48 models, where rb is the coefficient of plastic
anisotropy in the biaxial stress state. Even though the yield strength ratio (σ b/σ 0) in
the biaxial stress state (σ b) and in the uniaxial stress state (σ 0) seems close to each
other, the rb values are significantly different. Compared to the measured rb value,
the calculated rb value using the Barlat89 model is 31% less and the rb value using
the Hill48 model is 14% less. These differences would dramatically change the yield
loci in the stretch–stretch quarter, especially in the area near the equibiaxial stress
state as shown in Fig. 4. For one of the calibration investigations, the influence of
the rb value on plastic strain predictions was examined for the deep elliptical punch
test with a circular blank 160 mm in diameter, mill oil at the lubricant, and a binder
holding force of 14 kN [2]. Figure 5 compares the true major strain distributions
along the 90° section of the deep ellipse sample between the measurement and the
simulation results using the three different rb values. The comparative results shown
in Fig. 5 validate that the experimentally determined rb value gives the most accurate
strain prediction.

Another important material parameter when using the BBC2005 model is the M
value. For a good representation of aluminum behavior, the M value is typically
set to be 8 [1]. However, several investigations have been conducted on how to
calibrate the M value for aluminum alloys and other materials [3]. By using a series
of elliptical punch tests [4], the M value can be calibrated for different stress states.
The hemisphere punch testing case, as shown in Fig. 6, truly validates the influence
of the M value on simulation accuracy in which the circular blank of 190 mm in

Fig. 5 Comparison between the simulation and experimental results of the major strains for the
deep ellipse sample along the 90° section
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Fig. 6 Comparison between the simulation/experimental results of the major/minor strains for the
hemisphere sample along the 45° section

diameter was deformed with mill oil lubrication and a binder holding force of 32.4
kN. By comparing the predicted major and minor strain distributions along the 45°
section of the sample, it has been proven that 8 is the best M value for using the
associated BBC2005 model.

Draw Die Design and Process Development

Autobody outer panels are mainly formed in the first draw operation. For the draw
die design of the current panel, the formability must be ensured in the critical area
together with surface quality requirements for other relatively flat areas. The recipe
to solve the challenges is to maximize the material flow into the most needed critical
area, while also maintaining a high amount of material stretch deformation in other
areas. In order to achieve the optimum material flow at the different locations, the
draw die geometry was designed in such a way that the central contact between
the punch and the blank material was initialized after binder closing, and the draw
depth was made uniform as much as possible along the styling feature lines. The
double-bead layout was optimized to maintain a balanced material flow along all
directions and to have enough material stretch (≥4% thinning) over the flat area for
good surface quality.

The stochastic analysis with AutoForm Sigma module revealed that the most
influential factors in controlling the panel formability in the critical area are the
drawbead (DBA) and the friction effect, as illustrated in Fig. 7. The drawbead effect
includes the drawbead geometry and layout. Figure 8 shows how the formability of
the critical area is sensitive to the variation of the drawbead force factor. Good part
formability can be realized without scarifying the part surface quality by optimizing
the variable drawbead geometries and layout. The optimized drawbead geometries
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Fig. 7 Influence of the drawbead and frictional coefficient on material formability in the critical
area

Fig. 8 Sensitivity study of drawbead effect on material formability in the critical area
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Fig. 9 Development of drawbead geometry and layout

and layout nearby the critical area are illustrated in Fig. 9, which have been directly
transformed into the physical draw die for the tryout.

Lubrication is beneficial to promote material flow in stamping operations. For the
current case, however, extensive simulation studies found thatminimizing lubrication
in the critical area is necessary to control material thinning to the allowed amounts.
Figure 10 demonstrates the influence of friction coefficient on local thinning in the
critical area of the panel. It can be seen from Fig. 10 that material thinning increases
dramatically with decreasing friction coefficient. Compared to the local maximum
thinning value of 24.6% for a friction coefficient of 0.15, the thinning value at the
same location jumps to 32.4% for a friction coefficient of 0.03. During the drawing

Fig. 10 Frictional effect on local material thinning
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operation, the material in the critical area initiates the first contact with the lower
punch from the beginning of die closure. Because of its centralized location, local
material stretching would be largely controlled by the interfacial contact condition.
Higher interfacial friction applies more restriction to the local material movement,
and thus reducesmaterial thinning. This findingwas valuable in a successful physical
die tryout.

Physical Die Tryout and Validation

Based on the simulation results in terms of the panel formability and surface quality
requirements, the draw die design was optimized together with blank geometry and
other drawing process parameters. The developed draw die geometric surfaces were
exported from AutoForm software, and directly transformed to the die shop for
building the prototype die without any further modifications. The blank outline,
position, and draw-in values, together with binder tonnage and travel predicted from
the AutoForm simulations, were provided to guide the die tryout. This would ensure
that thematerial deformation on the tryout panelsmatched the simulation predictions.
The die tryout was carried out on both the hydraulic press and the mechanical press
to compare the material formability performance under the prototype and production
conditions. Figures 11 and 12 show the drawn panels out of the die tryout with the
newly developed 6000 alloy with a thickness of 1.2 mm. It is worthy to emphasize
that Fig. 11 depicts the drawn panel made from a 6-month aged material, and Fig. 12
shows the drawn panels made from the 16-month aged material. This success clearly
demonstrated the superior forming performance of the newly developed 6000 series
alloy and the technical innovations in draw die development.

Fig. 11 Drawn panel made
with the 6-month aged 6000
alloy
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Fig. 12 Drawn panel made
with the 16-month aged 6000
alloy

To further verify the methodology applied in the current draw die development,
a panel formability correlation study was conducted. This study aimed to rerun the
simulations with the physical draw die geometries and to compare the simulation
results with measurements on the tryout panels. Blue-light scanning was used to
capture the physical draw die geometries, which were then adapted for the simu-
lation setup. By using the ARGUS technique, the material major and minor strain
distributions on the drawn panels after the drawing process were measured with two
repeats. The ARGUS measurements were done for the blanks orientated at 0° and
45° to the coil rolling directions, respectively. The blank draw-in values of the tryout
panels were also measured at the different locations, which serves as a guideline to
compare the simulation results with the measurements.

Figure 13 illustrates the comparison of the major and minor strain distributions
along the symmetric section of the panel between the simulation results and the two
repeated Argus measurements for the blank cut along the coil rolling direction. The
displayed distance on the figure is the projected distance inside the physical draw-
beads. It can be found from Fig. 13 that the simulation results match the measure-
ments very well over the entire sectional profile. For the major strains, the maximum
derivation of the predicted values to themeasurements is less than 2%. Themaximum
deviation of the calculated minor strains to the measurements is about 4%. Figure 14
compares the thinning distribution along the symmetric section of the panel between
the simulation results and the two repeated Argus measurements for the blank cut
45° to the coil rolling direction. The thinning values from the Argus measurements
are the calculated ones from the measured major and minor strains on the surfaces. It
is evident from Fig. 14 that the thinning values predicted from the simulations are in
good agreement with the Argus measurements, with the maximum deviation being
about 4%. Figures 13 and 14 further verify that a higher simulation accuracy has
been achieved with the currently developed methodology.
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Fig. 13 Comparison of the major and minor strain distributions between the simulation results and
the Argus measurements for the 0° blank

Fig. 14 Comparison of the thinning distribution between the simulation results and Argus
measurements for the 45° blank

Conclusions

A newly developed 6000 series alloy has demonstrated superior formability to make
the challenged outer panel even when aged for 16 months. The current case study has
confirmed the need for a systematic approach to maximizing aluminum formability
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potential. This approach consists of the best practice in stamping die design, process
optimization, lubrication, material modeling, and simulation techniques. The results
from the prototype tryout and the part formability correlation study verified that the
developed approach paves the way to make aluminum outer panels with steel-like
sharp features.
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Hydroforming Behaviour of TIG-Welded
Tubes of Austenitic Stainless Steel

M. Krishnamraju, Sandeep Sahu, Amarjeet Kumar Singh,
and K. Narasimhan

Abstract Tube hydroforming is an emerging manufacturing technique that uses
pressurized fluid to deform the metal tubes into the desired shape. It is carried
out by keeping tubular blank in the die, then deforming it into the final shape by
applying fluid pressure using axial punches. Hollow components from TIG welded
tubes of Austenitic stainless steels, AISI304 find automobile applications, particu-
larly exhaust systems.Themicrostructure has strong effect on formability ofAISI 304
tubes and therefore the effect of microstructure on the formability of tube is required
to understand the correlation between microstructure and formability. Hence, in the
present study, TIG weld tubes of AISI304 deformed and deformation behaviour
is studied in comparison with bulge ratio and grain size effect. It was noticed that
bulge height (deformation) decreasedwith increased bulgewidth and fracture surface
observed was ductile nature along with fine grains.

Keywords AISI 304 · TIG welding · Tube hydroforming · Formability · Ductile
fracture · Grain size

Introduction

Tube hydroforming [1–3] is an emerging manufacturing technique in which tubular
blank is placed inside the die cavity and plastically deformed with the application of
internal fluid pressure. Then tube undergoes plastic deformation, once the internal
fluid pressure crosses the yield strength of the tube material, then takes the shape
of die cavity. Similarly, axial compressive forces provided by the axial cylinder to
simultaneously feed the material at the tube end to the critical bulging zone.

Tube hydroforming having the advantage like, less spring back, increased strength
of the component, greater part consolidation compared to conventional stamping
operation. Thus in hydroforming, long, complex shapes having reduced number of
welds can be formed which reduces the secondary operations and improves the
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reliability of the formed components. This also leads to part consolidation and thus
increases the productivity. But hydroforming has relatively longer cycle time which
lowers production rates and needs highly polished dies to achieve greater dimensional
stability.

Carleer et al. [4] investigated the effect of material properties like plastic
anisotropy (R), strain hardening exponent (n), and coefficient of friction (µ) and
concluded that higher R, n and lower µ favor larger deformations. Omar et al. [5]
studied the effect of bulge ratio on the deformation behaviour and concluded that
formability decreases with increase of bulge ratio. Koc [6] investigated experimen-
tally the effect of loading path on hydroforming process and noted loading path
which is function of fluid pressure, axial feed with respect to time has significant
effect on part formation. That is slightly lower internal pressure during initial stages,
with higher axial feed resulted higher bulge height. Park et al. [7] established that
advanced sealing system consists of die spring, cylindrical sleeve, and punch with
end filler results better sealing system than conventional rubber ring fastening over
the axial punch, which finally resulted increased axial pressure with increased axial
feeding. Sorine et al. [8] studied the effect of end feeding rate and confirmed that
higher end feed loads enhance the formability of the tube because of the action of
the internal pressure and axial compressive loads. Pavlina et al. [9] confirmed that
novel processing route for dual phase steel, which consists of normalizing at 900 C
followed by cooling to room temperature, then induction heating to 770 C followed
bywater sparing resulted tubes bursting pressure of 600MPawithout weld line effect
due to phase distribution fromweld region to non-weld region. Liu et al. [10] studied
the effect of phase transformation during hydroforming on TRIP (Transformation
Induced Plasticity) steel and observed that due to phase transformation average local
misorientation was increased.

Hence the formability of TG weld Austenitic stainless steel with the effect of
microstructure on formability, is not focused much. Thus, in this study the effect of
grain size and grain orientation on formability of SS304 tubes is studied, along with
fracture behavior during tube hydroforming.

Experimental Process

Material used: Cold rolled annealedAustenitic stainless-steel AISI 304Lwith thick-
ness of 1.2 mm, provided by Bhandari Foils and Tubes Ltd (BFTL), Indore India is
used for this work. Roll formed of samematerial with Tungsten Inert Gas (TIG) weld
havingOuterDiameter (OD) of 35mmwas used.Chemical composition andmechan-
ical properties of received sheet material are given in Tables 1 and 2 respectively
whereas tube mechanical properties are given in Table 3.

Experimental process: As received tubes of SS304 of OD 35mm, thickness 1.2 mm
cut by manual hack saw into various lengths say 248, 283, and 318 mm as per L/D
ratio= 1, 2, 3. Selection of tube length is based on bulge length and clamping length,
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Table 1 Chemical composition of received sheet material (by weight percentage)

C Cr Ni Si Mn P S Mo N Fe

0.029 18.66 8.06 0.33 1.44 0.038 0.011 0.12 0.005 71.301

Table 2 Mechanical properties of received sheet material

Hardness (HRB) YS (MPa) TS (MPa) K (GPa) Elongation (%) n R

69.9 259.4 638.9 1.28 59.48 0.381 1.09

Table 3 Mechanical properties of received tube material

Material YS (MPa) TS (MPa) K (GPa) Elongation (%) n

Base metal 420.1 706.1 1.247 47.42 0.260

Weld zone 407.2 681.2 1.199 45.49 0.251

and boundary condition as shown in Fig. 1 and Table 4 respectively. These tubes were
deburred at the edges to get smooth surface, then kept in the bottom die of die set, in
such away thatweld region of the tube is in opposite region of the LVDT sensor. Once
tube placed in the die, then die is closed by lowering the upper die then blank holding

Fig. 1 Die dimensions

Table 4 Tube dimensions (in mm) for different boundary conditions

Axial feed Fixed end

Die-1 Die-2 Die-3 Die-1 Die-2 Die-3

L/D = 1 L/D = 2 L/D = 3 L/D = 1 L/D = 2 L/D = 3

A 106.5 106.5 106.5 161.5 161.5 146.5

B 35 70 105 35 70 105

C 135 180 180 135 180 180

D 35.3 35.3 35.3 35.3 35.3 35.3

E 248 283 318 358 393 398
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Fig. 2 a Hydroforming setup (250 T hydraulic press) and b die setup for 35 mm OD tube

force is applied as shown in Fig. 2a, b respectively. Then both sides of the tube are
closed by axial punches then water pressure is applied through water intensifier and
then deformed into die shape. Loading path (program) should be selected in such a
way that no wrinkling occurs. The internal pressures may vary from 530 to 540MPa.
Then bursting pressure is recorded from digital display of the machine and bulge
height recorded by LVDT sensor as given in Table 5. Experiment is conducted for
three tube of each size to get reliable information. Once the hydroforming is complete
the liquid is evacuated and the formed tube is removed. Tubes before hydroforming
and after hydroforming are shown in Fig. 3a, b respectively.

For microstructural analyses of deformed tubes, samples of size 10 × 10 mm
cut by wire Electric Discharge Machining technique from locations close to neck as
shown in Fig. 3b. These samples were polished mechanically to get flat scratch free
surface, then electro polished by using electrolyte (20% per chloric acid and 80%
ethyl alcohol) at 20 V for 20 s to get mirror-like surface. Then EBSD scans were
taken with a step size of 0.4 at magnification of 500× on the area of 300 × 300 mm
using Scanning electronmicroscopeGEMINI FE-SEM,with Electron back scattered
diffraction detector, EBSD.Electronmicroscope uses, PrimaryElectron as a source to

Table 5 Bulge height and bursting pressure of hydroformed tubes

S. No Tube length Bulge height Bursting pressure (MPa) Fracture location

01 248 12.2 535–538 In weld region

02 283 10.3 535–538 In weld region

03 318 8.4 535–538 In weld region

04 358 6.1 535–538 In weld region

05 393 5.8 535–538 In weld region

06 398 5.4 535–538 In weld region



Hydroforming Behaviour of TIG-Welded Tubes … 325

Fig. 3 a Undeformed tubes and b deformed (hydroformed) tubes

detect the structural character of the material. Once primary electron incidents on the
metal surface, secondary electron and back scattered electron diffracts from themetal
surface. This back scattered diffracted electrons are taken for the characterization of
deformed samples particularly for grain morphology. Then analysis of EBSD images
is done using HKL software to determine inverse pole figure IPF, Excel graph for
grain size distribution.

Results and Discussion

Tube bulge test was performed on 250 T hydraulic press with die of 35 mm OD on
TIGwelded tubes of SS304 having different lengths say 248, 283, 318, 358, 393, and
398 mm by using axial punches. Bulge height for each tube is measured with LVDT
and bursting pressure for each tube is measured from digital display. It is noted that
bursting pressure is more or less same for all tubes, but bulge height is decreased
from 12.2 to 5.4 mm with increase in bulge width as shown in Table 5.

i. Similarly, fracture took place on the weld line along the weld for all tubes
irrespective of tube geometry (L/D ratio) as shown in Fig. 4.

ii. Type of fracture is ductile in both base metal and weld zone as it shows voids
and micro voids as shown in Fig. 5a, b respectively.

iii. Sample of size 10 × 10 mm cut by EDM technique from necked region and
EBSD scanwere taken for the study of grainmorphology in the deformed tubes
at magnification of 500×. It has been found that grain size for undeformed tube
is 35 µm as shown in Fig. 6a. The grain size was high in deformed tube of
size 248 mm compared to 283 and 318 length tubes as shown in Fig. 6b–d
respectively (Fig. 7).
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Fig. 4 Fracture location in deformed tubes

Fig. 5 a Fracture in tube base metal and b fracture in tube weld zone

Conclusions

In this work the hydroforming behavior of TIG weld tubes of SS304 of OD 35 mm
was studied along with microstructure. The following conclusions were drawn.

• Yield strength, Tensile strength of tube base metal are greater than as received
sheet, but elongation percent was lower, due to induced stresses during bending
operation.

• Bursting pressure is more or less same for all tubes, but bulge height is geometry
sensitive and decreasing with bulge width for axial feed and fixed feed condition.

• Fracture location is in weld region, alongweld line for all bulge widths, and nature
of fracture is ductile for both tube base metal and weld region.
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Fig. 6 a As received sheet grains, b grains in 248 mm tube, c grains in 283 mm tube, and d grains
in 318 mm tube

Fig. 7 Grain size for deformed tube samples
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• Grain size distribution in hydroformed tube of length 248mm(L/D= 1) is uniform
compared to 283 and 318 mm for axial feed condition based on EBSD study.

• Grain size of as received sheet (un deformed) is 35 µm.
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Influence of Kinematic Hardening
on Clinch Joining of Dual-Phase Steel
HCT590X Sheet Metal

Johannes Friedlein, Julia Mergheim, and Paul Steinmann

Abstract Nowadays, clinching is a widely used joining technique, where sheets
are joined by pure deformation to create an interlock without the need for auxil-
iary parts. This leads to advantages such as reduced joining time and manufacturing
costs. On the other hand, the joint strength solely relies on directed material defor-
mation, which renders an accurate material modelling essential to reliably predict
the joint forming. The formation of the joint locally involves large plastic strains and
possibly complex non-proportional loading paths, as typical of many metal forming
applications. Consequently, a finite plasticity formulation is utilised incorporating
a Chaboche–Rousselier kinematic hardening law to capture the Bauschinger effect.
Material parameters are identified from tension–compression tests onminiature spec-
imens for the dual-phase steel HCT590X. The resulting material model is imple-
mented in LS-Dyna to study the locally diverse loading paths and give a quantitative
statement on the importance of kinematic hardening for clinching. It turns out that
the Bauschinger effect mainly affects the springback of the sheets and has a smaller
effect on the joint forming itself.
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Introduction

Clinching can be used to join sheet metal by pure deformation and eliminate the need
for auxiliary joining parts, such as rivets or bolts. Consequently, the joint takes its
strength purely from controlled local deformations leading to an interlock of both
sheets. The formation of this interlock is relevant to predict the joint strength [1]
and is related to severe plastic strains requiring reliable finite strain material models
for finite element analyses. These constitutive models need to incorporate plastic
hardening, where a distinction between isotropic and kinematic hardening is only
important if non-proportional loading paths are present during the forming. Such
loading paths can occur due to changing material flow directions as experienced by
the successively oriented material flow during clinch joining. To quantitatively study
the influence of kinematic hardening on clinch joining, we subsequently investigate
two decisive factors as research questions (RQ): the material (RQ1) and the loading
paths during the clinching process (RQ2).

Exemplarily, a dual-phase steel HCT590X is considered, which is often used
in the automotive industry. It is well known that especially dual-phase steel can
exhibit an early re-plastification and pronounced transition region at load reversal
named Bauschinger effect [2, 3]. Due to the higher strength of dual-phase steel, it
shows a stronger tendency for springback, which together with the microstructure
combining soft and hard phases leads to larger Bauschinger effects compared to
conventional steel [4, 5]. This has for instance been shown in [6] for the congeneric
DP600 and similarly in [3, 5, 7]. By a sensitivity analysis for dual-phase steel [8],
the most influential aspects of the Bauschinger effect have been identified as the
transient hardening and yield stress at load reversal. Material modelling can capture
theBauschinger effect by kinematic hardening,which causes the yield surface to shift
rather than increase in size as for isotropic hardening. To quantify the Bauschinger
effect, cyclic tests can be conducted. This can be realised for instance by cyclic
shearing [3], cyclic bending [7], or by tension–compression tests [7, 9]. Especially
usually thin sheet metal is susceptible to buckling under compressive loading [7,
9]. Therefore, either special anti-buckling devices must be used [10] or miniature
specimen are utilised as presented in [9] for tension–compression tests. Herein, the
experiments are conducted at lower strains motivated by the observed stagnation
of the Bauschinger effect towards larger strains [5]. Studies at various strain levels
and pre-strain have been examined in [5, 6]. Herein, miniature tension–compression
tests for sheet metal are conducted to investigate whether the steel HCT590X shows
a Bauschinger effect (RQ1).

It has already been shown for several metal forming processes that kinematic
hardening can have a significant influence on the final product. In deep drawing, for
instance, the sheet is drawn over the intake radii causing an alternating plastifica-
tion [2, 9], which is relevant for an accurate prediction of the springback. In addition
to the springback at unloading, kinematic hardeningmight also affect the formation of
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the interlock during the clinch joining process. This leads to the second research ques-
tion to be addressed:Does clinch joining contain such non-proportional loading paths
in the plastic region and is consequently influenced by kinematic hardening? (RQ2).

Material Modelling

The continuum mechanics framework is briefly presented in the following. It is
important to note that the kinematics and the in LS-Dyna underlying balance equa-
tions are formulated in the geometrically nonlinear (finite strain) setup, whereas the
herein used logarithmic strain space enables the material model to be formulated
similarly as in the geometrically linear case.

Kinematics

Abody in the reference (undeformed) configuration is described by itsmaterial points
with coordinates X . The spatial (deformed) configuration contains the deformedbody
and its spatial coordinates x. Deformations of the body are captured by the nonlinear
deformation map y as x = y(X, t) and its gradient F = ∇X y.

Logarithmic Strain Space

The logarithmic strain space [11] is a hyperelastic-based approach that easily extends
material models to the geometrically nonlinear setting. It has been successfully
applied in various field, such as thermo-elastic–plastic solids [12] or additive manu-
facturing [13]. It is based on a modular geometric pre- and post-processing utilising
the logarithmic Hencky strain.

The logarithmicHencky strain H is part of Seth–Hill’s family of generalised strain
measures and can be computed from the right Cauchy–Green tensor C = FT · F as

H = 1

2
ln(C) =

3∑

a=1

ln
(√

ηa
)
na ⊗ na (1)

and the three eigenvalues ηa and eigenvectors na of C [11].
Due to the properties of the tensor logarithm ln(�), the Hencky strain is inter-

pretable as a geometrically linear strain that can be handled as a small strain measure
and applied as such. This enables material models to subsist inside the logarithmic
strain space and be encompassed by the pre-processing of the strains in Eq. (1) and
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a post-processing of the resulting logarithmic stress T and tangent(s) C back into
the “real world”. The latter concerns the (spatial) Cauchy stress σ and the Eulerian
tangent E as

σ = T : PE; E = [PE
]T : C : PE + T : LE, (2)

derivable from the strain energy density with the Eulerian projection tensors PE and
LE as stated for instance in [11]. The Fortran source code for the geometric pre- and
post-processing is available online [14]. A Fortran tensor toolbox [15] is utilised for
the implementation of the logarithmic strain space and the material model.

The benefits of the logarithmic strain space include its easy usability and wide
applicability, whereas some limitations have recently been summarised [16].

Additive Plasticity with Combined Isotropic-Kinematic
Hardening

The plastic material behaviour of the sheet metal is modelled by combined isotropic
and kinematic hardening. This is described by an isotropic von Mises yield surface
with classical isotropic hardening and a Chaboche–Rousselier type kinematic hard-
ening [17]. Due to the use of the logarithmic strain space, the following material
model is formulated similarly as a geometrically linear model.

The logarithmic stress T for additive plasticity can directly be computed from the
total Hencky strain H with the bulk modulus κ , shear modulus μ, and symmetric
plastic strain tensor Hp. The superscript dev denotes the deviatoric part of the tensor.

T (H) = κtrace(H)I + 2μ[Hdev − Hp] (3)

Isotropic von Mises (J2-) plasticity with isotropic and kinematic hardening is
assumed by the following yield condition and described by the scalar flow stress σflow

and the second-order back stress tensor B, respectively.

�p = ‖T dev + B‖ − √
2/3σflow

(
H p

acc

) ≤ 0 (4)

The additive framework can directly be extended to anisotropic plasticity, see for
instance [11].

Isotropic hardening is introduced in the flow stress σflow
(
H p

acc
)
either by a tabular

true stress–strain curve or by an analytical hardening law as stated in Eq. (8).
The effect of kinematic hardening is incorporated into the yield function by the

total back stress tensor B. Herein a Chaboche–Rousselier type kinematic hardening
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model with multiple back stresses is chosen, which is expected to be well suited to
describe the dual-phase steel [3, 6].

Starting from the yield function, the evolution equations for the internal variables,
namely, the second-order plastic strain tensor Hp, the accumulated plastic strain H p

acc,
and the back stress tensors Bi are stated as

Ḣ
p = γ̇ N; Ḣ p

acc = √
2/3‖Ḣp‖ = √

2/3γ̇ ; Ḃi = k1,i γ̇ N − k2,i γ̇ Bn,i (5)

with the Lagrange multiplier γ̇ and the evolution direction N = [T dev + B]/‖T dev +
B‖. The evolution equations are integrated by an implicit Euler-Backward scheme

Hp
n+1 = Hp

n + γn+1N; H p
accn+1 = H p

accn + √
2/3γn+1 (6)

and solved by a cutting-plane algorithm from [18]. The latter is chosen for
simplicity and was found to fit well to the default BFGS solver in LS-Dyna. With
the concept shown in [19] an arbitrary number of back stresses nB can easily be
introduced by summations resulting in the discrete incremental equation for the total
back stress

Bn+1 =
nB∑

i=1

Bn+1,i =
nB∑

i=1

[
1 + k2,iγn+1

]−1
Bn,i + γn+1N

nB∑

i=1

k1,i[
1 + k2,iγn+1

] (7)

Experiments and Parameter Identification

To study the Bauschinger effect and describe the combined isotropic-kinematic hard-
ening behaviour, tension–compression tests are conducted. Together with uniaxial
stress–strain curves, the material parameters are inversely identified.

Experimental Setup

Layer compression tests are conducted to determine the uniaxial stress–strain curve
as outlined in [20, 21]. To distinguish between isotropic and kinematic hardening,
tension–compression tests are utilised. For that purpose, miniature specimens are
advantageous for sheet metal to avoid buckling under the compressive loading and
thus eliminate the need for special anti-buckling devices [9]. Theminiature specimen
shown in Fig. 1a is clamped in a universal testing machine in Fig. 1b and loaded in
a tension–compression-tension cycle (measured strain path in Fig. 2). At each load
path change, the influence of the Bauschinger effect can be observed and used to
distinguish between isotropic and kinematic hardening. The resulting force on the
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Fig. 1 Experimental setup of the tension–compression test. a specimen geometry and dimensions
with sheet thickness of 1.5 mm. b experimental setup. c 2 × 2 mm measuring range (based on [9])

Fig. 2 Tension–
compression-tension loading
cycle. Optically measured
true strain versus time
response

specimen is recorded by a load cell, whereas the deformation and the resulting strains
in the measuring range (Fig. 1c) are determined optically.
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Parameter Identification

For the steel HCT590X Young’s modulus E = 205800MPa and Poisson’s ratio ν =
0.3 are chosen. In the following, the isotropic and kinematic hardening parameters
are identified from layer compression tests and tension–compression tests.

Layer Compression Test

The flow curve of the considered steel HCT590X has already been identified from
layer compression tests in [20], where this test method has been shown to be well
suited for the subsequent application to clinching. The experimental results are
plotted as true stress–strain data in Fig. 3 (red). This uniaxial flow curve is sufficient
to either fit pure isotropic (IH) or pure kinematic hardening (KH).

For the description of isotropic hardening, particular points of the flow curve in
Fig. 3 (red) could directly be used to describe the flow stress σflow in Eq. (4) by
means of tabulated values. However, to be able to compare a pure isotropic and pure
kinematic hardening model with the exact same uniaxial flow curve, the behaviour
is described by an analytical ansatz

σ = σy +
nQ∑

i=1

Qi
[
1 − exp

(−bi · H p
acc

)]
(8)

which can exactly be matched by a Chaboche–Rousselier model with nQ back
stresses in Eq. (9) under monotonic uniaxial loading. By minimising the difference

Fig. 3 Uniaxial flow stress.
Experimental results (red)
determined from layer
compression tests [20].
Isotropic (dashed),
kinematic (dotted) and
combined
isotropic-kinematic (solid)
are fitted to match the
experimental results (red).
Isotropic and kinematic
hardening models are
designed to exactly coincide
under uniaxial loading
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Table. 1 Plastic material parameters for isotropic and kinematic hardening

Behaviour Symbol Pure
isotropic
hardening
(IH)

Pure kinematic
hardening (KH)

Combined
isotropic-kinematic
hardening (IKH)

Unit

Yield stress σy 371.32 371.32 337.91 MPa

Isotropic
hardening

Q1 257.42 – 260.55 MPa

b1 1.9030 – 1.9569 –

Q2 230.27 – – MPa

b2 12.020 – – –

Q3 111.22 – – MPa

b3 123.59 – – –

Kinematic
hardening

k1,1 – 326.58 33,333 MPa

k2,1 – 1.5538 1144.9 –

k1,2 – 1845.3 10,894 MPa

k2,2 – 9.8143 104.82 –

k1,3 – 9164.3 1490.3 MPa

k2,3 – 100.91 8.8490 –

between the experimental and numerical results, the material parameters are identi-
fied as stated in Table 1 considering an extrapolation to higher strains as suggested
in [20]. As shown in Fig. 3, three summands (nQ = 3) in Eq. (8) are sufficient to
match the experimental flow curve (red).

On the other hand, the stress in loading direction for a pure kinematic hard-
ening (KH) Chaboche–Rousselier model can be computed as

σ = σy +
√
3

2

nB∑

i=1

k1,i
k2,i

[
1 − exp

(
−

√
3

2
k2,i · H p

acc

)]
(9)

From the comparison of Eq. (8) and (9), the parameters for KH, namely k1,i and
k2,i , can be determined from IH as

k1,i = 2/3 · Qi · bi ; k2,i = √
2/3bi (10)

if the same stress–strain curve is to be modelled with either pure isotropic or pure
kinematic hardening.This ensures that all differences visible in the results between IH
and KH can solely be attributed to load path changes and the fundamental difference
between both hardening types.
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Fig. 4 True stress–strain results from tension–compression tests (red circles). Isotropic hard-
ening (dashed) overestimates the yield stress at both load reversals. Pure kinematic hard-
ening (dotted) underestimates the stress. Combined isotropic-kinematic hardening (solid) canmodel
the response well

Tension–Compression Test

The tension–compression tests need to be considered to distinguish between isotropic
and kinematic hardening. True stress–strain results from the former are depicted in
Fig. 4. At each load reversal a distinctly earlier yielding and a transient area is visible
that cannot be described by classical isotropic hardening (IH). On the other hand,
pure kinematic hardening (KH) slightly underestimates the yield stress after each
load reversal. Interestingly, even the KH model is not able to capture the extremely
early re-yielding after the load reversal. This could, for instance, indicate an initial
back stress from the previous manufacturing of the sheet metal included in [22].

Because of the (almost) uniaxial stress state in the tension–compression test, a 1D
analytical model can be used to identify the parameters of the combined isotropic-
kinematic hardening model (IKH) from the cyclic loading as listed in Table 1.

To sum up, Fig. 4 shows that the present HCT590X exhibits a pronounced
Bauschinger effect (RQ1) and that the material model represents the experimental
results for the layer compression test and tension–compression test sufficiently well.

Numerical Analysis of Clinch Joining

To analyse the influence of the Bauschinger effect on clinching, we firstly study the
loading paths during the joining process. Only if non-proportional loading is present,



338 J. Friedlein et al.

Fig. 5 Overview of the clinch joining process simulation in LS-Dyna (based on [23])

the different hardening types will be influential. Secondly, the results of clinching
simulations with the hardening models from Table 1 are compared.

The clinch joining process is simulated in LS-Dyna (Solver: SMP, double preci-
sion, R9.2) as depicted in Fig. 5 with an implicit time integration. Rotational
symmetry of the joint is utilised to reduce the model to 2D (axial symmetry, LS-
Dyna element formulation Shell 15). The sheets are remeshed at predefined time
intervals during the forming to avoid strong mesh distortion.

Loading Paths During Clinching

We propose to analyse the evolution of the Lode angle as a simple criterion to study
the existence of non-proportional loading paths. The Lode angle parameter is defined
in LS-Dyna as the normalised third deviatoric stress invariant [24]

ξ = 27

2

det(dev(σ ))

σ 3
= (−1 . . . 1) with σvM =

√
3

2
‖σ dev‖ (11)

Proportional loading requires a constant Lode angle parameter ξ . However, a
constant ξ does not guarantee a proportional loading, compare Fig. 6 where for
instance up to 6 points on the initial yield surface (red circle) can possess the same ξ .
But without erratic changes in the principal stress direction, the Lode angle parameter
can be used to detect changes in the direction of the loading path. The latter can help
to quantify the need for kinematic hardening during the process.

Figure 7 shows the evolution of the Lode angle parameter for three points in the
sheets (pointsmarked inFig. 7d, at each remeshing the element that contains the tracer
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Fig. 6 Principal stress space viewed in the deviatoric plane. Along the positive principal directions
(solid black lines) tension occurs (ξ = 1) and in negative direction compression (dashed black,
ξ = −1). Pure shear (ξ = 0) is present along the bisectrices (dotted black). The principal deviatoric
stress evolution for point C from Fig. 7c is exemplarily added (cyan)

point is selected). A finer discretisation with more remeshing steps than in Fig. 5
has been chosen for the stress analysis to improve the accuracy. Point A between the
punch and the bottom of the die shows an almost constant evolution of the Lode angle
parameter indicating a proportional loading at ξ = −1 (compression). In such areas,
no differences between isotropic and kinematic hardening would be observed during
loading. Points B and C detect changes in the Lode angle parameter indicating non-
proportional loading paths. This is also visible for point C in Fig. 6 (cyan), where the
stress state evolves radially due to the plastic hardening but also significantly shifts
in tangential direction.

Consequently, we can summarise that the clinch joining process contains non-
proportional loading paths (RQ2).

Influence of Kinematic Hardening

The three material parameter sets IH, KH and IKH listed in Table 1 are applied to the
clinch joining simulation outlined previously. Figure 8 depicts the final geometry of
the clinched joint for each model.

At first, Fig. 8 shows only larger differences in the springback of the two sheets on
the right end. This is measured by the displacement of the upper-right corner (point
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Fig. 8 Final geometry of the clinched joint for the different hardening models. Main differences
are visible in the springback of the sheets on the right end and in the interlock region, as marked by
the two rectangles and magnified in Fig. 11

Fig. 9 Comparing the displacement of point D marked in Fig. 8a that can be used as a measure for
the springback. With pure kinematic hardening the springback is reduced by about 18%

D marked in Fig. 8a) and compared in Fig. 9. By using a pure kinematic hardening
model (KH), the final vertical deformation of point D is 18% lower than for the
reference model with pure isotropic hardening (IH).

Secondly, changes in the interlock, as compared in Fig. 10, and neck shape are
visible as depicted in Fig. 11. The interlock (defined in Fig. 11) is of high relevance
for the joint strength [1] and appears to be also influenced by the hardening law.
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Fig. 10 Comparing the interlock for different hardening models. Kinematic hardening appears to
reduce the formation of the interlock

Fig. 11 Comparing the deformation of the clinched joint with isotropic (black, IH) and kinematic
hardening (blue, KH). The right end of the sheet clearly shows a lower springback of the KHmodel.
The zoom also reveals detectable differences in the formation of the neck and interlock

For both geometric quantities, the combined isotropic-kinematic hardening model
settles in between IH and KH with differences of (6…8)%.

Lastly, the process force, measured as the force on the punch, is compared for
the three models in Fig. 12. Up to around t = 1s, the process forces between the
three models are comparable. Once the die-sided sheet comes into contact with
the bottom of the die to initiate the radial material flow that forms the interlock,
differences in the process forces between the models become visible. In the end,
isotropic hardening requires the highest punch force, whereas the pure kinematic
hardening model remains approximately 6% lower. Exemplary experimental results
for the punch force are added in grey in Fig. 12. Between t = (0.4 . . . 1)s the force is
underestimated for each hardening model possibly due to deviations in the yielding
or frictional behaviour, which is apparently not influenced by the hardening type.
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Fig. 12 Comparing the punch force during the joint forming. The three different hardening
models (line styles) show mainly differences during the secondary phase, namely the forming
of the interlock, where kinematic hardening leads to lower process forces

Summary and Outlook

Wehave studied the plastification of dual-phase steelHCT590Xsheetmetal byminia-
ture tension–compression tests. The resulting tension–compression-tension cycle
enabled a distinction between isotropic and kinematic hardening completing the
material model initially only defined by uniaxial flow curves from layer compression
tests. Results indicate a pronounced Bauschinger effect (RQ1) as expected for the
dual-phase steel. A Chaboche–Rousselier kinematic hardening model with multiple
back stresses was implemented in LS-Dyna and equipped with the identified hard-
ening parameters. Moreover, the loading paths during the clinch joining have been
analysed. The evolution of the Lode angle parameter reveals that locally distinct
non-proportional loading occurs (RQ2). Finally, the different hardening models have
been applied to clinching simulations and their results compared. Kinematic hard-
ening appears to primarily affect the final springback and only secondarily the joint
forming and process force (RQ2). Future work could quantify the effect of kine-
matic hardening on the joint strength, for instance, by pull-out and shear tests. Even
though the current material model was sufficient to study the fundamental influence
of the Bauschinger effect on clinching, also more advanced kinematic hardening
models could be utilised. The latter might be able to capture the observed early
re-plastification that cannot be reproduced by a Chaboche–Rousselier model [2].
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Lightweighting Through Stiffening Dart
Formation and Its Rigidity Evaluation

Dohyun Leem, Lu Huang, Joshua Solomon, Hui-ping Wang, and Jian Cao

Abstract Stiffening darts are commonly added in angle brackets to enhance the
bending stiffness of the components such that a thinner gauge can be used for
lightweighting. It also helps to reduce springback in a press brake operation. This
study investigates the plastic material deformation in stiffening dart formation in a
press brake bending process by means of a combined numerical and experimental
approach. The forming process is simulated with the finite element (FE) method and
the simulation result is compared with an actual forming result to validate the accu-
racy of the simulation model. In addition, methods of systematically evaluating dart
stiffening effect in an angle bracket are proposed, where flattening and folding tests
are described. Example rigidity test results for dart designs are provided to discuss
the relationship between dart geometry and its stiffening effect.

Keywords Press brake · Angle bracket · Stiffening dart · Finite element
simulation · Rigidity evaluation

Introduction

Lightweighting of automotive vehicles has been a core interest for automakers due to
its impact on the fuel efficiency, in conjunction with the concerns of environmental
issues. However, it is important that lightweighting practices for auto vehicles do not
weaken the vehicle performance and passenger safety. That is, the lightweight bodies
need tomaintain satisfactory body rigidity and crashworthiness levels. For enhancing
the stiffness of auto body components without increasing their total masses, stiff-
ening darts shown in Fig. 1 are commonly used in angle brackets. In addition to the
structural enhancement, the stiffening darts also have several manufacturing advan-
tages including: (1) the feature can be formed simultaneously while the initial blank
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Fig. 1 Stiffening dart of an angle bracket component

is being bent to form an angle bracket in a press brake; (2) adding a stiffening dart
can reduce the overall springback angle in the bending process; and (3) no additional
materials are needed other than the initial blank itself to form the stiffening dart.

Although popularly used via trial and error, the fundamental dart formation
mechanics in the press brake has not been well understood among engineers. For the
regular press brake operations which do not involve stiffening dart formation, there
have been a wide range of studies. For instance, Pancheco and Santos [1] investi-
gated the effect of punch nose radius on the final bending geometry using a finite
element (FE) simulation approach. Wang et al. [2] proposed an incremental press
brake bending process for controlling springback of structural steel sheets based on
an analytic calculation for predicting the springback angle. More recently, Miranda
et al. [3] developed a combined FE simulation and neural network approach for
predicting springback in the press brake bending of two different types of steel.
As for the press brake operation involving stiffening dart formations, some manu-
facturing guidelines are available such as: (1) the width and depth of a 45 degree
dart should be directly proportional to the bend radius and material thickness; and
(2) the minimum distance between a dart and the edge of a hole in a parallel plane
should be at least eight times the material thickness [4, 5]. These guidelines are likely
from empirically accumulated knowledges and do not provide an idea of the funda-
mental characteristics of the stiffening dart formation process. In addition, while it
is commonly accepted that the stiffening darts are helpful for enhancing the rigidity
of angle brackets, a systematic way of evaluating how much rigidity improvements
can be made by the darts has not been established.

The presented work studies the mechanics of stiffening dart formation in a press
brake operation in details and develops a systematic way of evaluating the rigidity
improvements by the stiffening darts. To understand the stiffening dart formation
mechanics, a combined simulation-experiment approach is used to investigate the
material deformation caused by the press brake operation. For the rigidity evaluation,
novel experimental test is designed and example test data is explained.
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Analysis of Stiffening Dart Formation

A FE simulation model shown in Fig. 2a is built in Abaqus/Standard 2019 for simu-
lating the press brake operation. The blank has a dimension of 120 mm× 40 mm and
a rectangular hole generated for a post-forming measurement purpose. The tooling
adopted for stiffening dart formation is exhibited in Fig. 2b with the die and dart
insert variables noted in Fig. 2c and punch variables noted in Fig. 2d.

A 2 mm thick 340 high-strength low-alloy (HSLA) steel is used for the blank
material in the study. All the tools are modeled as discrete rigid bodies. The blank is
meshed with a combination of C3D8S linear brick elements with improved surface
visualization function in the critical forming area, and C3D8R linear brick elements
with reduced integration outside the critical forming area to accelerate the computa-
tion time while maintaining the overall simulation accuracy. Note that the element
dimension in the critical forming area is 0.28 mm × 0.28 mm × 0.29 mm, resulting
in seven brick elements through the blank thickness. The critical forming area is the
area where bending and dart formation occur. For meshing the discrete rigid tools,
the element sizes are controlled to be ranged from 0.25 mm × 0.25 mm to 1 mm
× 1 mm in the regions interacting with the blank, while having larger element sizes
in the regions not making any contacts with the blank. The interaction between the
blank and the tools are characterized with the surface-to-surface contact modeling
in Abaqus/Standard, and an assumed Coulomb friction coefficient of 0.15.

To validate the simulation accuracy by comparing it with the actual forming
process, a 340 HSLA steel angle bracket with a stiffening dart is formed using
TruBend 5320 press brake with the tooling configuration shown in Table 1. A punch

Fig. 2 a FE simulation setup of the press brake operation;b tooling for the stiffening dart formation;
c die and dart insert variables; and d punch variables
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Table 1 Tooling
configuration adopted for
comparing the simulated and
actual formed darts

Die Punch

Die width 16 mm Punch edge radius 3 mm

Die radius 1.6 mm Punch face radius 6 mm

Die angle 84 deg Punch corner radius 0.8 mm

Dart radius 2 mm Punch gap 8 mm

Dart gap 1 mm

displacement of 6.09 mm is applied to deform the blank. The corresponding Abaqus
forming simulation is shown in Fig. 3.

The formed geometries of the actual and simulated 340 HSLA brackets after
springback are compared by measuring the dart profiles on the inner surfaces of the
brackets using Keyence VR-3200 system. Both horizontal and vertical profiles are
measured and compared as shown in Fig. 4. A good profile agreement between the
actual formed part (experiment) and simulated part (Abaqus) is observed with the
maximum error measured being less than 0.2 mm from both horizontals and vertical
profiles.

In addition to the dart profile, the final bend angle between the actual and simulated
brackets was also compared by measuring the bend angle after springback on the
outer surface of the brackets. The measurement results are shown in Fig. 5, and the

Fig. 3 Abaqus simulation of the press brake operation for manufacturing the angle bracket with
the stiffening dart
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Fig. 4 Dart profile comparison between the actual formed bracket and simulated bracket

Fig. 5 Final bend angle comparison between the actual formed bracket and simulated bracket

angle difference between the actual and simulated brackets is 0.5 deg, implying a
good match between the simulation and the actual forming process.

Now that the accuracy of the FE model has been validated, the FE model is used
to investigate the dart formation mechanics of a 340 HSLA blank size of 80 mm ×
40 mm× 2 mmwhere the dart is formed in the center of the blank during press brake
bending. The same tooling configuration in Table 1 is used while a punch displace-
ment of 6.41 mm is applied for the forming simulation. Once the forming simulation
is completed, three axial strains (length, width, and thickness strains) values are
investigated to study the deformation mechanics of stiffening dart formation. The
contours of these three strain components are plotted in Fig. 6.

Based on the strain contours of Fig. 6, the following observations can be made:

(1) Length strain (εLL): a clear concentration of high compression strains is
detected on the inner surface of the dart, suggesting that the concurrent occur-
rence of wall bending and dart formation squeezed the materials in this area.
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Fig. 6 Contours of three axial strain components: a length strain; b width strain; and c thickness
strain
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These squeezed areas are speculated as the main “docking station” between
the dart and bracket walls, providing higher mechanical resistance to external
loads for the bracket and causing less springback. For the bottom surface, a
strain reversal at the dart center is detected. That is, large tensile strains at the
bottom of the bending surface change to compression strains when coming
into the center of the dart area. This strain reversal is caused by the reverse
curvature change induced when the dart shape is formed as the blank is bent.

(2) Width strain (εWW ): the cylindrical surface of the dart insert tool caused
bending-like deformations at the center of the dart, generatingnoticeable tensile
strain developments at the dart center on the inner surface. In addition, more
tensile strains are added to the dart because of the punches pushed down the
material around the dart insert. The outer surface of the dart shows a mixed
strain state of both tensile and compression.More specifically, the compression
strains near the center of the dart are likely due to the bending-like deformation
by the dart insert tool, but the tensile strains detected at the center are thought
to be strongly affected by the material stretching by the punches.

(3) Thickness strain (εT T ): the contours of this strain component can be indirectly
predicted from the other two axial strain components by the incompressibility
of metallic materials (i.e., εLL+εWW+εT T=0), acknowledging that the plastic
portion of the strains is far more dominant than the elastic portion. Never-
theless, it can be still confirmed from Fig. 6c that positive thickness strains
are developed where the other two normal strains are compression-dominant,
while negative strains are induced in the areas where the other normal strain
components are mostly in tensile states.

The above analysis shows us the manufacturability of stiffening dart is limited
by the tensile strain on the back of the bended bracket caused by the punch and the
tensile strain on the back of the dart caused by the reverse movement of the dart tool.
The strain levels are affected by both the bending radius and height of the formed
dart.

Rigidity Evaluation of Darted Brackets

FE simulation results presented in the previous section provides an explanation of the
basic dart formation mechanics, but evaluating the rigidity improvements by adding
stiffening darts needs a post-bending procedure where clampable flanges are formed
at the two side walls of the bracket. The brackets can then be clamped for testing
the rigidity using a generic material testing machine as shown in Fig. 7a. Figure 7b
and c shows two proposed testing methods with the clampable bracket design—the
flattening test for evaluating the bracket rigidity under a loading condition to open
the bracket angle (Fig. 7b) and the folding test for evaluating the bracket rigidity
under a loading condition to close the bracket angle (Fig. 7c).
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Fig. 7 a Darted bracket clamped for the rigidity test, b flattening test, and c folding test

For evaluating the changes in bracket rigidity with different stiffening dart geome-
tries, a set of angle brackets are manufactured with a 2 mm thick 340LA steel sheet
and initial blank size of 160 mm × 40 mm. Same tooling configurations as that of
Table 1 are used formanufacturing the testing brackets, with variations in the dart gap
and punch displacements to generate different formed dart heights in the brackets as
shown in Table 2.

The brackets presented in Table 2 are tested using MTS Model E45 universal
testingmachine to evaluate their rigidities under the flattening and folding conditions
shown in Fig. 7. The force–displacement curves obtained from each test are plotted
in Fig. 8, and it is rather clear that the overall bracket rigidity is improved with a
stiffening dart, and a higher rigidity is achieved with a deeper dart geometry.

While the curves shown in Fig. 8 provide experimental evidence of the rigidity
improvements with the stiffening dart, the typical rigidity evaluation of auto body
components is done within the small deformation region of the materials (usually
within the elastic deformation region of the materials). For this reason, the repre-
sentative value of each bracket’s rigidity is calculated by computing the slope of the
initial region that resembles a linear line of each curve in Fig. 8, and the calculated
representative values are shown in Fig. 9. The values shown in Fig. 9 prove that
adding a stiffening dart can enhance the initial bracket rigidity as much as 44.9%
under the flattening condition, and 35.1% under the folding condition. The proposed
rigidity evaluation method enables quantification of dart design for different loading
conditions, which can be used for designing optimal dart geometry for given bracket

Table 2 Three different
testing brackets manufactured
for the rigidity tests

Testing brackets Bracket 1 Bracket 2 Bracket 3

Bracket type Not darted Darted

Dart gap N/A 3 mm 1 mm

Formed dart height N/A 3.05 mm 5.1 mm



Lightweighting Through Stiffening Dart Formation and Its Rigidity Evaluation 353

Fig. 8 Force–displacement curves from the rigidity tests: a flattening test and b folding test

Fig. 9 Initial rigidities evaluated for the testing brackets from: a flattening test and b folding test

dimensions while considering the materials formability for the purpose of effectively
maximizing the product rigidities.

Conclusion

The current study revealed the fundamental material deformation mechanics of
darted bracket manufacturing based on a press brake operation, by using a combined
simulation-experiment approach. A set of FE simulation results revealed how the
stiffening dart can enhance the bracket rigidity while reducing the springback angle
in the forming process. Moreover, a set of mechanical tests utilizing a bracket design
with clampable flanges are proposed to systematically evaluate the rigidity improve-
ments induced by the stiffening dart designs. The test results show that adding a
stiffening dart can enhance the bracket rigidity as much as 44.9% under the flattening
condition and 35.1% under the folding condition for the bracket design adopted in
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this study. The proposed rigidity evaluation method enables designing optimal dart
geometry for given bracket dimensions while considering the materials formability,
helping to effectively maximize the product rigidities.
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Modeling of the Anisotropic Evolution
of Yield Surface Based on Non-associated
Flow Rule

Namsu Park, Gihyun Bae, Jung Han Song, Jong Sup Lee,
Thomas B. Stoughton, and Jeong Whan Yoon

Abstract This work is concerned with a new approach for modeling of a yield
function that is able to describe the anisotropic hardening considering general loading
directions. A new model explicitly integrates eight flow stress curves including the
strain hardening response under balanced-biaxial stress state into the yield criterion in
a closed-form solution, which makes it possible to deal with the anisotropy-induced
distortional yielding behavior as implied in experimental tests. The new approach
accordingly induces relatively small systemic errors in stresses in different loading
directions compared to conventional hardening models considering the low and high
levels of plastic deformation, which will lead to a significant improvement in the
accuracy of numerical analyses for sheet metal forming processes.

Keywords Anisotropic hardening · Yield surface evolution · Non-associated flow
rule · Sheet metal forming

Introduction

Eachmaterial point in a product during formingprocesses experiences certain loading
states in conjunctionwith the variation of loading directions,which is normally inves-
tigated by means of numerical analysis. Especially for the sheet metal forming, the
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material generally shows the anisotropic response on both hardening and deforma-
tion behaviors so that the changes in stress and strain states during the deformation
should be well described based on the numerical formulation of anisotropic constitu-
tive laws for the trustworthy evaluation of the deformed component via finite element
simulation. At an early stage in the modeling of the anisotropic yielding behavior, a
shape of the yield surface is fixed by initial yield stresses at certain loading directions,
and thereafter the normalized shape of it is not allowed to vary with the plastic defor-
mation. The adoption of the isotropic expansion of the yield surface in numerical
analysis shows the suitable predictability for cases, especially when the evolution of
anisotropic quantities is moderate: i.e., variations in normalized yield stress ratios
and r-values during forming processes are small enough, which gives rise to a reason-
able assumption of neglecting the influence of potential errors cumulated through the
stress update process on the numerical accuracy taking into account the uncertainty
of the mechanical properties [1]. This assumption, however, leads to the erroneous
prediction of stress and strain states in the deformed component particularly when
the material hardening and deformation behaviors evolve in a different manner with
the respect to the loading direction as the plastic deformation goes on [2–5]. Besides,
the numerical error propagation becomes more inevitable considering the intrinsic
nature of mechanical properties that can be influenced by changes in the plastic strain
rate and temperature which are normally subjected to during sheet metal forming
processes [6–8]. It is, therefore, of great importance to accurately model the strain
rate- and temperature-dependent anisotropic distortion of subsequent yield surface
for the reliable prediction of the material behavior.

In this paper, a new model proposed by Park et al. [9] is reviewed in order for an
accurate description of the yield surface evolution ofmetal sheets considering general
stress states under proportional loading. The proposed approach allows to directly
include directional flow stress curves obtained from the experiments into the yield
formulation so that it provides unmatched flexibility in predicting the anisotropic
evolution of yield surface in the framework of the non-associated flow plasticity.
The model performance is verified from applications of the proposed approach to
various metal sheets by representing the 3D yield surface evolution with the plastic
deformation.

Modeling of a Directional Evolution of Yield Surface

The model proposed by Park et al. [9] is developed on the basis of the Stoughton
and Yoon (2009) yield function [1], given in Eq. (1), which is able to describe the
evolution of yield surface considering the directional hardening responses along the
RD, DD, and TD including the non-directional hardening under equi-biaxial tension.

f =
[
σ11(σ11 − σ22)

σ 2
0 (ε p)

+ σ22(σ22 − σ11)

σ 2
90(ε

p)
+ 4σ 2

12

σ 2
45(ε

p)
+ σ11σ22 − σ 2

12

σ 2
EB(ε p)

] 1
2

= 1 (1)
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In order to consider a non-quadratic curvature of the overall yield surface for
description of the yielding behavior especially for metal sheets having a relatively
flat yield locus near plane strain state, a shape-dependent term in the Park et al. [7]
is employed in the model development:

f =
[
σ11(σ11 − σ22)

σ 2
0 (ε p)

+ σ22(σ22 − σ11)

σ 2
90(ε

p)
+ 4σ 2

12

σ 2
45(ε

p)
+ σ11σ22 − σ 2

12

σ 2
EB(ε p)

] 1
2

· [X ]k = 1

(2)

where

X = (C0 − 1)[D(θL)]
4 − 2(C0 − 1)[D(θL)]

2 + C0 with D(θL) = 2√
3
sin

(
θL + π

3

)

(3)

Here, θL denotes the Lode angle parameter defined as θL = 1
3 cos

−1
(
3
√
3J3

2J 3/22

)
where

J2 and J3 are the second and third invariants of the stress deviator, respectively.
σ0(ε

p), σ45(ε
p), σ90(ε

p), and σEB(ε p) denote the flow stress curves at three different
loading directions and the one under equi-biaxial tension. It is worthwhile to note
that the evolution of yield surface can be successfully modeled by Eq. (2) in the
case that the mathematical form of yield function that employs the flow stress curves
for the RD, DD, and TD produces an acceptable degree of accuracy in describing
the anisotropic hardening responses at angles other than 0°, 45°, and 90° to the
RD. However, the arising concern here is that the previous anisotropic modeling
of the yield surface evolution may not provide a suitable model performance in
the directional hardening response of the metal sheets that shows the complicated
anisotropic behavior over the variation in loading directions. In an effort not only to
improve the model performance but also to enhance the model flexibility, Park et al.
[9] came up with a new approach to scaling the shear component of the previous
model as below:

f =
[
σ11(σ11 − σ22)

σ 2
0 (ε p)

+ σ22(σ22 − σ11)

σ 2
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p)
+ 4ασ 2
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σ 2
45(ε
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σ 2
EB(ε p)

] 1
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g
(
θP , ε p

) =
∑
i

Ni (θP)σi
(
ε p

)
with Ni (θ) =

m∏
j=1( j �=i)

θ − θ j

θi − θ j
(6)

The sub-function g is devisedwith the use of theLagrangian interpolation function
Ni defined in the domain of θP ∈ [

0, π
2

]
where θP is a direction of the maximum

principal stress. Here, σi
(
εP

)
represents the flow stress curve for a certain loading

direction, e.g., i = 1, 2, 3 for the RD, DD, and TD, and any set of σi
(
εP

)
can be

simply considered in modeling the sub-function g. The main characteristic of the
proposed approach is that the scaling term α does not affect the yielding behavior
at the stress states where there is no shear stress under the plane stress condition,
yet produces additional flexibility in controlling the level of shear stress related to
the directional yielding at loading angles other than the RD and TD. The basic
characteristic of the anisotropic yield function given in Eq. (2) can be maintained by
forcing the sub-function g to include the flow stress curves at the loading directions
of the RD, DD, and TD in modeling the scaling term α, which consequently leads to
the scaling value of unity at the reference loading directions of the RD, DD, and TD
with employment of the Lagrangian formulation Ni that satisfies the delta function
property: i.e.,

Ni

(
θ
j
P

)
= δi j =

{
1 for i = j
0 for i �= j

(7)

The unmatched flexibility in predicting the directional hardening behavior can be
simply guaranteed by including additional flow stress curves at loading directions
other than the reference ones in the modeling of the sub-function g.

Verification of the Model Performance

For verification of the model performance in predicting the directional yielding and
hardening behaviors, the experimental data reported by Stoughton and Yoon [1]
were revisited in this study. The flow stress curves in 15° increments to the rolling
direction of the steel sheet were considered especially for two different types ofmetal
sheets of MP980 and AA5182-O. The material constants of the modified Hockett–
Sherby strain hardening model, defined as σ̃ = A − Bexp

[−C(ε p)
n] + Dε p, for

both materials are listed in Table 1. Each material shows noticeable changes in the
dynamic hardening behavior as the plastic deformation goes on, which evidently
reveals the need of a way for accurate description of not only the initial yielding but
also the consecutive variation in the strain hardening rate with respect to the loading
direction. Figure 1 represents the evolution of normalized flow stress according to
the loading direction with the plastic deformation.
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Table 1 Materials constants of the modified Hockett–Sherby strain hardening model for MP980
and AA5182-O

Material Loading direction [°] Material constants

A [MPa] B [MPa] C [-] n [-] D [MPa]

MP980 0 1011.98 371.15 52.99 0.79 1114.29

15 1013.52 359.96 39.06 0.75 985.80

30 1014.61 383.36 43.39 0.76 1040.53

45 999.57 400.75 61.88 0.81 1290.46

60 1015.62 435.71 55.28 0.79 1118.85

75 1026.57 448.85 62.96 0.80 1211.60

90 1028.35 411.03 77.22 0.84 1197.45

Equi-Biaxial 1090.72 507.75 18.77 0.64 435.47

AA5180-O 0 366.75 250.97 11.18 1.00 0.23

15 366.87 252.76 10.46 1.00 0.00

30 361.10 248.21 10.08 1.00 0.43

45 358.44 246.79 9.74 1.00 0.67

60 355.56 244.73 9.64 1.00 0.00

75 360.75 248.59 9.99 1.00 0.35

90 362.39 248.11 9.98 1.00 0.00

Equi-Biaxial 432.33 307.11 6.32 1.00 8.36

At an early stage of the material yielding, both materials exhibit the rapid changes
in directional strain hardening behaviors due to their strong anisotropic charac-
teristics: however, it gradually stabilizes to certain levels of anisotropy after the
re-orientation of microstructures towards the loading direction. The new approach
is able to accurately describe the aforementioned complicated anisotropic yielding
behavior, which is not able to be successfully modeled by the previous approach as
represented in Figs. 2 and 3. The noticeable superiority of the new approach is that
it has no additional optimization procedure not only for the calibration of the yield
surface but also for description of the yield surface evolution with the plastic defor-
mation since the model directly employs the directional flow stress curves required
for the reliable prediction of material yielding behavior. Figures 2b and 3b show
the initial yield loci with an interval of 10% level of the maximum shear stress. It
is worthwhile to note that both previous and new approaches have the same value
of maximum shear stress as they are developed based on the Stoughton and Yoon
(2009) yield function [1] with a special feature of the new model that the scale factor
α becomes unity at the shear stress state of σ = (

σxx , σyy, σxy
) = (

0, 0, σxy
)
which

mathematically yields the maximum principal stress direction of π
4 to the rolling

direction: i.e., α
(

π
4 , ε p

) = 1 for any given level of the equivalent plastic strain.
In addition to the accurate description of the initial anisotropic yield surface, the

new approach is able to further provide the sufficient accuracy in predicting the
distortional evolution of yield surface in such a way that the yield surface envelope
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Fig. 1 Normalized yield stress envelope according to the plastic deformation: a MP980;
b AA5182-O
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º

Fig. 2 Prediction of the material yielding behavior for MP980: a Directional yield stress; b Initial
yield surface on the normal plane with an interval of 10% level to the maximum shear stress (after
Park et al. [9])

º

Fig. 3 Prediction of the material yielding behavior for AA5182-O: a Directional yield stress; b
Initial yield surface on the normal plane with an interval of 10% level to the maximum shear stress
(after Park et al. [9])

is continuously updated by the flow stresses determined from each directional hard-
ening curve employed in the model so that the yield surface exactly passes through
the experimental data of tensile stress evaluated at each loading direction in 15°
increments to the RD including equi-biaxial tensile stress as shown in Figs. 4 and 5.
In this study, the exponent value k of the model is set to 0.01 and 0.02 for MP980 and
AA5182-O, respectively, as suggested by Park et al. [7]. Note that the loading direc-
tion θP corresponding to the certain stress state is calculated by using the components
of the Cauchy stress tensor under the plane stress condition as follows:
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Fig. 4 Evolution of the yield locus with respect to the plastic deformation: aMP980; bAA5182-O
(after Park et al. [9])

Fig. 5 Distortion of the normalized yield locus with respect to the plastic deformation: a MP980;
b AA5182-O (after Park et al. [9])

θP = 1

2
cos−1

(
σxx − σyy

σ1 − σ2

)
= 1

2
cos−1

⎛
⎜⎜⎝ σxx − σyy

2

√(
σxx−σyy

2

)2 + σ 2
xy

⎞
⎟⎟⎠ (8)

For the comprehensive understanding of the model performance in describing the
anisotropic evolution of the yield surface, the yield surface envelope is represented
in the space of

(
σxx , σyy, σxy

)
with discrete level of the equivalent plastic strain

as shown in Fig. 6. From the graphical representation of the 3D yield surface, the
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Fig. 6 Evolution of the anisotropic yield surface with respect to the plastic deformation: aMP980;
b AA5182-O (after Park et al. [9])

convexity of the yield surface is simply confirmed over the general stress state under
the plane stress condition. It should be noted that the plastic potential is necessary
in order to determine the increments of plastic strains as the new approach features
non-associated flow plasticity.

Comparison of the experimental results with predictions from the new approach
effectively reveals that the new approach has not only a strong potential to deal
with anisotropic yielding behaviors of various metallic materials but also the notice-
able flexibility in describing the consecutive evolution of distortional yield surface
using neither any interpolation nor optimization processes for the calibration of yield
surface according to the level of plastic deformation.

Conclusion

A novel way of accurately modeling the anisotropic evolution of yield surface
has been discussed. The new model has a special mathematical characteristic of
producing the unmatched flexibility for description of directional hardening behav-
iors of various metallic materials by scaling the level of shear stress in the model
according to the loading directionwith the use of directional flowstress curves.Appli-
cations of the proposed approach to various metallic materials lead to the conclusion
that the proposed way of advanced modeling can potentially produce remarkable
accuracy of numerical solutions for sheet metal forming processes with the material
having strong anisotropy in their yielding and deformation behaviors.
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On Strain Hardening Modeling
in Associated and Non-Associated
Orthotropic Plasticity

Jie Sheng, Mohammed Alharbi, Seung-Yong Yang, and Wei Tong

Abstract In rate-independent associated plasticity, the flow surface in stress space
is identical to the yield surface given by a yield stress function. Two distinct stress
functions are however needed in non-associated plasticity to specify the yield surface
and the flow surface separately. In this study, we explore the possibility of modeling
strain hardening in metal plasticity by a new equivalent stress function that may be
different from both yield and flow stress functions. As an initial effort, we consider
all stress functions to be quadratic and orthotropic to describe either isotropic or
differential strain hardening behaviors of rolled sheet metals under plane stress. The
advantages and limitations of using an independent equivalent stress function for
strain hardening modeling in sheet metal plasticity are discussed.

Introduction

A mathematical theory of rate-independent plasticity consists typically of a yield
condition, a flow rule, and the material flow strength σ f with strain hardening in
terms of an equivalent plastic strain ε̄p [1–3], namely
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yield condition : f (σσσ) − σ f (ε̄
p) = 0, (1)

flow rule : ε̇εεp = λ̇
∂g(σσσ)

∂σσσ
, (2)

plastic work rate equivalency : σ(σσσ) ˙̄εp = σσσ : ε̇εεp, (3)

where f (σσσ), g(σσσ), and σ(σσσ) are scalar-valued functions of the Cauchy stress σσσ with
a number of material parameters, and λ̇ > 0 is the proportionality parameter in the
flow rule for computing the plastic strain increments ε̇εεp when the yield condition
holds. The proportionality parameter of incremental plastic flow (also being called
plastic multiplier, consistency parameter, compliance factor, etc.) is related to the
equivalent plastic strain increment as

λ̇ = σ(σσσ)

g(σσσ)
˙̄εp. (4)

The classical Hill’s 1948 quadratic anisotropic plasticity theory [4, 5] assumes
the associated flow rule g(σσσ) = f (σσσ) and the plastic work equivalent stress as the
same as the equivalent yield stress σ(σσσ) = f (σσσ), namely

Φh(σx ,σy, τxy) = f 2(σσσ) = Fσ2
y + Gσ2

x + H(σx − σy)
2 + 3Nτ 2

xy, (5)

where σσσ = (σx ,σy, τxy) are three plane stress components and F,G, H , and N are
four material parameters to be determined from mechanical test data for a given
orthotropic sheet. This greatly simplifies the theory but limits somewhat its capa-
bility of modeling plastic anisotropy of a sheet metal in plane stress with only four
polynomial coefficients in the single quadratic yield stress function.

A non-quadratic yield function such as Gotoh’s 1977 quartic yield function with
nine polynomial coefficients [6] or YLD2000-2D with eight material parameters [7]
in associated plasticity can be used to overcome such a limitation of Hill’s 1948
anisotropic plasticity. Alternatively, non-associated quadratic plasticity may also be
used for better modeling sheet metals using two separate quadratic stress functions
[8], namely, a yield stress function Φ2y and a stress-based flow potential Φ2p in a
compact polynomial form as [9]

Φ2y = f 2(σσσ) = Y1σ
2
x + Y2σxσy + Y3σ

2
y + Y4τ

2
xy,

Φ2p = g2(σσσ) = P1σ
2
x + P2σxσy + P3σ

2
y + P4τ

2
xy,

(6)

where Y1,Y2,Y3, and Y4 are the four materials parameters in the yield function and
P1, P2, P3, and P4 are the four material parameters in the flow potential (only three
of them are independent). The plastic work equivalent stress has been defined as
either σ(σσσ) = f (σσσ) or σ(σσσ) = g(σσσ) in the applications of non-associated anisotropic
plasticity [10–12].

We point out here that in general one can define a third independent stress function
as the plastic work equivalent stress σ(σσσ) [13, 14] and for the case of a quadratic
function as
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Φ2q = σ2(σσσ) = Q1σ
2
x + Q2σxσy + Q3σ

2
y + Q4τ

2
xy, (7)

where Q1, Q2, Q3, and Q4 are the four additional material parameters.
In the following, the identificationofmaterial parameters of these three stress func-

tions are first given. The new anisotropic plasticitymodeling approach is then applied
to two rolled sheet metals that have been modeled previously by non-associated
quadratic anisotropic plasticity in the literature [11]. The difference and connection
among the yield, flow and equivalent strength surfaces are pointed out for those sheet
metals. The similarities and differences between the new and previous strain harden-
ing modeling approaches are compared. The advantages and limitations of using an
independent equivalent stress function for strain hardening modeling in sheet metal
plasticity are summarized in the end.

Calibration of Three Quadratic Polynomials of Stresses

Before the quadratic anisotropic plasticity theory with the new strain hardeningmod-
eling approach can be used in a sheet metal forming analysis, its material parameters
in three quadratic polynomials have to be identified using experimental measure-
ments. Seven inputs from three uniaxial tension and one equal biaxial tension tests
are often used to calibrate these material parameters [9–12]. They are four yield/flow
stresses (σ0, σ45, σ90, σb) and three plastic strain ratios (r0, r45, r90).

Parameter Identification for Yield Stress and Flow Functions

A total of seven material parameters in Hill’s quadratic yield stress function Φ2y and
flow potential Φ2p are readily obtained as [8, 10, 11]

Y1 =
(

σ f

σ0

)2

, Y2 = −
(

σ f

σ0

)2

−
(

σ f

σ90

)2

+
(

σ f

σb

)2

,

Y3 =
(

σ f

σ90

)2

, Y4 = 4

(
σ f

σ45

)2

−
(

σ f

σb

)2

,

(8)

P2
P1

= − 2R0

R0 + 1
,

P3
P1

= R0R90 + R0

R0R90 + R90
,

P4
P1

= (2R45 + 1)(R0 + R90)

(R0 + 1)R90
, P1 =

(
σ f

σ0

)2

.

(9)

where the yield and flow surfaces are defined as f (σσσ) = σ f (ε̄
p) and g(σσσ∗) = σ f (ε̄

p),
respectively (whereσσσ∗ �= σσσ in general except at uniaxial tension in RD). By common
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practice, one often sets ε̄p = ε
p
0 and σ f (ε̄

p) = σ0(ε
p
0 ), so Y1 = P1 = 1 and P2 to P4

depend only on three plastic strain ratios (which themselves are constants to first
approximation for most sheet metals). On the other hand, Y2 to Y4 are in general not
completely determined yet without specifying ε

p
45(ε̄

p), εp
90(ε̄

p), and ε
p
b (ε̄

p).

Parameter Identification for the Equivalent Stress Function

Instead of assuming either σ(σσσ) = f (σσσ) or σ(σσσ) = g(σσσ) as in [8, 10–12], the four
material parameters Q1 to Q4 in the quadratic stress functionΦ2q may be prescribed
separately. Considering the plastic work rate equivalency of Eq. (3) for three uniaxial
tension tests and one equal biaxial tension test, one has (Q1 to Q4 are not constant
in general and ε̄

p
i is the initial value of ε̄p of the sheet metal)

√
Q1 ˙̄εp = ε̇

p
0 , ε

p
0 (ε̄p) = e0 +

ε̄p∫

ε̄
p
i

√
Q1 dε̄p,

√
Q1 + Q2 + Q3 + Q4 ˙̄εp = 2ε̇p45, ε

p
45(ε̄

p) = e45 +
ε̄p∫

ε̄
p
i

√
Q1 + Q2 + Q3 + Q4

2
dε̄p,

√
Q3 ˙̄εp = ε̇

p
90, ε

p
90(ε̄

p) = e90 +
ε̄p∫

ε̄
p
i

√
Q3 dε̄p,

√
Q1 + Q2 + Q3 ˙̄εp = ε̇

p
b , ε

p
b (ε̄p) = eb +

ε̄p∫

ε̄
p
i

√
Q1 + Q2 + Q3 dε̄p,

(10)
where (e0, e45, e90, eb) are initial strain offset values.
On the other hand, if the four plastic strain functions ε

p
0 (ε̄

p), ε
p
45(ε̄

p), ε
p
90(ε̄

p),
ε
p
b (ε̄

p) are known, the four material parameters Q1 to Q4 are simply related to the
first derivatives of these four plastic strains

Q1(ε̄
p) = (ε′

0(ε̄
p))2, Q2(ε̄

p) = −(ε′
0(ε̄

p))2 − (ε′
90(ε̄

p))2 + (ε′
b(ε̄

p))2,

Q3(ε̄
p) = (ε′

90(ε̄
p))2, Q4(ε̄

p) = 4(ε′
45(ε̄

p))2 − (ε′
b(ε̄

p))2.
(11)

One way to obtain those plastic strain functions is from four experimentally mea-
sured stress–strain relationships σ

exp
0 (ε

p
0 ), σ

exp
45 (ε

p
45), σ

exp
90 (ε

p
90), and σ

exp
b (ε

p
b ) per

three uniaxial and one equal biaxial tension tests if material parameters Y1 to Y4
of the yield stress function Φ2y are known. In fact, their inverted form as plastic
strain–stress relations, εexp0 (σ0), ε

exp
45 (σ45), ε

exp
90 (σ90), and ε

exp
b (σb), are what needed

(the superscript p of strains is omitted for simplicity). According to the yield condi-
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tion of Eq. (1) under three uniaxial tension and one equal biaxial tension tests, one
can obtain the analytical expressions for these four plastic strains in terms of the
equivalent plastic strain as

σ0(ε
p
0 ) = σ f (ε̄

p)√
Y1

, ε0(ε̄
p) = ε

exp
0 (σ0(ε̄

p)) = ε
exp
0

(
σ f (ε̄

p)√
Y1

)
,

σ45(ε
p
45) = 2σ f (ε̄

p)√
Y1 + Y2 + Y3 + Y4

, ε45(ε̄
p) = ε

exp
45

(
2σ f (ε̄

p)√
Y1 + Y2 + Y3 + Y4

)
,

σ90(ε
p
90) = σ f (ε̄

p)√
Y3

, ε90(ε̄
p) = ε

exp
90 (σ90(ε̄

p)) = ε
exp
90

(
σ f (ε̄

p)√
Y3

)
,

σb(ε
p
45) = σ f (ε̄

p)√
Y1 + Y2 + Y3

, εb(ε̄
p) = ε

exp
b

(
σ f (ε̄

p)√
Y1 + Y2 + Y3

)
.

(12)

Per convention ε̄p = ε
p
0 , σ f (ε̄

p) = σ0(ε
p
0 ) and Y1 = 1 so Q1 = 1.

Application to Selected Sheet Metals

We are now ready to apply the new strain hardening model to two sheet metals that
have been previously modeled via conventional non-associated quadratic anisotropic
models [11], where the Voce strain hardening law with three material constants
(A, B,C) is adapted for the sheet metals

σ f (ε̄
p) = A − B e−C ε̄p

. (13)

For the convenience of readers here, the relevant experimental data for the two
sheet metals (aluminum alloy AA5182-O and stainless steel 718-AT) are relisted in
Table1. As shown in Fig. 1, the four stress–strain curves for each of these two sheet

Table 1 Voce model parameters and plastic strain ratios for two sheet metals [11]

Material Test A B C Rθ

AA5182-O 0 366.84 251.07 11.166 0.957

45 358.74 247.11 9.719 0.934

90 362.39 248.11 9.981 1.058

EB 437.28 312.26 6.179

SS718-AT 0 532.38 321.50 9.592 1.830

45 520.70 301.30 10.149 2.294

90 516.28 299.79 10.412 2.517

EB 709.54 471.79 9.980
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Fig. 1 Stress–strain curves for a AA5182-O and b SS718-AT sheet metals under uniaxial tension
along rolling (solid lines), cross (dashed lines), and transverse (dot-dashed lines) directions and
under equal biaxial tension (dotted lines)

Table 2 Material constants in yield function Φ2y and flow potential Φ2p

Y2(0) Y3(0) Y4(0) P2 P3 P4

AA5182-O −1.16875 1.02625 3.44470 −0.97803 0.95122 2.79111

SS718-AT −1.16211 0.94885 2.90863 −1.29329 0.90355 3.41017

metals are not completely self-similar, especially for AA5182-O, indicating clearly
the differential strain hardening behavior. Table2 lists thematerials parameters for Y2
to Y4 based on the initial yield stresses (ε̄p = 0) and P2 to P4 based on (R0, R45, R90)

for each material (noting Y1 = P1 = 1).

von Mises Isotropic Equivalent Stress Function

As an initial effort, one may simply assume that the equivalent stress function to be
isotropic vonMises type with (Q1, Q2, Q3, Q4) = (1,−1, 1, 3). From Eq. (10), one
has (letting ε̄

p
i = 0)

ε
p
0 (ε̄

p) = e0 + ε̄p, ε
p
45(ε̄

p) = e45 + ε̄p, ε
p
90(ε̄

p) = e90 + ε̄p, ε
p
b (ε̄

p) = eb + ε̄p.

(14)
So the material parameters Y2 to Y4 from Eq. (8) are (recalling σ f (ε̄

p) = σ0(ε
p
0 ))

Y2(ε̄
p) = −1 −

(
A0 − B0 e−C0 ε̄

p

A90 − B90 e−C90 ε̄p

)2

+
(

A0 − B0 e−C0 ε̄
p

Aeb − Beb e−Ceb ε̄p

)2

,

Y3(ε̄
p) =

(
A0 − B0 e−C0 ε̄

p

A90 − B90 e−C90 ε̄p

)2

,

Y4(ε̄
p) = 4

(
A0 − B0 e−C0 ε̄

p

A45 − B45 e−C45 ε̄p

)2

−
(

A0 − B0 e−C0 ε̄
p

Aeb − Beb e−Ceb ε̄p

)2

,

(15)
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Fig. 2 Variation of three material parameters of the yield function Φ2y with von Mises equivalent
plastic strain for a AA5182-O and b SS718-AT sheet metals

Fig. 3 Variation of scaled material parameters of the yield functionΦ2y with von Mises equivalent
plastic strain for a AA5182-O and b SS718-AT sheet metals

where e0 = e45 = e90 = eb = 0 are assumed. Variations of these three material
parameterswith vonMises equivalent plastic strain are shown in Fig. 2 forAA5182-O
and SS718-AT sheet metals. The strain dependence of these material parameters are
better illustrated using the normalized values as shown in Fig. 3. Again, AA5182-O
exhibits a stronger differential strain hardening behavior (i.e., its dissimilar strain-
dependence of Y2, Y3, and Y4).

Differential Hardening Equivalent Stress Function

Alternatively, onemay use the constant material parameters Y2 = Y2(0), Y3 = Y3(0),
and Y4 = Y4(0) to define the yield stress function first and the differential strain
hardening behavior of a sheet metal is modeled instead via the strain dependence of
material parameters Q2, Q3, and Q4 in the equivalent stress function Φ2q .

From Eq. (12), one has the experimental Voce hardening parameters as given in
Table1
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A45 − B45 e
−C45ε

p
45 = α45A0 − α45B0 e

−C0 ε̄
p
,

A90 − B90 e
−C90ε

p
45 = α90A0 − α90B0 e

−C0 ε̄
p
,

Aeb − Beb e
−Cebε

p
b = αeb A0 − αebB0 e

−C0 ε̄
p
.

(16)

where α45 = 2/
√
Y1 + Y2 + Y3 + Y4, α90 = 1/

√
Y3 and αeb = 1/

√
Y1 + Y2 + Y3.

After solving the above equations to obtain ε
p
45(ε̄

p), ε
p
90(ε̄

p), and ε
p
eb(ε̄

p), one can
then compute their first derivatives as

ε′
45(ε̄

p) = 1

C45

α45B0C0 e−C0 ε̄
p

A45 − α45A0 + α45B0 e−C0 ε̄p ,

ε′
90(ε̄

p) = 1

C90

α90B0C0 e−C0 ε̄
p

A90 − α90A0 + α90B0 e−C0 ε̄p ,

ε′
b(ε̄

p) = 1

Ceb

αebB0C0 e−C0 ε̄
p

Aeb − αeb A0 + αebB0 e−C0 ε̄p .

(17)

Variations of these derivatives (strain increment ratios) with the equivalent plastic
strain are shown inFig. 4 forAA5182-OandSS718-AT sheetmetals. Finally,material
parameters Q2(ε̄

p), Q3(ε̄
p), and Q4(ε̄

p) of the equivalent stress function Φ2q can
be obtained from Eq. (11) and their strain dependence is shown in Fig. 5.

Discussion

By equivalency of the plastic work rate, an equivalent stress function σ(σσσ) and its
corresponding plastic strain increment ˙̄εp can be introduced independent of either
the yield stress function or plastic flow potential. Like the previous works [10–12],
the accumulated equivalent plastic strain ε̄p may be used as a scalar state variable to
model strain hardening behavior of a sheet metal under proportional loading only.

Fig. 4 Variation of three material parameters of the yield function Φ2y with von Mises equivalent
plastic strain for a AA5182-O and b SS718-AT sheet metals
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Fig. 5 Variation of scaled material parameters of the yield functionΦ2y with von Mises equivalent
plastic strain for a AA5182-O and b SS718-AT sheet metals

As shown in this study, when the von Mises stress function is used as the equiv-
alent stress function, the non-constant material parameters Y2(ε̄p) to Y4(ε̄p) of the
quadratic yield stress function can model the differential strain hardening of the
two sheet metals under consideration. Both the size and shape of the yield surface
Φ2y(σσσ, ε̄p) = σ f (ε̄

p) evolvewith the plastic deformation. This is similar to the use of
the flow potential with constant parameters P2 to P4 as the equivalent stress function
Φ2q(σσσ) = Φ2p(σσσ) [11]. It is however simpler especially when plastic strain ratios of
a sheet metal also evolve with plastic deformation (i.e., when the sheet metal exhibits
a more general anisotropic strain hardening behavior).

On the other hand, our study has also shown that it is still possible to only use
constant material parameters (the initial values Y2(0) to Y4(0)) in the yield stress
function for modeling a sheet metal with a differential strain hardening behavior.
Its corresponding quadratic equivalent stress function Φ2q(σσσ, ε̄p) will have non-
constant material parameters Q2(ε̄

p) to Q4(ε̄
p) instead. In this case, only the size

of its yield surface Φ2y(σσσ) = σ f (ε̄
p) increases with strain hardening and its shape

remains fixed. This particular strain hardening model may be called the generalized
or enhanced isotropic strain-hardening type.

Just like the yield stress functionΦ2y and plastic flow potentialΦ2p, the equivalent
stress functionΦ2q is also required to be positive and convex for sheetmetal plasticity
modeling. Strict positivity and convexity of these three quadratic polynomial stress
functions calibrated for both AA5182-O and SS-718-AT sheet metals have been
numerically certified up to the necking strain level as per the following necessary
and sufficient conditions [5, 8–10]

Y1 > 0, Y3 > 0, Y4 > 0, 4Y1Y3 − Y 2
2 > 0,

P1 > 0, P3 > 0, P4 > 0, 4P1P3 − P2
2 > 0,

Q1 > 0, Q3 > 0, Q4 > 0, 4Q1Q3 − Q2
2 > 0.

(18)
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Prediction of Ductile Fracture in Bainitic
Steel with Dependence on Stress States
and Loading Orientation

Fuhui Shen, Sebastian Münstermann, and Junhe Lian

Abstract The influence of stress states and loading direction on ductile fracture
of high-strength steels is investigated through a hybrid experimental and numerical
approach. The experimental characterization of ductile fracture is carried out by
performing tensile tests at room temperature along three different directions on flat
specimens with features, including central-hole, notched dog-bone, plane-strain, and
shear. In addition, the fracture behavior under the equibiaxial tension state is captured
by the bulge test. The anisotropic plastic flow behavior is described by an evolving
non-associated plasticity model, capable of representing the anisotropic hardening
and evolution of Lankford coefficients. The evolving anisotropy is integrated into
a damage mechanics model and further used for the numerical prediction of the
stress state and loading orientation dependence of ductile fracture behavior. Different
strategies, such as linear transformation and scaling approach, have been adopted to
formulate a unified ductile fracture criterion independent of loading orientations.

Keywords Anisotropy · Flow rule · Stress state · Damage · Fracture

Introduction

Mechanical properties of metallic materials produced in the form of thin sheets or
heavy plates after the rolling process always show anisotropy with different levels
of intensity. The effects of anisotropy on the plasticity and ductile damage and frac-
ture properties have been recognized in many different materials [1–4]. Numerous
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phenomenological anisotropic constitutive models have been proposed to describe
the anisotropic plastic flow behavior of various materials with distinct crystallo-
graphic structures, i.e., body-centered cubic (bcc), face-centered cubic (fcc), and
hexagonal close-packed (hcp). In order to enhance the efficiency and flexibility of
these models in the description of anisotropy, tremendous efforts have been made
from different aspects. One significant aspect is the formulation of advanced expres-
sions of anisotropic equivalent stress in the yield function, starting from the first
quadratic anisotropicHill48model to the recent non-quadratic ones basedondifferent
linear transformation methods [5, 6]. Another significant progress is the develop-
ment of the non-associated flow rule, which increases the accuracy and efficiency
of constitutive models without requiring more experiments [7, 8]. The consideration
of evolving anisotropy is also an important perspective in the recent developments
of anisotropic plasticity models [9–11]. The evolving anisotropic plasticity model
based on the quadratic Hill48 formulation coupled with the non-associated flow rule
proposed by Lian et al. [12] leads to improved accuracy in the plasticity, localization,
and fracture description of different materials [12–14].

The ductile damage and fracture behavior of many metallic materials can be
captured using either coupled or uncoupled damage mechanics models [15]. In the
coupled groups of damage mechanics models, the influence of damage-induced soft-
ening on plasticity is taken into consideration, such as in these Curson-Tvergaard-
Needleman (GTN) [16–18] and continuum damage mechanics (CDM) [19] models.
In contrast, damage effects are separated from plasticity in the uncoupled damage
models by formulating an expression of the critical plastic strain that depends on the
stress states. An essential aspect of the recent development of damage mechanics
concepts is the recognition of the Lode angle dependence of ductile fracture in
variousmetallicmaterials over awide range of loading conditions. Several uncoupled
failure criteria considering the effects of the stress triaxiality and the Lode angle have
been proposed and successfully applied to the prediction of ductile failure in many
aluminium alloys and steels [20–25]. In order to establish an effective link between
load-carrying capacities with material degradation caused by damage initiation, Lian
et al. [26] have proposed the modified Bai-Wierzbicki (MBW) model, which is a
hybrid damage model capable of describing the damage initiation, evolution and
final fracture of various steels subjected to different loading conditions.

Simulation and prediction of anisotropic ductile damage and fracture have been
an important topic, which is of particular significance in the metal forming and
mechanics committee. The consideration of anisotropy effects in coupled damage
mechanics models is typically accomplished by using either vectorial or tensorial
damage variables. In the uncoupled damage mechanics models, different approaches
have been adopted to include the influence of loading orientation. A prevalentmethod
in formulating a unified anisotropic ductile fracture criterion is to apply a linear trans-
formation to either the plastic strain tensor or the stress tensor at the fracturemoment,
which has been adopted for several different alloys [1, 3, 27]. Another alternative
approach is introducing anisotropic parameters in the weight function, as proposed
by Lou and Yoon [28] for the anisotropic fracture description of AA6082 alloy. An
empirical scaling approach has been proposed by Park et al. [29] by modifying the
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definition of the stress triaxiality andmaking damage parameters as continuous func-
tions of loading orientation. In general, these methods have provided sufficient accu-
racy for specific materials; however, their applicability to other materials under more
loading conditions needs further validation. In this study, the anisotropic damage
and fracture properties of high-strength steel are investigated using a combination
of experiments and numerical simulation. Different approaches have been adopted
and compared in the description of anisotropic ductile fracture of the investigated
material.

Material and Experiments

The anisotropic plasticity at room temperature of the investigated material, X70
steel with a mainly bainitic microstructure, is characterized by performing tensile
tests on smooth dog-bone (SDB) specimens along seven different directions (every
15º) with respect to the rolling direction as well as the through-thickness compres-
sion test using cylindrical specimens. During the tensile tests, both the engineering
strain vs. strain curves and the evolution of r-value have been measured along these
directions to characterize the evolution of anisotropy. The flow behavior under the
equibiaxial tension state is obtained from the through-thickness compression tests
by assuming the negligible strength differential effects in compression and tension
of the investigated material. All the plasticity tests have been performed with three
repeating experiments under the quasi-static loading conditions. Detailed informa-
tion regarding the experimental setup and procedures are available in the previous
studies [30, 31]. The experimental results provide strong evidence of the pronounced
evolution of anisotropy in the plasticity of the investigated bainitic steel at room
temperature.

In order to investigate the influence of loading orientation and stress states, in
particular, the triaxiality andLode angle, on the ductile fracture properties of the high-
strength steel, a comprehensive experimental characterization program is carried out
to describe the fracture behavior over a broad stress state spectrum. The adopted
sample geometries are composed of mainly five different categories, i.e., one central
hole (CH-R3), three notched dog-bone with different notch radii (NDB-R30, NDB-
R10, andNDB-R6), two side-grooved plane-strainwith different notch radii (PS-R16
and PS-R2), one shear (SH) and one bulge test to characterize the fracture behavior
under equibiaxial tension. The effects of anisotropy on the ductile fracture of the
investigated material are studied by varying the longitudinal loading direction in all
experiments except the bulge tests parallel to three different directions with respect to
the rolling direction, e.g., rolling (0º), diagonal (45º), and transverse (90º) direction.
An extensometer with an initial distance of 40 mm has been used to measure the
elongation during all the tensile tests under quasi-static loading rates. During the
hydraulic bulge tests, the quasi-static loading condition has been assured as well.
Three parallel tests have been performed for each loading condition. An overview of
all specimens used for the characterization of plasticity and fracture behavior of the
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material is provided in Fig. 1. The experimental results show good repeatability in
terms of fracture displacement and force in all specimens. More detailed information
on the experimental program is provided in our previous study [30, 31]. Based on the
experimental results, clear anisotropic ductile fracture behavior with apparent stress
state dependence is observed in the high-strength steel.

Models

The anisotropic plasticity is described by an evolving non-associated Hill48
(enHill48) plasticity model proposed by Lian et al. [12]. The non-associated flow
rule is adopted in order to overcome the well-known drawback of the conventional
Hill48 model, in which limited accuracy can be achieved in the simultaneous predic-
tion of stress and r-value. A scalar damage variable D is introduced in both the yield
function f and flow potential g to describe the damage induced softening effects,
which are expressed as

f = σ̃σ(σ |Fσ,Gσ, Hσ, Lσ, Mσ, Nσ) − (1 − D) · σY(εp) ≤ 0 (1)

g = σ̃r(σ |Fr,Gr, Hr, L r, Mr, Nr) − (1 − D) · σY(εp) ≤ 0 (2)

σ̃ (σ ) ={
1

2
[F(σ22 − σ33)

2 + G(σ33 − σ11)
2 + H(σ11 − σ22)

2] + Lσ 2
23 + Mσ 2

13 + Nσ 2
12

} 1
2

(3)

Fig. 1 Overview of specimen geometries for plasticity and fracture characterization
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The yield function and the flow potential share the identical expression of the
quadratic equivalent stress σ̃ (σ )with six different anisotropic parameters. According
to the concept of non-associated flow rule, whether plastic deformation takes place
is determined by the value of yield function, while the update of strain components
is controlled by the flow potential:

ε̇
p = λ̇ · σ̃r

σ̃σ

(4)

A critical step in successful finite-element-based numerical simulation is finding
the solution of the equivalent plastic strain rate ε̇

p
, which is defined in Eq. 4 with the

assistance of the non-negative plasticmultiplier λ̇. Amajor advantage of the quadratic
anisotropic plasticity model belonging to the Hill48’s family is the existence of
several analytical expressions for the determinationof anisotropic parameters. In non-
evolving plasticity models, these six anisotropic parameters can be obtained by the
yield strength of uniaxial tensile tests along different directions and the yield strength
under the equibiaxial tension state. Other methods can also be used to determine
these parameters based on the yield strength along the rolling direction and r-value
along other directions. A summary of these analytical equations is available in [32].
Omitting the effects of out-of-plane anisotropy, it is typically assumed that L = M =
3. For the description of evolving characteristics of anisotropy, a straightforward
modification has been made by Lian et al. [12] to calculate anisotropic parameters as
continuous functions of the equivalent plastic strain by using complete flow curves
and evolution functions of r-value along different loading directions as inputs.

A ductile damage initiation (DDI) criterion is defined in the MBW model [26]
as a critical value of the equivalent plastic strain εddi, which is a weigh function of
the stress triaxiality η and the Lode angle parameter θ . In the MBW model under
proportional loading conditions, ductile damage initiates once the damage initiation
locus (DIL) is reached, which is represented by the symmetric surface with respect
to the Lode angle parameter in the space of the equivalent plastic strain, triaxiality,
and Lode angle parameter.

εddi
(
η, θ

) = (
Dα

1 · e−Dα
2 ·η − Dα

3 · e−Dα
4 ·η) · θ

2 + Dα
3 · e−Dα

4 ·η (5)

Due to the change of sample geometry and the strain hardening that occurs during
the deformation process, the critical elements in different specimens experience non-
proportional loading history due to the change of stress states. Therefore, the proper
design of specimen geometry based on the hardening properties of the material to
achieve a more or less constant stress state is an important approach to minimize the
effects on non-proportionality. An alternative method to consider the effects of stress
state evolution is to use the average stress state variables until the damage initiation,
i.e., the average values of the stress triaxiality ηavg and the Lode angle parameter θ avg

are used to represent the overall stress state during the complete loading history. In
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this case, an indicator of ductile damage Idd has been used as an initiation criterion to
evaluate the accumulative effects of damage and damage initiation takes place once
Idd = 1.

ηavg = 1

εddi

εddi∫
0

ηdεp, θ avg = 1

εddi

∫ εddi

0
θdεp (6)

Idd =
εp∫
0

1

εddi(ηavg, θ avg)
dεp (7)

Ḋ = σ̃ddi

Gf
· ε̇

p
(8)

In the coupledMBWmodel, a simple linear damage accumulation law is assumed.
The damage evolution rate Ḋ is formulated as a linear function of the equivalent
plastic strain rate ε̇

p
by introducing two additional parameters, i.e., the stress at ductile

damage initiation σ̃ddi and the energy dissipation rate Gf . By modifying these two
parameters, the damage evolution rate can be adjusted according to the experimental
results. Similar to the damage initiation locus, a ductile fracture criterion is also
proposed as a critical value of the damage variable Dc ,that is, a weight function
of the stress triaxiality and the Lode angle parameter. For the reason of simplicity,
the critical damage variable is assumed to be unity (Dc = 1) in this study. This
anisotropic damagemechanics model has been written as a VUMAT user subroutine,
and the ABAQUS/EXPLICIT simulation software has been used to perform all these
simulations.

Simulation Results

The numerical prediction of the final anisotropic ductile fracture relies on the accurate
description of the plastic deformation of the investigated material. Therefore, the
accuracy of the applied evolving plasticity model needs to be verified prior to the
simulation of damage and fracture. The difference in the yield function and the flow
potential of the enHill48 model is attributed to the distinct methods used for the
determination of anisotropic parameters. The anisotropic parameters in the yield
function are calculated using the flow stress obtained from uniaxial tensile tests
along three different directions (σ0, σ45, and σ90) and the flow stress of equibiaxial
tension σb. The anisotropic parameters in the flow potential are calculated using the
evolution functions of the r-value obtained from uniaxial tensile tests along three
different directions (r0, r45, and r90) and the flow stress of the reference direction
σ0. Explicit equations are available for the calibration of these parameters. With the
calibrated parameters at different levels of plastic strain, the predicted distribution of
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the normalized stress (σα/σ0) and the r-value using the enHill48 model is compared
with experimental results in Fig. 2. From the experimental results, it is evident that the
anisotropy patterns in terms of the distribution of normalized stress and r-value are
changingwith increasing plastic deformation, indicating the non-negligible effects of
evolving anisotropy.Besides the accurate prediction of the stress and r-value along 0°,
45°, and 90° directions, which are used in the calibration procedure, the normalized
stress and r-value along the other four additional directions are generally captured
with acceptable accuracy as well. The evolution in the anisotropy distribution is
predicted by the enHill48 model at different strain levels. The corresponding yield
locus and flow potential in the enHill48 model at different strain values are plotted
in Fig. 2 as well, where the yield locus of the isotropic Mises plasticity model is also

Fig. 2 Evolution of anisotropy of X70 steel obtained from uniaxial tensile tests and compression
tests: a normalized stress, b r-value, c yield locus, and d flow potential
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shown for comparison. At the yield point, the difference between the yield locus of
the enHill48 model and theMises model is quite obvious, especially in the transverse
uniaxial tension and equibiaxial tension state. The experimental results of the stress
obtained from uniaxial tensile tests along 0° and 90° directions and the equibiaxial
tension state are located on the yield locus of the enHill48 model. However, an
apparent deviation is noticed between the flow potential and the experimental results
at different strain levels, which indicates the significant difference between the yield
locus and the flow potential. In addition, the evolution of both yield locus and the flow
potential is accurately captured by the evolving enHill48 plasticity model, which is
accomplished by the adoption of the non-associated flow rule and the consideration
of strain dependence of anisotropic parameters.

After verifying the accuracy of the enHill48 model in the description of stress
and r-value at discrete points of plastic strain, it is necessary to calibrate the flow
curves and evolution functions of r-value along different loading directions. The
parameters in the Swift hardening law have been calibrated individually for three
uniaxial tensile tests and the equibiaxial tension state to describe the anisotropic
hardening behavior of the material. In addition, the evolution of the r-value along
three loading directions is also described using a continuous exponential equation
with three sets of individually calibrated parameters. The validation of plasticity
parameters in the description of the evolution of the yield locus and flow potential is
assessed based on the accurate prediction results of the force–displacement curves
obtained from tensile tests of CH-R3 specimens along three loading directions.

With all calibrated plasticity parameters, the finite element simulations have been
performed for all specimens along the corresponding loading directions. Concerning
the global response of the force–displacement curves in different samples, a gener-
ally good agreement is achieved by using the enHill48 plasticity model. The local
stress state variables have been extracted from the critical elements in these samples,
which are assumed to be the symmetry center of the specimen as ductile damage
typically initiates from the inside of the material. With the collection of these local
variables for all tested geometries, i.e., the equivalent plastic strain at damage initi-
ation, the average stress triaxiality, and the average Lode angle parameter, the four
parameters in the symmetric damage initiation locus function have been calibrated
independently for three specific loading directions. The damage evolution param-
eter Gf has also been inversely calibrated and the same value has been assumed in
three different directions for the reason of simplicity. Damage initiation occurs at
a very late stage of deformation in the investigated material, therefore, the hybrid
MBWmodel has been used in the uncoupled manner, where the damage initiation is
assumed to be identical to the ductile fracture initiation in this study. The stress state
dependence of the critical damage variable is omitted by assuming Dc = 1 for all
loading cases. This simple assumption has not caused any significant loss of accuracy
in the prediction capacity of the anisotropic damage mechanics models. The simula-
tion results on the force–displacement curves of two representative geometries, i.e.,
CH-R3 and NDB-R30, have been shown in Fig. 3 for three loading directions. In
comparison with corresponding experimental results, the anisotropic ductile fracture
behavior under the influence of stress states is accurately predicted by the proposed
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Fig. 3 Simulation results of the anisotropic global response of force–displacement curves obtained
from tensile tests of different specimens along three loading directions: a CH-R3 and b NDB-R30

anisotropic damage mechanics models. In both specimens, the force is the highest
along the transverse direction in the early stage of plastic deformation and that along
the other twodirections has similar values,which is consistentwith the twoflowstress
distribution in Fig. 2. With the increase of displacement, the force decreases most
rapidly along the transverse direction, which indicates the significance of anisotropic
hardening in the investigated material. The fracture displacement along the diagonal
direction is the largest in both geometries and that along transverse and rolling direc-
tions has similar values. This pattern of anisotropy in the distribution of fracture
displacements depends on the corresponding stress states in different geometries,
which is not completely shown here due to the limitation of space. With all these
independently calibrated damage parameters for three individual loading directions,
the force–displacement curves until the fracture point have been accurately predicted
by the anisotropic damage models all specimens, which provides strong evidence of
the efficiency and accuracy of the proposed damage mechanics model.

Though a very good agreement is achieved in the prediction of anisotropic global
force–displacement curves over a wide range of stress states, however, it is also
of significant importance to formulate one anisotropic damage and fracture crite-
rion which considers the influence of stress state but is independent of the loading
direction. As mentioned in the previous section, several different approaches are
available for the formulation of one unified anisotropic damage model, among
which the empirical scaling function and the linear transformation approach are
two promising methods with a good balance of accuracy and simplicity. Therefore,
these two approaches have been applied to the collected results in this study.

In the first empirical approach, a straightforward phenomenological modification
has been adopted by establishing an empirical relationship between these calibrated
damage parameters and loading directions. The individually calibrated damage initi-
ation curves explained in the previous part under the plane stress condition (σ3 = 0)
have been plotted as dotted curves with different colors in Fig. 4. Taking the damage
initiation curves along the rolling direction as the reference, normalization has been
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Fig. 4 Anisotropic damage initiation locus for X70 steel based on a scaling approach and b linear
transformation approach

performed on the damage initiation strain with respect to the local stress state vari-
ables for the transverse and diagonal directions. A combination of polynomial and
trigonometric functions has been used to determine the loading orientation depen-
dence of damage parameters in the investigated material. The adopted approach is
similar to themethodproposed byPark et al. [29].With all these calibrated parameters
in the scaling function, the damage initiation curves under plane stress conditions are
reproduced for all three loading directions, which are compared with experimental
ones determined based on the hybrid experimental and numerical approach. It is
evident that the calculated results using the empirical scaling method are in line with
the experimental results under the plane stress condition.

εd =

⎡
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In the second linear transformation approach, the plastic strain tensor at the
damage initiation moment has been collected for different geometries along three
loading directions. The anisotropy effects are considered by introducing a four order
transformation tensor D, as shown in Eq. 9, which is identical to the matrix applied
by Lou and Yoon [3]. As many geometries are considered in this study and necking
phenomena are observed at the late stage of plastic deformation, therefore, the full
plastic strain tensor with six components εp and nine anisotropic parameters in the
transformation matrix D have been used to recalculate the damage strain tensor εd.
The calibration of damage parameters in the damage initiation locus Dα

1∼4 and those
in the transformation matrix di j is performed using the optimization method to mini-
mize the deviation with experimental results. The equivalent plastic strain (PEEQ)
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of the damage strain tensor is calibrated as a function of the stress triaxiality and
the Lode angle parameter, as demonstrated in Fig. 4. The symbols with different
colors represent the local variables obtained from three distinct orientations. Though
a unified anisotropic damage initiation locus is calibrated using the linear transforma-
tion matrix; however, it is still challenging to make all data points from experimental
results locate the single surface.

Due to the fact that a large dataset covering a wide range of stress states is consid-
ered in this study, not all experimental results are located on the anisotropic damage
initiation locus. In order to minimize the deviation between experimental and numer-
ical results on the anisotropic damage initiation locus, further developments are
necessary to provide more efficient and accurate approaches for the establishment
of one anisotropic damage and fracture criterion that is valid for a wide range of
loading conditions.

Conclusions

The anisotropic ductile damage and fracture properties of high-strength bainitic
steel have been investigated using experimental mechanical characterization on a
comprehensive category of specimens and numerical prediction based on the damage
mechanics model. The damage parameters have been calibrated for three individual
loading directions. Based on these experimental and numerical results, the appli-
cability of the evolving anisotropic plasticity and the damage mechanics models
has been validated over a broad range of loading conditions, in which the signif-
icance of evolving characteristics of anisotropy and stress state has been revealed
as well. Two different approaches have been adopted and compared to establish the
relationship between damage initiation criterion and loading orientation considering
the influence of stress states. Both methods are efficient in the formulation of one
unified anisotropic damage and fracture criterion, however, a certain deviation is also
noticed, which requires further developments in the modeling strategies.
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Shape Optimization of a Cruciform-Like
Specimen for Combined Tension
and Shear Loading

Minki Kim, Jinjin Ha, and Yannis P. Korkolis

Abstract The present work is concerned with the optimization of cruciform-like
specimen shape under combined tension and shear loading. A novel shape of a
cruciform-like specimen is proposed, to measure flow stresses under combined
tension and shear. The overall concept of the cruciform-like specimen is the combi-
nation of general cruciform specimen and simple shear specimen. The proposed
cruciform-like specimen has four arms, two of which are used to apply the tension
and the other two arms the shear. The dimensions of the gage-section were then opti-
mized to minimize the variation of axial and shear stresses from uniformity, as well
as to find the difference with the average stresses, i.e., force divided by current area,
so that measured forces can be used to calculate the stresses in experiments. The
optimized specimen design was tested by FE simulations with various force ratios
to confirm its performance.

Keywords Shape optimization · Specimen design · Cruciform specimen ·
Combined tension-shear · Stress state

Introduction

Multi-axial material properties are being required to design complex structures for an
auto-body. To predict the deformation of the complex structures, finite element simu-
lations must be conducted with accurate yield function and hardening curve consid-
ering combined loading conditions, such as tension-the multi-axial stress states.
Many types of specimen design, for example tube [1], notch [2], cruciform-like [3],
and butterfly [4] specimens, have been developed to measure the material behavior
under combined loading conditions. For constitutive identification, using a bi-axial
tensile testingmachine with a cruciform specimen [5]makes it easy to realize various
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stress states by controlling the force ratio. In this work, to measure flow stresses
for complex stress states a novel shape of a cruciform-like specimen that allows
combined tension and shear is suggested. The specimen dimensions are then opti-
mized for the minimum variation of both stress fields for tension and shear from
forces divided by current area in the gage sections. Finite element (FE) simulations
are performed with the optimized specimen design for various force ratios to confirm
its performance.

A Novel Cruciform-Like Specimen

The overall concept of the novel cruciform-like specimen is the combination of
general cruciform specimen [6, 7] and the smiley shear specimen [8] as shown in
Fig. 1. The proposed specimen has four arms; two arms for tension and the other two
arms for shear, so the horizontal force (F1) and the vertical force (F2) induce tension
and shear on the gage sections, respectively.With the grip width (D) of 30mm,which
is a constraint coming from the grips of the cruciform testing machine, the design
parameters are the gage length (L), the gage width (G), the leg width (A), and the
neck width (B) as shown in Fig. 1, which are optimized by FE simulations in the
next section.

Shape Optimization

To optimize the specimen dimensions, some geometrical constraints are determined
such as to avoid the plastic deformation on other parts of the specimen except gage
section, for loading in 22-direction.

F1

F2

F1

F2

Fig. 1 A novel cruciform-like specimen and design parameters
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σA,yield ≥ F2
2At

(1)

σB,yield ≥ F2
Bt

(2)

τL,max ≤ F2
2Lt

(3)

The constraints for gage-length can be expressed with letting the σA,yield, σB,yield
and τL,max be determined by the yield stress (σy) and the UTS (σUTS) from uniaxial
tensile data along the RD [9], i.e., σA,yield= σB,yield= σy,

√
3τL,max= σUTS.

L ≤
√
3σy

σUTS
A (4)

L ≤
√
3σy

2σUTS
B (5)

For simplicity, the leg width is assumed to be the same with the half of the neck
width. The minimum gage length and the gage width are set to 5 mm and 0.5 mm,
respectively. Among them, themaximum legwidth is determined to be 6.75mm. The
constraint for the gage section can be described as in Eq. (6) for shear deformation,
where the gage width is related to widths of other parts except the gage section. The
fillet radius (R) can be described as in Eq. (7).

G ≤ L (6)

G = D

2
−

(
A + B

2

)
− 2R (7)

From Eqs. (4–7), the feasible design region is determined as the triangular region
as shown in Fig. 2a. Then, 16 design candidates were selected to test the performance
for the shape optimization as depicted in Fig. 2b.

The design candidates are examined by FEA to observe the stress distribution in
the gage section under the combined tension and shear. All analyses are performed
with the ABAQUS 2019 implicit. The applied stress–strain curve is determined by
Swift fitting of uniaxial tensile data of AA6013-T4 2.0t [9] and is listed in Table 1.
The material property is assumed to be isotropic hardening. The symmetric design
of the specimen with respect to the 22-axis allows all FEAs to be performed on the
half FE model with boundary conditions shown in Fig. 3. The mesh configuration
of the gage section consists of plane stress, quadratic, reduced integration elements
(CPS8R), with the element size of 0.1 mm. The force ratio (F1 : F2) was set to (1:2)
corresponding to the ratio of axial stress to shear stress of (1:1).
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Lmin

Leq.4

Leq.6

Amax

1 2

3

4 5 6 7 8

9 10 11 12 13

14 15 16

a b

Fig. 2 Feasible design: a region, b candidates

Table 1 Coefficient of Swift
fitting

Swift fit σ = k(ε0 + ε)n

k ε0 N

628.5 0.02396 0.2785

Fig. 3 Boundary conditions
and mesh configuration on
gage section

Symmetry

Fixed BC

F1

Figure 4 shows an example of the distribution of the equivalent plastic strain with
respect to the displacement in 22-direction (U2) for the design option 3 (see Fig. 2b).
Stress or strain concentration occurs at the fillet region because of the geometrical
characteristics. This concentration becomes larger and larger during the deformation
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Fig. 4 Equivalent plastic strain distribution at U2 of: a 0 mm, b 0.4 mm, c 0.8 mm, d 1.2 mm. Note
that each color bar is on a different scale

due to tension and shear loading, so that the level of equivalent plastic strain is the
largest at the fillet region.

To evaluate the distributions of the axial stress (σ11) and shear stress (σ12) on the
gage section, the stresseswere extracted from the centerline on the gage section for all
design candidates. Designs 1, 2, and 3 were selected first to confirm the stress unifor-
mity on the gage section for extreme cases of the feasible design region. Figure 5
shows the axial stress and shear stress distribution according to the displacement
in 22-direction. Each dashed line describes the force divided by current area (A)
corresponding to experimental stress calculation, F1

A for axial and F2
2A for shear. The

current area at each displacement U2 is calculated by summation of the current area
for each node, see Eq. (8), where N is the number of nodes along the centerline of
the gage section. The axial and shear stress distribution come closer to the dashed
line and the uniform region increases when the design number increases from 1 to
3, meaning that a longer gage length and a shorter gage width are preferable.

The cost function (f) is defined by Eq. (9) as the sum of the variation of axial and
shear stresses from the forces divided by the current area, i.e., the average stresses.

A =
∑N

i=1
li t i (8)

f = 1

N

∑N

i=1

√(
σi
11,FEA − F1

A

)2

+ 1

N

∑N

i=1

√(
σi
12,FEA − F2

2A

)2

(9)

For shape optimization, the cost function values of the design candidates are
evaluated to find out the optimized solution that has the minimum cost function
value as shown in Fig. 6. The design 3 has the minimum values regarding the U2

except 0.2 mm meaning the early part of the deformation. The total summation of
the cost function values is still the smallest for design 3. The final design, therefore,
is determined with the design 3 that has the gage length of 6.5 mm, the gage width
of 0.5 mm, the leg width of 6.75 mm, and the neck width of 13.5 mm.
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Fig. 6 Cost function value

1 4 5 6 9 7 10 11 8 14 12 2 15 13 16 3

In order to confirm the performance of the optimized specimen design, FEA is
conducted with the different force ratios of (1:8) and (2:1). The former force ratio
indicates combined tension and shear butmost deformation is induced by shear, while
in the latter force ratio, themost deformation is induced by tension. Figure 7 shows the

Fig. 7 Stress distribution with force ratio of: a 1:8, b 2:1
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axial and shear stress distribution with regard to U2. The overall stress distributions
for both force ratios are showing a good uniformity, but the difference between the
stresses and the force divided by the current area is not small when the deformation
amount is high. The optimized design can be utilized to measure the multi-axial
properties with the correction of measured stress levels by a comparison between the
stress level in FEA and experiments [9, 10]. For experimentally measuring the axial
and shear stresses without the correction, further study for shape optimization will
be performed with an extended feasible region to find out a dimension set showing
a good stress uniformity and stress levels closer to the force divided by the current
area.

Conclusion and Future Works

In this work, a novel cruciform-like specimen with four arms was proposed to obtain
multi-axial material properties under combined tension and shear. Specimen dimen-
sions were optimized by FEA with various design candidates in the feasible design
region. The final design was determined with the optimized dimension set, which
has the minimum value of the cost function. The performance of the final design was
confirmed by FEAs with various force ratios. In future work, the optimization will
be performed with an extended feasible design region so that various design candi-
dates will be examined to determine the one showing a good uniformity of stress
distribution, and proximity to the force divided by area.
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Data-Based Prediction Model
for an Efficient Matching Process
in the Body Shop

Arndt Birkert, Johannes Weber, Moritz Nowack, Christian Schwarz,
Benjamin Hartmann, and Philipp Zimmermann

Abstract Achieving the optimal dimensional quality for automotive body parts
today is a time and cost-intensive process still often based on trial-and-error
approaches. There are two ways to improve the accuracy in the production process:
Early modification of the tools in the press shop is one way to significantly manip-
ulate the dimensional quality of parts, although resulting in high costs. The other—
much more time and cost-effective—way is trying to change the geometry in the
body shop, although providing a lesser adjustment range. Definition of a reasonable
parameter adjustment in a single joining stage needs expert knowledge because the
adjustment of a single fixture component can have a complex impact on the final
assembly. In this publication, a new approach based on finite element simulation and
statistical methods is presented being able to characterize the interactions between
clamp settings and assembly geometry and to identify the main impact factors on
the dimensional accuracy of assembled body parts. The surrogate model is based on
smart data, gathered from FEM simulations.

Keywords Body manufacturing process · Body shop · Body-in-white ·Matching
process · Assembly simulation · Smart data · Coupled process analysis · CPA ·
Machine learning · FEM simulation

Introduction

Considering the customers’ increasing expectations of vehicle quality in terms of
design, appearance, and functionality, the manufacture of dimensionally accurate
and robust car bodies represents a fundamental aspect of automotive production.
Typically, even slight variations in gaps between body assemblies, such as side panel
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frames and doors, can have a significant impact on the visual appearance of a vehicle.
Throughout the body manufacturing process, many process influences affect the
quality of the body assemblies (e.g. geometry variations of the individual parts)
potentially resulting, in the geometry lie far outside the required tolerances [1]. This
means that the ramp-up phase until the start of production (SOP) is characterized by
time-consuming and cost-intensive adjustment loops. The shortening of these trial
and error processes is an essential criterion for achieving competitive advantages in
automotive manufacturing.

To achieve the highest possible degree of process capability, the numerical vali-
dation of individual process steps in car body production based on the finite element
method (FEM) is part of the industrial standard [2]. The springback and gravity simu-
lations performed are the prerequisite that enables a valid analysis of the dimensional
quality of individual parts and assemblies at an early stage of development. In the
automotive production process, the application of simulation methods based on the
finite elements has been state of the art since decades [3]. The simulation results
can then be used during the planning phase as well as at the start of the series
production process in order to save time-consuming and cost-intensive quality loops
[2]. Frequently used simulation engines are the commercial packages AutoForm,
PAM-STAMP, ANSYS, or LS-DYNA.

Due to the large number of adjustment options along the automotive process
chain, the identification of complex interactions based on trial and error approaches
is not very target-oriented, so simulation is increasingly supplemented by parameter
studies. Especially in the field of sheet metal forming and assembly simulation,
Machine Learning (ML) methods are used to predict and optimize the effects of
undesired process variations on the quality of parts and assemblies [4].

Through the integration of statistical methods into the virtual production process,
it is possible to perform systematic variant calculations in the form of parameter
studies. In automotive industry, studies are frequently employed to support, among
others, the following tasks:

• springback compensation in sheet metal forming [5–7].
• robustness evaluation and optimization of the manufacturability of drawn parts

during deep drawing to identify critical areas [8].
• optimization of the dimensional accuracy of assemblies [9].
• 3D representation of statistical measures on the surface of discretized scan or FE

meshes by data reduction methods [10–12].
• identification of typical hemming defects [13, 14].
• sensitivity analysis to identify quality-relevant process parameters along the

automotive process chain [11, 15].

An important approach for systematic use of parameter studies in the automotive
environment is the method called Coupled Process Analysis (CPA) presented in
[15]. Themain advantage is the shape-based (elementwise) visualization of statistical
quantities on the surface of FE and scan meshes in sheet metal forming and assembly
processes. The procedure is shown in Fig. 1.
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Fig. 1 CPA algorithm [15]

The method can be divided into five steps: In the first step, simulation variants
are calculated by varying defined input parameters (e.g., variations of clamp and pin
positions in fixture). The second step is to standardize the inconsistent simulation
data. In the next step, themesh-based simulation results (deviations fromCAD target)
are transformed into a low-dimensional feature space. The idea is a feature map of
large data sets into a new coordinate system so that the input data can be described
using a small number of geometric errormodes. In the fourth step, surrogatemodeling
is performed in the low-dimensional feature space. Here, the input parameters are
functionally linked with the error modes by linear and quadratic regression models.
The models can also be used to estimate the sensitivities of the parameters in the
feature space by variance-based methods. Through the possibility of inverting the
feature mapping, a functional connection can be made between the surrogate models
and the real space domain. This connection enables the shape-based visualization of
sensitivities on the part geometry (step 5) and the optimization of the input parameters
in the sixth step.

From these observations, it can be concluded that it is highly relevant to study
how FE simulations and machine learning methods can be integrated more tightly,
in particular, to find process-relevant parameters, which influence the dimensional
quality of parts and assemblies. Therefore, within the present publication, a concept
is presented that allows the identification of relevant process parameters affecting the
dimensional accuracy of assemblies based on FEM simulations. The CPA algorithm
presented in [15] is used for the statistical analysis of the correlations.
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Overview of the Developed Concept

The developed concept is presented in the followingwith the correspondingworkflow
shown in Fig. 2.

1. Forming simulation with AutoForm

The scatter of springback of the stamped part is strongly influenced by the vari-
ation of the sheet thickness, by the process forces of the press (e.g. blankholder
force), the blank position in the die, the friction and material properties (yield
stress and anisotropy of thematerial) [1]. Therefore, in a first step, the geometric
variations of body parts are obtained by simulating the stamping process with
varying parameters inAutoForm. The individual parts (subject to springback) are
used as input data for the subsequent assembly simulations done with ANSYS.
The idea is to take the individual part variation into account in the assembly
simulation, the variation of the individual part geometry realistic, simulated
deformations.

2. Assembly simulation with ANSYS

The second step is the assembly simulation with ANSYS. With the chosen simu-
lation model, it is possible to account for the sheet thickness distribution, a
provided stress state and the (deviating) geometry of each individual part. In
addition, it is possible to map the current configuration of the fixture. This
includes the kinematics of the fixture units, clamping and joining sequence
as well as the position of the clamps in the fixture. The assembly simulation
process can be divided into several steps: First, the individual parts are inserted
into the fixture, then the clamps are closed, the individual parts are joined
by connecting nodes, the clamps are released and finally the joined assembly

Fig. 2 Developed concept to identify process relevant parameter
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(positioned according to RPS) is measured to determine the deviation between
measurement and reference geometry (CAD).

The primary objective of the study is to identify changes in the dimensional
quality of the assembly as a consequence of a defined adjusting of the clamps of
the fixture. In order to systematically generate input data for the CPA algorithm,
a design of experiments (DOE) plan is createdwith various settings of the clamps
of the fixture. In the context of the investigation, the simulation model has been
extended so that various settings of the clamps of the fixture can be implemented
and corresponding simulations are calculated automatically.

3. Statistical analysis by CPA algorithm

Based on the ANSYS simulation data, CPA is used to identify how the clamps
of the fixture varied in step 2 and influence the dimensional accuracy of the
assembly. For this purpose, a surrogate model is built, which approximates the
relationship between clamps settings and part geometry.

4. User-friendly visualization

With the CPA algorithm, the calculated sensitivities of the clamps can be
visualized node-based on the FE mesh surface in the last step.

Sensitivity Analysis of a Wheelhouse Sub-Assembly

In the first case study, the presented concept is applied to a two-piece sub-assembly of
a wheelhouse. The aim is to identify the influence of six clamps of the fixture on the
dimensional quality of the sub-assembly. Figure 3 shows the varied input parameters
within the simulation model.

Based on the input parameters, ten samples are generated using a random-based
sampling strategy (Latin hypercube), and the final dimensional accuracy is calculated
for each test variant using the ANSYS simulation engine. The resulting FE meshes
are standardized as an input for the CPA algorithm, where they are linked to the input
parameters by statistical models. For analyzing the sensitivity effects of the clamp
parameters, a MATLAB-based graphical user interface (GUI) was designed, with
which the user is able to apply the CPA algorithm independently and menu-driven.
Themesh-based results of the CPAmethod for identifying cause–effect relationships
can be seen in Fig. 4.

The results show that the prognosis quality of the CPAmodel is very high. A total
prognosis of approx. 94% (coefficient of determination) can be achieved. The upper
bar chart in Fig. 4 on the left shows that the clamp parameter “BT1_SF1” has the
greatest influence on the dimensional accuracy with almost 50%, followed by the
clamp parameter “BT1_BT2_SF2” with 27%. Likewise, the local sensitivity on each
FE-node of the entire ANSYS mesh can be determined by the CPA model. The lower
bar chart in Fig. 4 shows the impact of the different clamp parameters on a single
point 1 (position is indicated on the right-hand side of Fig. 4). The point lies in an area
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Fig. 3 Varied input parameters within the simulation model

Fig. 4 CPA results of the wheelhouse sub-assembly
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with a very high variation range of about 8 mm (Fig. 4—right). A local prognosis
value of approx. 96% can be obtained here. Due to the high prediction quality of
the model, it can be stated that the CPA model works well for this multi-part body
assemblies.

Sensitivity Analysis of a Structural Side Panel

With the developed procedure, it is also possible to simulate the manufacturing
process of more complex assemblies; such as the structural side panel shown in
Fig. 5. The assembly, which is produced in four (sub)-assembly stages, consists of
nine individual parts. One simulation result with a modification of the clamping
settings in the last assembly stage is shown as an example. The so-called shim task
causes the b-pillar to rotate transverse to the driving direction (around the y-axis).
Figure 5 visualizes the clamp and pin positions in fixture (Pn). The rotation of the
b-pillar by approx. 5 degrees is achieved by adjusting the P4, P10, P13, P24, P44, and
P45. In addition, the b-pillar is displaced by 0.1 mm in opposite driving direction.
Figure 5 includes the quantitative adjustments of the clamps and pins (Pn).

Figure 6 shows the simulation resultwith rotatedb-pillar. Themaximumdeviation
to the reference at the assembly amounts to 3.7 mm in the transition area to the roof
rail (M3 in Fig. 6). This simulation result—as one among many (n > 10)—is used

Fig. 5 Clamp and pin positions in structural side panel fixture (Pn) and the belonging adjustment
value



408 A. Birkert et al.

Fig. 6 Simulation result; total deformation as a measure of deviation from the reference geometry

by the CPA algorithm to create a surrogate model for predicting the influence of a
shim task on dimensional accuracy of the assembly (Fig. 7).

Again, a high prognoses quality of approx. 91% is achieved. The clamp group 1,
located at the bottomof the b-pillar, hasmajor influence on the dimensional accuracy.
Further validation with practical test series is pending.

Fig. 7 CPA results of the structural side panel assembly
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Conclusion

The construction of dimensionally accurate car body assemblies is a huge challenge
in automotive industry. Complex multi-step joining procedures, involving diverse
process uncertainties, do not admit simple cause–effect relationships between clamp
parameter adjustments and resulting geometrical deviations in the joined assembly.
The present paper suggests a new approach based on simulation and statistics, which
is able to approximate these interactions to a large extend.

It is possible to map the manufacturing process, involving the stamping process,
the assembly and the measurement, completely virtually (AutoForm, ANSYS). The
resulting assembly geometries for varying process input parameters (stamping
parameters as well as clamp settings) are given as input to a prediction model based
on Coupled Process Analysis (CPA). Here, also measurement data can be provided.
Based on the input data, CPA is used to identify how the clamps of the fixture varied in
the step before influence the dimensional accuracy of the assembly. For this purpose,
a surrogate model is built, which approximates the relationship between clamps
settings and part geometry. The results show that the effect of the clamp settings can
be predicted with a high accuracy via statistical models even for complex assemblies.
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Deep Learning-Based Defect Inspection
in Sheet Metal Stamping Parts

Aru Ranjan Singh, Thomas Bashford-Rogers, Sumit Hazra,
and Kurt Debattista

Abstract Defect inspection is a crucial step in sheet metal stamping manufacturing.
However, current inspection methods largely consist of visual inspection by trained
operatives but are unreliable and prone to error. Computer vision techniques have the
potential advantage of utilising low cost hardware to enable accurate classification
of defects particularly through using techniques such as deep learning. Currently,
the use of convolutional neural networks (CNN) is one of the best methods in the
field of computer vision for classification tasks. Despite the advantages, vision-
based deep learning models for detecting defects in sheet material are currently
limited to flat sheet materials and certain classes of surface defects such as scratches
and delamination. This research proposes a practical deep learning approach for
classification of cracks in realistically formed sheet metal stamping components and
suggests a route towards reliable and automated inspections in sheet metal stamping.
This study used ResNet18, a state-of-the-art deep learning model to classify split
defects in “Nakajima” stamped components. The model was able to achieve a 99.9%
accuracy on validation set, which implies that this technique could be suitable for
automated defect detection on stamped metal parts.

Keywords Deep learning · Sheet metal stamping · Industrial inspection · Image
classification

Introduction

Sheet metal stamping components are widely used in every major industrial product
from automobiles and aerospace to home appliances. Stamping is used extensively
due to its low cost of production compared to other manufacturing processes such as
casting and machining. Stamping also has a high production rate and the ability to
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manufacture complex shapes without going through further mechanical processing.
Despite all these advantages, defects are the main concern of the stamping process.
During stamping, sheet metal is deformed into its net shape with the help of a die
and punch set. Ideally, this deformation should be done without causing any local
instability. However, in practice, a large amount of force is applied for a small amount
of time which adds a number of uncertainties to the process and means that it is
impossible to completely avoid unacceptable defects such as splits.

As splits cannot be avoided in practice, they instead must be detected, and the part
removed from the production process. The most effective current inspection tech-
nique used for defect detection after stamping operations is human vision inspection
[9]. This inspection method is costly, time-consuming, and tedious, especially in the
case of mass production. Additionally, this technique also suffers from human error,
commonly caused by fatigue. Furthermore, the time available to detect defects in
between the manufacturing line is limited. Any misclassification, particularly a false
negative (not detecting a defect) can continue along the manufacturing line and will
likely assemble into sub-assembly or final product. Scrapping a product later in the
production process incurs a substantial cost. Therefore, finding a reliable and robust
inspection method that occurs immediately after the sheet metal stamping process is
necessary.

An alternative to human inspection is to use computer vision-based approaches.
These have the potential to be fast, easy to implement and cost-effective solutions
to visual inspection. In defect detection on complicated surfaces, conventional com-
puter vision (CV) techniques such as ICA, [6] Gabor filter, [1], and co-occurrence [7]
matrices have been studied. However, recent developments in Artificial Intelligence
(AI) and Machine Learning (ML) especially in the field of Deep Learning (DL) have
changed the way data can be used to produce higher accuracy classifiers. Most mod-
ern DL methods for imaging are based on Convolutional Neural Networks (CNN)
[5], which automatically learn features for classification without being explicitly
programmed.

In spite of the accuracy of CNN models, they have not been widely adopted by
industries for sheet metal inspection. In particular to the best of our knowledge, with
the exception of [2], no CNN-based studies have been made on sheet metal stamping
defects.

This research studies the usefulness and practicality of using CNN- based tech-
niques in sheet metal stamping defect inspections and proposes a practical deep
learning approach for defect classification. Since splits are the most common type
of defect in stamping parts, in this study a dataset of “nakajima” samples with and
without split defectsweremanufactured and a state-of-the-art CNNmodelwas imple-
mented to classify the defective samples from good samples. Results show that this
type of system is able to reliably classify split defects using DL methods.
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Defect Inspection Based on Deep Learning

Yang et al. [13] implemented a pre-trained CNN model to detect defects in safety
vents for the power battery and achieved up to 99.56% accuracy at a 0.33% false
positive (FP) rate. Further model performance was evaluated on a Raspberry Pi to
indicate the framework can be implemented in an industrial setup. A improved faster
R-CNN-based network is proposed to tackle small size steel defects [14]. For the
smaller features and complex shape, they implemented multiscale fusion training
and deformable convolutional network (DCN), respectively. They implemented on
NEU-DET dataset and achieved a 12.1% improvement in mean average precision
(mAP) compared with other state-of-the-art networks. Wang et al. [11] used similar
DCN-based faster R-CNN model to identify defect on a real dataset collected from
industry.However, they used aResNet as a basemodel andDCN-based faster R-CNN
in a conditional basis for difficult to classify data. Their method is able to achieve
98.2%accuracywith a lowaverage running time compared to state-of-the-artmodels.

In the context of industrial surface defect detection, Božič et al. [3] experimented
on various open source datasets containing images of defects such as DAGM [12],
KolektorSDD [10], and the Severstal steel defect dataset [8]. However, the images
in these open source datasets include either artificially created images or only con-
sider flat surface defects like delamination, scratch, casting surface defects. With
the exception of [2], no CNN based studies for stamping defects inspection were
found in the literature. Therefore, this study proposes a practical CNN approach for
classification of realistically formed sheet metal stamping components and suggests
a route towards reliable and automated inspections in sheet metal stamping.

Method

Datasets

In this work, 60 defective and 35 non-defective Nakajima samples (Fig. 1 top row)
were manufactured. More defective samples were created to capture a wider range
of defects than the non-defective samples, which all had a similar appearance. The
aluminium samples were manufactured from a flat sheet using a Datron CNCmilling
machine. A variety of sample widths were manufactured to train the algorithm to
detect cracks independent of sample width. As this work is interested in the detection
of splits, this method did not follow the full set of samples required for forming
limit curve (FLC) evaluation, instead hemispherical samples of different sizes were
randomly generated for testing. Then using an Interlaken 225 press, samples were
pressed to their final shape. In order to generate cracked samples, the material is
deformed until the load cell in the press detects the characteristic load drop associated
with the formation of a crack. During the defective sample preparation, average
forming height was calculated and used as limit to deformation to generate parts
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Fig. 1 Top row shows the full manufactured samples, where left top is a good sample and right top
is defective sample. a, and b tile of images extracted from non-defective sample. c, and d tile of
images extracted from defective sample. The tiles without defect, extracted from a defective sample
are removed from the dataset manually

without splits. The manufactured samples were placed on a flat surface (concave
surface facing up) and photographed with a Canon (MARK III) from a height of 1m.

In order to ensure that the machine learning approach developed in this work
learns information about how to classify the presence of a crack from images, it is
essential to ensure no confounding factors are present in the dataset. These include
features from the background, or from shadows, that may be mistakenly modelled
and associated with the split defect.

Therefore, considering the fact defects were present only near the centre of the
samples, the images were cropped to the central area as shown in Fig.1 where the
defects would have occurred. Then data set containing 600 defective and 700 non-
defective samples was created by augmenting the initial dataset of cropped samples
of size 512 ∗ 512 ∗ 3 with random rotation and flipping of the samples where all the
defective and non-defective samples were given equal weight. The cropped images
extracted fromdefective samplewithout a crack (seeFig. 1d)were removedmanually.

ResNet-18

Since this task involves detecting the similar type of cracks from parts with a similar
shape, a shallow network can work well for this type of dataset, and we observed this
in a pilot study. However, the higher number of layers in DL can generalise more and
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can learn better, although this comes with a cost of being difficult to optimise. As a
result, the training and testing accuracy can reduce on smaller and simple datasets
when the number of layers increases after a limit. Residual networks (ResNet) allows
for deeper models without losing performance. ResNet was built on the philosophy
that “considering a shallow network as a solution and its deeper counterpart, there
exists a solution where it can copy the learnt shallow model and identity function
for the extra added model” [4]. This uses a residual connection (by connecting the
input to layer, to the output from the layer), which ultimately made the layer to learn
the deviation from the input to the layer rather than learning a function from scratch.
This also implies that even when a model doesn’t learn anything then also it can
keep the input as it is rather than making it to zero as the model weights generally
initialised by sampling a zero-mean Gaussian function. Therefore, ResNet gives a
freedom of using larger DL models without losing performance.

This kind ofmodel is particularly helpful for our study, since it contains a relatively
small set with two classes of data (‘split’ and ‘not split’) and single type of geometry.
This experiment used a deep residual network (ResNet-18) [4] with and without pre-
trained weights. Fig. 2 shows the architecture of ResNet-18. Originally the network
ends with 1000 fully connected outputs and a softmax layer. To apply the ResNet to
this experiment a new layer of 2 classes replaced the previous 1000 fully connected
layer at the end of the network, then the model was trained using a cross-entropy
loss function, and Adam was used as the optimiser with a learning rate 0.001 for 150
epochs.

Results and Discussion

Since there are a relatively small number of samples used in this study, we used
fivefold cross-validation for the evaluation of the model to reduce bias in the results.
In this technique, the dataset was first divided into five equal subsets, and the model
is trained and tested five times on each subset. Each time one subset was used as
validation set and the rest as training set.

The metrics used are based on four variables, which can be computed from the
output of the classifier: TP (True Positive)means the number defective sample, which
are predicted correctly, TN (True Negative) is the number of non-defective samples
predicted correctly, FP (False Positive) is the number of good sample predicted
as defects and FN (False Negative) is the number of samples containing defects
predicted to be good.

Recall is the most important evaluation metric in quality control due to high
cost associated with any false prediction of defective samples. Whereas, precision is
important when the cost for a false positive is high. Therefore, a trade-off between
precision and recall is necessary, which can be accomplished by the ‘F1’ score
(defined below). We also include the commonly used metric of accuracy in our
results. The metrics are calculated as follows:
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Fig. 2 ResNet-18 architecture [4]
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accuracy = T P + T N

T P + T N + FP + FN

precision = T P

T P + FP

recall = T P

T P + FN

F1Score = 2 ∗ recall ∗ precision/(recall + precision)

The obtained recall precision, F1 score, and accuracy for each K-fold are shown
in Table1. This level of performance may be attributed to the relatively simple part
design (made up of single geometry type) and a single defect type. As a result,
the defect could be extracted reliably using few convolutions in a manner similar
to classical image processing filters, which the CNN is known to be particularly
effective. However, the use of multiple layers in DL models allows for multiple
features extracted by learnt convolutional kernel to be combined in a non-linear
fashion, which is similar to results observed in image processing [5], lead to large
improvements over simple edge detection methods.

This can be seen visually in Fig. 3, which shows the types of images used for
classification and the results of our method. The top row shows samples without
defects, and the bottom row shows samples with defects. All defect-free samples are
classified correctly, and almost all samples with defects are detected. However, as
is shown in Fig. 3f, the classifier occasionally misclassifies defects, although in this
case, it is likely due to limitations of the camera and the lighting in the scene.

Although the results shown in Table1 are promising and defect detection is indeed
possible using DL based models, there are several limitations to the current frame-
work.

This study considered only splits and a simple stamping part, i.e. a FLC sample. In
practice, there amore than 25 types of defects with various shapes and sizes are found
in stamping parts. In addition, different shapes and sizes of stamping parts are used in
various industries. Therefore, for the generalisation of the model, the data set should
contain more varied examples of both crack and part geometries to further explore
the performance of the DL approach. More complicated samples could be chosen
iteratively to select those which are harder to classify, this would allow training to

Table 1 Results showing different metrics across multiple folds when testing our method

Matrices Fold1 Fold2 Fold3 Fold4 Fold5 Avg

Accuracy 1 1 0.996 1 1 0.999

Precision 1 1 1 1 1 1

Recall 1 1 0.991 1 1 0.998

F1-Score 1 1 0.995 1 1 0.999
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Fig. 3 Example classified samples. a–c non-defective samples, and d–f are defective samples.
From which f is the only sample incorrectly classified

better focus on difficult to detect defects. However, creating defective stamping parts
is costly due to the parts being scrapped after the dataset preparation. Therefore, in
our future work, we will explore to creating a realistic-looking artificial stamping
dataset.

The neural network used in this study has high classification accuracy. However,
as future developments in machine learning occur the method proposed in this paper
can easily be switched to use future network architectures, whichmay provide higher
classification accuracy.

Summary

This paper has proposed an automated defect detection system for stamped metal
parts using Deep Learning. This system is based on a state-of-the-art deep learning
basedmodel andwas trained on and validatedwith a dataset of real parts. This dataset
was created by manufacturing a series of Nakajima samples, which contained parts
with and without defects, and used data augmentation to generate a sufficiently
large dataset for training. This system achieved high classification accuracy, recall
and precision, which indicates that the proposed method can reliably detect defects.
These results indicate that computer vision-based defect classification is viable in
sheet metal stamping processes.
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Analysis of Damage and Fracture
Mechanisms in Steel Sheets: Biaxial
Experiments and Numerical Simulations

Michael Brünig, Moritz Zistl, and Steffen Gerke

Abstract The paper discusses new experiments and corresponding numerical sim-
ulations to analyze the effect of proportional and non-proportional loading paths
on damage and fracture behavior of steel sheets. An anisotropic continuum damage
model is presented based on criteria corresponding to various stress state-dependent
damage and failure processes on the micro-level. Experiments with biaxially loaded
specimens and corresponding numerical simulations have been performed. Results
for proportional and corresponding non-proportional loading histories are discussed.
During the experiments, strain fields in critical regions of the specimens are analyzed
by digital image correlation technique while the fracture surfaces are examined by
scanning electronmicroscopy.Numerical simulations reveal stress distributions lead-
ing to different failure modes. The results demonstrate the efficiency of the experi-
mental program covering a wide range of stress states, the accuracy of the proposed
continuum model as well as the effect of loading history on damage and fracture
behavior in steel sheets.

Keywords Ductile metals · Biaxial experiments · Damage · Fracture ·
Non-proportional loading

Introduction

Requests on reduction in energy consumption as well as improvement in cost effi-
ciency, in safety and in lifetime of engineering products, have led to increased
research activities to develop high-quality metals during the last decades. Mate-
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rial strengths have to be enhanced to reduce localization of irreversible strains and to
avoid damage and fracture of structural elements under different loading conditions
and loading histories. Thus, modeling of constitutive behavior as well as numerical
simulation of deformation, damage mechanisms and fracture modes of metals are
important aspects of engineering applications.

Characteristics of the damage and fracturemechanisms on themicro-scale depend
on stress states and on loading histories. Thus, development of accurate contin-
uum models must be based on detailed investigations of the stress state-dependent
and loading path-dependent phenomena. In this context, results of experiments with
various specimens have been presented in the literature. For example, stress state-
dependent damage and fracture processes have been examined by uniaxial tests with
unnotched and differently notched specimens and corresponding numerical simula-
tions [1, 2, 6, 9, 10, 16]. Since these uniaxially loaded specimens only cover a small
range of stress triaxialities biaxial experiments with different cruciform specimens
have been performed taking into account proportional and non-proportional loading
paths [5, 7, 8, 13–15]. The results clearly demonstrate that formation of damage and
fracture processes remarkably depend on the loading history and have to be analyzed
in further detail.

Therefore, new biaxial experiments and corresponding numerical simulations
with the X0-specimen [11] taken from aluminum alloy sheets undergoing differ-
ent non-proportional loading histories have been performed [12]. They also showed
remarkably different damage and fracture processes compared to proportional load-
ing paths. Therefore, further experiments and numerical investigations with steel
sheets are presented in this paper. In this context, a continuum damage model is
discussed with special focus on different stress states and loading histories. In the
experiments, digital image correlation (DIC) technique is applied to monitor for-
mation of strain fields in critical regions of the specimens. After the tests, fracture
mechanisms are visualized by scanning electron microscopy (SEM) of the fracture
surfaces. Numerical simulation of the experiments reveals stress distributions leading
to different damage processes and fracture modes.

Continuum Damage Model

Analysis of damage and fracture behavior in ductile metals is based on the continuum
damage model proposed by Brünig [3]. Consideration of damaged and fictitious
undamaged configurations is the basis of the kinematic approach introducing elastic,
plastic, and damage strain rate tensors.

Plastic behavior is characterized by the yield criterion

f pl = a Ī1 +
√
J̄2 − c = 0 (1)
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with the first and second invariants, Ī1 and J̄2, of the effective Kirchhoff stress
tensor with respect to the undamaged configurations, a denotes the hydrostatic stress
sensitivity parameter and c represents the current yield stress. The isochoric effective
plastic strain rate

˙̄Hpl = γ̇ N̄ (2)

predicts the evolution of plastic deformations where N̄ = 1/(
√
2 J̄2) devT̄ is the nor-

malized effective deviatoric stress tensor and γ represents the equivalent plastic strain
measure.

In addition, the damage criterion

f da = αI1 + β
√
J2 − σ = 0 (3)

models onset and continuation of damage. Assuming isotropic initial elastic and
plastic behavior the damage criterion (3) is written in terms of the first and second
deviatoric stress invariants I1 and J2 of the Kirchhoff stress tensor with respect
to the damaged configurations and σ denotes material toughness to micro-defect
propagation. In Eq. (3), the parameters α and β are damage mode variables taking
into account different damage mechanisms acting on the micro-level depending on
the stress triaxiality

η = σm

σeq
= I1

3
√
3J2

(4)

defined as the ratio of the mean stress σm = I1/3 and the vonMises equivalent stress
σeq = √

3J2 as well as on the Lode parameter

ω = 2T2 − T1 − T3
T1 − T3

with T1 ≥ T2 ≥ T3 (5)

expressed in terms of the principal values T1, T2 and T3 of the Kirchhoff stress tensor.
Furthermore, the damage strain rate tensor

Ḣda = μ̇

(
ᾱ

1√
3
1 + β̄√

2
N

)
(6)

predicts evolution of inelastic strains caused by damage where μ represents the
equivalent damage strain measure. In Eq. (6), the stress-related deviatoric tensor
N = 1/(

√
2J2)devT̃ has been used. The stress state-dependent parameters ᾱ and β̄

are kinematic variables denoting the portion of volumetric and isochoric damage-
induced strain rates. These variables also correspond to various damage and fracture
mechanisms on the micro-level.

It is worthy to note that since the proposed phenomenological continuum model
will be used in different engineering applications, its validation must be based on a
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number of multiaxial experiments with proportional and non-proportional loading
paths, which are discussed for the investigated steel in the present paper.

Experiments and Corresponding Numerical Simulations

Experimental Equipment and Specimen

The experiments are performed with the biaxial test machine shown in Fig. 1a. It
contains four electro-mechanically driven cylinders with loads up to±20 kN located
in perpendicular axes. The specimens are fixed in the heads of the cylinders with
clamped boundary conditions. During the experiments, three-dimensional displace-
ment fields in selected parts of the specimens are monitored by digital image cor-
relation (DIC) technique. The stereo setting contains four 6.0 Mpx cameras with
corresponding lighting system shown in Fig. 1b.

The investigated material is the steel X5CrNi18-10 (EN 10088-3) and specimens
are cut out from thin sheets with 4mm thickness. The biaxial X0-specimen shown
in Fig. 2a has a central opening and four notched regions inclined by 45◦. This
is the region where displacement fields will be analyzed by DIC. The specimens
dimensions are 240mm in each axis and the depth of the notches is 1mm reducing
the thickness in these parts from 4mm to 2mm at the thinnest points. During the
tests, the specimen is biaxially loaded by F1 and F2 and the movements of the red
points, u1.1 and u1.2 in 1-direction and u2.1 and u2.2 in 2-direction, shown in Fig. 2b
are recorded by DIC. This leads to the relative displacements �ure f.1 = u1.1 − u1.2
and �ure f.2 = u2.1 − u2.2, respectively, used in the load-displacement curves. The
different loading paths can be seen in Fig. 2c. In the proportional one, the specimen
is biaxially loaded by F1 : F2 = 1 with the load maximum F1 = F2 = 12.0 kN. In

Fig. 1 a Biaxial test machine, b Lighting system and camera equipment
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Fig. 2 X0-specimen: a photo, b forces and displacements, c loading path

the non-proportional case, the specimen is first loaded by F1 only up to F1 = 11.0
kN, then F1 is kept constant and in axis 2 the additional load F2 increases up to
F2 = 11.0 kN and in the final step the specimen is proportionally loaded up to final
fracture.

Numerical Aspects

The numerical simulations have been carried out using the finite element program
ANSYS enhanced by a user-defined material subroutine based on the constitutive
equations of the proposed continuum damage model. Integration of the constitutive
rate Eqs. (2) and (6) is performed by the inelastic predictor–elastic corrector method
[4]. In the simulations, eight-node elements of type Solid185 have been used to
predict strains and stresses in the specimen.

Results of Biaxial Experiments and Corresponding Numerical
Simulations

Load-displacement curves related to axis 1 (a1) and axis 2 (a2), respectively, for the
proportional (Fig. 3a) and the non-proportional case (Fig. 3b) show good agreement
between experiments (Exp) and the corresponding numerical simulations (Sim). In
addition, comparison of the first principal strain fields in the notched region of theX0-
specimen is shown in Fig. 4. In particular, at the end of the proportional loading path
(P 1/+1 end), high principal strains up to 85% can be seen in the experiment (Exp)
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Fig. 3 Load-displacement curves

Fig. 4 Principal strain fields

in a widespread vertical band. This behavior is also predicted by the corresponding
numerical simulation (Sim) where only slightly smaller strain maxima occur. For
the non-proportional loading path, on the other hand, a more localized band of the
first principal strain with slightly diagonal orientation after the first load step (NP
1/0 to 1/+1 as) can be seen in the experiment (Exp) with maxima of 37%. At the
end of the non-proportional path (NP 1/0 to 1/+1 end), the strains reach values up to
85% localized in a band with diagonal orientation from top left to bottom right.
This diagonal band is also predicted by the numerical simulation (Sim) with slightly
smaller maxima. The strain fields in Fig. 4 clearly show that the loading history
remarkably affects the deformation and localization behavior of the investigated
steel.

Based on the numerical simulations, the stress state in the notched regions can
be predicted, see Fig. 5. For example, after the proportional loading path, the stress
triaxiality reaches themaximumof η = 0.7 in the center of the notchwhich decreases
to η = 0.5 at the boundaries (Fig. 5a). The corresponding Lode parameter is ω =
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Fig. 5 Stress triaxiality and Lode parameter

Fig. 6 Pictures from scanning electron microscopy

−0.6 in the center and ω = −1 at the boundaries of the notched region (Fig. 5d).
This stress state is characteristic for tensile loading conditions. In the case of the non-
proportional loading path the stress triaxiality after the first load step reaches η = 0.3
in the center of the notch and η = 0.5 at its boundaries (Fig. 5b). The corresponding
Lode parameter is ω = −0.6 in the center and ω = −1.0 in the boundaries (Fig. 5e).
After further non-proportional loading the stress triaxiality at the end of the test
(shortly before fracture occurs) is η = 0.8 in the center and η = 0.5 at the boundaries
of the notch (Fig. 5c)whereas theLode parameter ismore inhomogeneouswith values
between −1.0 ≤ ω ≤ −0.3 (Fig. 5f). Thus, the final stress state is only marginally
influenced by the loading history.

Furthermore, Fig. 6 shows pictures from the fracture surfaces taken by scanning
electron microscopy. After the proportional loading path, a regular distribution of



430 M. Brünig et al.

voids can been seen (Fig. 6a) caused by the high-stress triaxiality predicted by the
numerical simulation. During the non-proportional loading path, the first loading
step leads to growth of voids with superimposed shear mechanisms caused by the
predicted moderate stress triaxiality. During the following load steps (see Fig. 2c),
the stress triaxiality remarkably increases leading to further growth of voids (Fig. 6b),
which are larger compared to the proportional case (Fig. 6a), and the initial superim-
posed shearmechanisms are still visible. Therefore, the damage and failure processes
on the micro-level are affected by the loading history.

Conclusions

The paper discussed a continuum framework to model damage of ductile materials.
The phenomenological model takes into account different branches in the damage
criteria and damage rule corresponding to different stress state-dependent damage
and failure processes on the micro-scale. Evolution of plastic and damage strains
is modeled by rate equations, which are numerically integrated by the inelastic
predictor–elastic corrector method. Validation of the continuum damage model has
been performed by new experiments with the biaxially loaded X0-specimen, and
results have been compared with those taken from corresponding numerical simula-
tions. Focus was on biaxial loading conditions and on different loading paths with the
same final loading ratio. The analysis revealed the effect of non-proportional loading
histories on the damage and fracture behavior in ductile steels compared to propor-
tional ones. In the critical notched regions of the specimen, different stress states
have been predicted leading to different stress state-dependent damage processes on
the micro level, which were visualized by scanning electron microscopy of fractured
surfaces. Thus, evolution of damage and fracture mechanisms is remarkably affected
by the loading conditions and the loading histories and have to be considered in val-
idation of accurate material models predicting failure and lifetime of engineering
structures.
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Damage Evolution in DP600 Sheets Using
a Combined Finite Element—Cellular
Automata Model

Iman Sari Sarraf, Daniel E. Green, Yang Song, and Javad Samei

Abstract Modelling the damage and fracture behaviour of engineering materials
with composite microstructures such as dual phase (DP) steels requires a thorough
understanding of not onlymacro-scalemechanical properties but alsomicrostructural
features and characteristics. Quasi-static and high strain rate uniaxial tension tests
were carried out to determine the flow curves of DP600 steel sheets and calibrate the
constitutive models. Then, electrohydraulic forming test data were used to validate
the numerical results. In addition, metallographic examinations were conducted to
quantify the material microstructural properties. Subsequently, the Rousselier dam-
age model with a modified Johnson-Cook hardening function was used to determine
macro-scale strain, and the ductile and brittle cell arrays were used to determine if
each element still has load bearing capacity. The proposed model can be effectively
used to evaluate the effect of process parameters and microstructural features such
as ferrite grain size on the onset of localisation and fracture of DP steel sheets.

Keywords Dual phase steel · Finite element · Rousselier model · Cellular
automata · Ductile damage · Brittle damage

Introduction

Dual phase steels (DP), being low carbon steels, belong to a family of high strength
strip grades, which consist of hard second phase islands (usually martensite) dis-
tributed across a ductile ferritic matrix [1, 2]. The application of dual phase steels
is rapidly growing in the automotive sheet metal forming industry. New high strain-
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rate forming techniques such as electro-hydraulic forming (EHF), which can increase
metal formability and uniform strain distribution and decrease usual forming defects
[3], are generating a great interest in the automotive industry. Experimental research
has shown remarkable improvement in the formability ofDP500,DP600,DP780, and
DP980 steel sheets that were formed using an electrohydraulic deformation process
[4]. Maris et al. [5] derived the high strain rate FLC of DP600 using electrohydraulic
free forming (EHFF), and Samei et al. [6] studied the effect of strain path on the
damage evolution in terms of the void density, void area fraction, void aspect ratio
and mean void size. It has been shown by several researchers that the predominant
damage mechanism and failure in DP steels depends on the ferrite and martensite
grain sizes and their morphology, and can change from a mixture of cleavage and
dimples to a completely ductile failure mechanism, which consists of nucleation,
growth, and coalescence of voids during the forming process [2].

The complexity of the microstructural properties of DP steels and their alternat-
ing dominant damage mechanisms clearly indicates the importance of multi-scale
modelling [7]. As described by Shterenlikht [8, 9], the main problem in conven-
tional finite element analysis software is that an FE is both a material and a structural
unit simultaneously. Therefore, they fail to address the micro-scale microstructural
features and properties in evaluating the damage mechanisms in non-homogeneous
materials. Although the combination of cellular automata and FE has been used for
solidification or recrystallisation of materials, Beynon et al. [10] and Shterenlikht
[11] were the first to utilise it for evaluating forming and damage behaviour of steels.
In this model, the microstructural properties of the material are moved from the finite
elements to an appropriate number of cells in two independent cell arrays, responsible
for ductile and brittle fracture mechanisms, i.e. embedded cellular automata arrays
contain a detailed description of microstructural features and properties. Therefore,
the FE mesh is employed to represent the macro-level strain, and stress tensors and
damage variables, and the cellular automata arrays with independent and desired size
scales are utilised to analyse the microstructural response of the material.

This paper investigates the performance of a combined FE + CAmodel to predict
the dominant damage mechanism of DP600 sheet specimens deformed in uniaxial
tension tests at various strain rates and in electrohydraulic free forming.

Theoretical Framework

The Rousselier damage model [12, 13] is a thermodynamically consistent constitu-
tive pressure-dependent plasticity model, which is used to predict the onset of the
yielding of materials based on the presence of a certain void volume fraction.

The Rousselier plastic potential (�) is:

� = σeq

(1− f )
− H(εp, ε̇p) + Dσk f exp

(
σm

(1− f )σk

)
(1)
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where σeq , σm , D, and σk are the von Mises equivalent stress, hydrostatic stress, and
twomaterial parameters that represent the resistance of the void growth, respectively.
β is an internal scalar damage variable and f is the current void volume fraction.
H(εp, ε̇p) describes the hardening behaviour of the material as a function of strain
(εp) and strain-rate (ε̇p). In this research, a 5-parameter modified version of the
Johnson-Cook [14, 15] hardening function was also utilised to describe the rate-
dependent hardening behaviour of DP600 sheet specimens:

H(εp, ε̇p) = (C1 + C2ε
C3
p )

⎡
⎣1+ C4

(
ln

ε̇p

ε̇0

)C5
⎤
⎦ (2)

In order to make a link between the cell arrays in the cellular automata framework
and each element in the FE model, two 3D-cubic cell arrays are used to partition
the space for each Gauss point; one array representing the ductile damage behaviour
and the other representing the brittle fracture mechanism. The total number of cells
in each array can be calculated based on the number of brittle cells per linear FE (cd
and cb for ductile and brittle CA) and the total number of cells in the ductile and
brittle cell arrays are Dd = c3d and Db = c3b, respectively. Similar to Shterenlikht’s
work [8], the cells in both cell arrays are neither deformable nor time-dependent.
The cell sizes in the ductile and brittle arrays are independent of each other but
depend on the micromechanical size scale, as described Faleskog et al. [16] who
introduced the concept of “damage cell” or “computational cell”. The damage cell
size for ductile and brittle fracture is reported to be 0.1–0.5mm and 0.005–0.05mm
(or 10–20 times larger than the median grain size), respectively [8]. These sizes
are related to the observed cleavage facet size, and the spacing between large voids
on the fractured surface [11, 17]. Due to the nature of brittle mode of fracture, its
damage cell size should be significantly smaller than that of ductile damage mode. A
three-dimensional 26-cell Moore neighbourhood was used for each individual cell.

In a CA array, each cell, regardless of the array size and position of the cell, should
have a 26-cell neighbourhood. This implies the concept of “self-closing boundary
condition” which means that for a cell lying at the edge of a CA the correspond-
ing cells of the opposite edge are considered adjacent. Therefore, for a cell on the
edge of a CA array, its 26 neighbouring cells are located at the opposite edge. It is
worth noting that to assign the properties of each cell in either a ductile or brittle CA
array, a sophisticated random number generator, which is a combination of subtrac-
tive Fibonacci generator with a Marsaglia shift sequence along with an additional
(different) Marsaglia shift sequence is employed to ensure that perfectly random
numbers are generated. Either a uniform, normal, or Weibull distribution function
can be selected to be used alongwith the random number generator. In the ductile cell
array, the Rousselier damage model was employed to evaluate the ductile damage
behaviour of a dual phase (DP) steel. For each cell in the ductile cell array, only
one property is assigned, which is the critical Rousselier damage variable at failure
(βF ) based on the initial volume fraction of the material ( f0) that was obtained using
X-Ray tomography analysis [18]. A normal distribution random number generator is



436 I. S. Sarraf et al.

 llec elitcu
D

ar
ra

y 
B

rittle cell 
array 

Fig. 1 Illustration of the mapping operation

used to generate f0 in each cell at the beginning of the simulation. Each ductile cell
m can take one of two possible states as “alive” or “dead” based on the comparison
between their current β (calculating through the simulations) and βF . Similar to the
ductile cell array, each cell in the brittle CA array carries one property which is the
fracture stress σ f calculated using Smith’s relation [19] based on a Weibull distribu-
tion random number generator assigning a grain size value to each cell as described
below:

σ f =
[

π E γe

2
(
1− ν2

)
dp

]1/2

(3)

where E , γe, ν, and dp are Young’s modulus, the effective surface energy of a ferrite-
martensite interface, Poisson’s ratio, and the grain size, respectively.

The cells in each array follow rules and criteria that are independent of each other;
however, since these two arrays represent the same physical space, the state of a cell
in one array would be dependent on the state of a group of cells in the other array. It
means that if a cell status changes from alive to dead in either the ductile or brittle
CA array, it should be reflected in the other array in order to take the loss of integrity
into account for both CA arrays. This procedure is done using a mapping function
and is illustrated in Fig. 1.

Material and Method

Mechanical and Microstructural Properties

The sheet material used in this research was DP600 steel with nominal thickness
of 1.5mm. It has 92.0, 4.7, and 3.3 vol% of ferrite, martensite, and bainite content,
respectively [6].

Uniaxial tension tests were carried out on the DP600 sheet specimens in a broad
range of strain rates from quasi-static conditions (0.001 and 0.1 s−1) to high strain
rates (1000 s−1) using ASTM E8M and miniature “dog-bone” specimens, respec-
tively. A detailed description of the uniaxial testing procedure, specimen geometries,
and tools are published by Rahmaan et al. [20].
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Fig. 2 a Distribution of ferrite grain size in DP600 sheet specimens and b overall distribution of
β f calculated based on f0

For each cell in the ductile CA array, the critical scalar damage variable based
on the initial void volume fraction, obtained by X-Ray tomography analysis using
SkyScan 1172 at 100 kV using Cu/Al filter at resolution 1 µm pixel, was determined
as the only cell property. Other properties such as the fracture stress as a function
of ferrite grain size were defined for each cell in the brittle CA array using optical
microscopy. These properties are assigned to each cell in theCAarrays based on three
different distribution functions, namely, uniform distribution, normal distribution,
and Weibull distribution. The distribution of the ferrite grain size and the Rousselier
scalar damage variable are shown in Fig. 2b.

Finite Element Model

The uniaxial tension test is modelled using the modified Rousselier constitutive
damage model for the FE-scale part and the hybrid FE+CA model for predicting the
evolution of ductile and brittle damagemechanisms. Tensile specimens were meshed
using 8-node reduced integration elements (C3D8R) and symmetric boundary con-
ditions on the X and Z planes were applied to both symmetry planes. To evaluate
the performance of the proposed model, a parametric study was conducted to inves-
tigate the effect of ferrite grain size and strain rate on the failure behaviour of the
miniature dog-bone tensile specimens. The simulations were carried out for strain
rates of 1 and 1000 s−1. Different ferrite grain sizes ranging from ultra-fine-grained
to coarse-grained were considered as the microstructural properties of the materials.

According to the conventional finite element simulation method, only a quarter
of the cross-section (1/8 of specimen) was modelled to reduce the computational
cost due to the symmetries associated with the material and test geometry. In this
approach, the uniform and post-uniform deformation of the specimen would be sym-
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Fig. 3 Miniature dog-bone model used for parametric study

Table 1 Material properties, hardening, and damage parameters for DP600

ρ E ν C1 C2 C3 C4 C5 D σk

7800kg/m3 210 GPa 0.3 225.35 850.16 0.3194 0.0037 1.5715 2.5 425 MPa

metric and even the predicted fracture surface would not show any asymmetry since
no microstructural properties or material heterogeneity is associated with the FE
properties. However, in the following examples, half of the cross-sectional area (or
a quarter of the specimen) was modelled to see if the proposed model was capable
of predicting any non-symmetry of the final fracture surface. The FE model of the
miniature tensile specimen is shown in Fig. 3. It should be noted that to reduce com-
putational cost, the hybrid FE+CA model was employed just in a specific part of the
gauge area where the damage is more probable to develop, as shown in Fig. 3a. The
12 elements on the cross-section of the specimen that are shown above the symmetry
line in Fig. 3b will be reproduced in Fig. 4 so as to display the results predicted by
the FE+CA hybrid model.In order to simulate the EHFF process, one quarter of the
sheetmaterialwasmodelled andmeshedusing reduced integration three-dimensional
Lagrangian solid elements (C3D8R in the ABAQUS element library) and the water
pressure was defined uwing a pressure profile as an exponentially decaying function
of time [15, 21]. The material properties, hardening function coefficients, and the
Rousselier damage model constants can be found in Table1.

Results and Discussion

The effect of grain size and strain rate on the fracture surface of DP600 sheet spec-
imens in uniaxial tension is shown in Fig. 4. It should be mentioned at the onset
that the predicted percentage of brittle fracture (%Fb) in the following examples is
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Fig. 4 Fraction of brittle fracture in a fine-grained (dg = 3 µm) and b coarse grained (dg = 6.5
µm) DP600 specimens

provided for qualitative comparison, and further detailed investigation is required for
quantitative evaluation of ductile and brittle fracture on the fracture surface. It can
be seen in Fig. 4 that the fraction of brittle fracture (%Fb) for both fine- and coarse-
grained DP600 is negligible when the test is carried out at low strain rate, although,
a slight increase in %Fb can be observed when the ferrite grain size increases. The
brittle fracture percentage also increases with an increase in strain rate. Neverthe-
less, with a martensite volume percentage as low as 4.7% in DP600 and a fine ferrite
grain size, the %Fb remains very low and the dominant fracture mechanism is duc-
tile. This is in very good agreement with the experimental results shown in Fig. 5.
Quasi-cleavage fracture is distinct from cleavage fracture since dimples and tear
ridges can be observed around the periphery of the facets [6]. However, the amount
of brittle fracture observed in low- and high-strain rate deformation of DP600 sheet
specimens is not significant compared to the percentage of ductile fracture where the
dominant presence of dimples on the fracture surface indicates that ductile fracture
is predominant.

Figure6 shows the comparison between the average percentage of brittle fracture
in fine- and coarse-grained DP600 subjected to low- and high-strain rate uniaxial
tension. It can be clearly seen that an increase in either the ferrite grain size or the
strain rate lead to an increase in the percentage of brittle fracture. Several researchers
have stated that the coarse-grained dual phase structures have much lower elongation
(ductility) and higher tendency to experience brittle fracture due to the initiation of
cleavage cracks in the ferritematrix [22]. It has also been shown that dual phase steels
exhibit relatively less ductile damage failure and more brittle fracture as the volume
percentage of martensite increases. Therefore, the combination of higher marten-
site volume content with coarse-grained ferrite and high-strain rate deformation can
contribute to increased brittle fracture.

Figure7 shows the experimental and predicted damage accumulation and final
damage geometry of fine-grained DP600 sheet specimen in a failed EHFF specimen
deformedwith 13.6 kJ energy input. Severe fracture and tearing starting from the apex
of the specimen were observed due to the absence of a die and the high energy input
released from the electrodes, as shown in Fig. 7a. The model predicted the damage
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Fig. 5 Quasi-cleavage (Q) fracture on the fracture surface of DP600 tested under quasi-static
condition

Fig. 6 Total fraction of
brittle fracture predicted in
fine-grained and
coarse-grained DP600 at
low- and high-strain rates

to initiate from the apex and propagate radially toward the edge of the specimen. It
can be seen that there is good agreement between the experimental and predicted
geometry of damage for fine-grained DP600. Figure8 shows the total percentage
of brittle fracture in damaged elements in fine- and coarse-grained DP600 sheets
deformed by EHFF. It can be seen that only around 6.5% of the fracture is predicted
to be brittle fracture so it can be concluded that the dominant failure mode in this
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Fig. 7 Final fracture geometry in the EHFF specimens deformed with 13.6 kJ energy a experiment
and b FE model

Fig. 8 Total predicted fraction of brittle fracture in fine-grained and coarse-grained DP600 sub-
jected to EHFF with different applied energy values

case was ductile fracture. A thorough fractography analysis of the fracture surfaces
was carried out by Samei [6] and revealed that ductile fracture was the dominant
type of fracture in all EHFF specimens, although he observed a limited amount
of quasi-cleavage fractures in DP780 sheet specimens deformed under EHFF. The
effect of increasing the input energy and the ferrite grain size on the dominant damage
mechanism in DP600 specimens subjected to EHFF is shown in Fig. 8. It can be seen
that the fraction of brittle fracture remains less than 0.1, which indicates that the
major fracture mode is ductile. On the other hand, the dominant failure mechanism,
when using lower energy for a coarse-grained DP600 specimen, was predicted to be
brittle since less than 15% of cells were predicted to be dead due to ductile fracture.
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Therefore, it can be seen that increasing the input energy of the EHFF process or the
ferrite grain size results in a significant change in the dominant damage mechanism
from ductile to brittle mode.

Conclusions

• Numerical simulations using the hybrid FE+CAmodel showed that greater ferrite
grain sizes and higher strain rates would result in a considerable increase in the
fraction of brittle fracture.

• The FE+CA model is able to predict the occurrence of quasi-cleavage fracture
in ultra-fine and fine-grained DP600, as evidenced by a few brittle “dead” cells
surrounded by ductile “dead” cells.

• The damage geometry and fracture morphology were predicted accurately by
the hybrid FE+CA model for the fine-grained DP600 sheet specimens deformed
under 13.6 kJ energy EHFF. Similar to the experiments, a negligible amount of
brittle fracture was predicted. Increasing the ferrite grain size to 12 µm leads to a
considerable increase in the percentage of brittle fracture. Thus, the ferrite grain
size has a dominant influence on the fracture mechanism.

One of the most important advantages of the proposed model is that it is a com-
bination of a finite element constitutive model (to calculate macro-level strains,
stresses, and damage variables) and cellular automata (responsible for evaluating
the fracture mode). Therefore, it is now possible to run parametric studies based on
process parameters (such as strain path, strain rate, and temperature) and microstruc-
tural properties (such as grain size distribution, volume fraction, and distribution of
martensite), which can be very beneficial for steel producers.
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Deformation and Failure Behavior
of Steel Under High Strain Rate
and Multiaxial Loading

Chongyang Zeng and Xiangfan Fang

Abstract In order to model a vehicle crash event using the finite element method
(FEM), accurate material properties at high strain rates are required. However, high-
speed loading always results in structural vibration, which deteriorates the quality of
the force measurement in a conventional tensile testing machine. Therefore, it has
been a challenge for long to produce reliable experimental data under high strain rates
for both deformation and failure description of engineering materials. In this work,
a newly proposed high-speed testing approach with a specific specimen geometry
and an oscillation-free force measurement method is applied to study the mechanical
properties of a steel sheet. In addition to the plasticity behavior description by regular
tensile tests, fracture specimens with various geometries, such as the central hole,
notched dog bone, plane-strain, and shear specimens, are designed and tested from
quasi-static to 1000/s. The deformation fields and local strains at failure aremeasured
using digital image correlation (DIC) method. The influences of stress states and
strain rates on deformation and failure behavior of the investigated steel are presented
and discussed.

Keywords High-speed tensile test · Specimen geometry · Oscillation-free force
measurement · Strain rate · Stress state

Introduction

Lightweight construction plays an important role in automotive development. More
and more lightweight metallic materials, such as high strength steels, advanced high
strength steels, and some aluminum or magnesium alloys, come to application in
automotive structural components. During a vehicle crash event, large multiaxial
deformation occurs at the strain rate ranging from quasi-static up to 1000/s. To
improve the predictive capability of crash simulation, accurate characterization of
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material deformation and failure behavior under different stress states, strain rates,
and temperatures is necessary.

Different test machines have been utilized to characterize the strain rate depen-
dency of material mechanical behavior in the strain rate range of 10−4 − 103/s.
Conventional load frame such as that of the universal test machine is used to conduct
tensile tests for strain rate between quasi-static and 0.1/s [1, 2]. The servo-hydraulic
system can cover the strain rate range of 0.1–200/s [1–3]. For higher strain rates (up
to 103−104/s), a split Hopkinson bar is normally used [1–4]. However, the measured
behaviors of material might vary on different test machines. Therefore, the influences
of test systems, specimen sizes, and geometries should be considered.

Since system ringing deteriorates the quality of force measurement, many efforts
have beenmade to improve data qualitywith the servo-hydraulic high-speedmachine
[5–7]. However, the accurate measurement of the force signal on a servo-hydraulic
machine under high-speed loading is still problematic. Fang et al. [8] developed a
new specimen geometry (Generation III specimen) and a corresponding oscillation-
free force measurement method to solve the system ringing effect. The results show
that it is possible to determine material properties in a servo-hydraulic machine at
strain rates up to 1000/s. Since the influence of strain rate on failure strain might
vary for different stress states, high-speed multiaxial tensile tests are necessary to
describe the influence of strain rate on the whole failure curve.

In this work, uniform fracture specimens (shear, central hole, notched, and plane-
strain) are designed for multiaxial tensile tests at strain rate from quasi-static to
nominal 1000/s. A unique minor plastic deformation area (MinDA) is created in
each specimen, which allows for the measurement of oscillation-free force under
high-speed loading with a servo-hydraulic machine. The size of the MinDA for each
specimen is optimizedwith finite element (FE) simulation. Subsequently, the low and
high-speed tensile tests of a micro-alloy HX340LAD are performed for validation of
the fracture specimens. The influences of stress state and strain rate on deformation
and failure behavior of HX340LAD are also investigated.

Experimental Techniques

The quasi-static tests are executed on a 100 kN testingmachine (Z100) manufactured
byZwick,while the high-speed tensile test is conductedwith a servo-hydraulic tensile
machine HTM 5020. The maximum loading velocity of HTM 5020 is 20 m/s, which
corresponds to a nominal strain rate of 1000/swith the generation III specimen shown
in Fig. 1 (gauge length = 20 mm).

Strain field and local strain at failure are measured using the digital image corre-
lation (DIC) method. In quasi-static tests, the strains are measured using two Aramis
5MCCD cameras (maximum frame rate: 29 Hz, maximum resolution 2,448× 2,050
pixels). For high-speed tests, two SA5 PHOTRON high-speed cameras (maximum
frame rate: 1 MHz; maximum resolution: 1,024 × 1,024 pixels) are used. The
calculation of the strain is also carried out using the DIC software Aramis.
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Fig. 1 Experimental setup. a Servo-hydraulic machine, high-speed camera, andGEN III specimen,
b geometry of GEN III specimen

For tensile tests at low and intermediate strain rates, test force is directly measured
by the load cell. At a high strain rate, the test force is measured in the elastic measure-
ment area (EMA) of the specimen shoulder with a strain gauge, as shown in Fig. 1.
The force can be calculated according to Eq. (1):

F = εzz · E · A (1)

where εzz is the elastic strain in the tensile direction, E is Young’s modulus, and A is
the cross-section of the specimen in the areawhere strain gauge sensormeasurements
take place. A more detailed set-up of high-speed tests and the design of generation
III specimen geometry is found in [8].

Geometry Design for Fracture Specimens

Geometry Design for Fracture

To cover a wide range of stress states, different fracture specimens are designed for
high-speed tests using the principle for GEN III specimen [8], as shown in Fig. 2.

• Shear specimen (SH): This specimen is designed with a radius of 1 mm, an
eccentricity of 1 mm, and a vertical interval of 5 mm according to the previous
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Fig. 2 Geometry and dimensions of fracture specimens. a SH, b CH, c NT, d PS

study by Peirs et al. [9]. In this work, a symmetry geometry with two same local
notches is used to get a homogenous stress/strain distribution in the EMA, as
shown in Fig. 2a.

• Central hole specimen (CH): The CH specimen is designed with a hole diameter
of 6mm and 16mmwide-gauge section, which is slightly different from the initial
design by Liu et al. [10], as shown in Fig. 2b.

• Notched dog-bone specimen (NDB): Fig. 2c shows the NDB specimen, which is
designed with a 25 mm wide-gauge section and two symmetrical notches. The
notch radius is 8 mm and the minimum gauge section is 6 mm in the center of the
notches.

• Plane-strain (PS) specimen: The PS specimen (Fig. 2d) is designed with a 16 mm
wide-gauge section. Two symmetrical notches with a radius of 4 mm are manu-
factured through the width direction of the specimen. The thickness of sheet metal
is 1.5 mm, while the minimum thickness is 0.9 mm according to Liu et al. [10].

Geometry Design for Oscillation-Free Force Measurement

As shown in Fig. 2, a second only elastic deformable shoulder and a MinDA are
designed for each specimen. The novel design can significantly reduce the system
ringing effect resulting from high-speed impact loading. In addition, a homoge-
nous stress/strain distribution can be obtained due to the special design of MinDA.
Therefore, the test force can be determined without oscillation at high strain rate
tensile tests. To optimize the actual size of MinDA, FE simulation is carried out
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Fig. 3 a CAD model of the servo-hydraulic system, b simplified FE model, c cross-sections for
extraction of simulated force

using LS-DYNA explicit solver. Considering the stress wave propagation through
the servo-hydraulic system, a simplified FE model of a servo-hydraulic system is
used to evaluate the effects of stress wave, as shown in Fig. 3b. The details including
boundary conditions of the FE model are shown in previous studies [7, 8].

The investigated material is a 1.5 mm thick micro-alloyed
steel (HX340LAD) sheet. The tabulated material law *MAT_024
(*MAT_PIECEWISE_LINEAR_PLASTICITY) is used to describe the elastoplastic
behavior of the material. The hardening curves of HX340LAD are determined from
smooth tensile tests under different strain rates at room temperature. The GEN
III specimen (see in Fig. 1b) is used to determine true stress–strain curves until
strain rates of 1000/s. The experimental hardening curves are plotted until material
necking. To obtain a flow curve with a large range of strain for simulation, a
combined Swift-Voce law is used to fit the hardening curves under different strain
rates, as shown in Fig. 4. To obtain the strain rate of over 1000/s in the failure
location of fracture specimens, the initial velocity of impact is set as 10 m/s.

In the simulation, the strain distribution on the second shoulder is investigated. It
is found that the strain pattern does not change during the entire test. Figure 5 shows
the strain distribution on the second shoulder of the specimen before the onset of
fracture. A homogenous strain distribution is obtained for each specimen. The black
solid square on the second shoulder shows the position where a strain gauge can
take place for force measurement under high-speed loading. The actual optimized
geometry of MinDA for each fracture specimen is shown in the black dash square.

To verify the positive effect of the new geometries on the reduction of the system
ringing effect during force measurement, the section force in EMA (in the center of
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Fig. 4 Flow curves of HX340LAD used in FE simulation

Fig. 5 Strain distribution pattern of the specimen before the onset of fracture. a SH, b CH, c NT,
d PS

the black solid square) and load cell are plotted in Fig. 6. Figure 3c shows the position
of the cross-section of EMA and load cell in the FE model. Under the high-speed
loading of 10 m/s, severe oscillation is found for the force measured by a load cell,
while the force measured in EMA is much smoother. Slight oscillation is still found
for section force at EMA, but it is already acceptable compared to the force at the
load cell.
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Fig. 6 Simulated section force versus time curves at load cell and EMA (impact velocity is 10 m/s)

Results

Validation of Geometries with Experiments

Figure 7 shows the force versus time curves measured by a load cell and strain gauge
under a loading speed of 10m/s with the servo-hydraulic tensile machine HTM5020.
It is found that the quality of the force signal by strain gauge is much higher than the
data measured by the load cell. The geometries of fracture specimens are validated
with the experimental data.

Fig. 7 Experimental force signal measured by the load cell and strain gauge under 10 m/s
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Influence of Strain Rates on Deformation

Figure 8 shows the force–displacement curves for SH, CH, NT, and PS experiments
under various test velocities. The loading direction is 90° to the rolling direction.
For test speeds of 0.005 mm/s, 0.05 mm/s, and 0.5 m/s, the test force is measured
directly by the load cell. However, the test force under loading speeds of 2 m/s and
10 m/s is measured with a strain gauge. The deformation up to fracture is evaluated
with DIC. A gauge length of 10 mm is used to calculate the displacement.

With increasing loading speed, the force–displacement curves exhibit a signifi-
cantly higher force level, especially at the beginning. For shear and plane-strain spec-
imens, shorter fracture displacements are observed with increasing loading speeds.
The results of 0.5 mm/s for shear specimen are excluded from this. However, the
displacement up to fracture for notched dog-bone and central-hole specimens is
almost independent of the loading speed. The reasons for the results can be multiple
and one of them is related to the adiabatic heating induced local softening of the
sample [11].

Fig. 8 Force–displacement curve of HX340ALD with different loading speeds



Deformation and Failure Behavior of Steel Under High Strain … 453

Fig. 9 DIC-based equivalent strain field before the onset of fracture. a SH, b CH, c NT, d PS

Influence of Strain Rates and Stress States on Failure Behavior

Local failure strain is determined with DIC as the equivalent strain before the appear-
ance of the first visible crack on the specimen surface. A uniform reference length of
0.2 mm is used for local strain measurement. As shown in Fig. 9, failure for notched
dog-bone and plane-strain specimens occurs in the middle of the fracture gauge
sections. The maximal equivalent strain for the central-hole specimen appears on the
inner side of the hole. However, for the shear specimen, it is difficult to determine
the accurate position of failure initiation. In this work, the center of the shear zone
is chosen to be the position of onset of fracture.

The failure strain of HX340LAD under different loading speeds and types is
shown in Fig. 10a. For a better comparison of the failure strain under different
loading speeds, a slight interval is used between different loading speeds on the x-
axis. From shear loading to plane-strain tension, the failure strain exhibits an obvious
decreasing trend. For shear and plane-strain tensile tests, the failure strain decreases
with increasing loading speeds. But for notched tension, there is no big influence
of strain rate on failure strain observed. Currently, the x-axis in Fig. 10a shows the
types of fracture specimens since only DIC results are available. For future work,
the failure strain versus stress triaxiality or Lode angle curves has to be plotted from
FEM. Figure 10b shows the evolution of equivalent strain in failure location as a
function of strain rate under different loading speeds. The equivalent strain is plotted
until the onset of fracture. A spline approximation is used to show the continuous
development of the local strain rate. It is noted that the local strain rates under
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Fig. 10 Local equivalent strain evaluated by DIC under different loading speeds: a failure strain,
b evolution of equivalent strain as a function of strain rate

multiaxial loading increase significantly during the entire test. One can also notice
that the local strain rate already reaches over 1000/s under a loading speed of 2 m/s.
For a better investigation of the influence of strain rate on failure behavior, a tensile
test with a local constant strain rate is necessary.

Summary and Conclusion

In this work, the uniform fracture specimens are designed for multiaxial tensile
tests at the strain rate from quasi-static to nominal 1000/s. The geometries of new
fracture specimens are validated by both numerical and experimental results. Almost
oscillation-free forces have been measured with a strain gauge for all four fracture
specimens under a loading speed of 10 m/s. With the new fracture specimens, the
effects of strain rates and stress states on the deformation and failure behavior of
HX340LAD are investigated. For shear loading and plane-strain tension, a decrease
in failure strain is observed with increasing loading speeds. But for the central-hole
and notched dog-bone specimens, no big influence of strain rate on failure strain is
observed. This trend can also be seen in force–displacement curves under different
loading speeds.

In the present work, the failure strains under various loading speeds and types are
only evaluated on the failure local surface by DIC. With force–displacement curves
and surface local equivalent strain evolution curves, the failure strain of material can
be calibrated in FE simulation. For a better investigation of the influence of strain
rate on deformation and failure behavior, a tensile test with a constant local strain
rate shall be developed.
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Forming–Structural-Coupled Analysis:
The Method to Predict Die Deformation
Using Quick Simulations

K. H. Yun, S. H. Jun, M. S. Moon, J. S. Kim, and H. S. Kim

Abstract This research analyzed die deformation caused by sheet metal forming
stress. The stress results in elastic deformation on the die as well as plastic defor-
mation on the panels. To predict the exact amount of the die deformation, forming–
structural-coupled analysis was implemented. In the analysis, two simulations were
used: AutoForm and midas MeshFree which are known as advantageous software
for reliable results and quick-solving. As a sequel to the coupled analysis, we could
figure out the exact deformationmore precisely and quickly, compared to the previous
methods that had consumed much time. The numerical results were significantly
analogous to the measured results. Ultimately, this research proposes a widely appli-
cable, accessible, and time-effective process to assess die deformability. Through
this practical methodology, it is expected that die design departments would be able
to predict die deformation without spending much time.

Keywords Coupled analysis · Die deformation · Die compensation · Quick
method · AutoForm · midas MeshFree

Introduction

Recently, customer preferences for automobiles are dramatically changing.
Consumer behaviors are showing some meaningful signals that they crave for opti-
mized and flexible models for their personal purposes [1]. These trends are likely to
accelerate a shift to the production of diversified car models that meet customer
needs. For these reasons, most automotive engineers are continuously asked to
develop new technologies to reduce the lead time for new models and customized
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Spring-back prediction, 
Compensation

Structural analysisForming analysis

Fig. 1 Deformation analysis process

production. Accordingly, the engineers desire to bring concurrent engineering into
the development processes for new models.

Stamping tool engineers have been attempting to reduce the lead time producing
dies, especially by eliminating additional compensation processes.Normally in struc-
tural analyses of dies, the stamping tools are considered rigid bodies to simplify
mechanical difficulties [2]. But in reality, panel forming force triggers contact pres-
sure on the surfaces of the stamping tools and the pressure induces elastic deformation
on the dies [2]. This is the primary cause restricting the engineers from predicting die
deformability. Due to the deformation, additional spring back analyses and manual
rework would be essentially required after the die constructions. To curtail these
additional processes, howmuch andwhere it deforms should be predicted accurately.
Through a deformation analysis like Fig. 1, the exact amount of compensation should
be applied to the 3D model drawings at the stage of the die design. Previous studies
have proposed diverse approaches to estimate the deformation and substantiated the
effects of a forming–structural-coupled analysis. Integrated forming and structural
simulations were conducted to cut down die cost and enhance stamping productivity,
withfinemeshgeneratedby ICEMCFD[3]. Spring-backonautomotive fender panels
was accurately predicted by coupling structural simulations with forming analysis
[4]. Haufe et al. and Pilthammar et al. conducted a forming–structural-coupled anal-
ysis by generating a high-density shell mesh and interpolating between coarse solid
mesh and fine surface mesh [5, 6].

Despite these advanced researches, the processes of the simulations seem to
take fairly much time that die designers may have big difficulties in analyzing the
die deformability. It is widely accepted that a time-effective approach is neces-
sary. To enable die designers to predict the deformation quickly and easily, the
present research intends to build a quick analysis process using AutoForm and midas
MeshFree.
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Validity of Implicit Boundary Method

In this part, it is theoretically validated whether using the implicit boundary method
(IBM), a type of mesh-free method, is appropriate for a die deformation analysis.
Several numerical methods such as finite element method (FEM), finite volume
method (FVM), and finite difference method (FDM) have been developed strikingly.
But basically, those approaches are limited to modifying every low-quality mesh
into a high-quality mesh because the mesh can be distorted depending on a given
geometry [7]. Themesh thosemethods use is called a conformingmesh,whichmeans
that the entire mesh should completely fit in the shape of the domain. This type of
mesh requires additional work to make the geometry simplified, which is called a
cleanup or preprocessing. Moreover, refining a mesh is required to adjust the mesh
to the shape of the domain. These steps are highly labor-intensive and need much
computational cost. But these are too indispensable to be taken out of an analysis
process. As the scale and the complexity of the given shape of the domain increases,
the difficulty of generating the mesh tends to increase exponentially. A surface of an
automotive stamping die consists of various radial dimensions, and the curvature of
the surface varies with the automotive design. These are the major reasons that many
difficulties arise in analyzing a die structure.

IBM can make these problems evitable. This method has a similar approach to
traditional FEMwith respect to approximate results. But there is a notable difference
between thosemethods. The formermethod utilizes a shape-independent grid, which
fully encloses the given domain, whereas the latter method uses a shape-dependent
grid. By using IBM, generating and refining a mesh could be skipped. According to
the experiments we have tried, it takes no more than 30 min to create a structured
grid for a set of stamping tools. IBM can be considered an appropriate methodology
for any die design.

The structural analysis tool used in this study,midasMeshFree, utilizes the concept
of IBMmentioned above. IBMcomputes a result by interpolating boundary equations
and assigning essential boundary conditions to the interpolated nodes [8, 9]. This
method can be meaningfully used in a case when the boundary does not have nodes
on it [10]. Since the boundary of the domain does not completely correspond to the
node, one may have a question of whether IBM is possible to get a reliable result.
Kumar et al. proved the effectiveness of IBM and investigated computational time
and error occurrences in several linear static cases [8]. The authors substantiated that
the results of IBM are analogous to those of traditional FEM [8].

Data Compatibility

Data compatibility needed to be checked to couple AutoForm with midas Mesh-
Free. As in the following, contact stress and reference system from AutoForm were
converted to those of midasMeshFree. To convert these, mathematical operations are
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needed as many as the number of nodes involved in the analysis. We could develop
a data converter to do plenty of calculations.

Contact Stress

AutoForm andmidasMeshFree deal with distinct types of meshes. The former uses a
tetrahedral mesh, whereas the latter does a regular hexahedral grid. In principle, one
might raise the question of whether each node of AutoForm completely corresponds
to those of midas MeshFree. To interpolate each nodal information from one to the
other, additional data converting is needed. Several steps for the compatibility of both
datawere simply described in Fig. 2. The first step is to divide the representative stress
of each element in AutoForm equally into each node. And the total stress on each
node can be obtained by adding other stress which was split from the adjacent shells.
In the next step, the total nodal stress should be transformed with respect to a global
coordinate system. Afterward, each nodal information extracted from AutoForm is
interpolated by the nearest neighbor method and matched with each node of the
nearest background grid (square dashed line in Fig. 2) of midas MeshFree. As a final
step, each nodal stress is mapped on midas MeshFree.

Fig. 2 Data converting from AutoForm to midas MeshFree
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Fig. 3 Non-identical coordinate systems

Coordinate System

To carry out the coupled simulations, the coordinate systems of each simula-
tion should be identical. But as illustrated in Fig. 3, both coordinate systems are
completely different. The forming simulation is performed based on a car-line which
means a reference axis of an assembled car body; otherwise, the structural simula-
tion is based on a coordinate of a press centerline. The coordinate of the car-line was
transformed to the reference of the press center in this study.

Deformation Analysis of Front Door Outer Draw Lower

The simulation conditions that affect the result are stated in Tables 1 and 2.

Forming Analysis Conditions and Material Properties

See Tables 1 and 2.
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Table 1 Forming analysis condition of front door outer draw

Blank Material 35 kgf/mm2

Thickness [mm] 0.65

BLK size [mm × mm] (2650 + 2560)/2 × 920

Force Press type Single action

BLK holding force [Ton] 200

Forming force [Ton] 540.3

Mesh Initiative mesh size [mm] 0.1

Radius penetration [mm] 0.1

Max. element angle [Deg] 15

Table 2 Material properties of front door outer draw

Part name Material Young’s modulus Poisson’s ratio Density

Die Ductile cast iron 175 GPa 0.3 7.30e-006 kg/mm3

Contact Pressure and Boundary Conditions

Each node of the die surface is subjected to the contact pressure obtained from the
data converting process. In addition, the bottom of the die was considered to be
completely fixed to a press bolster as shown in Fig. 4. This structural analysis was
conducted in linear static mode. A 20 mm-sized shape-independent grid was used as
presented in Fig. 5. This analysis took into account the lower part of the die only, with
the exception of the upper die, in order to simplify the process of the analysis. As

Fig. 4 Boundary conditions
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Fig. 5 Shape-independent background grid

the die components were not expected to affect the result of the analysis, all of those
components were excluded to simplify the contact conditions in this CAD model.

Deformation Analysis of Side Outer Draw with Press
Machine Structures

The simulation conditions that affect the result are stated in Tables 3 and 4.

Forming Analysis Conditions and Material Properties

See Tables 3 and 4.

Table 3 Forming analysis
condition of side outer draw

Blank Material 28 kgf/mm2

Thickness [mm] 0.65

BLK size [mm × mm] 3615 × 1672

Force Press type Single action

BLK holding force [Ton] 170

Forming force [Ton] 1289

Mesh Initiative mesh size [mm] 0.5

Radius penetration [mm] 0.22

Max. element angle [Deg] 30
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Table 4 Material properties of side outer draw

Part name Material Young’s modulus
(GPa)

Poisson’s ratio Density

Die Ductile cast iron 175 0.3 7.30e-006 kg/mm3

Bolster/slide Stainless steel 200 0.3 7.85e-006 kg/mm3

Contact Pressure and Boundary Conditions

Each node of the die surfaces is subjected to the contact pressure obtained from the
data converting process. Particularly in this analysis, two main parts of the press
machine were contemplated to affect the deformation of the side outer draw die. In
addition, the bottomsurface of the diewas considered to be under general contactwith
the press bolster and slide. On top of that, clamping conditions on given positions
were taken into consideration. In most cases, general contact in midas MeshFree
takes into account that involved objects can slide horizontally and move vertically to
contact surfaces as a form of micro-displacement movement. Each bottom surface
of the bolster and slide was contemplated to be fixed to the ground as presented in
Fig. 6. Both the bolster and slide of the press machine came in contact with other
parts of the press structures, which are considered to be rigid bodies in this analysis,
only at the surfaces of the edge areas as shown in Fig. 7. Accordingly, only edge
areas of the bottom surfaces of the bolster and slide were considered to be fixed
to the ground as shown in Fig. 8. This structural analysis was conducted in linear
static mode. 20 mm-sized shape-independent grid was used as presented in Fig. 5.
As the die components were not expected to affect the result of the analysis, all the
components were excluded to simplify the contact conditions in this CAD model.

Fig. 6 Contact conditions
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Fig. 7 Cross-section of the
die and press machines

Fig. 8 Contact condition of
bottom surfaces of the
bolster and slide

Result

The Result of the Analysis on the Front Door Outer Draw
(Lower Die)

Figure 9 shows the result of the deformation analysis on the front door outer die.
The middle of the punch surface seemed to be deformed maximum of 0.2 mm and
the deformation of the rest part ranges from 0.1 mm to 0.15 mm. The result obtained
from this analysis was analogous to what could be measured in a real die. In most of
the cases in the field, the die engineers used to decide the amount of the compensation
depending on trial and error. The used-to-be compensation on a front door outer was
usually from 0.2 mm up to 0.3 mm. That is approximate to what we gained through
this analysis. If iterative analyses are carried out, it will be possible to gain higher
accuracy of the result.
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Fig. 9 The result of the deformation analysis on the front door outer draw (lower die)

Fig. 10 The result of the deformation analysis on the side outer draw (upper die)

Fig. 11 The result of the deformation analysis on the side outer draw (lower die)
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Graph 1 Total time for the deformation analysis

The Result of the Analysis on the Side Outer Draw

Figures 10 and 11 show the result of the deformation analysis on the side outer panel.
The B-pillar side of the upper die surface seemed to be deformedmaximum 0.42mm.
The rear skin of the side outer on the lower die seemed to be deformed maximum of
0.18 through this analysis. It slightly differed from what was measured in a real die.
The used-to-be compensation applied to a B-pillar surface was largely up to 0.3 mm.
However, the previous compensation used to lead to unsatisfying consequences that
needed a multitude of manual rework. According to the result of this analysis, we
altered our compensation standards for a side outer draw die and we could cut down
on man-hour for manual rework.

The Time Required for the Analysis

The process of deformation analysis is composed of four steps. It took 4 h and 15min
to conduct the whole process as shown in Graph 1. By using a shape-independent
background grid like in Fig. 5, the time to preprocess and generate the mesh was
reduced up to 95%. In total, we could cut down on the time required in this analysis
up to 85% compared to the previous method.

Deformation Analysis Process

The past process as shown in Fig. 12 has been improved like the process presented
in Fig. 13. In the past process, the stage of ‘Deformation analysis’ was needed
separately and took fairly much time (light gray colored in Fig. 12). In the new
process as presented in Fig. 13, it is highly possible to improve the accuracy of
the prediction by eliminating distorted meshes and considerably reducing the time
needed for the analysis. As shown in Fig. 13, contact pressure would be gained at
the stage of ‘Forming analysis’ and be sent to the ‘Die design part’. Afterward, the
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Fig. 12 Deformation analysis process (as is)

Fig. 13 Deformation analysis process (to be)

deformation analysis would be conducted at the stage of ‘Die design for pattern’. And
the distribution of the die deformation obtained from the stage would be applied to
compensation analysis at the stage of ‘Die layout for machining’. The purpose of the
stage is to derive the compensation for the die surfaces. In the end, the compensation
is applied to the 3D modeling of the die at the stage of ‘Die design for machining’.
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Conclusion and Future Study

In this research, forming–structural-coupled analyses were carried out on stamping
tools, and the distribution of the die deformation was obtained as the final results.
The results seemed to correspond to what we have measured on actual dies. As
a consequence of the analyses, we built the process to implement both die design
and deformation analysis concurrently. Furthermore, it was substantiated that the
presented methodology brought a remarkable time reduction in the analyses. The
improved process could be used practically in the die design field, without particular
expertise and labor-intensive work in the finite element method. It is quick to solve,
easy to handle, and appropriate to assist the die designers who are not experts in a
simulation. This methodology seems to be cost-effective, especially in the case that a
die manufacturer would not be affordable to employ simulation specialists but need
to see quick and accurate verifications. The future study will focus on expanding
the presented analysis process into every stamping tool, especially every die of an
exterior part like a hood outer, roof, etc. We will continuously attempt to figure out
proper compensation for each item, to completely innovate the conventional method
based on manual rework and trial and error.
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Investigating the Formability and Failure
Mechanism of an Advanced High
Strength Steel by a Microstructure-Based
Hierarchy Modeling Approach

Haiming Zhang, Shuai Luo, Jiaru Liu, and Zhenshan Cui

Abstract A reliable prediction of sheet formability is especially necessary for
designing the lightweight components made of advanced high strength steels
(AHSSs) with complex microstructure. In this work, a hierarchy modeling approach
based on FEMand crystal plasticity (CP)was proposed to investigate the deformation
and failure of a hot-rolled AHSS subjected to hole expansion (HE) operations. At the
engineering scale, the HE simulationwas performed by a commercial FEM software.
The deformation history of critical elements was used as the boundary conditions
for grain-level CP simulations. Microstructural data including phase morphology,
grain size, and orientation obtained from EBSD characterizations were used to build
high-fidelity representative volume elements for the CP simulations. The simulated
results were compared with high-resolution SEM data in terms of damage initiation
sites. Plasticity heterogeneities and micromechanical interactions predicted by the
hierarchy modeling sheds light on understanding the failure mechanism of AHSSs
under complex deformation paths.

Keywords Hole expansion · Crystal plasticity · Hierarchy modeling approach ·
AHSS

Introduction

As environmental and climate change concerns escalate, the automotive industry is
receiving increasing pressure to reduce its environmental impact while maintaining
safety and affordability. To address this requirement, advanced high strength steels
(AHSS) with excellent strength–ductility balance have been widely adopted by the
automobile industry for reducing the weight while improving the safety of up-to-date
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vehicles and devices. However, the stretch-frangibility (the ability to be formed into
a complex shape) is still one of the major obstacles of AHSS sheets for application
in complex stamping operations [1].

The hole expansion (HE) test is a common method to characterize the formability
edge crack resistance of metal sheets. Park et al. [2] used a dual-scale finite element
model to predict the failure initiation and location near the hole edge in the hole
expansion of a hyper-burring steel sheet. The central hole was fabricated through a
wire cut which neglected the influence of initial defects. However, few experimental
results can be used to compare with the results of simulation for explaining the
actual failure mechanism. Kamibayashi et al. [3] investigated the strength–ductility–
HE ratios of two ferrites steel with added Ti and Nb, respectively; the author inferred
that the inferior strength–ductility–HE ratio balance of Nb steel was mainly caused
by the formation of large textural colonies and MnS.

Themicrostructural characteristics have immense influences on strain localization
[4], voids nucleation and growth [5], and crack propagation [3, 5, 6], so the evaluation
of stretch-flangeability ofAHSS involves the analysis ofmicromechanical and failure
behaviors of the AHSS sheet’s microstructure with initial defects. However, only a
few micromechanical-based modeling techniques have been used to investigate the
HER recently. Kim et al. [7] analyzed the stretch-flangeability of two DP steels
with different microstructures carried out by a realistic microstructure-based model,
but this model was constructed by the SEM graph which has neglected the crystal
orientations. Park et al. [2] used a dual-scale finite element model for predicting
the failure initiation and location near the hole edge in the hole expansion of a
hyper-burring steel sheet. Choi et al. [8] used the crystal plasticity finite element
method (CPFEM) by directly mapping the microstructure into finite element meshes
and capturing the effect of microstructural heterogeneity on hot spots for the void
formation and micro-crack propagation. Nevertheless, the direct mapping method
neglected the difference in deformation characteristics at different positions in the
thickness direction, which can be the potential fracture initiation sites.

In this article, the effect of microstructural characteristics on the deformation
and failure mechanisms of AHSS during the HE operations were investigated
using a hierarchy modeling approach based on FEM and CP modeling. The engi-
neering scale simulation of the HE process was completed using the isotropic
elastoplastic FEM. Microstructural data including phase morphology, grain size,
and crystal orientation obtained from EBSD characterizations were used to build
high-fidelity representative volume elements for the CP simulation. The deforma-
tion paths of critical elements (potential crack initiation points) at the hole edge that
were acquired by macroscopic FEM were used as the periodic boundary conditions
for CP simulation. The macro fractography, void nucleation and growth mecha-
nisms, micro-crack propagation as well as plastic deformation heterogeneity were
analyzed through an optical microscope (OM) and field-emission scanning electron
microscope (FE-SEM) observations at the hole edge.
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Experimental and Modeling Procedures

The studied material is a martensitic (MS 1150/1400) steel sheet with a thickness of
3.0 mm. It consists of a martensitic matrix with smaller amounts of bainite. For its
superior strength, it is commonly used to manufacture side intrusion beams, bumper
beams, bumper reinforcements, etc. [9].

Microstructure Characterization

The initial microstructure and texture of the sheet were characterized by electron-
backscattered diffraction (EBSD) on the RD-TD plane. The experimental system is
a VEGA 3 XMU (LaB6) FE-SEM (TESCAN) equipped with an Oxford/Nordlys
EBSD detector. The specimens were mechanically polished with SiC papers of grit
size 100, 240, 320, and 600 first, then followed by fine polishing operations with 9
and 3 µm diamond suspensions, as well as 0.05 µm alumina suspension. After the
mechanical polishing, each specimen went through a vibratory polishing operation
with 0.02µm silica suspension for two hours. The SEM-EBSD system was operated
at an acceleration voltage of 20 kV and a working distance of 20 mm; it scanned an
area with the size of 40 µm × 40 µm and the step size of 0.1 µm, i.e., collected
high-resolved microstructure maps with 160,000 data points totally. The data was
processed by the AZtec® system (Oxford Inst.).

Figure 1 shows the EBSD characterized microstructure of the as-received sheet.
Figure 1a corresponds to the orientation imagingmicroscopy (OIM)which evidences
that the as-received steel sheet has an equiaxial microstructure. The band contrast
(BC) map shown in Fig. 1b demonstrates the martensitic microstructure of the steel
is in general homogeneous. Figure 1c shows the grain boundary (GB) structure, in

Fig. 1 The EBSD characterized microstructure of the as-received martensitic steel; a orienta-
tion imaging microscopy coloring with the RD inverse pole figure; b band contrast map; c grain
boundaries with black lines representing HAGB and yellow lines LAGB
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which the black lines represent the high angle GBs (HAGBs) identified with a mis-
orientation angle above 15°, and the yellow lines for the low angle GBs (LAGBs)
identified with a mis-orientation angle below 15°. It shows clearly that the LAGBs
fill in the grains.

Hole Expansion Experiments

An in-house HE tester following the ISO standard 16630 was employed to perform
the HE experiments. The tester is composed of a 60◦ conical punch, a die, and a blank
holder that avoids the draw-in of material during the HE processes. The specimens
for the HE test are square plates with a size of 100 mm × 100 mm and a 10 mm
diameter center hole; the center hole was fabricated by punching. A video recorder
camera was used to capture the HE process and photograph cracks online. The tests
were stopped when a crack completely penetrated through the sheet thickness. The
macro fractography of the fracture surface at the hole edge was observed by optical
microscope subsequently. The cross-section in the vicinity of the hole surface was
cut along the diagonal line for the analyses of micro-failure mechanisms and plastic
heterogeneity by field-emission scanning electron microscopy (FE-SEM).

Uniaxial Tensile Tests

Uniaxial tensile tests at room temperature were conducted for the as-received sheet
in both the RD and TD; three tests were repeated for each direction. According to the
Chinese standard GB/T 228.1-2010 (ISO 6892-1:2009, MOD), dog-bone specimens
with a gauge length of 50 mm and width of 12.5 mm were machined via electrical
discharge machining. The tensile tests were carried out quasi-statically on an elec-
tronic testing machine (Instron Model 8080 with a load cell of 100 kN capacity)
at a constant crosshead speed of 0.05 mm/s, corresponding to a nominal strain rate
of 0.001/s. A DIC system (Aramis) was employed to measure the deformation and
strain field. Prior to the tensile tests, all specimens were sprayed with random speckle
patterns. The 3D position change of the speckles was photographed with two high-
resolution cameras at a frequency of 2 Hz; the strain field of the deformed specimens
then was computed by the commercial DIC software GOM.

Hierarchical Modeling Methodology

In this work, we proposed a hierarchy modeling methodology to capture the influ-
ence of microstructure on the stress/strain partition and damage initiation in the
material during the HE operation. At the macroscopic engineering scale, traditional
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FEM simulations of the HE process were carried out in the commercial FEM solver
ABAQUS/Explicit to track the evolution of deformation and stress state in the sheet;
the deformation gradient (F) and stress state in the region of interest (critical elements
or integration points) were extracted in a prescribed frequency. The data of F and
stress state through the entireHEprocesswere then organized into a group of periodic
boundary conditions (PBCs) for the full-fieldCP simulations at themicroscopic scale.
The PBCs were applied on the microstructure-based representative element volume
(RVE) which uses the EBSD map (shown in Fig. 1) as the input directly. Therefore,
the CP modeling is capable of considering both the complex boundary conditions
of the critical elements and the realistic microstructure-like grain morphology and
orientation.

It is noted that the material model used in the FEM simulation is the classic
J2 constitutive model. Since the build-in J2 model of ABAQUS does not support
the output of deformation gradient and the first Piola–Kirchhoff stress tensor P, a
VUMAT identical to the build-in J2modelwas developed designedly. In theVUMAT,
the deformation gradient and the stress tensor are stored in the user-defined state
variables andwritten to the result data file.A python scriptwas then used to extract the
data ofF andP of the critical element. Figure 3 shows the evolution of the components
ofF andP at the critical element (as shown in Fig. 2) in the HE process. The subscript
‘2’ is the working direction of the punch, and also the thickness direction of the
sheet; the subscripts ‘1’ and ‘3’ are the other two in-plane orthogonal directions, i.e.,
the RD and TD. According to the evolution of the components of the deformation
gradient shown in Fig. 3a, one can see that the critical element undergoes a jointly
in-plane biaxial stretching deformation and in-plane shear deformation; all the out-
of-plane shear deformation are well suppressed as anticipated, while in-plane shear
deformation F31 and F13 are noticeably up to−0.5. Figure 3b shows the evolutions of
the components of the first Piola–Kirchhoff stress. The stress evolutions substantially
correlate with those of the deformation gradient, i.e., in-plane tensile stresses, out-of-
plane comprehensive stress, noticeable in-plane shear stresses, and small out-of-plane
shear stresses. However, the evolutions of the stress components are rather irregular
and show obvious oscillation. This is mainly because of the complicated contact
between the tools and the material.

The results of both F and P were then organized into the PBCs for the CP simu-
lations. A mixed PBCs, i.e., the components F21, F22, F31, F32, and F33 of F and the
components P11, P12, P13, and P23 of P were prescribed based on the macroscopic
data shown in Fig. 3, while the other components were relaxed. More details about
the assigning of the PBCs can be found in the work of Zhang et al. [10].

As stated, the studied steel sheet is made of a martensitic matrix with a small
amount of bainite. Without loss of generality, we treat the material as a single-
phase martensite when performing the full-field CP simulation, and the martensite
was assumed to have a BCC crystal structure like the ferrite [11]. For BCC metals,
the potential slip systems at room temperature generally include the slip families
{110}〈111〉 and {211}〈111〉; both contain 12 slip systems. Given the frequently
reported 〈111〉glidemechanismofBCCmetals,we adopted the samematerial param-
eter for both slip families {110}〈111〉 and {211}〈111〉. First of all, the elastic constants
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Fig. 2 The methodology of the proposed hierarchy modeling approach. FEM simulation provides
the history of deformation and stress state of the specimen during the HE operation. The FEM
predicted the time-dependent deformation gradient and stress state of the critical element were
imported to a full-field CPmodeling which incorporates the authentic microstructure of the material

Fig. 3 The evolution of the components of the deformation gradient and the first Piola–Kirchhoff
stress tensor at the critical element is shown in Fig. 2. The results were predicted by FEM simulation
with the J2 plasticity model

C11, C12, and C44, the reference slip rate γ̇0, and the rate sensitivity coefficient m are
well documented and referred to in the work of Tasan et al. [12]. The parameters g0,
g∞, h0, and a, which describe the evolution of slip resistance, were determined from
the experimental data via an in-house inverse method [11] (Fig. 4).
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Fig. 4 The stress–strain curves of the studied martensitic AHSS, one of the experiment data versus
the predicted one by CP model with constitutive parameters listed in Table 1.

Table 1 The CP constitutive parameters for the martensitic steel sheet

g0(MPa) g∞(MPa) h0(GPa) a γ̇0(s−1) m C11(GPa) C12(GPa) C44(GPa)

30.8 761 26.9 1.57 0.001 0.05 417.4 242.4 211.1

g0, g∞, h0, and a were identified according to the experimental data; other parameters are taken
from Tasan et al. [12]

Results and Discussion

Macro and Micro-failure Mechanisms

We have tested three specimens for the HE operation. The HE rates are 46, 42,
and 32%, i.e., the average HE rate is about 40%. The MS steel essentially shows
high strength and considerable stretch formability. Figure 5a shows the macro frac-
tography in the hole’s edge region of one HET specimen. Small diffused cracks
(marked with the dashed ellipse) distribute uniformly in the hole’s inner edge and
propagate less than a quarter of the sheet thickness. This is primarily because the
crack growth is suppressed by the compressive stress developed in the hole’s inner
edge due to the direct contact with the conical punch. Moreover, on the exposed
cross-section there are also some large cracks that transverse the thick, as marked
with solid ellipses. These cracks initiated in the hole’s outer edge and propagated
along a direction orientingwith an angle of about 45° to the circumferential direction.

Figure 5b, c shows the SEM micrographs with magnification 2000× and 5000×
of the regions close to the crack-tips. Figure 5b shows that the material near the
crack-tips was significantly distorted which provides the channel for the propagation
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Fig. 5 Failure mechanisms of the martensitic material; a macroscopic fractography of the hole
expansion specimen; SEM micrographs with magnification, b 2000× and c 5000× of the regions
close to the crack-tips

of cracks, as marked with the dash lines. It implies that the high-stress concentra-
tion near the crack-tips renders strong strain localization to maintain deformation
compatibility. From the high magnification image shown in Fig. 5c, one can see that
the voids of various sizes (as exampled with the solid circles) distribute in the studied
region. Besides, the near-equiaxial microstructure was obviously elongated during
the HE process.

We further characterized the microstructure in the region away from the hole
edge, as shown in Fig. 6. Clusters of micro-voids, highlighted with boxes, can be
clearly seen in Fig. 6a, which means that damage was initiated early in the sheet. The
microstructure was also elongated, but not too significant like that shown in Fig. 5c.
From the high-magnified image of Fig. 6b, it is found that the micro-voids distribute
along the boundaries of themicrostructure. The aggregation of themicro-voids shows
a strong correlationwith themicrostructuralmorphologyof themartensite.Moreover,
although the microstructure was elongated, micro-voids are essentially equiaxial.
That is, in the region away from the hole edge, the growth of voids is not evident.

Fig. 6 SEM characterized microstructure in the region apart from the hole edge: a with a
magnification of 2000×; b with a magnification 5000×
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Fig. 7 Contourmaps of the grain-level strain and stress distributions; a and b the strain distributions
of the RVE deformed at 11% and 37% HE ratios, respectively; c and d the stress distributions at
11% and 37% HE ratios, respectively

Grain-Level Strain/Stress Partitions

Full-field CP simulations are further used to explore the effect of microstructure on
stress and strain partition during the HE process. Figure 7 shows the counter maps of
the grain-level stress and strain distributions; Fig. 7a, b corresponds to the strainmaps
of the RVE at the deformation stage with the HE ratio of 11% and 37%, respectively;
and Fig. 7c, d corresponds to the stress maps. The results clearly show that both the
stress and strain distributions are strongly inhomogeneous, strain localizations occur
early at GBs, particularly in the region with fine-size microstructure, as highlighted
by the circles in Fig. 7a. These regions primarily serve as the nucleation sites of
micro-voids, which agrees well with the experimental result shown in Fig. 5. The
hot spots of the stress distribution, in contrast, do not distribute at GBs but appear in
some particular grains, i.e., the grains with hard orientation. As a result, the hetero-
geneous microstructure renders the strong inhomogeneous distributions of stress and
strain; and the deformation compatibility requires large deformation in the fine size
microstructures and GBs. With the increase of the HE ratio, as shown in Fig. 7b,
d, the strain localizations become more obvious, and shear bands are clearly seen.
These shear bands propagate through regions with GBs and fine sizemicrostructures,
which provide the channel for the growth of cracks.
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Conclusion

In this work, we developed a hierarchy modeling approach for the multiscale simu-
lation of the hole-expansion (HE) of advanced high-strength steel sheets. The FEM
simulationwas adopted to obtain the complex deformation path and stress state of the
critical elements during the whole HE process. The predicted deformation gradient
and stress state were then imported to a full-field crystal plasticity (CP) modeling
which uses the realistic microstructure of the material as the input. A martensitic
AHSS sheet was used as the case study. The postmortem examination of the HE
specimen evidences that the damage nucleation and crack propagation show a strong
correlation with the microstructural morphology of the martensite. The grain-level
strain and stress fields obtained by the hierarchy modeling technical are strongly
inhomogeneous and closely related to the microstructure; strain localizations occur
early at grain boundaries, particularly in the region with fine-size microstructure.
The predicted hot spots and shear bands of the strain field can be correlated well
with the SEM micrographs.

Acknowledgements The authors acknowledge the funding support from the National Natural
Science Foundation of China with the projects of No. 52075329, and Shanghai Rising-Star Program
(20QA1405300).

Appendix: Finite Strain CP Theory

The CP model was implemented in a finite strain framework via the multiplication
decomposition of deformation gradient, i.e., F = FeFp where Fe denotes the elastic
deformation gradient and Fp the plastic one. The plastic velocity gradient due to
dislocation slip is expressed as

Lp =
∑

α

γ̇ αSα, withSα=mα ⊗ nα (1)

with Sα the Schmid tensor of the α slip system, γ̇ α the plastic shear rate, andmα and
nα the slip direction and the normal of the slip system. A rate-dependent flow law
was used to describe the plastic shear rate γ̇ α , i.e.,

γ̇ α=γ̇0

∣∣∣∣
τα

gα

∣∣∣∣
1/m

sign(τα), with τα = (FeTFe · Te) : Sα (2)

with γ̇0 the reference slip rate, m the rate sensitivity coefficient, and gα the slip
resistance. Te is the second-order Piola–Kirchhoff stress tensor expressed on the
intermediate stress-free configuration.
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The evolution of gα is described as follows:

ġα =
∑

β

hαβ γ̇ β with hαβ = h0
[
q + (1 − q)δαβ

]∣∣∣∣1 − gβ

g∞

∣∣∣∣
a

(3)

Here, h0 denotes the hardening modulus of slip systems, g∞ the saturated slip
resistance, and a an estimated constant. q describes the interaction among slip
systems. It is assumed to be 1.0 for coplanar slip systems and 1.4 for non-coplanar
slip systems.

For most metals, Te is formulated by Hooke’s law as

Te = C:Ee with Ee = 1

2

(
FeTFe − I

)
(4)

whereEe is the elastic Green–Lagrange strain tensor, andC is the fourth-order elastic
tensor. For cubic crystals, C can be specified with three elastic constants C11, C12,
and C44.

References

1. KuziakR,KawallaR,Waengler S (2008)Advancedhigh strength steels for automotive industry:
a review. Archiv Civil Mech Eng 8(2):103–117

2. Park S et al (2019) Practical microstructure-informed dual-scale simulation for predicting hole
expansion failure of hyper-burring steel. Int J Mech Sci 156:297–311

3. Kamibayashi K, Tanabe Y, Takemoto Y, Shimizu I, Senuma T (2012) Influence of Ti and Nb
on the strength-ductility-hole expansion ratio balance of hot-rolled low-carbon high-strength
steel sheets. ISIJ Int 52:151–157

4. Panich S et al (2014) Investigation of anisotropic plastic deformation of advanced high strength
steel. Mater Sci Eng A 592:207–220

5. TengZK,ChenXM(2014)Edge crackingmechanism in twodual-phase advanced high strength
steels. Mater Sci Eng A 618:645–653

6. Kim JH et al (2019) Effect of prior austenite grain size on hole expansion ratio of quenching
and partitioning processed medium-Mn steel. JOM 71(4):1366–1374

7. Kim JH et al (2010) Hole-expansion formability of dual-phase steels using representative
volume element approach with boundary-smoothing technique. Mater Sci Eng A 527(27–
28):7353–7363

8. Choi SH, Kim EY, Kim SI (2014) The micromechanical deformation behaviors of hot-rolled
590FB steel during hole-expansion test. Int J Plast 58:184–200

9. Keeler S, Kimchi M, Mooney PJ (2017) Advanced high-strength steels: application guidelines
version 6.0. WorldAutoSteel

10. Zhang H, Diehl M, Roters F, Raabe D (2016) A virtual laboratory using high resolution crystal
plasticity simulations to determine the initial yield surface for sheet metal forming operations.
Int J Plast 80:111–138



482 H. Zhang et al.

11. Li Q, Zhang H, Chen F, Xu D, Sui D, Cui Z (2020) Study on the plastic anisotropy of advanced
high strength steel sheet: experiments and microstructure-based crystal plasticity modelling.
Int J Mech Sci 176:105569

12. Tasan CC, Diehl M, Yan D, Zambaldi C, Shanthraj P, Roters F, Raabe D (2014) Integrated
experimental–simulation analysis of stress and strain partitioning in multiphase alloys. Acta
Materialia 81:386–400



Investigation on the High Strain Rate
Formability of Al-Cu-Mg Alloy
by Solid–Liquid Coupling Simulation

Shi-Hong Zhang and Da-Yong Chen

Abstract The formability of the sheet is getting more attention these several years
for the impact hydroforming (IHF). Investigation on the formability is complicated
for the IHF because of the limited forming time and testing space. The finite element
modeling is no doubt a high-efficient and low-cost method to evaluate the high
strain rate formability. The Al-Cu-Mg sheet specimen was tested by tensile test
under different strain rates. The stress–strain curve characterizes with S-shape when
the strain rates are on the level of 103/s. A modified Johnson–Cook model was
established in LS-DYNA software to precisely describe the stress–strain response.
The fluid structure interaction algorithm was employed to realize the solid–liquid
coupling. The formability improvement owns to fluctuating feeding when the strain
rates are 1000/s–2000/s. Fluctuating loading helps the material feeding, meanwhile
the resistance of necking is improved when the strain rates change from 3000/s to
5000/s.

Keywords Al-Cu-Mg alloy · Impact hydroforming ·Modified Johnson–Cook
model · Fluid structure interaction · High strain rate formability

Introduction

Impact hydroforming (IHF) represents the process of utilizing the energyproducedby
the projectile with high speed to form the sheet or tube blank to the final part, in which
the liquid is selected to be themedium to transfer the impact energy from the projectile
to the blank [1]. The energy characterized with wave loading of inhomogeneous
distribution in both axial and radial directions. The typical feature is that the process
combines the advantages of impact loading from high speed hammer and flexible
effect from the liquid. The energy transfer and propagation were systematically
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investigated using the equipment of impact hydroforming (the IHF press) which was
designed and manufactured based on the relative study according to the work of Ma
et al. [2].

According to the previous results, IHF could increase the formability of low-
plasticity material such as aluminum and titanium alloy, et al. Several typical parts
had been developed by using this technologywhich included the complicated double-
frame aircraft aluminum sheet part, cup part with deep cavity [3, 4]. Furthermore, the
recent investigated testing demonstrated that one kind of dynamic recovery emerged
and contributed to plasticity increase for someAl-Cu-Mg alloy under impact loading.

However, IHF characterized with high speed and high energy which increased the
difficulty of elaborate investigation on the measurement of strain rates and forming
pressure, and analysis of pressure distribution in narrow space and limited time.
Apparently, the finite element modeling (FEM) was a useful method for this kind of
investigation. Especially, the solid–liquid coupling FEM was effective to deal with
the procedure including the interaction of the projectile and the liquid, as well as the
liquid and the blank to be formed [5, 6]. In this study, what was interested including
the variation of part outline with time, the stress and strain state in a different area,
also including the thickness distribution. Meanwhile, the contribution of the impact
loading to the formability was investigated by the method of coupling FEM.

Establishment of Modeling

The Basis of Fluid Structure Interaction

The Fluid Structure Interaction (FSI) was chosen to tackle with the coupling inter-
action between the projectile and the liquid, as well as the liquid and the blank. It
mainly involved the keyword of “CONSTRAINED_LARGRANGE_IN_SOLID” in
LS-DYNA [7]. Meanwhile, the ALE algorithmwas utilized to treat with the problem
of convergence for the liquid under large deformationwhichwould initiate the distor-
tion [8]. It considered the problem of element motion and material node which could
effectively deal with the simulation of IHF occurred in a very short time and large
deformation [6].

Geometrical Models

A cup part was designed to investigate the feature of forming, stress and strain
state, thewall thickness distribution under both quasi-static hydroforming and impact
hydroforming. The forming height was set as 16.86 mm and 18.82 mm, respectively,
according to the corresponding experiment. The blank initial thickness was 1.2 mm,
the diameter of die, and radius of corner was 38.5 mm and 5 mm, respectively.
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Fig. 1 Geometrical model
and meshing

The geometrical model was discrete to be solid and shell elements according to its
function on the solid–liquid coupling FEM as illustrated in Fig. 1. The projectile,
liquid, and blank were discrete to be eight-node hexahedron elements with same size
from the axial projection to guarantee the coupling calculation. And the drawing die
and blank holder were treated as shell elements of four-node quadrilateral to consider
the efficiency of calculation and precision comprehensively [6].

Equation of State

The Gruneisen equation was an ideal option to describe the behavior of liquid during
the impact hydroforming. The pressure was listed as follows for both compressed
and expanded material according to the Gruneisen equation of state:

P = ρ0C2μ[1+(1− γ0
2 )μ− a

2 μ2][
1−(S1−1)μ−S2

μ2

μ+1−S3
μ3

(μ+1)2

]2 + (γ0 + aμ)E (1)

and

P = ρ0C2μ + (γ0 + aμ)E (2)

And the relative density was used to present the compression as follows:

μ = ρ

ρ0
− 1

where ρ0 stands for the water density in the beginning, C is the speed of sound
transferring in the water with room temperature, E represents the internal energy in
the unit volume, γ0 and a stands for Gruneisen gamma and its volume correction in
the first order.
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Fig. 2 Stress–strain state for cup part subjected to impact hydroforming: aBefore the bottom touch
the die; b After the bottom touch the die

Results and Discussion

Stress and Strain State Analysis Under IHF

The stress and strain states were analyzed for the forming procedure of cup part
under IHF as illustrated in Fig. 2a, b which represented the stage of uncompleted
and completed forming. It was illustrated in Fig. 2a that the specimen experienced
identical state of stress and strain with conventional sheet hydroforming. Further-
more, the specimen possessed the area of cylindrical wall after contacting with the
die bottom which characterized with deep drawing. It was also found that the area of
bottom and bottom corner endured more deformation under the double stretching.
Hence, a better forming process should be designed for the part with large forming
height although IHF could increase the formability of hard-to-form material.

The Variation of Outline with Time

The outline under different time was illustrated in Fig. 3a, b for both quasi-static and
impact hydroforming. The constant time step was chosen for both forming methods
which was 5s and 6 × 10−5s, respectively, according to the whole forming time. It
was found that IHF differentiated with the quasi-static hydroforming at the begin-
ning forming stage but it was identical with quasi-static one at the middle stage from
the aspect of part outline. The specimen characterized with flat bottom in the first
two steps because the special loading effect exerted by IHF. The pressure charac-
terized with radial gradient distribution in the beginning. Hence, a special loading
was achieved which had the similar effect to the deep drawing with rigid punch. It
had advantage of easy material feeding to the die cavity which would contribute in
the central area of the part. In the final stage, the specimen contacted with the die
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Fig. 3 The variation of outline with time: a Under quasi-static hydroforming; b Under impact
hydroforming

especially at the area of bottom corner. But the specimen failed before contacted with
the die corner under the quasi-static hydroforming.

The Strain Path Analysis

The forming depth increased graduallywhen the depth of the die cavitywas increased
step by step. The forming depth of 18.82 mm was achieved without the defects of
wrinkle and crack using IHF. The strain paths were listed in Fig. 4 to illustrate the
variation of strain in several typical areas. As for the areas of flange and die corner,
the major strain increased gradually and the minor strain decreased almost along
with the line of pure shear. The strain of die corner was larger than the one of flange
owning to the effect of wave loading with high energy and the bending effect from
die corner. The area of bottom center characterized with equal double stretching
and the major and minor strains were on the level of 0.45. Furthermore, the area

Fig. 4 The strain paths
evolution of several classical
forming areas

-0.5 -0.4 -0.3 -0.2 -0.1 0.0 0.1 0.2 0.3 0.4 0.5

0.0

0.1

0.2

0.3

0.4

0.5

0.6

 Flange area
 Die corner
 Cylindrical wall
 Bottom corner
 Bottom center

Minor strain

M
aj

or
 s

tra
in



488 S.-H. Zhang and D.-Y. Chen

of bottom corner characterized with near equal double stretching and the strains
were on the level of 0.6. It was found that the bottom corner was the area of largest
strain which became the most dangerous area under tension strain. These two areas
were different from the conventional deep drawing with punch from the aspect of
strain path. Initially, the cylindrical wall characterized with plane strain and finally
converted to tension state in two directions. The feature of deep drawing was found
from the above analysis. Hence, it was verified that the impact hydroforming was a
procedure of hybrid process combining both deep drawing and hydro-bulging.

The Wall Thickness Distribution and Comparison

The largest forming height was 16.86 mm and 18.82 mm for quasi-static hydro-
forming and impact hydroforming, respectively, from the series of investigation.
Therefore, the wall thickness and thinning ratio were investigated under the situa-
tion of 16.86 mm forming height for both processes. Firstly, the outline and wall
thickness were measured as it was illustrated in Figs. 5 and 6, respectively. It was
found that the wall thickness decreased gradually from the area of flange to bottom
center. The thinning ratios of area I and II were in the range of 30–50% which stood
for the vulnerable areas under hydroforming process. And the flange area retained
thickening because of the circumferential-compressive stress.

The quasi-static hydroforming and IHF were compared in the aspect of thinning
distribution along with radial direction. The similar state was selected for IHF to
comparewith the quasi-static hydroforming before crack. Itwas illustrated in Fig. 7 to
describe the variation of thinning ratio with arc length and the relative parts obtained
from experimentation. The specimen hadn’t the area III under both forming means
before it contacted with die corner. Furthermore, the thinning ratio was on the level of
60% and 40% for quasi-static hydroforming and impact hydroforming, respectively.

Fig. 5 The outline of the
cup part at the final step
using impact hydroforming
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Fig. 6 The variation of wall
thickness, thinning ratio with
arc length along with the
radial direction
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Fig. 7 The variation of
thinning ratio versus arc
length and corresponding
parts under: a Quasi-static
hydroforming; b Impact
hydroforming
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The larger thickening ratio was found in the part manufactured by IHF than the quasi-
static one. It was attributed to the enough material feeding at the beginning stage
for IHF specimen, however, the specimen experienced with almost pure bulging for
quasi-static owning to the large enough holding force to satisfy the strict requirement
of liquid sealing. It was concluded that the IHF increased the formability of sheet
part from the aspect of helping material feeding.

Conclusions

(1) The solid–liquid coupling FEM was an effective method to investigate the
procedure of impact hydroforming based on the algorithm of FSI and ALE;



490 S.-H. Zhang and D.-Y. Chen

(2) The IHF could altered the strain path in a certain range which would contribute
to the material feeding into the die cavity to prevent the local thinning at the
end of forming;

(3) The maximum of thinning ratio decreased from 60 to 40% when the spec-
imen produced by quasi-static hydroforming compared with the one by impact
hydroforming.
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Neutron Diffraction and Crystal
Plasticity Analysis on Q&P Steel
in Deformation

Hao Yang, Dayong Li, Huamiao Wang, Yinghong Peng, and Peidong Wu

Abstract The individual phases’ responses of commercial Q&P1180 steel during
uniaxial tension are investigated by using the in situ neutron diffraction technique and
elastic-visco-plastic self-consistent crystal plasticity method coupled with marten-
sitic transformation crystallography theory. Stress, phase transformation, lattice
strains, diffraction intensities, and textures of the constituent phases are calculated
and good agreement with experimental results is obtained. The phase transforma-
tion considerably enhances the flow stress and weaken diffraction intensities of the
residual austenite. The orientation dependency of transformation behavior is found
to be related with the transformation potency for austenite grains with different
orientations. The transformation has little effect on texture evolutions for both phases.

Keywords Q&P steel · Crystal plasticity · Neutron diffraction

Introduction

As a representative of the third generation advanced high strength steels (3G-AHSS),
Q&P steels possess good combination of strength and ductility and offer great poten-
tial in forming light-weight vehicle structures [1]. The Q&P concept was originally
proposed bySpeer et al. [2] and has been explored for years [3]. TheQ&P980 steel has
been commercialized for fabrication of automotive structural and safety parts such as
cross members, longitudinal beams, B-pillar reinforcements, sills, and bumper rein-
forcements [4]. Recently, a higher strength level 3G-AHSS steel, Q&P1180, with
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almost the same chemical composition as Q&P980 steel, was successfully developed
by BAOSTEEL.

To investigate the macroscopic mechanical behavior as well as microstructure
evolution of the Q&P1180 steel during deformation, in situ neutron diffraction tech-
nique was carried out during uniaxial tension process. Stress, phase transformation,
lattice strains, diffraction intensities, and textures of the constituent phases are exper-
imentally analyzed. A dislocation density-based elastic-visco-plastic self-consistent
(EVPSC) model incorporating the transformation kinetics model is established to
study the effect of phase transformation on the macroscopic mechanical properties
as well as microstructure evolution of the Q&P1180 steel. Good agreement with
experimental results is obtained and the orientation dependency of transformation is
found.

Experiment

A commercial cold rolled Q&P1180 steel sheet of 1.4 mm thickness from BAOS-
TEEL is used in this study.

In situ neutron diffraction measurements are performed on the sample of rolling
direction (RD) during tensile deformation by an angle dispersionmethod on a neutron
diffractometer equipped with a tensile tester at Key Laboratory of Neutron Physics
of China Academy of Engineering Physics. The wavelength of the monochromatic
neutron beam used in this study is 1.594 Å, and the scattering volume is ~140 mm3.
The diffraction geometry is aligned such that the diffraction vector is parallel to the
loading direction (LD), as shown in Fig. 1a. Namely, average information about the
grains, whose {hkl} normal is parallel to the LD, is reflected in each {hkl} diffraction
profile. The patterns (Fig. 1b) are recorded as binary codes and transformed by soft-
ware StressTexCalculator into diffraction profiles. Diffraction profiles are obtained
during temporary stops during the tensile test. Seven reflections, the α{110}, α{200},
and α{211} of the bcc crystal structure and γ{111}, γ{200}, γ{220}, and γ{311} of
the fcc crystal structure, are monitored before and during loading process. Neutron
diffraction profiles are measured at a total of thirteen static strain-holding stages.

There are two kinds of crystal structure in the steel, body-centered cubic (bcc or
α) and face-centered cubic (fcc or γ) retained austenite (RA). The texture of each

Fig. 1 a A schematic diagram for in situ neutron diffraction technique, b Diffraction patterns of
crystal planes for each phase
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Fig. 2 Pole figures and reconstructed ODF section (ϕ2 = 45°) of each phase

phase before and after loading is measured by neutron diffraction method. Slices
with 5 mm length and 5 mm width are cut from the samples and then glued to a
cube-like shape for pole figure measurement. The orientation distribution function
(ODF) of the bcc phase is remodeled by the measured α{110}, α{200} and α{211}
pole figures. The ODF of the fcc phase is reconstructed by using the γ{111}, γ{200},
γ{220}, and γ{311} pole figures. The initial texture of each phase is shown in Fig. 2.

Numerical Model

The elastic-visco-plastic self-consistent crystal plasticity method [5, 6] is used here
for numerical analysis. For each crystal, the total strain rate is divided by elastic strain
(ε̇e) andplastic strain. Theplastic strain consists of crystal slip (ε̇p) and transformation
strain (ε̇pt).

ε̇p = γ̇0 �
α
Pα

∣
∣
∣
∣

τα

τα
cr

∣
∣
∣
∣

1
m−1

τα

τα
cr

(1)

where γ̇0 is the reference value for the slip rate; m the rate sensitivity, Pα the Schmid
tensor, τα and τ α

cr are the resolved shear stress (RSS), and the critical resolved shear
stress (CRSS), respectively. The CRSS τ α

cr = τ α
0 +τ α

f orest+τα
HP consists of initial

slip resistance (τ α
0 ) due to solid solution, the forest dislocation term (τ α

f orest ), and
grain boundary resistance (τα

HP ). The forest dislocation resistance can be obtained
by τα

f orest = χbαμ
√

ρα [7]. Here, χ is the dislocation interaction coefficient, bα the
magnitude of the Burgers vector, and μ the modulus. The dislocation densities of
each slip system (ρα) are calculated by the K-M model [8]:

∂ρα

∂γ α
= kα

1

√

ρ̂α − kα
2 ρ̂α, ρ̂α = hαα′

ρα′
(2)
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where kα
1 and kα

2 are material parameters, respectively, hαα′
the latent hardening

parameters. τα
HP is defined as τα

HP=χ ′u
√

bα/dg [7], where χ ′ is Hall–Petch
coefficient, dg the grain size.

For the primary bcc phase and newly formed martensite (NM) grains, there is no
transformation strain (ε̇pt = 0). For the austenite grains, phase transformation can
occur and induce transformation strainwhen the dislocation densities exceed a critical
value. The orientation relationship matrix ARG and transformation strain εPT are
calculated according to classical phenomenal theory of martensite crystallography
(PTMC) [9]. The orientation relationship matrix ARGs and transformation strain
tensors of other variants are calculated by multiplication with associated crystal
symmetry operation matrices. The transformation energy potential is chosen as the
variant selection criteria [10]. A modified phenomenological transformation kinetics
equation [11] is used to describe the volumetric evolution of an austenite grain.

f = 1 − exp(−C(ρ/ρc − 1)) (3)

where C is the transformation governing parameter; ρ and ρc are the current
dislocation density and critical dislocation density of the austenite grain, respectively.

The calibrated model parameters of each phase are listed in Table 1. k1, k2, χ ′,
τ0, C and ρcr are fitting parameters and the rest are constants. k1, k2, and χ ′ are
determined by fitting the macroscopic stress-strain curve and lattice strains of each
phase; τ0 is determined by fitting the initial yielding strength of each phase; C and
ρcr are determined by fitting the volumetric evolution of the RA.

Table 1 Model parameters

Material parameters RA primary bcc phase NM

Reference strain rate, γ̇0/s−1 0.001 0.001 0.001

Shear modulus, μ/GPa 64.23 80 80

Burgers vector, b/nm 0.254 0.254 0.254

Interaction parameter, χ 0.35 0.35 0.35

Initial volume fraction, V f 0.145 0.855 0

Grain size, dg/um 0.358 0.46 0.038

HP factor, χ ′ 0.063 0.063 0.063

Initial dislocation densities, ρ/m−2 1.0e13 6.0e14 9.0e14

Latent hardening parameter, hαα
′

1 1 1

k1/m−1 6.0e8 1.6e8 1.6e8

k2 0.01 0.0 0.0

Solid solution strength, τ0/MPa 250 105 400

Transformation parameter, C 0.2 – –

Critical dislocation densities, ρc/m−2 1.224e14 – –
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Results and Discussion

The experimental and simulated macroscopic true stress-strain curves are presented
in Fig. 3a. The calculated flow stress without considering martensitic transforma-
tion is also included in the figure, indicating that martensitic transformation exerts
considerable effect on the flow stress. The experimental and simulated volumetric
evolutions of the RA are presented comparatively in Fig. 3b. Phase transformation
is initiated when the austenite grains yield, and thereafter the volume fraction of RA
decreases exponentially from the initial 14.5–5.06% at the necking.

At 10% strain, the experimental and simulated ODF sections (ϕ2 = 45°) of each
phase are presented in Fig. 4. For the RA, the {112} <111> and {011} <112> texture
components are two preferred orientations, since the γ{111} families rotate toward
LD (or RD) during uniaxial tension deformation. For the bcc phase, the α{110}
families rotate toward LD after tension, resulting in the preferred {112} <110 >
and {111} <112 > texture components. The simulation reasonably reproduces these
texture evolutions, with only slight deviation in maximum intensity values. Further-
more, according to simulation results, phase transformation exerts little effect on
texture evolution of the RA, similar to the conclusion for the stainless steel [12].

Figure 5 compares the experimental and simulated lattice strains along LD as a
function of macroscopic strain. Both the RA (γ) and bcc (α) lattice strains during
uniaxial tension are successfully reproduced. All the lattice strains increase linearly
and rapidly at first, and then moderately after strain exceeds ~0.5%, corresponding
to ~1038 MPa of applied stress, and yielding for all the reflections. After yielding,
the lattice strains of γ increase faster than those of α, which implies higher hardening
rate of the RA. The γ{200} lattice strain is the highest in the RA and α{200} is the
highest in the bcc phase, indicating the lowest stiffness of the two reflections.

Figure 6a compares the simulated and measured diffraction intensities of each
crystal plane as a function ofmacroscopic strain. The diffraction intensities ofα{211}
reflection are the strongest while γ{220} reflection is the weakest. The diffraction

Fig. 3 a Measured and simulated stress, b Measured and simulated volume fraction of the RA
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Fig. 4 Measured and simulated textures of the RA and bcc phase after loading

Fig. 5 Measured and simulated lattice strains
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intensities of all the crystal planes decrease with increasing strain. For the α phase,
the variation of the diffraction intensities is mainly caused by grain rotation. For
the γ phase, the diffraction intensities are affected by both grain rotation and phase
transformation. The diffraction intensities of each crystal plane with macroscopic
strain are also simulated without considering transformation, and the results are
shown in Fig. 6b. Since phase transformation has little effect on the diffraction
intensities of the α phase, the results are not shown in the figure. The diffraction
intensities of γ{200} keep increasing; the diffraction intensities of γ{311} almost do
not change; the diffraction intensities of γ{220} decrease with increasing strain. The
comparison between Fig. 6a, b shows that the stability of the RA in Q&P1180 steel is
orientation-dependent and the austenite grains with γ{200} orientation along tensile
direction have preferential transformation tendency. To study why the γ{200} has
preferential transformation tendency, we put three austenite grains with ideal γ{200}
(ϕ1 = 90◦, φ = 90◦, ϕ2 = 90◦), γ{220} (ϕ1 = 180◦, φ = 90◦, ϕ2 = 45◦) and
γ{311} (ϕ1 = 228◦, φ = 72◦, ϕ2 = 72◦) orientation along the tensile direction into
the aggregate andperform the same simulation. Itwas found thatwhen transformation
occurs, the largest transformation energy potential of the 24 variants in γ{200}
grain is twice as those in γ{220} and γ{311} grains. In this sense, the orientation-
dependent martensitic transformation is found to be related with the transformation
energy potential.

Conclusion

In this paper, in situ neutron diffraction coupled with crystal plasticity method was
carried out to study the macroscopic mechanical behavior as well as microstructure
evolution of the Q&P1180 steel. Stress, phase transformation, lattice strains, diffrac-
tion intensities, and textures of the constituent phases are numerically analyzed

Fig. 6 a Measured and simulated diffraction intensities considering phase transformation,
b measured and simulated diffraction intensities of theRAwithout consideringphase transformation
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and good agreement with experimental results is obtained. The phase transfor-
mation considerably enhances the flow stress and weaken diffraction intensities
of the residual austenite. The orientation dependency of transformation is found
to be related with the transformation potency for austenite grains with different
orientations.

Acknowledgements DL acknowledges the support by NSFC [Grant number U1860110]. The
assistance of the Key Laboratory of Neutron Physics and Institute of Nuclear Physics and Chem-
istry of China Academy of Engineering Physics in the neutron diffraction experiment is gratefully
acknowledged.
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Predicting the Flow and Failure
Properties of Dual-Phase Steel Using
Phenomenological Models

Arshdeepsingh Sardar, Amin L. Vanjani, A. Bardelcik, and C. H. M. Simha

Abstract Owing to the complexity of the mechanical response of Dual-Phase (DP)
steels, steel makers rely largely on experiments and trial-and-error approaches to
develop new lines with higher strength and ductility in order to enable lightweighting
of automotive parts. Crucially, the flow and failure behaviors are intimately linked
to the morphology of the microstructure. This paper presents an approach that
uses morphological features to predict the flow and failure behavior of DP Steels.
We exploit phenomenological models to connect the deformation and failure at the
microscopic level to the average mechanical response. Using basic microstructural
features and flow behavior of the ferrite and martensite phases, the flow and failure
behavior of DP Steels is estimated. Comparisons with macroscopic stress–strain
response and in situ tensile data for a DP steel show that the model estimates local as
well as global flow and failure properties and is an emergent microstructure design
tool.

Introduction

Among the Advanced High-Strength Steel (AHSS), DP steels have become increas-
ingly popular on account of passenger safety demands and vehicle lightweighing (to
reduce fuel consumption). The Ultimate Tensile Strength (UTS) of DP steel varies
from 450 to 1200 MPa with better formability when compared to HSLA steels with
a similar strength [9]. Additionally, the higher limit of uniform elongation combined
with the strength allows the DP steel structure to absorb more load in case of an
impact. Fundamentally, DP steel is a hard particle phase surrounded by a softer
matrix. The harder phase (martensite) is reinforcing the softer (ferrite) matrix which
lends better formability properties to the material, although the proportion of hard
phase (martensite) fraction might be higher depending on higher strength demands.
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Currently, the research for designing DP steels is largely a trial-and-error or
heuristic approach. Admittedly, the availability of a model to determine the proper-
ties of DP steel would help in reducing the cumbersome procedures to procure data.
The macroscopic properties of DP steel depend on the microstructural parameters
such as grain morphology (diameter), composition of phases, and alloy content [11].
Accordingly, this study presents a phenomenological model that predicts the average
mechanical properties based on the plastic flow and failure behavior of the individual
phases.

Modelling of the Flow Curve of Individual Phases

The initial step in the phenomenological modelling of DP Steel involves the predic-
tion of flow stress for individual phases. For an accurate representation of DP steel,
it is necessary that the effect of microstructural parameters is acutely addressed. The
model used for determining the flow stress was presented by [2].

Ferrite Model

The flow model for ferrite is based on a combination of empirical models and physi-
cally motivated models; the latter is based on the theory of dislocations [8]. The flow
stress comprises of three components, namely, friction stress (σ0

f ), isotropic stress
(σI

f ), and kinematic stress (σK
f ).

σf(ε
f
p) = σ0

f + σI
f + σK

f (1)

σ0
f = 52 + 0.33Mn + 0.80Si + 0.60Cr + 0.80Mo (2)

The friction stress component incorporates the effect of the alloy composition
(Eq. 2). The isotropic component of the flow stress accommodates the hardening
effect caused by the total dislocations collected with an increase in effective plastic
strain (Eq. 3).

σI
f = αMμb111

√
ρ (3)

σK
f = Mμb111

df
n (4)
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where M is the Taylor factor, μ the shear modulus, b111 the Burgers parameter, ρ the
dislocation density, d f the ferrite grain size, α the hardening coefficient, and n repre-
sentsmean grain-boundary dislocations. The kinematic component (σK

f ) accounts for
the dislocations stored at the grain boundary (Eq. 4). The equations for calculating
the density of the dislocations are based on the modification of theory dislocations
(Eqs. 5 and 6) provided by the [10]. The model accurately predicts the flow stress
for fully ferritic steels over a wide range of grain diameters.

dρ

dεfp
= M

⎛
⎝

(
1 − n

ns

)

b111df
+ kf

√
ρ − ffρ

⎞
⎠ (5)

dn

dεfp
= λf

b111
(1 − n

ns
) (6)

In Eq. (6), ns is the maximum dislocations that can pile up on the grain boundary
and λf is the mean distance between the slip bands.

Martensite Model

Traditionally, martensite was always modelled as an elastic phase, especially
for the DP Steels with a low martensite fraction. However, various researchers
have confirmed the significant plasticization of martensite even at lower strains
[7]. Another common observation made while examining martensite is the non-
uniformity of carbon distribution [6]. Since local carbon content is the primary factor
contributing to strength, adjacent martensite grains can have varying yield strength.
Owing to the varying strength, the plasticization of martensite is gradual. Therefore,
the grains with higher yield strength contribute to the initial high hardening rate. As
the dislocation theory does not explain the initial high hardening rate, Allain et al.
addressed the peculiar behaviour of martensite by modelling it using a Continuum
Composite Approach (CCA) [1].

In CCA,martensite ismodelled as a composite with a different local yield strength
(due to non-uniform carbon content). Since the phase is modelled as an elastic–
perfectly plastic, the stress–strain curve can be predicted using just young’s modulus
(Y) and the local yield strength (σL). The probability function (F(σL)) in the Eq. (7)
determines the proportion of martensite that has a yield strength of σL.

dσm

dεm
= 1

1
Y + F(σL)

β

(1 − F(σL)),where, σL = σm + βεm

1 + β

Y

, (7)

In the above equation, β is the fiiting parameter to calculate composite stress for
martensite (σm) at composite martensite strain (εm).
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The probability function with respect to σm is done based on the following
conditions:

Ifσ < σmin + σfric
m , then F(σ) = 0 (8)

else,

F(σ) = 1 − exp

(
−

(
σ − (σmin + σfric

m )
n

σ0

))
(9)

σfric
m = 60 + 0.33Mn + 0.81Si + 0.48Cr + 0.48Mo (10)

The σ0 describes the distribution of the yield strength for martensite composite
based on the carbon content.

σ0 = 645 + 5053
(
Cm

/
100

)1.34
(11)

The CCA effectively captures the hardening of martensite over a wide range of
carbon content. Additionally, it accurately simulates the initial high hardening rate.

Mixture Law

Once the individual curves have been determined themacroscopic stress is calculated
by the Iso-Work law [5]. As per the Iso-Work law, both the phases must do equal
amount of work for unit increment in the strain.

σDP = Fmσm(εm) + (1 − Fm)σf(εf) (12)

εDP = Fmεm + (1 − Fm)εf (13)

Mathematically, the Iso-Work law can be described as

σfdεf = σmdεm (14)

In addition to the dislocations owing to effective plastic strain, there are Geomet-
rically Necessary dislocations (GNDs) due to the non-uniformity of phases and the
dislocations due to pre-stress present in DP steels.

ρGND = Fm
1

b111Lf

(1 − exp(−βGND(εf − εm + ε0)))

βGND
(15)

ρ0f = Fm
M

b111Lf
ε0 (16)
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Table 1 Approaches to
determine the limit of
uniform elongation

Approach Flow curve equation Criterion for necking

Considere
Criterion

σ = kεn dσ
dε = σ(Orn = εu)

Crussard Jaoul
Analysis

σ = σ0 + cεpm ln
( dσ
dε

) =
(m − 1)lnε + ln(c ∗ m)

Modified CJ
Analysis

εp = εp0 + cσm ln
( dσ
dε

) =
(1 − m)lnσ − ln(c ∗m)

In the above equations, βGND is the relaxation parameter for the GNDs that occur
due to strain partitioning between the phases, Lf denotes the region affected by
the strain partitioning, and ε0 stands for the pre-stress caused by martensitic trans-
formation. Equations (15) and (16) calculate the density of GNDs and pre-stress
dislocations. While calculating the composite stress, Eqs. (3) and (4) are modified
to include the effect of GNDs.

dρ

dεfp
= M(

(1 − n
ns

)

b111df
+ kf

√
ρ + ρGND − ffρ) (17)

σI
f = αMμb111

√
ρ + ρGND (18)

Prediction of Necking

In a uniaxial tensile test, the stress required to elongate the test-piece increase with
strain accompanied by a reduction in the gauge area. This strain hardening competes
with the decrease in the load-bearing capacity caused by the reduced area. Until the
limit of uniform elongation, the deformation is uniform across the gauge area of
the sample. However, once the sample reaches maximum load the specimen starts
necking. Beyond this limit, the deformation is restricted to the necked area of the
sample.

Based on the predicted true stress–strain„ there are several approaches that can
be applied for determining the limit of uniform elongation. The results of Considere
criterion, Crussard Jaoul (CJ) analysis, and Modified CJ analysis are compared in
the study (Table 1).

Prediction of Failure Strain

The non-homogeneity of individual phases in DP steels leads to complex interac-
tions between the hard and soft phases and finally failure owing to the interactions
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of voids in the soft phase. Several factors contribute to the nucleation of voids in DP
microstructure. With the increasing strain, the nucleated voids grow and coalesce
which ultimately leads to fracture. The strain partitioning between ferrite andmarten-
site plays a crucial role in void nucleation. Thedifference in their individual properties
leads to the collection of dislocations at the ferrite/martensite interface. Smith-Barnby
addressed the decohesion that occurs at the ferrite/martensite interface by formulating
critical stress [4]. Based on the microstructural parameters, critical stress (Eq. 19)
calculates the failure stress when added to the other components. The critical stress
considers themicrostructural parameters like effective grain diameter (deff) andmean
spacing between islands (Lms).

σcritical = 1

Lms
1/2

(
deff

deff + Lms

)1/2( 2γG

π(1 − v)

)
(19)

Here, G is the shear modulus, v is the Poisson ratio, and γ is the surface energy.

σF = σcritical + σB + σfric + σg+c (20)

In their research, Balliger et al. [3] suggested a model that determines failure
strain using Smith-Barnby critical stress. The back stress (σB) and friction stress
(σfric) were empirically approximated to be 720 MPa.

σF(MPa) = 1

Lms
1/2

(
deff

deff + Lms

)1/2( 2γG

π(1 − v)

)
+ 720 (21)

For calculating the failure strain in DP Steels, the true stress–strain curve was
approximated to be a straight line with a constant slope (hardening rate) beyond 20%
strain. Equation (23) determines the failure strain for DP steels.

(
dσ

dε

)

0.2

= σF − σ0.2

εf − 0.2
(22)

σF = σ0.2 +
(
dσ

dε

)

0.2

(εf − 0.2) (23)

Balliger et al. (1981) used Eqs. (24) and (25) for determining σ0.2 and strain
hardening at 20% strain.

σ0.2(MPa) = 1420(Fm) + 500 (24)

(
dσ

dε

)

0.2

(MPa) = 40

√(
Fm
dm

)
+ 75 (25)
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Results and Discussion

Several approaches were investigated to determine the limit of uniform elongation
(εu) and Ultimate tensile strength (UTS). Graphically, both CJ and modified CJ
approach need a certain delineate the transition strain to determine εu. As martensite
transformation from elastic to plastic is gradual, both the approaches were not viable.
Although the Considere criterion is convenient to apply, the accuracy was poor for
microstructures with larger grain diameter (D > 10 μm) or high martensite fraction
(Fm >0.8). For improving the accuracy, the stress–strain datawas fit to the polynomial
curve (with a degree 5) instead of power-law and then differentiated (Fig. 1).

We first predict the flow curve value for the annealed and tempered DP steels used
by [7] to load mini dog-bone specimens in an SEM. Predicted stress–strain curves
are compared with experimental values of stress and strain in Fig. 2. Additionally,
the onset of necking is predicted by intersection with the derivative of the stress–
strain curve (blue curve in the figure). The predicted necking strain agrees with the
experimental value to be within 10%.

As discussed earlier, the approach used to determine the failure stress involves
empirical approximation of back stress and friction stress components. However,
the phenomenological model offers a comprehensive alternative that incorporates
the effect of grain diameters and phase compositions. Therefore, both the stress
components and hardening rate were calculated using the phenomenological model.
In mini dog-bone specimens loaded in situ in an SEM, [7] have reported both the
average global strains at the onset of necking and the corresponding local strains
in the neck. The latter strains are 3–4 times the value of the global strain and were
obtained using the Digital Image Correlation method (Table 2).

Fig. 1 a Phenomenological model with the Considere criterion and polynomial b The modified CJ
analysis does not show transition strain when applied to the model
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Fig. 2 a Intercitically annealed DP steel sample and b Tempered DP steel sample by [7]. The
graphs compare the experimental data with the phenomenological model along with the approach
for determining the limit of uniform elongation and UTS

Table 2 Comparing the
experimental failure strain
with predicted values

Failure strain

Experimental Predicted

IA sample [7] 0.40 0.43

Tempered sample [7] 0.59 0.43

Conclusion

The studypresents a phenomenologicalmodel that assists in designingmicrostructure
in DP steels by predicting the average tensile behaviour based on a knowledge of the
volume fraction of phases and a few microstructural parameters. The predicted flow
behaviour, the limit of uniform elongation, and the corresponding average failure
strain between martensite phases are predicted and found to be in good agreement
with stress–strain curves and strain values reported in the literature. However, for
tempered steels, the method under predicts the flow and failure behavior.

References

1. Allain S, Bouaziz O, Takahashi M (2012) Toward a new interpretation of the mechanical
behaviour of asquenched low alloyed martensitic steels. ISIJ Int 52(4):717–722. https://doi.
org/10.2355/isijinternational.52.717

2. Allain SYP, BouazizO, Pushkareva I, Scott CP (2015) Towards themicrostructure design ofDP
steels: a generic size-sensitive mean-field mechanical model. Mater Sci Eng A 637:222–234.
https://doi.org/10.1016/j.msea.2015.04.017

3. BalligerNK(1981)Ductile fracture of dual phase steels. In:Advances in the physicalmetallurgy
and applications of steels, pp 73–83

https://doi.org/10.2355/isijinternational.52.717
https://doi.org/10.1016/j.msea.2015.04.017


Predicting the Flow and Failure Properties of Dual-Phase … 507

4. Barnby JT (1967) The initiation of ductile failure by fractured carbides in an austenitic stainless
steel. Acta Metall 15(5):903–909. https://doi.org/10.1016/0001-6160(67)90372-0

5. Bouaziz O, Buessler P (2002) Mechanical behaviour of multiphase materials: an intermediate
mixture law without fitting parameter. Revue de Métallurgie. https://doi.org/10.1051/metal:
2002182

6. HeBB, ZhuK,HuangMX (2014)On the nanoindentation behaviour of complex ferritic phases.
Philos Mag Lett 94(7):439–446. https://doi.org/10.1080/09500839.2014.921348

7. Kang J, Ososkov Y, Embury JD, Wilkinson DS (2007) Digital image correlation studies for
microscopic strain distribution and damage in dual phase steels. Scripta Mater 56(11):999–
1002. https://doi.org/10.1016/j.scriptamat.2007.01.031

8. Mecking H, Kocks UF (1981) Kinetics of flow and strain-hardening. ActaMetall 29(11):1865–
1875. https://doi.org/10.1016/0001-6160(81)90112-7

9. Rashid MS (1981) Dual phase steels. Annu Rev Mater Sci 11(1):245–266. https://doi.org/10.
1146/annurev.ms.11.080181.001333

10. Sinclair CW, PooleWJ, Bréchet Y (2006) Amodel for the grain size dependent work hardening
of copper. Scripta Mater 55(8):739–742. https://doi.org/10.1016/j.scriptamat.2006.05.018

11. Tasan CC, Bechtold M, Schemmann L, Tsuzaki K, Raabe D, Diehl M, Zheng C, Koyama M,
Roters F, Ponge D, Peranio N, Yan D (2015) An overview of dual-phase steels: advances in
microstructure-oriented processing and micromechanically guided design. Annu Rev Mater
Res 45(1):391–431. https://doi.org/10.1146/annurev-matsci-070214-021103

https://doi.org/10.1016/0001-6160(67)90372-0
https://doi.org/10.1051/metal:2002182
https://doi.org/10.1080/09500839.2014.921348
https://doi.org/10.1016/j.scriptamat.2007.01.031
https://doi.org/10.1016/0001-6160(81)90112-7
https://doi.org/10.1146/annurev.ms.11.080181.001333
https://doi.org/10.1016/j.scriptamat.2006.05.018
https://doi.org/10.1146/annurev-matsci-070214-021103


Part VI
Modelling of Thermo-Mechanical Sheet

Forming



Development of a Hot Cutting Process
for Functional Parts by Stress
State-Dependent Damage Modeling

C. Löbbe, J. Martschin, D. Putschkat, H. Sulaiman, A. Jäger,
and A. E. Tekkaya

Abstract Trimming by forming is the method of choice for the production of
complex components with functional surfaces.With increasing strength, this method
is no longer applicable due to the high tool load and risk of production stop.
Hot cutting and quenching of boron-manganese grades is a solution to meet the
part requirements out of geometry, mechanical properties, and surface condition.
This approach requires an immediate sequence of austenitization, hot cutting, and
quenching and has multiple thermal and mechanical adjustment screws. Hence, the
design principles for the thermomechanical cutting process are revealed, which are
obtained by a load path-dependent damage simulation. The basis for this is a fracture
characterization at elevated temperatures. Building on this, the process and cutting
parameters are simulated by variation, and optimal process execution is found. The
method is validated on a component that has to satisfy a requirement collective of
geometric and mechanical characteristics.

Keywords Hot stamping · Shear cutting · Trimming · GISSMO

Introduction

Hot stamping is an established process to manufacture structural components for
lightweight automotive design [1]. For this purpose, the indirect or direct press hard-
ening is used, inwhich the forming process is conducted before the annealing process
or takes place simultaneously. In addition, process variants are known today which
are used to produce components with functional surfaces for mechanical drives.
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Besides the multi-stage forming [2], shear cutting is a key to the success of the
process chain application. The trimming by shearing instead of laser cutting has
already been examined under various conditions. This includes conventional shear
cutting at room temperature, at higher temperatures [3], or the adiabatic high-speed
cutting [4]. While the tool durability limits the process at room temperature, the
adiabatic cutting efforts a simple trimming geometry in order to avoid tool cracks.
Therefore, the hot shear cutting is a promising option so that the shearing leads
to a relatively low-yield stress and a subsequent annealing is possible through an
additional tool stage. Against this background, the production of straight cuts has
already been studied by So [5]. The shear cutting process in the warm state could
be modeled according to the Brozzo fracture criterion. As a result, the cutting force
and the geometry of the cut surface can be predicted. In general, the edge geometry
consists of a high proportion of smooth-sheared length, a small amount of edge draw-
in, and little or no fracture and burr proportion. At this point, the process of cutting
components with functional surfaces with non-straight cuts such as round cutouts
or any curvature remains open. Due to the multi-axis strain state and the relatively
high fracture strain in the austenite condition, the strain path changes so that higher
triaxialities are triggered and the material is separated under these conditions. As a
result, the smooth-sheared length decreases due to the large edge indentation. For
this purpose, the GISSMO model is applied to reflect the complex strain and stress
states and to cover the trimmed geometry.

Within the new multi-stage hot forming process, the material is shaped through
multiple forming and heat treatment steps. The typical stages include contouring,
cold forming, heating, hot forming, quenching, and separation operations (Fig. 1a).
Depending on the thickness of the sheet, the heat is provided by means of pure
inductive heating or conductive–inductive heating [2]. Through the electrical heating,
the heating rate could be relatively high so that the heat removal by conductance is
prevailing at the clock rate. For a given tool cooling rate and the required number of
strokes, the cooling is divided into several tool stages [6]. For this study, a Schuler
servo pressMSD2-400 is used in combination with an induction generator TRUMPF
MF7040 combined with a coaxial transformer. The stroke rates for the three-stage
cooling are around 4–10 strokes/min. Figure 1b shows exemplary components with
strong requirements for dimensional accuracy and lightweight design.

Fig. 1 Heat-assisted stamping in progressive dies: a Strip and tool layout,bExemplary components
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Components with functional surfaces produced by shear cutting such as bearings
or gearings are particularly demanding because the cut edges require precise shape,
hardness, toughness, and residual stresses. Since an indirect hot stamping process
would lead to oxidation of the surface in terms of scale, the direct process with a
warm cut is one possible solution. Correspondingly, Fig. 2a shows surfaces resulting

Fig. 2 Heat-assisted shear cutting of functional parts: a Geometrical aspect of gearing part (I:
hot, 1% clearance, II: hot, 10% clearance, III: cold, 10% clearance) [3], b Surface and mechanical
properties of straight cut (I: Stamping at room temperature, ferrite–pearlite microstructure, II:
Stamping at elevated temperatures after austenitization)

from varying clearances so that under certain conditions an acceptable proportion of
smooth-sheared area occurs. Furthermore, the ductility of the material in the mild
state with a relatively soft ferrite–pearlite microstructure is not suitable for producing
a high proportion of smooth-sheared cuts (Fig. 2b). The material 34MnB5 is shown,
which manifests a large edge indentation after austenitization, but has no defects
such as surface disruptions. The hardness after the thermomechanical process chain
is higher than 500 HV.

Taking these results intomind, the successful application of the heat-assisted shear
cutting process requires a profound processmodel in order to select a suitable tool set-
up and matching process parameters. Hence, the objective is to evaluate the outcome
of a continuous simulation of ductile damage and failure in the process chain. For this
target, the mapping of the strain and stress state and further mechanical properties as
a function of the thermomechanical boundary conditions is essential to estimate the
evolution of the microstructure. At this point, a tabular yield stress in relation to the
strain rate and the temperature is considered. Nevertheless, a more physical approach
taking into account the changing phases and the ongoing recrystallization would be
a more comprehensive base for broader transferability. Against this background, the
applicability of the GISSMO model known from conventional stamping processes
should be proved. This framework is suitable for mapping both hard and soft material
conditions. The goal is to consider the triaxiality, the strain path, and the changing
flow direction so that in addition to simple forming steps, more complex geometries
and processes can be mapped in one consistent environment.

The triaxiality η is defined by the hydrostatic stress σm and the equivalent flow
stress according to von Mises σ vM:
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η = σm

σvM
= I1

3σvM
(1)

The Lode parameter ξ for characterizing the load direction is defined by the third
stress invariant and the flow stress von Mises:

ξ = 27

2

J3
σvM

3
,with J3 = det

(
σ

′)
(2)

The damage variableDf evolves in relation to the plastic strain rate ε̇p considering
a non-linear behavior, described by the exponent n:

Df = n

εf
D1−1/n

f ε̇p (3)

The transition to the failure is modeled through the calculation of the effective
stress σ* in relation to the unaffected stress σ by the fading exponent m:

σ ∗ = σ

(
1 −

(
D − Dcrit

1 − Dcrit

)m)
(4)

Furthermore, depending on the given boundary conditions, regularization is
necessary, which takes place through the fading exponent and another empirical
compensation variable [7].

The first objective is parameter identification based on elementary tests with
comparable thermomechanical treatment.On this basis, the next goal is themodelling
of the shear cutting process of components with functional surfaces. The possibility
of optimization by checking the strain path should also be analyzed. Furthermore,
the effect of a counter pressure comparable to fine blanking is possible so that a
higher geometrical accuracy is reached. Finally, the results will be reflected to eval-
uate the usability of a stress-dependent damage and failure model to realize complex
heat-assisted stamping processes for functional parts with tailored properties.

Parameter Identification

The calibration of the model parameters is carried out by elementary tests under
comparable thermomechanical conditions. The evolution of the damage variable D,
the non-linear damage growth exponent n, the fading exponent m, and other values
for regularization have to be determined. Different stress and strain states have to be
captured. The basic tests deliver the onset of instability, which finally crosses over
into the scalar value for the damage prediction. Due to the consistent formulation, a
damage valueD= 1 is equal to the failure and leads to element erosion. The problem
in this context is the complex influence of the strain- and temperature-dependent
flow stress. For this reason, in the experimental characterization, isothermal states
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and uniform strain paths are aspired at a comparable strain rate. The simplified
characterization also requires a stable load direction without significant changes
during the plastic deformation. Sample shapes are used with a plane strain state
as depicted in Fig. 3. In a preliminary study, these have already been used for the

Fig. 3 Specimen shapes for parameter identification based on Chen [8]

determination of a conventional FLC at elevated temperatures [8].
A major limitation of experimental calibration is the measurability of the strains

by means of digital image correlation (DIC) using the Aramis 5 M system from
GOM. For this purpose, sample preparation was adapted to enhance the stability
of the speckle pattern. The surfaces are cleaned from oxides by grinding. Then
a white painting base coat is applied. The second layer is a stochastic pattern in
black. Here, spray paints Flameproof of the company VHT are used. Figure 4 shows
a representative result. The painting decreases its contrast when the localization
initiates and high strain values occur. In consequence, the pattern recognition is not
more possible and the pattern tracking stops. Hence, in the following the estimation
of the displacement is based on point-to-point distances of the plastically undeformed
region.

Representative force–displacement results of the basic tests are shown in Fig. 5.
According to the hot forming characteristics, the force is dependent on temperature
and stroke rate. The depicted temperatures are kept approx. constant during deforma-
tion, while previous treatment is selected with respect to full austenitization (950 °C,
20 s) and transport time under an ambient condition (25 °C). The forming temperature
is controlled via PID for at least 10 s to an isothermal state. To neglect the influence
of specimen clamping, in this set-up a laser speckle detection is used to track the
distance above the notched area. The initial length is selected to 15mm.According to
the strain states, the lowest displacement is achieved in the uniaxial loading. Within
the case of biaxial tension, the deformability increases while the highest value is
achieved at the pure shear condition. Because of the imperfect specimen geometry,
the shear type is transforming into a uniaxial tensile load before fracture so that the
final stress state is not representative of the desired condition.
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Fig. 4 Restrictions of high-temperature DIC strain detection due to brittle coating with spalling
during plastic deformation (600 °C, pure shear type, v = 1 mm/s)

Fig. 5 Results of tensile tests under different load conditions (Material 22MnB5, t = 1.5 mm)

The calibration of the model is conducted by the tool Ls-Opt of the company
LSTC. The optimization is achieved by a metamodel-based approach with a sequen-
tial domain reduction (SRSM). This approach leads to the desired result after four
iterationswith eight permutations in each step so that the force response of the experi-
ment is fulfilled. Figure 6 shows the triaxiality of the three different samples for plane
strain, uniaxial tensile, and pure shear condition. During the initial deformation, the
plastic strain field is relatively uniform. After a certain displacement, the triaxiality
increases in the uniaxial and notched tensile specimen, while the shear type leads
to lower values. Before the final fracture occurs, also the shear test leads to a rising
stress level because of the tilting bridge between the center and the sides (comp.
Fig. 4).
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Fig. 6 Determined triaxiality evolution in three different characterization tests (800 °C, 5 mm/s)

The experiments were finally mapped using parameter identification with regard
to the strain distribution and the resulting force. Accordingly, Fig. 7a shows the
results from the simulation and experiment for the shear test. While the softening is
predicted relatively well, there is a slight deviation of the model in the elastic range.
In addition to the elasticity behavior, the measurement inaccuracy of the Zwick laser
extensometer can also be responsible for this. The elongation at fracture results from
the parameter identification as a function of the triaxiality (see Fig. 7b). To handle
the numerous model parameters, the curve was discretized within the parameter
identification by 4 points with a constant distance of |�η| = 0.33.

Fig. 7 a Force results of experiment and simulation (shear-type specimen); b Determined fracture
strain versus triaxiality determined by parameter identification
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Shear Cutting Process

Essential requirements of sheared componentswith functional surfaces are the geom-
etry, the surface, and the mechanical properties. The surface should be as smooth
as possible and free of oxides. The microstructure of the cutting edge should in
turn be recovered so that the edge crack sensitivity is not adversely affected after
trimming. Various approaches cover these issues by means of thermal treatment to
relax and recover the highly stressed cutting surface [9]. Comparable to So [5], this
solution contains a simultaneous heat treatment. Thereby, also the unique oppor-
tunity to set the microstructure and hardness is given. In order to avoid scaling,
the cutting temperature after austenitization is reduced by a cooling period through
free or forced convection. The strength and the hard martensitic microstructure are
achieved by quenching, which finishes the multi-stage process. The edge should
have a high proportion of smooth-sheared area, minimum roll-over, fracture zone,
and burr. This ensures that the functionality is proposed in the best possible way.
Conventional shear cutting is therefore not suitable for the production of compo-
nents with functional surfaces with high demands on the cutting edge for the transfer
of static and dynamic loads.

Figure 8 shows the resulting sheared edge height for the cutting speed of 5 mm/s.

Fig. 8 Results of blanking operation with non-straight edges at different temperatures, with and
without counter-punch (CP): a Thickness strain; b Surface of sheared workpiece

The cutting at room temperature is accompanied by a high fracture zone because
the microstructure consists of ferrite and pearlite. As a result of the austenitization,
the trimming behavior changes completely. Under this condition, the high roll-over
with a decreasing smooth-sheared zone is problematic. On the other side, the edge
thinning increases. In consequence, the load-carrying surface area vanishes and the
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functionality suffers from the hot shearing process. The best shape accuracy is gener-
ated through an additional counter-punch. Under this condition, the thickness strain
decreases to aminimum, because the roll-over is comparatively small and the fracture
zone vanishes completely (Fig. 8a).

The result of a decreasing roll-over is reproduced by the numerical simulation
with the stress-dependent damage model. The simulation indicates the influence of
triaxiality, which has the lowest value when an additional counter-punch is used (see
Fig. 9b). Due to the better clamping, the fracture strain is reached at a relatively low
hydrostatic stress so that the plastic strain concentrates on a narrow band (Fig. 9a).
This effect goes hand in handwith the fact that the edge filling has a higher proportion.

Nevertheless, the experimental result is not preciselymodelled for the given appli-
cation. One reason is the necessary regularization, which eliminates the effect of
element size. Against this background, the modeling of complex three-dimensional
geometries remains pending. If a correspondingly high resolution is required, the
computing time actually increases disproportionately. In addition, the separation of
thematerial without damage and failure is not covered by theGISSMOmodel. Partic-
ularly in the case of high pressures and recovering material at elevated temperatures,
it can be assumed that separation occurs due to dislocation slip. This event leads
to a pure smooth-shear zone without fracture. In the experiments, this result was
characterized, which strengthens the assumed relationship. This requires finally new
models that take into account also the grid independency.

On the experimental side, it could be noted that the thermomechanical process
control for the production of high-strength components with special demands on
the geometry, the mechanical parameters, and the surface is possible. At this point,
it remains to be clarified to what extent the high strain at fracture influences the
phase transformation to martensite when the counter-punch is used to concentrate
the shearing zone. A stronger separation of carbides has to be expected due to the
high dislocation density so that the diffusion of carbon and formation of carbides
accelerates [10]. This is opposed by the hardeningmechanismdue to grain refinement
so that a compensation of this effect with a moderate decrease in hardness can be
expected.

Fig. 9 Numerical results of simulation without and with counter-punch: a Plastic strain;
b triaxiality



520 C. Löbbe et al.

Conclusion

The investigation showed that the sheared edge in terms of the roll-over and remaining
load-carrying surface can be simulated by using the stress-dependent GISSMO
model. The austenitization for hot forming is generally accompanied by a high strain
at fracture, which causes a high fraction of smooth-sheared area with a reduced edge
height due to the increasing roll-over. The failure case converts to a tensile stress
state due to the mechanical boundary conditions so that the determination of fracture
strain at different hydrostatic pressures is required. By parameter identification, the
force response can be described sufficiently well, the deformation of the material
being consistent with the experimental observations. When the model is applied to
the shearing process, the simulation predicts a ductile behavior with a relatively high
roll-over. In consequence, the estimated load-carrying zone decreases due to the large
thickness strain. By adapting the stress state, the shear failure is ultimately triggered
and a shape results that meets the requirements for a high proportion of smooth-shear
cut.

At this point, it remains open which experiments are relevant for the param-
eter identification if more complex load paths should be associated to the observed
phenomena. Due to the additional thermal and timing influences, tests have to be
found that provide information about several parameters in an integral way. Further-
more, it was found that the separation of the components with functional surfaces is
dependent on more effects than the ductile damage and subsequent failure. Accord-
ingly, an extended model is needed that reflects the generation of arising surfaces
when the lattice perfectly dislocates without rupture of the material. In order to
map product properties, the history of the temperature and plastic deformation must
be considered, which influences the final microstructure. A determination of the
grain size, the phase fractions, and the chemical composition is important so that a
connection to the hardness and the other mechanical properties is obtained.
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Impact of Thermal Conditions
on Predicted Formability of TRIP Steels
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Abstract To improve vehicle fuel economy and improve safety, automakers have
focussed on substituting low-carbon steel for advanced high-strength steel (AHSS)
alloys. A common grade of AHSS is the transformation-induced plasticity (TRIP)
steels, which undergo a phase transformation from austenite to martensitic that
enhances the ductility and strength. This work employs a phenomenological consti-
tutive model for TRIP 800 steel to study the thermomechanical behaviour over
large strains. This formulation is implemented into the recently developed fully
coupled thermomechanical Marciniak–Kuczynski (MK) framework by Connolly
et al. (2018). These are employed to analyze formability of a TRIP 800 alloy under
a range of thermal conditions expected in realistic stamping operations. This work
demonstrates that control of the initial blank temperature, die temperature, and die
conduction coefficient can produce improvements in uniaxial and plane strain forma-
bility of up to 44% and 41% relative to room temperature formability. In contrast,
the presented study shows that poor control of these parameters can reduce uniaxial
and plane strain formability by up to 35% and 41%. Additionally, the conditions for
optimal formability are shown to be strain path dependent, suggesting that tightly
coupling component, process, and die design could improve final component designs.
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Introduction

Structural lightweighting through the novel design technology development [1] and
advanced material substitution [2–4] has been a focus for automakers to address
vehicle fuel economy regulations [5]. For formability components, particular focus
has been directed to the development of novel advanced high-strength steel (AHSS)
alloys due to their high strength and ductility. These desirable characteristics result
from advanced chemical compositions and heat treatment processes allowing fine
control of phase properties with these multiphase alloys. In addition, AHSS alloys
commonly exhibit the transformation-induced plasticity (TRIP) effect, wherein
metastable retained austenite (γ ) transforms into martensite(α

′
). This effect depends

on temperature [6], stress state [7], and strain rate [8], and can induce tension–
compression asymmetry in yield behaviour [9]. This results in substantial increase
in material hardening, improving ductility, strength, and fracture resistance [10]. The
most industrially applicable steels exhibiting this behaviour are TRIP steels, wherein
the retained austenite (RA) and martensite exist within a matrix of ferrite (α) and
bainite (β) [11].

To enable rapid and cost-effective design iteration, vehicles are designed primarily
in a virtual environment,with experiments used as calibration and validation.Compo-
nent design is then limited by a combination of formability, weight, energy absorp-
tion, and strength (i.e., anti-penetration). One formability measure is the forming
limit diagram (FLD) [12, 13], which is defined as a set of limit strains below which a
sheet metal deformed under a constant strain path is unlikely to fail through localized
necking. A common approach for numerically predicting an FLD is the Marciniak–
Kuczynski (MK) analysis [14], wherein analytical equations are used to model the
evolution of a diffuse neck.

Connolly et al. [15] recently extended MK analysis to include a fully coupled
thermal model. This was coupled with an advanced constitutive model to analyze
the effects of transformation deformation kinematics and thermal conditions on the
formability of a TRIP 800 steel alloy. Their results showed that control of the thermal
boundary conditions and initial blank temperature could be used to improve forma-
bility by up to 35% in uniaxial tension and 25% in plane strain tension. This work
builds upon these results by analyzing formability under a realistic forming process,
controlling initial blank temperature, stamping die temperature, and the stamping
die to blank conduction coefficient to suggest specific avenues of exploration for
improving formability in existing TRIP steel alloys.
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Model Formulation

Constitutive Modeling

This work employs the phenomenological model previously used in Kohar et al. [16]
and Connolly et al. [15]. This model is summarized below with full details in the
aforementioned paper.

Strain-Rate Decomposition

The total strain rate, ε̇i j , is decomposed into elastic (ε̇elasti j ), inelastic
(
ε̇
p
i j

)
, and

thermal
(
ε̇thermi j

)
terms:

ε̇i j = ε̇elasti j + ε̇
p
i j + ε̇thermi j (1)

The thermal strain rate can be modelled using isotropic thermal expansion, given
by

ε̇thermi j = αLδi j Ṫ (2)

where αL is the linear thermal expansion coefficient, δi j is the Kronecker delta,
and Ṫ is the temperature rate. The inelastic deformation is further decomposed into

plastic slip strain
(
ε̇
pslip
i j

)
and both a dilational

(
ε̇
pdilat
i j

)
and shape change

(
ε̇
pshape
i j

)

component of transformation strain:

ε̇
p
i j = ε̇

pslip
i j + ε̇

pdilat
i j + ε̇

pshape
i j (3)

The plastic slip strain is given by the associative flow rule

ε̇
pslip
i j = ε̇

pslip ∂�

∂σi j
(4)

where ε̇
pslip

is the effective plastic slip rate and� is the yield function. The dilational
and shape change transformation strains are given by

ε̇
pdilat
i j = 1

3

V ḟα′ δi j (5)

ε̇
pshape
i j =

[
R0 + R1

(
σ̃e f f

σ0,γ

)]
ḟα′

∂�

∂σi j
(6)



526 D. S. Connolly et al.

where 
V = 0.02 is the austenite to martensite volume change, R0 = 0.02 and
R1 = 0.02 are fitted parameters, σ̃e f f is the effective flow stress, σ0,γ is the austenite
initial yield stress, and ḟα′ is the rate of transformation of martensite.

Kinetics of Transformation

Martensite transformation rate is assumed to occur as a result of the formation of
new martensitic units at potent nucleation sites at shear band intersections [6, 17].
The transformation rate is given by

ḟα′ = fγ
[
p ḟ isb + f isb ṗθ( ṗ)

]
(7)

where fγ is the austenite volume fraction, p is the probability of a shear band inter-
section site transforming, f isb is the volume fraction of shear band intersection sites,
and θ(�) is a Heaviside function. The shear band intersection volume fraction, shear
band volume fraction ( fsb), and effective slip rate in the austenite (ε̇

pslip
γ ) are related

using

f isb = η( fsb)
ns (8)

ḟsb = am(1 − fsb)ε̇
pslip
γ (9)

where η and ns are calibration constants and am is given by

am = (
am,1 + am,2T + am,3T

2 − am,4�
)(

1 − am,5

(
ε̇

ε̇0

)am,6
)

(10)

� = tr(σ )

3σ̃
(11)

where am,1-am,6 are calibration parameters, T is temperature, � is stress triaxiality,
ε̇ is an effective strain rate, ε̇0 is a normalization factor, and σ̃ is the von Mises
equivalent stress. The probability of transformation is given by

p = 1√
2πσs

g∫

−∞
exp

(
−

(
g

′ − g0
)2

2σ 2
s

)
dg

′
(12)

g = −T + g1� (13)
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where g0 and σs are the mean and standard deviation of the distribution of critical
driving forces required to cause transformation at a shear band intersection site, g
is the transformation driving force, and g1 is the dependence of the driving force
triaxiality.

Effective Flow Stress

It is assumed that the average effective flow stress (σ̃ave) is given by a rule of mixtures
such that

σ̃ave = fγ σ̃γ + fβ σ̃β + fασ̃α + fα′ σ̃α
′ (14)

where fi and σ̃i are the volume fraction and effective stress of each phase as denoted
by = {γ, β, α, α

′ }. The effective stress of each phase i is given using a Holloman
hardening law:

σ̃i = Ki
(
ε0,i + ε pslip

)ni (15)

ε0,i =
(
Ei

Ki

) 1
ni−1

(16)

where Ki and ni are calibrated constants, ε0,i is the yield strain, and Ei is Young’s
modulus. The Johnson–Cook [18] model is used to incorporate temperature sensi-
tivity and the Cowper–Symonds [19] model is used to incorporate strain-rate
sensitivity, such that the total flow stress, σ , is given by

σ = σ̃ave

(
1 +

(
ε̇

C

)1/P)(
1 −

(
T − T∗

Tmelt − T∗
)m)

(17)

where C and P are Cowper–Symonds rate sensitivity parameters, ε̇ is the total
effective strain rate, T ∗ is a reference temperature, Tmelt is the material melting
point, and m is a temperature sensitivity exponent.

Evolving Anisotropic Yield Function

The yield surface is given by a modified Yld2000 function [20] with an evolving
asymmetry term [9]:

� = φ(σi j )
1
3 + 3

7
6 k

J3(σi j )

φ(σi j )
1/6 − σ

(
ε pslip, T, ε̇

)2 = 0 (18)
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k̇ = Ck(1 − k)ε̇
pslip

(19)

whereφ(σi j ) is the Yld2000 function, J3 is the third deviatoric stress tensor invariant,
k is a parameter defining the evolving yield surface asymmetry, and Ck = 0.49 [21]
governs the asymmetry increase rate. A maximum limit is enforced for k such that
yield surface convexity is maintained [15]. The overall constitutive equation for
stress is given by a hypo-elastic formulation with a modified Jaumann co-rotational
framework such that

σ̇∇ J
i j = Lel

i jkl ε̇
elast
kl (20)

σ̇i j = σ̇∇ J
i j + σikWkj − Wikσk j + σi j ε̇kk (21)

where Lel
i jkl is the isotropic elasticity tensor andWi j is the antisymmetric component

of the velocity gradient.

Coupled Thermomechanical Marciniak–Kuczynski Analysis

This work uses the fully coupled thermal MK model outlined in Connolly et al. [15]
which is utilized for this work. A brief description of themodel is given here. Figure 1
[15] shows a schematic of an infinite sheet with axes x1 and x2 and an infinite band
related by an initial angle ψI to the x1-axis. A superscript B and no superscript are
used to denote in-band and out-of-band properties, respectively. The band

(
HB(t)

)
and sheet (H(t)) thicknesses are initially related through an imperfection parameter
( f ):

f = HB(0)

H(0)
(22)

The MK formulation assumes plane stress sheet deformation such that

Fig. 1 Sheet with initial
band inclined at angle ψI
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ε̇22 = Pε̇11,W12 = ε̇12 = 0 (23)

where P is a proportionality constant. The band angle (ψ) is updated by

tanψ = exp[(1 − P)ε11]tanψI (24)

The in-band and out-of-band velocity gradients are related by [22]

LB
αβ = Lαβ + ġαnβ α, β = 1, 2 (25)

Force equilibrium requires that in-band and out-of-band stresses are related by

nασ B
αβH

B = nασαβH (26)

The numerical results are updated by solving algebraic equations for ġαandDB
33

created by combing the constitutive law, force equilibrium, and boundary conditions.
Necking localization failure occurs when the in-band thickness strain rate

(
DB

33

)
is

tenfold larger than the out-of-band thickness strain rate (D33). Temperature evolution
in band and out of band is considered independently and is described by

ρCpT = 2
[
R f (1 − s f )(Text − T ) + s f hc(T∞ − T ) + s f σb ∈ r(T 4∞ − T4)

]

H
+(

χσ̄ ˙̄ε pslip + Qtr fα′
) (27)

where R f is a conductive heat transfer constant, Text is conductive boundary temper-
ature, s f is the surface fraction exposed to air, hc is a convective heat transfer coef-
ficient, T∞ is the air temperature, σb = 5.67 × 10−8W/m2K is the Stefan–Boltz-
mann constant, εr is a coefficient of emissivity, χ = 0.9 is the plastic work fraction
converted into heat, and Qtr is the specific latent heat of austenite to martensite
transformation.

Material Characterization and Calibration

This work uses coefficients presented in Connolly et al. [15] as summarized here.
Table 1 presents the elastic and plastic parameters for each phase and Table 2 presents
the TRIP 800 steel thermal properties.

Table 3 lists the yield function coefficients as calibrated to experimental Lankford
coefficients and normalized yield stress variation with k = 0 and with the coefficient
ranges restricted to αi ∈ [0.8, 1.2]. The maximum asymmetry coefficient with these
parameters was determined to be klim = 0.762.
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Table 1 Elasticity and hardening parameters for TRIP800 [15]

fi [%] Ei [GPa] υi Ki [MPa] ni ε0 (×10−3)

Austenite, γ 16.5 190 0.30 1300 0.114 3.602

Bainite, β 13.5 210 0.30 2930 0.201 4.776

Ferrite, F 70.0 210 0.30 720 0.135 1.416

Martensite, α′ 0.0 210 0.30 3470 0.126 9.133

Table 2 Thermal properties of TRIP 800 steel

TRIP 800

Density, ρ [gm−3] 7800

Specific heat capacity, Cp [Jkg−1K−1] 519

Thermal expansion, αL [K−1] 12 × 10–6

Thermal resistance, R
′ ′
f [Wm−2K−1] 22

Coefficient of convection, h
′ ′ [Wm−2K−1] 15

Emissivity coefficient, ε
′ ′

0.80

Fraction of exposed surface to air, s f 0.50

Table 3 Yld2000 yield function parameters for TRIP 800

α1 α2 α3 α4 α5 α6 α7 α8 a

0.9719 0.9882 1.1051 0.9634 0.9882 0.8918 1.0214 0.8980 6.00

Tables 4 and 5 present the calibrated parameters for martensite transformation,
Johnson–Cook thermal sensitivity, and Cowper–Symonds strain rate sensitivity.
Thesewere determined via simultaneous calibration to flow stress for several temper-
atures and strain rates, martensite evolution for several strain rates and strain paths,
and temperature rise under uniaxial tension at an elevated strain rate.

Table 4 Flow stress strain rate and temperature sensitivity parameters for TRIP 800

C
[
s−1

]
P ε̇0

[
s−1

]
m T ∗[K ] Tmelt [K ] χ Qtr

[
Wm−3

]

9.938 × 104 5.2554 1.0 × 10−4 1.274 293 1643 0.90 4.981 × 109

Table 5 Martensite generation parameters for TRIP 800

am,1 am,2 am,3 am,4 am,5 am,6 σg g0 g1 η ns

1.698 5.865 ×
10-2

−1.137
× 10-4

−4.320 0.09864 0.153 335.12 0.0071 76.8 9.626 4.058
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Results and Discussion

The purpose of thiswork is to study the influence of thermal processing parameters on
formability of TRIP 800 steel during a forming operation. In forming processeswhere
the blank is typically constrained in a fixture that is not exposed to the surroundings,
conduction to the forming dies is the main heat transfer mechanism. In practice, the
conduction coefficient can be modified through selective lubricants and die design.
It should be stressed that the conduction coefficient used here is meant to represent
the overall heat transfer between the blank surface and a thermal boundary (e.g.,
coolant) and will therefore be much lower than the conduction between the blank
and the die surface.

In this study, the thermal conductivity coefficient is varied to explore the effect
on formability through modification of the martensite generation rate in the sheet.
It is assumed that the entire surface of the sheet is in contact with the dies, such
that convective and radiative heat transfer can be neglected (s f = 0). The conduc-
tion coefficients used are R f = {10, 20, 40, 80} Wm−2K−1. The initial temper-
ature of the blank, T (0), and external thermal BCs varied between 400K and
700K with 
T (0) = 
Text = 100K and compared to formability with a blank
initially at room temperature (T (0) = 293K ) and with room temperature dies
(Text = 293K ). The independent variables of this study are the initial blank temper-
ature (T (0)), the external boundary temperature (Text ), and the conduction coeffi-
cient (R f ). Each formability study was conducted with a macroscopic strain rate,
D11 = 1.0 × 10−3s−1, an imperfection parameter, f = 0.996 [23], proportionality
constant of−0.5 ≤ P ≤ 1.0 with
P = 0.1, and initial band angle of 0◦ ≤ ψI ≤ 40◦
with 
ψI = 5◦.

Figure 2 presents the FLD for an effective conduction coefficient of R f =
10Wm−2K−1 for different initial temperature conditions. The percentage improve-
ment in formability for a given initial blank temperature, thermal boundary condition,
and strain path for the same strain path for an initial blank temperature and boundary
temperature of 293K and conduction coefficient of 10Wm−2 is presented in Fig. 3.
Raising the initial blank temperature for a constant die temperature results in two
possible effects depending on the die temperature. For room temperature external
BCs, increasing the initial blank temperature primarily had the effect of delaying
martensite generation, while also resulting in minor reductions in the final volume
fraction of martensite generated. This yielded a net improvement in formability, up
until the critical temperature discussed in Connolly et al. [15], where the blank does
not chill sufficiently for transformation to initiate. Throughout this work, this point
will be referred to as the critical blank temperature. However, at elevated die temper-
atures, raising the initial blank temperature resulted in a major reduction in the final
volume fraction of martensite. This yielded a net reduction in formability.

Figures 4, 5, 6 present the percentage improvement in formability for a given
initial blank temperature, die temperature, and strain path with R f = {20, 40, 80}
Wm−2K−1 relative to the formability with boundary and die temperatures of 293K
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Fig. 2 Predicted forming limit diagrams for an effective conduction coefficient of 10Wm−2K−1

for a variety of boundary temperatures and initial blank temperatures

Fig. 3 Predicted percentage improvement in forming limit strain comparing an effective conduction
coefficient of 10Wm−2K−1 for a variety of boundary temperatures and initial blank temperatures
to an effective conduction coefficient of 10Wm−2K−1 with boundary temperature 293K and initial
blank temperature 293 K
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Fig. 4 Predicted percentage improvement in forming limit strain comparing an effective conduction
coefficient of 20Wm−2K−1 for a variety of boundary temperatures and initial blank temperatures
to an effective conduction coefficient of 10Wm−2K−1 with boundary temperature 293K and initial
blank temperature 293 K

Fig. 5 Predicted percentage improvement in forming limit strain comparing an effective conduction
coefficient of 40Wm−2K−1 for a variety of boundary temperatures and initial blank temperatures
to an effective conduction coefficient of 10Wm−2K−1 with boundary temperature 293K and initial
blank temperature 293 K
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Fig. 6 Predicted percentage improvement in forming limit strain comparing an effective conduction
coefficient of 80Wm−2K−1 for a variety of boundary temperatures and initial blank temperatures
to an effective conduction coefficient of 10Wm−2K−1 with boundary temperature 293K and initial
blank temperature 293 K

and a conduction coefficient of 10Wm−2. The effect of increased blank tempera-
ture with room temperature dies and elevated conduction coefficients is similar to the
low conduction case: increasing blank temperature leads to an increase in formability
until reaching the critical blank temperature. However, unlike the low condition case,
simultaneously increasing blank and die temperatures can result in a net improvement
in formability for moderate die temperatures (400 K and 500 K). This is because the
elevated die conduction coefficient allows cooling to occur faster, allowingmartensite
formation to begin earlier and continue longer. Despite an increase in the conduc-
tion coefficient, the high die temperature cases (600 K and 700 K) did not result
in an increase in formability. This is because transformation is almost completely
suppressed at these temperatures, where little transformation occurs despite the blank
reaching the die temperature.

It is important to understand the overall sensitivity of formability to initial blank
temperature, die temperature, and conduction coefficient to optimize the thermal
parameters. Considering only cases with room temperature or moderate die temper-
ature and a blank temperature beneath the critical blank temperature, formability is
improved with decreasing die coefficient, increasing initial blank temperature, and
increasing die temperature. Conversely, the value of the critical blank temperature
itself increases with increasing die coefficient and decreasing die temperature. In a
forming process, the critical blank temperature limits the maximum formability of
a process. Improving formability requires finding the correct process parameters to
simultaneously increase the critical blank temperature while improving formability
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below the critical blank temperature. Since the critical blank temperature is depen-
dent on the strain path of deformation, the optimal choice of process parameters will
likely be dependent on the expected strain paths of the specific component being
formed.

In this study, the maximum uniaxial tension formability was predicted to occur
with a boundary temperature of 293 K, a conduction coefficient of 20Wm−2, and an
initial blank temperature of 700 K. These conditions resulted in a uniaxial tension
formability improvement from0.33 to 0.48 strain (+44%), but also caused a reduction
in plane strain formability from 0.19 to 0.14 (−27%). The maximum plane strain
formability occurred with a boundary temperature of 293 K, a conduction coeffi-
cient of 40Wm−2, and an initial blank temperature of 700 K. With these conditions,
plane strain formability improved from 0.19 to 0.26 (41%) and uniaxial formability
improved from 0.33 to 0.41 (26%). As in Connolly et al. [15], there are only minor
effects on the equibiaxial side because the yield surface changes are decoupled from
the martensite generation, and the martensite generation is saturated and therefore
has minimal effect on hardening at the localization strain. In this study, the blank
temperature, die temperature, and conduction coefficient. In an unbounded opti-
mization, larger improvements could likely be obtained. Additionally, it is crucial to
recognize that poor control of thermal process parameters may also result in signif-
icant reductions in formability. The worst case obtained in the study had an initial
blank temperature of 293K, die temperature of 700K, and a conduction coefficient of
80Wm−2. In this case, uniaxial formability reduced from 0.33 to 0.21 (−35%), plane
strain formability reduced from 0.19 to 0.11 (−41%), and equibiaxial formability is
unchanged.

Conclusion

In this paper, the formability behaviour of a TRIP 800 steel subject to realistic thermal
conditions for forming processes was analyzed. It employed the constitutive model
and fully coupled thermomechanical MK analysis presented in Connolly et al. [15].
This study varied the effective conduction coefficient, blank temperature, and die
temperature to obtain the following specific conclusions:

• Hot forming of TRIP steels using in-die cooling can result in improvements in
predicted formability of up to 44% under uniaxial tension and 41% under plane
strain tension were observed.

• Excessive blank and die heating can result in reductions in predicted formability
of up to 35% under uniaxial tension and 41% under plane strain tension were
observed

• Optimal thermal process parameters depend on strain path, suggesting that the
ideal formability curve is tightly coupled to die and component design
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Local Heat Treatment for Springback
Reduction in Deep Drawing of
Advanced High-Strength Steel

Josef Domitner, Vladimir Boskovic, Iris Baumgartner, Florian Grünbart,
Christof Sommitsch, and Mustafa Kičin

Abstract The concept of a novel hybrid process which includes local heat treat-
ment for springback reduction in deep drawing of AHSS is presented. In order to
demonstrate the feasibility of this process a prototype tool for deep drawing of U-
profiles was designed and optimized for integrating an inductive heating coil. Both,
cold forming as well as local heat treatment, were performed within a single process
step, as the radius zones of the deep-drawn U-profile were heated immediately after
completing the forming stroke. To quantify the influence of the local heat treatment
on the internal stresses inside the U-profile, a two-dimensional model of the hybrid
forming–heating process was built using the Abaqus finite element (FE) software
package. The flow curves required for this model were determined by tensile testing
of dual-phase (DP) steel sheets at temperatures between 25 °C and 1000 °C. Both,
the experimental and the numerical results, confirm that local heat treatment can
significantly reduce the local internal stresses and the springback without decreasing
the overall strength of the component.
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Introduction

In recent years, the use of high-strength steel (HSS) and advanced high-strength
steel (AHSS) sheets for deep drawing of automotive components has been steadily
increasing, because these steel types show great potential for producing lightweight
structures with improved crash resistance [1]. However, elastic springback is consid-
ered a serious problem which makes controlling the dimensional specifications of
components quite challenging [2]. Springback can be mainly considered as elastic
deformation which occurs when the formed component is released from the forming
tool. Hence, it would be highly effective to focus on measures aiming to minimize
elastic stresses directly in forming operations. Different technological concepts were
proposed for reducing springback in sheet forming of HSS or AHSS, respectively:
variation of the blankholder force [3] or inductive heating of the flange region [4]
in deep drawing, as well as local heat treatments using infrared [5–7] or laser [8, 9]
heat sources, or using a counterpunch [10] in sheet bending.

This work presents the concept of a hybrid forming-heating process. The designed
tool enables local heat treatment of deep-drawn components immediately after
completing the forming stroke, i.e. before releasing the formed component from the
tool. The feasibility of this concept for springback reduction was already proven at a
lab scale [11], but the present work investigates the feasibility at semi-industrial scale
using a prototype tool. The results of the forming–heating experiment are discussed
and analyzed in detail with the help of finite element (FE) simulation.

Tool and Process Concept

Figure 1 shows the design of the hybrid forming–heating tool. The main components
are the upper and the lower base plates, the central plate, the four guiding pillars, the
drawing die, the blankholder, the clamping bar, the drawing punch, and the inductor
next to the drawing edges of the punch. A straight cooling channel is located parallel
to each drawing edge, because water cooling is mandatory to prevent excessive
local heating of the punch. The lower base plate with the drawing punch and the
blankholder are fixed to the table of a Schuler 400-tons hydraulic press, whereas the
upper base plate with the drawing die is fixed to the ram of the press.

The hybrid forming–heating process which is schematically illustrated in Fig. 2
works as follows: (a) After the blank has been positioned on the blankholder, the
ram of the hydraulic press moves downward and clamps the blank with a predefined
cushion force between the blankholder and the drawing die. (b) With the downward
movement of the ram and, therefore, of the die, the clamped blank is drawn over the
fixed punch until the lower end position is reached. (c) The formed blank is fixed
at the end position, while its radius zones are locally heated to the predefined peak
temperature using the inductor. The blank is also fixed during the subsequent cooling
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Fig. 1 Main components of the hybrid forming–heating tool

period. (d) Finally, the ram of the press and, therefore, the die moves upward to the
upper-end position and the formed blank is released.

Deep Drawing Experiments

In order to prove the feasibility of the presented hybrid concept for reducing spring-
back at semi-industrial scale, a prototype tool was manufactured at the Research
Group of Lightweight and Forming Technologies at the Graz University of Tech-
nology, Austria. U-profiles were formed from blanks of galvanized dual-phase (DP)
steel CR700Y980T-DP (YS 700–850 MPa, UTS 980–1130 MPa, [12]) using the
process conditions of Table 1. The blank dimensions were 500 mm × 400 mm ×
1.6 mm. For lubrication 0.4 ml of Wisura FMO 5010 forming oil for fine blanking
was applied to both sides of the blank.

As shown in Fig. 3, local inductive heating of the radius zones of the U-profile
was performed immediately after the forming step had been completed. In order to
achieve different peak temperatures, the inductive heating system was switched off
after heating times of 2.5 s or 5.5 s, resulting in peak temperatures of about 525 °C
or 925 °C, respectively. Subsequent cooling was achieved by natural convection. For
both experiments, the die was opened and the U-profile was released after the total
heat treatment time of 15 s.

After hybrid forming–heating, the entire geometries of the U-profiles produced
with and without heat treatment of the radius zones were captured using the GOM
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Fig. 2 Schematic
illustration of the hybrid
forming–heating process

Table 1 Process conditions Drawing speed 80 mm/s

Drawing depth (ideal height of U-profile) 100 mm

Blankholder force 300 kN

Peak temperatures for inductive heating 525 °C / 925 °C

Heating time 2.5 s / 5.5 s

Cooling time 12.5 s / 9.5 s

Total heat treatment time (heating and
cooling)

15 s

ATOS III Triple Scan [13] measurement system. The measured geometry data were
then used for validating the results of the numerical simulation of the process.
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Fig. 3 Inductive heating of
the radius zones of the
U-profile

Numerical Model

Geometry and Mesh

The strain in length direction of the formed U-profile is negligible since the length
of the profile is several times greater than the overall height and width of the profile.
Furthermore, the cross section of the U-profile is de facto constant. Hence, for the
finite element simulation, the “real” three-dimensional (3D) process setup can be
simplified as symmetric two-dimensional (2D)model shown in Fig. 4. The 2Dmodel
was built using the Abaqus software package [14]. It consists of one deformable
component (blank) and four rigid components (die, blankholder, clamping bar,
punch). Only the blank was meshed with “4-node bilinear plane strain quadrilat-
eral, hybrid, constant pressure, reduced integration, hourglass control” (CPE4RH)

Fig. 4 Symmetric 2D model
with rigid (grey) and with
deformable (green)
components for the finite
element simulation of the
process
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Fig. 5 Tensile testing of
samples using the
dilatometer

elements of 0.05 mm × 0.05 mm. Hence, the rectangular cross section of the 1.6-
mm-thick and 200-mm-wide blank half illustrated in Fig. 4wasmeshedwith 128,000
elements aligned in 4,000 columns and 32 rows.

Material Properties

The temperature-dependent elastoplastic properties including Young’s modulus and
flow curves of the DP steel were determined using a Bähr DIL 805 D/T dilatometer
equipped with an inductive heating system. The tensile samples were centred
inside the induction coil and clamped by the jaws of the dilatometer as shown in
Fig. 5. Before testing, the samples were inductively heated to different temperatures
between room temperature and 1,000 °C. Three samples were tested at each of these
temperatures.

During testing, both tensile force and elongation of the sample were monitored.
Based on these data, true stress–strain curves were calculated. The temperature-
dependent flow curves shown in Fig. 6a were extrapolated from the true stress–strain
curves using Hollomon’s equation [15]. Furthermore, the temperature dependence
of Young’s modulus as shown in Fig. 6b was determined. Note that the factor f E
represents the ratio between Young’s modulus at elevated temperature and Young’s
modulus of 204 GPa at room temperature (25 °C). Poisson’s number of 0.3 was
assumed as constant.

Process Conditions

The hybrid process was modeled in four steps as illustrated in Fig. 2. The positions
of the punch and of the clamping bar were fixed. Movement of the drawing die was
only allowed in the vertical direction. The blankholder force was applied against
the movement direction of the die. The process conditions listed in Table 1 were
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Fig. 6 a Temperature-dependent flow curves and b temperature dependence of Young’s modulus
of the DP steel

also used in the numerical model. However, local inductive heating was not directly
modeled. Instead of, the actual peak temperature–time curve measured during the
deep drawing experiment at the radius zone was specified. As shown in Fig. 7a,
two curves with different peak temperatures of Tpeak = 525 °C and Tpeak = 925 °C
were used. To consider local heating only at the radius zone, each of the two curves
shown in Fig. 7a was multiplied with the corresponding trapezoidal function shown
in Fig. 7b. Note that the temperature factor f T is zero outside the radius zone. In the
present model, allocating the temperature was based on the width coordinate of the
plain undeformed blank. Constant temperature in thickness direction of the blank
was assumed. Constant Coulomb’s friction coefficient of 0.1 was defined for each
contact interface.

Fig. 7 a Peak temperature–time curve and b trapezoidal temperature distribution
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Results and Discussion

Microstructure

Figures 8 and 9 show etched microstructures and local hardness curves of the DP
steel investigated for different processing conditions: (a) as-bent without any heat
treatment, (b) bent and heat-treated with the peak temperature of 525 °C, and (c)
bent and heat-treated with the peak temperature of 925 °C. As shown in Fig. 8a,
b, the fractions of both ferrite (light grey) and martensite (dark grey) are almost
equal. Hence, heat treatment with the peak temperature of 525 °C did not influence
the microstructure significantly. In comparison, the microstructure shown in Fig. 8c
contains a higher fraction of ferrite, which indicates that martensite decomposed
partially due to the heat treatment with the peak temperature of 925 °C. This change

Fig. 8 Microstructures of the DP steel a without heat treatment and heat-treated with peak
temperatures of b 525 °C and c 925 °C

Fig. 9 Local hardness of the
DP steel at the radius zone of
the U-profile with and
without heat treatment (HT)
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Fig. 10 Comparison of
springback with and without
heat treatment (HT) at the
radius zone of the U-profile
(continuous lines:
simulations, dashed lines:
experiments)

in the microstructure decreased the local hardness at the radius zone of the U-profile,
as illustrated in Fig. 9.

Springback

Figure 10 compares the cross sections of U-profiles produced with and without
local heat treatment of the radius zone. As illustrated, the cross sections were
measured at the middle of the deep-drawn U-profiles. It is evident that the spring-
back angle decreased significantly with increasing peak temperature. Small varia-
tions of the drawing depth in the experiments caused different lengths of the profile
legs. However, this length difference influenced the springback angle just slightly.
Figure 10 illustrates that the simulation model was able to estimate the springback
angle and, therefore, to predict the influence of heat treatment quite well.

Summary and Conclusions

This work presents the concept of a hybrid forming–heating process to reduce spring-
back in deep drawing of AHSS. Both experimental and numerical investigations
demonstrated the feasibility of the concept for deep drawing of U-profiles from DP
steel using a prototype tool at semi-industrial scale. Based on the results of these
investigations, the following conclusions can be drawn:

• Local inductive heating before opening the tool decreases internal stresses
and, therefore, may reduce significantly the springback. Increasing the peak
temperature of the heating process decreases the springback angle.
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• Heat treatment with peak temperatures of 925 °C combined with convective air
cooling causes partial decomposition of martensite and loss of hardness, but heat
treatment with peak temperatures of 525 °C does not significantly influence the
initial microstructure.

• The FE model of the hybrid forming-heating process is able to predict the spring-
back tendency based on the peak temperature–time curve measured during heat
treatment.
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Strain and Stress-Based Forming Limit
Diagrams for Inconel 718 Alloy

Gauri Mahalle, Prathamesh Takalkar, Nitin Kotkunde, Amit Kumar Gupta,
and Swadesh Kumar Singh

Abstract Study ofmaterial forming limits plays a crucial role in producing complex
shape components without failure for high-strength and limited ductility materials.
The accurate determination of forming limits is also crucial for trustworthy finite
element analysis and development of the reliable tool setup. The present studymainly
focused on forming limit diagrams (FLDs) of thin precipitate-hardenable Inconel
718 (IN718) sheet using Nakazima test at different temperatures (400–700 °C).
Limiting strains are evaluated to plot strain-based forming limit diagram (ε-FLD)
from deformed specimens in three different strain paths, viz. equi-biaxial, plane, and
uniaxial strains. Further, stress-based forming limit diagram (σ-FLD) was estimated
using Barlat’89 anisotropic yield criteria coupled with Swift power hardening law.
It was found that test temperature influences limiting strain and stresses in FLD.

Keywords IN718 alloy · Nakazima test · Barlat’89 yield criteria · Strains · Swift
power hardening law · Forming limit diagram (FLD)

Introduction

Inconel 718 (IN718), among all theNi–Cr–Fe-based super-alloys, is having excellent
material properties and is able to withstand extreme temperature conditions (up to
705 °C). IN718 holds superior material properties, for example, high ultimate (950–
1650 MPa) and yield (700–1250 MPa) tensile strengths, good rupture and creep
strengths, high corrosion, and fatigue resistance at elevated temperatures [1, 2]. This
indispensable alloy is used for high performance required applications like nuclear
reactors, rocket engines, gas turbines, marine applications, and high-pressure vessels
[3]. Especially outer casings of Ni–H2 battery and high pressure-O2 gas cylinders
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are facing challenges while manufacturing (mainly manufactured by deep drawing)
as critical space components in space mission [4, 5].

Sheet Metal Forming processes (SMF) are predominantly used for the production
of a variety of complex and crucial components in nuclear and gas turbine sectors.
Formability of sheetmetal is generally evaluated based on various lab-scale tests such
as limiting drawing ratio (LDR), stretching, forming limit diagram (FLD) and hole
expansion ratio (HER) [6]. FLD is a significant performance index which describes
the limiting strain capacity of a material. Commonly, stretching process, especially
Nakazima test is used to determine the limiting strains. FLD is plotted based on
the major (ε2) and minor strains (ε1) obtained for various loading paths/strain paths
(equibiaxial, biaxial, uniaxial, etc.) [7]. Different width rectangular specimens were
stretched using a hemispherical punch to determine limiting strains for each strain
path. Simplicity in tool design and shape of the specimen are the key features of
this test. It is reported that maximum permissible limiting strain is strongly depends
on numerous physical factors such as work-hardening, strain rate sensitivity, and
induced plastic anisotropy (only in cold rolling process) [8, 9].

However, Prasad et al. [10] reported strain-based FLD at room temperature for
solution-treated IN718 alloy. The author described that failure in stretched specimens
followed without any prior hint of the localized necking. Hence, it is very much
important to predict material failure. To avoid dependency on forming limit over
strain paths, effective plastic strain vs. triaxiality (EPS vs. η), and stress-based FLD
(σ-FLD) are used to predict damage [11, 12]. Bai et al. [13] evaluated 16 different
fracture models for η-EPS space and compared their accuracy on the basis of various
statistical parameters for different aluminum and steel alloys.

Hence, formability studies of Inconel alloy are extremely necessary for above-
discussed reasons. The main objective of the present work is to estimate limiting and
fractured strains of IN718 alloy at warm temperatures by Nakazima test. Further,
limiting stress has been reported by stress-based FLD.

Materials and Methods

Commercially available IN718 alloy sheet, thickness 1 mm, is used for the present
study. Some of the major alloying elements by % wt are Ni (51.5%), Fe (20%),
Cr (18.4%), Nb (5%), and Mo (3%) with balanced other alloying elements (Each
≤ 0.05% and Total ≤ 0.17%). The authors in their previous work discussed the
uniaxial tensile flow stress behavior andDSAphenomenon that occurredwithin 500–
700 °C temperature range [14, 15]. Tensile strength was calculated using a series of
uniaxial tensile test experiments. Various material properties, namely, % elongation
(% elong.), tensile yield (σys) and ultimate (σuts) strengths, and anisotropic properties,
mainly Lankford coefficient (r0, r45, r90), planer(r) and normal (�r) anisotropy, have
also been evaluated and are shown in Table 1.

Swift hardening law is used to calculate strain hardening coefficient (K) and
exponent (n) of IN718 alloy, expressed as in Eq. 1.
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Table 1 Tensile properties of IN718 alloy

Material properties Anisotropic properties

Temp
(°C)

YS (MPa) UTS (MPa) Elng (%) R0 R45 R90 R �R

400 394.66 ± 4% 819.73 ± 6% 49.22 ± 0.7 1.0869 0.6612 0.7043 0.7784 0.5650

700 343.58 ± 5% 753.22 ± 6% 54.6% ± 0.7 1.0642 0.9176 0.9639 0.9658 0.5552

YS—yield strength, UTS—ultimate tensile strength, Elng—% elongation, R0, 45, 90—Lanford
coefficients in 0°, 45°, & 90° orientation, R—normal anisotropy, and �R—planer anisotropy

σ = (ε + ks(ε0)
ns) (1)

Warm stretching experiments are conducted on a 40-Ton double-acting hydraulic
press with an induction heating setup and working pressure up to 100 bar, schemat-
ically shown in Fig. 1a. The temperature during test was measured using the K-type
thermocouple. Three different specimens geometries as per ASTM E2218-15 stan-
dardwere prepared to induce three distinct strain paths (uniaxial strain, biaxial region,
and plane strain) in FLD, mentioned in Fig. 1b. All experiments are performed by
applying graphene-based moly-spray as lubricant. All the stretch-formed specimens
were laser-etched using a 2.5 mm diameter circular grid for measuring the minor
and major strains as suggested in standard. The stretch forming test was conducted
at 400 °C and 700 °C to understand the effect of temperature over forming limits of
material at a fixed BHP (25 bar) and punch speed (2 mm/min).

Further, high-resolution stereo microscope with an image analyzing software is
used to measure minor and major diameters of stretched/deformed grid (ellipses) in
the stretched blanks to estimate the engineering minor (e2) and major (e1) strains
using the Eq. 2, Then transferred into the corresponding true strains (ε1 & ε2) as in
Eq. 3.

Rolling direction of sheet

Fig. 1 a Stretch forming setup schematic diagram, b Specimen geometry considered for plotting
FLDs
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e1 = major axis of stretched/deformed ellipse − grid diameter

major axis of Stretched/deformed ellipse
, (1)

e2 = minor axis of stretched/deformed ellipse − grid diameter

minor axis of Stretched/deformed ellipse
, (2)

ε1,2 = ln
(
1 + e1,2

)
(3)

The equivalent stress function according to r-based Barlat′89 stress function is
defined as

σBarlat = σ =
[
1

2

{
a + a|hρ|m + c|1 − hρ|m}]

1
m

(4)

where stress ratio (minor to major stress) ρ = σ2
σ1

and strain ratio (minor to major
strain), α = ε2

ε1
. Anisotropy ratio functions a, c, and h can be shown in terms of the

Lankford coefficient as

h =
√

r0
1 + r0

× 1 + r90
r90

(5)

c = 2 ×
√

r0
1 + r0

× r90
1 + r90

(6)

a = 2 − c (7)

Associative flow law
(
dεij = dλ ∂σ

∂σij

)
is used to find the relationship between α

and ρ, given as

α = a|hρ|m−1 − ch|1 − hρ|m−1

a + c|1 − hρ|m−1 (8)

Further, parameterχ according to Barlat’89 criteria is evaluated as a ratio ofmajor
principle stress (σ1) and effective stress (σ) as

χ = σ1

σ̃
= 1

[
1
2

{
a + a|hρ|m + c|1 − hρ|m}] 1

m

(9)

Stress triaxiality (η) as per Barlat’89 criteria is further calculated as

η = σm

σ̃
= σ1 + σ2

3σBarlat
= 1

3
× (1 + ρ)

[
1
2

{
a + a|hρ|m + c|1 − hρ|m}] 1

M

(10)
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Results and Discussion

Strain-Based Forming Limit Diagram (ε-FLD)

Minor and major true surface strains are measured from deformed ellipse in the
necking region. FLD using corrected true major and minor strains is shown in Fig. 2.
As these corrected strain data are scattered throughout the region, distinct color is
assigned to differentiate between safe and fractured ellipses. It is observed fromFig. 2
that very few ellipses represented on necking as IN718 has very high-strength. It fails
suddenly without any visible localized necking. As a result, very few major–minor
strains were observed in the region of necking which is evident from plotted FLD
at different temperatures. Limiting strains are separated by drawing a line between
maximum safe ellipses and failed ellipses to plot FLD. At 400 °C, the highest major
limiting strains in T-C and T-T regions (equi-biaxial tension) are 0.5526 and 0.469,
respectively. FLDo, an important FLD indicator, is observed as 0.4642. Limiting
true strains are increasing with the increase in test temperature in all the deformation
regions (T-T, plane strain, T-C), as shown in Fig. 2b. Limiting true strains at 700 °C
temperature are improved by 20–25% compared to that at 400 °C, due to further
rise in thermal softening which improves the ductility of the material. It is also
observed that the slope of FLD at 700 °C increases significantly on both sides. High
strain hardening exponent (n) and anisotropic coefficient (r-values) have significantly
influenced on experimental FLDs. It is reported that a higher n-value delays the onset
of instability in metal which enhances the limiting true strains [16]. This result is
more pronounced in forming studies.

Fig. 2 ε-FLD of IN718 alloy at a 400 °C and b 700 °C
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Fig. 3 σ-based FLD for IN718 alloy at warm temperature

Stress-Based Forming Limit Diagram (σ -FLD)

To avoid dependency of limiting strains on strain paths, σ-FLD is used by the trans-
formation of limiting strains. To calculate the stress values and triaxiality, Barlat′89
quadratic yield function (Eqs. 4–9) has been used to transfer experimental strain
values of FLD [10, 12]. From experimental minor and major limiting strains, strain
ratio is used to calculate stress ratio (ρ) by Eq. 8. Minor and major (σ2 σ1) stress
components are calculated by Eq. 9 and stress ratio (ρ). Calculated stress values
from liming strains of FLD have been used to calculate σ-FLD, as shown in Fig. 3,
in-plane strain, T-,C and T-T deformation paths. It is noticed from Fig. 3, σ -FLD
curve shows a gradual increase till plane strain (α = 0); afterward, there is a marginal
stress increase till the end of T-T region. Similar nature of σ -FLD is observed for
700 °C. There is a drop by 22–33% approximately in major limiting stress with the
rise in temperature. Maximum difference is observed in major limiting stress at T-T
strain condition.

Conclusion

The following important conclusions are made:

1. Forming limits of Inconel 718 alloy are significantly affected by test temper-
atures. Limiting true strains at 700 °C temperature are improved by 20–25%
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compared to that at 400 °C, which might be due to the thermal softening and
improved ductility at high temperatures.

2. Stress-based FLD (σ-FLD) by the transformation of limiting strains shows a
tendency tomove towards plane strain conditions.σ -FLDcurve shows increased
nature till plane strain (α = 0); afterward, there is a marginal stress increase till
the end of T-T region. A decrease in major limiting stress is observed with the
rise in test temperature.
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Validation of Comprehensive Material
and Friction Models for Simulation
of Thermo-Mechanical Forming
of High-Strength Aluminium Alloys
Using HFQ Technology

Damian Szegda, Mohamed Mohamed, Yogendra Joshi, and Mustapha Ziane

Abstract Advanced thermo-viscoplastic material model coupled with continuous
integration of damage parameter was combined with dedicated friction model in a
thermo-mechanical FE simulation of HFQ(R) forming of high-strength aluminium
alloy. The friction model was set up to capture the complex tribologic response of
hot and dry aluminium sheets formed on cold and lubricated tools. Friction was
assumed as a function of temperature, contact pressure, and sliding distance. This
paper presents the results of correlation of the simulation results with experimental
measurements of thermo-mechanically HFQ® formed door inner. Thickness and
shape measurements were then correlated to finite element simulation performed
in PAM-STAMP 2019 with friction and material models implemented in HFQ®

Module.

Keywords Friction · Aluminium alloy · Heat treatment/quenching ·
Simulation/modelling

Introduction

Strict EU regulations on vehicle emissions drive the automotive industry towards
building more efficient lightweight vehicles. Aluminium alloys offer excellent
lightweighting opportunities at a progressively more affordable cost. New manu-
facturing technologies allowing forming of high- and ultrahigh-strength aluminium
alloys have emerged recently. One such technology is HFQ®—solution heat treat-
ment, forming and in-die quenching which is typically followed by artificial ageing.
The process combines material tempering with mechanical deformation.
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In this paper, the authors will discuss the capability of an advanced friction model
coupled with thermo-viscoplastic continuum damage-based material model in appli-
cation to simulation of the HFQ® process. First, integration and verification of both
the models into commercially available FE software—PAM-STAMP is discussed.
Several basic test cases are shown highlighting themodels’ accuracy and capability to
capture the effect of strain rate history on the flow curve and material ductility. Then
a thorough validation of the model based on HFQ® formed a complex high-strength
deep-drawn door inner is presented. Forming simulations for failed and success-
fully formed panels are shown and used for validation of the simulation capability.
A study of the effect of the apparent coefficient of friction is also discussed. It is
concluded that an accurate simulation of HFQ® process requires not only a sophis-
ticated material model but also should be supplemented by a more advanced model
for the coefficient of friction.

The HFQ® Process in a Nutshell

A process which combines high formability with virtually no springback for (ultra)
high-strength aluminium alloys was developed and patented by a team of researchers
based at Imperial College London [1] and commercialised by a spin-out company—
Impression Technologies Ltd (ITL) [2]. The process is called Solution Heat Treat-
ment, Forming, and in-Die Quenching, or HFQ®1 for short. It consists of heating an
Al-alloy blank sheet to its Solution Heat Treatment (SHT) temperature to produce
a homogeneous solid solution with high ductility and hence good formability. The
blank is then transferred to the press where a high forming speed is set to take
advantage of strain rate hardening of the material. The formed part is held in the
tool for a few seconds to quench in order to avoid the formation of precipitates in
the microstructure. The process schematics together with temperature and microme-
chanics evolution is shown inFig. 1. This is a hot forming technologywhich combines
mechanical deformation with alloy tempering where forming and in-die quenching
are done in one step. This doesn’t only reduce production steps but also facilitates
the production of high-strength, high-precision, and complex-shaped lightweight
Al-alloy panels in an efficient and cost-effective way.

Friction Characterisation

The tribological experiments were carried out at the Technical University of Lulea
using the hot strip drawing tribometer. A flat die linear strip draw test was used
to obtain the coefficient of friction for a range of contact pressures and forming
temperatures. In this set-up, two flat pins apply contact force, one on either side

1 HFQ® is a registered trademark owned by Impression Technologies Ltd.



Validation of Comprehensive Material and Friction Models … 559

Fig. 1 The HFQ process in a nutshell

of the stationary strip, and slide along the length at a prescribed sliding velocity
and distance. To represent the HFQ® conditions, the pins were maintained at room
temperature, whereas the strip was heated to the desired temperature by Joule’s
heating. The principle of operation of the strip draw set-up is illustrated in Fig. 2.

The test pins were made of GGG70L cast iron, nitride to 52 HRc and polished
to Sa 0.1 μm. Firstly, a measured quantity HFQ® ITL WBD 001 lubricant was
carefully applied on a heated pair of test pins to allow deposition of a dried layer.
The pins were then mounted on the tribometer. Next, the strip was heated to the SHT
temperature, held for a certain period. Then the heating was turned off to allow the
strip to cool down to the desired forming temperature. The test pins immediately
engaged thereafter under stipulated contact force and slid along the strip at a specific
sliding velocity and distance.

Fig. 2 Illustration of strip draw test’s working principle
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A few selected preliminary experiments were carried out to establish the strip
draw test method that subsequently led to the selection of the range of parameters
to obtain the coefficient of friction for the development of the numerical friction
model. In these experiments, it was observed that contact pressure lower than 3 MPa
led to significant noise in the acquired frictional forces. Contact pressures higher
than 15 MPa resulted in stretching and eventually necking of the strip. The test
temperature range appropriately represents the blank temperature during the forming
stage inHFQ® process.Owing to the “dry” lubricant layer, the tests showednegligible
dependence of sliding velocity.Hence, the velocitywasfixed at 0.25ms−1. The actual
test conditions are given in Table 1.

Experimental Results

The coefficient of friction behaviour against normalised sliding distance for 15 MPa
and 350 °C is shown in Fig. 3. This response was typical of the tests carried out
and could be divided into three zones, namely, Zones I, II, and III. These zones
are a consequence of the diminishing presence of the lubricant in the pin–strip–pin
contact. A low steady coefficient of friction in Zone I is due to the presence of the
lubricant layer over the entire contact area. The lubricant layer completely deterio-
rates eventually as sliding continues in Zone 3 simultaneously causing a transfer of
aluminium onto the cast iron pins. The coefficient of friction can saturate eventually
(red dashed line) or continue rising depending on contact pressure and max sliding
distance as the transferred aluminium exacerbates ploughing into the test strip until
the end of the test.

Figure 4 shows the coefficient of friction obtained at a sliding distance of 50 mm
as the frictional behaviour was relatively consistent and stable up to 50 mm at least.
Generally, it was observed that the contact pressure significantly influenced the coef-
ficient of friction as compared to the test temperature. Apart from 250 °C, the coef-
ficient of friction reduced with increasing contact pressures. Except for 15 MPa, the
coefficient of friction increased with increasing test temperature. This discrepancy
could be attributed to the frictional behaviour, which was found to be significantly
sensitive to the uniformity of the lubricant film thickness and planarity of the test
pins with the strip. The reduction in coefficient of friction with increased contact
pressures could arise from the formation of boundary film with the aluminium due to
the generation of low shear strength interface. On the other hand, a partial breakdown

Table 1 Test parameters Test parameter Value

Nominal contact pressure 3, 10, 15 MPa

Contact force 210, 700, 1050 N

Sliding speed 0.25 m/s

Test temperatures 250, 350 and 450 °C
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Fig. 3 A typical coefficient of friction plot against sliding distance also comparing frictional
behaviour with corresponding surface change on the aluminium strip

Fig. 4 Coefficient of friction at 50 mm sliding distance for the range of contact pressures and test
temperatures



562 D. Szegda et al.

of lubricant can explain the relative increase in the coefficient of friction at higher
test temperatures. Similar findings were also reported by [3] after conducting hot
strip draw testing of boron steel.

Description of Sliding Velocity-Dependent Friction Model
for HFQ® Process

The HFQ® Friction Model is used to predict the apparent coefficient of friction
between the tool surface and the hot aluminium alloy blank. The model presented in
this paperwas established based on thework byHu et al. [4]. The overall coefficient of
friction, μ, stems from two mechanisms (Eq. (1)), namely, the coefficient of friction
at the full film lubrication condition, μL, and the dry coefficient of friction, μd . The
contribution of these two components is governed by a lubricated area ratio, β, which
varies from 0 (the initial full lubricated state) to about 1 (dry sliding state).

μ = (1 − β)μL + βμD (1)

Hence, as shown in Fig. 4, the contact evolves from the initial full film lubrication
to eventual dry sliding during the sliding process. Therefore, the initial full lubricated
and final dry sliding coefficient of friction can be established from experimental
testing for any given tribologic system for a sufficiently long sliding track. The
transition from full lubricated to dry friction depends on the evolution of lubricant film
thickness. According to Hu et al., the lubricated area ratio, β, depends exponentially
on the film thickness, h(t), as shown in Eq. (2), where h(t) is the instantaneous film
thickness of the lubricant and λ1 and λ2 are the breakdown distance parameters for
the lubricant.

β = exp
[−(λ1h(t))λ2

]
(2)

During HFQ® forming process, the thickness of the lubricant film, h(t), is
primarily influenced by the transportation of lubricant during sliding, entrapped
lubricant quantity, lubricant squeeze out, sliding speed, lubricant properties, and
contact geometry. For model purposes, h(t) was assumed to be a function of contact
pressure, velocity, and temperature; hence, h(t) = f (P, v, T, t). In the formulae
proposed by Hu et. al. for lubricant film, thickness is given by Eq. (3)

h(t) = h(0)exp
[−cPk1vk2 t

]
(3)

Authors propose a modification of the model outlined by Hu et al. to incorporate
the dependence on temperature of the lubricant film thickness, h(t), and the lubricated
area ratio, β, by making the power law exponents k1 = f1(T ), λ1 = f2(T ) and
λ2 = f3(T ) temperature-dependent using the form shown in Eq. (4),
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where for i = 1, 2, 3 we have

fi (T ) = ai + (bi − ai )

1 +
(
T
ci

)di
(4)

Calibrated model performance as a function of normalised sliding distance for
temperatures 250, 350, and 450 °C and contact pressures of 3, 10, and 15 MPa at a
single sliding velocity of 250 mm/s is shown in Fig. 5.

The above equations of the sliding distance-dependent friction model were imple-
mented into a subroutine for PAM-STAMP 2019. To integrate the model equations
given above numerically, we proceed iteratively throughout time following the below
steps.

For simulation time t + �t , let: P(t + �t) be the contact pressure, v(t + �t) be
the sliding velocity, T (t + �t) be the temperature, and�t be the time step. Then we
have the following algorythm:

Step 1 Computation of the lubricant film thickness:

h(t + �t) = h(t)exp
[−cPk1(T )vk2�t

]

Step 2 Computation of the lubricated area ratio:

β(t + �t) = exp
[−(λ1(T )h(t + �t))λ2(T )

]

Fig. 5 Model predictions (solid) correlated against experimental tests data (dots) for apparent
coefficient of friction at 450 °C, 350 °C, 250 °C and contact pressures of 3, 10, and 15 MPa
depicted by blue, green and red curves, respectively
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Step 3 Computation of the apparent coefficient of friction:

μ(t + �t) = (1 − β(t + �t))μL + β(t + �t)μD

Description of Material Mechanical Model for HFQ®

Process

Description of Viscoplastic Damage Model

Over the last couple of years, the viscoplastic damageCDMmodel has been extended
to account for the effect of stress state on damage accumulation and failure. Different
shapes of forming limit diagrams (FLCs) under HFQ® hot stamping conditions
could be predicted with different temperatures and strain rates. Integrating those
viscoplastic damage constitutive equations into the FE code, such as PAM-STAMP,
allows the formability for any process conditions, cold or hot and low or high forming
speeds, to be predicted by the FE simulation. A viscoplastic damage constitutive
model has been developed that takes the mechanisms of dislocation-driven evolution
processes such as hardening, dynamic and static recovery, and damage into account
[5, 7]. An example of such a model is presented below.

A stress–elastic strain relation is given by

∼
σ i j = σi j

(1 − ω)
= Di jklε

e
kl (5)

whereω is the damage variable, D is the elasticity tensor inwhich theYoungmodulus
is assumed to depend on temperature.

The total strain can bewritten as a sum of elastic, viscoplastic, and thermal strains:

εi j = εei j + ε p
i j + εth i j (6)

where the viscoplastic strain can be obtained from the integration of the viscoplastic
strain rate given by the following:

ε̇
p
i j = ṗ

3

2 f
si j (7)

ṗ =
(
2

3
ε̇
p
i j ε̇

p
i j

)1/2

(8)

where p is the equivalent viscoplastic strain, which could be also written ε
vp
eq , f is the

equivalent von Mises stress, (also written σe), si j is the deviatoric stress tensor.
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Taken the isotropic hardening as a function of dislocation density ρ, we write:

R = Bρn1 (9)

where dislocation density is integrated from:

ρ̇ = A(1 − ρ) ṗ − Cρn2 (10)

Evolution of dislocation density ρ is related to the equivalent viscoplastic strain
rate, it includes the dynamic recovery and the static recovery which appear at high
temperatures. Parameters A, B, and C are the functions of temperature.

The viscous stress:

F = f̃ − R − k (11)

where f̃ = f (
∼
σ ), k is the initial yield stress which is a function of temperature in our

case, if F > 0 irreversible viscoplastic strain occurs.
Assuming power law function for the equivalent viscoplastic strain rate, we write:

ṗ =
(
F

K

)n

(12)

or

F = k ṗ
1
n (13)

where parameters K and n are functions of temperature.
The damage criterion is a combination of the three invariants of stress tensor

J0(σ),J1(σ ), J2(σ ), which are, respectively, the maximum principle stress: J0(σ ) =
σ1, the first invariant: J1(σ ) = tr(σ ) = 3σH , the second invariant: equivalent stress
J2(σ ) = f = σe.

X(σ ) = α1 J0(σ ) + α2 J1(σ ) + α3 J2(σ )

(α1 + α2 + α3)J2(σ )
(14)

or

X
(∼
σ
)

=
α1 J0

(∼
σ
)

+ α2 J1
(∼
σ
)

+ α3 J2(
∼
σ)

(α1 + α2 + α3)J2(
∼
σ)

(15)

where the parameters α1, α2, and α3 are temperature-independent [7].
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The three invariants allow representing two different damage mechanisms,
namely, the grain boundary damage and the ductile damage. Irreversible damage
occurs if X > 0.

Finally, the rate of damage accumulation is given by

ω̇ = �Xϕη1 ṗ
η2

1

(1 − ω)η3
(16)

where parameters η1, η2 are assumed to be functions of temperature and parameters
η3, φ, � are assumed to be temperature-independent.

In the scope of the explicit solver PAM-STAMP, the equilibrium equations are
solved based on an explicit numerical integration scheme for which each cycle corre-
sponds to a very small time step. However, at each cycle, the equations of thematerial
model itself are solved based on an implicit scheme.

Numerical Stability and Initial Testing

In order to test the numerical stability and carry out verification of the integration of
the viscoplastic damage model discussed above, fundamental test cases were set up.
The model was tested in single- and multi-element uniaxial and biaxial simulations
at various temperatures and rates of deformation. In this paper, only two simple
different cases are presented. First is a single-element case under uniaxial tension at
500 °C and two different strain rates, 0.1 and 4 s−1. The second test is a single-element
uniaxial tension at 450 °C with a change in strain rate.

Figure 6 shows the one-element tensile model with a comparison between flow
curves at 500 °C and strain rates of 0.1 and 4 s−1 obtained from an external numer-
ical integration in MATLAB and PAM-STAMP. A very good correlation was found
between the two different algorithms.

The second simple case was performed to test the viscoplastic damage model
implementation into PAM-STAMP via user-defined subroutine was a strain rate
“transition” test where strain rate was accelerated from 0.1 to 10 s−1 and from 0.3 to
0.4 strain, respectively, at 450 °C. The complete strain rate curve and the resultant

Fig. 6 One element tensile
model result from the
viscoplastic damage model
integrated into PAM-STAMP
at 500 °C and strain rate of
0.1 and 4 s−1
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material flow curve are shown in Fig. 7a, b. The corresponding damage accumulation
together with damage curves for constant strain rate tests at 0.1 and 10 s−1 are shown
in Fig. 8.

The variable strain rate test is an example highlighting the capability of the
viscoplastic damage model to capture the effect of the history of deformation on
the material ductility. This is a major benefit of the material model to simulate HFQ®

process over a look-up table-based material model. Another benefit is the ability
to take into account material softening prior to failure. Moreover, the viscoplastic
damagemodel can capture changes inmode, or path, of deformation and reflect those
on material ductility and ultimately failure during stamping process [7].
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Fig. 7 Variable strain rate test case. Plot a shows the transition in strain rate from 0.1 to 10 s−1

and plot, b the resultant stress–strain response at a temperature of 450 °C
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Fig. 8 Predicted damage curves showing the effect of variation of strain rate from 0.1 to 10/s at
450 °C
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Industrial Application Based on Door Inner

HFQ® Forming Trials for Door Inner

Having verified the integration of the viscoplastic damageCDMmodel against simple
test cases we can move on to validation against a large industrial case. A validation
based on complex deep-drawn high-strength door inner was selected for this purpose.
TheHFQ® stamping trials started from an oversized blank shapewhich induced splits
in the panel. Following the failures, a blank shape optimisationwas carried out during
the trials and a successful panel was produced by removing material in critical areas
of the blank. The difference between initial and final blanks is shown in Fig. 9. In all
the trial cases, lubrication was applied to the punch and the die. The hot aluminium
blanks were dry, non-lubricated, on delivery to the tool.

A successful pressing of the door inner is shown in Fig. 10. The panels were cut
into several sections and thickness was measured using Vernier callipers. Overall,
approximately 40 measurements were taken in critical locations along selected cut
planes. Similarly, the results of the simulationwere sectioned along the corresponding
planes. An example of cutup panel can be seen in Fig. 11.

HFQ® Forming Simulation of Door Inner

An HFQ® simulation was performed using ESI’s PAM-STAMP. The finite element
model set up in PAM-STAMP was composed of three stages: gravity, holding, and
stamping. The gravity stage was simulated using the implicit solver in PAM-STAMP,

Fig. 9 Blank shape comparison. Red is the initial blank shape and blue is the final optimised blank
which yielded successful panels
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Fig. 10 A successful door inner pressing

Fig. 11 Door inner sections cut for thickness evaluation

while the explicit solver was used for both holding and stamping stages. First, simu-
lations were run with the apparent friction coefficient between the blank and the tool
assumed to be constant and independent of contact pressure, temperature, velocity,
or sliding distance. Simulations were performed with the friction coefficients of 0.5
and 0.8 for both blank shapes. The die and blank holder velocity were set to 0.2 m/s
with no velocity scaling. A ramp curve was used to accelerate the velocity to the set
speed of over 1ms. The tool setup for the door inner simulation can be seen in Fig. 12.
Both blank shapes were used in simulation of this case—the first one was the initial
blank shape designed prior to the stamping trials. As mentioned above, this blank
shape was not successful, and the blank shape was optimised during the trials which
yielded successful panels. Simulations with the use of subroutine were run with a
fixed element size of 5.8 mm for the blank. This yielded a total of approximately
42 k elements for the blanks.
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Fig. 12 Door inner
simulation setup in
PAM-STAMP

Top Tool 

BottomTool Holder 

Locators 

The correlation between the simulation and the actual measurements for the failed
panel run with friction coefficient of 0.5 and 0.8 is shown in Fig. 13a, b, respectively.
The boxes marked with red outline on the figures highlight areas where the devi-
ation between the model prediction and the actual measurement was greater than
the acceptance target of 5%. As can be expected friction plays a significant role in
the accuracy of model predictions. Simulations run with the lower friction coeffi-
cient of 0.5 with a minor exception failed to predict splits in the panel, see Fig. 13a.
Increasing friction coefficient to 0.8 allowed prediction of all the splits but at the same
time highlighted areas where splits did not occur, as is shown in Fig. 13b. Looking
at thickness prediction for the simulation run with friction coefficient of 0.5, we can
notice that the deep-drawn side wall was predicted to be thicker as shown in Fig. 14a.

Fig. 13 Predicted values of damage for different values of COF

Fig. 14 Predicted versus measured thickness comparison for failed panel. Deviations higher than
5% difference highlighted by red outline
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A better result in that area was achieved for simulation with a higher friction coef-
ficient of 0.8 which is shown in Fig. 14b. On the other hand, on the shallow bottom
features of the panel, the side walls tended to be thinner in both simulation cases.
This suggests that friction coefficient assumed in simulation for those areas was too
high. This confirms that the apparent coefficient of friction for the HFQ® process
depends, amongst others, on the draw distance. That is thought to be due to lubricant
removal from the draw fillets as the dry blank is drawn against the lubricated tools
as was observed in the strip draw friction tests.

Taken the findings from simulation of the failed panels simulations for the
successful panel were set up sliding distance-dependent friction model. The resul-
tant distribution of thickness and its correlation to measurements is shown in Fig. 15.
Although there is still room for improvement, as can be seen, a much closer corre-
lation was found. On average, the model met the target of less than 5% deviation at
over 90% of the measurement points.

Conclusion

The work summarised in this paper shows that simulation of HFQ® process is very
sensitive to the apparent coefficient of friction which proves to be more complex than
a single value Columbian assumption. Simulative studies based on the door inner
indicated a strong dependence of the friction value on the depth of draw and using
a sliding distance-dependent friction model produced significant improvement in
correlation to experimental measurements. We have shown the combined predictive
capability of simulations run with advanced friction model and viscoplastic damage
CDM material model in application to the HFQ® process. The viscoplastic damage

Fig. 15 Predicted versus measured thickness comparison for successful panels. Deviations higher
than 5% difference highlighted by red outline
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model allows to capture the effects of path and history of deformation on flow curves
and ductility. This should be particularly useful for complex applications like the
presented deep-drawn door inner. Integration of both models into PAM-STAMPwas
also discussed.

Further work is being carried out on sensitivity studies of the advanced friction
model which will be published in the future.

Acknowledgements The work described in this article is supported by the European Commission
(Grant no: 604240underFP7) for theLoCoLite project (Low-Cost formingofLightweight structures
for transportation industries). http://www.locolite.net/. The authors would like to thank all LoCoLite
Partners for their support during the project and in particular the team of researchers and engineers
at ESI (Jean-Luc Babeau, Daniel Vieilledent, Patrick Saillard, and Vladimir Cerny), ICL (Liliang
Wang and Nan Li), and ITL (Alistair Foster) for their contribution to this article.

References

1. Lin J, Dean T, Foster A, A method of forming a component of complex shape from
aluminium alloy sheet, UK Patent (GB2473298), European (09785115.8) and International
(WO2010/032002)

2. http://www.impression-technologies.com/
3. Ghiotti A, Sgarabotto F, Bruschi S (2013) A novel approach to wear testing in hot stamping

of high strength boron steel sheets. Wear Wear Mater 302(1–2):1319–1326. https://doi.org/10.
1016/j.wear.2012.12.051

4. Hu Y, Wang L, Politis DJ, Masen MA (2017) Development of an interactive friction model for
the prediction of lubricant breakdown behaviour during sliding wear.Tribol Int 110:370–377

5. Mohamed M, Foster A, Lin J, Balint D, Dean T (2012) Investigation of deformation and failure
features in hot stamping of AA6082: experimentation and modelling. Int J Mach Tools Manuf
53(1):27–38

6. Foster A, Mohamed M, Lin J, Dean T (2008) An investigation of lubrication and heat transfer
for a sheet aluminium heat, form-quench (HFQ) process. Steel Res Int 79-11-VII(2):133–140

7. Lin J, Mohamed M, Balint D, Dean TA (2014) The development of CDM-based theories for
predicting FLD for hot stamping applications. Int J Damage Mech 23(5):684–701

http://www.locolite.net/
http://www.impression-technologies.com/
https://doi.org/10.1016/j.wear.2012.12.051


Part VII
Modelling of Failure



Development of a Modified Punch Test
for Investigating the Failure Behavior
in Sheet Metal Materials

M. Böhnke, Ch.R. Bielak, M. Bobbert, and G. Meschut

Abstract In the numerical simulation of mechanical joining technologies, the mate-
rial modeling of the joining parts is of major importance. This includes modelling
the damage and failure behavior of the materials in accordance with varying occur-
ring stress states. For the experimental determination of the material-related damage
parameters the punch test has proven to be suitable, as it enables to generate different
stress states. However, the exact determination of the failure time or location has
been problematic due to the lack of optical accessibility. Therefore, a modified, half-
sectioned test rig for a punch test was developed, which enables a precise detection
of failure initiation time, location, and failure evolution under defined stress states
in sheet metal by means of local optical measurements of the specimen. This study
presents the proof of functionality of the testingmethod by experiments in automotive
relevant sheet metal material and the verification of related simulations.

Keywords Mechanical joining · Numerical simulation · Damage · Punch test

Introduction

Driven by legal regulations and growing customer requirements, the automotive
industry is forced to reduce the greenhouse emissions of new vehicle concepts. One
of the most suitable approaches, in order to fulfil these emission-oriented goals,
is the application of various multi-material designs, which enable optimal material
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utilization and thus the highest possible weight reduction [1]. Based on this, the
ongoing search for lightweight materials and innovative construction methods puts
high demands on joining technology. An efficient joining process for assembling
different sheet metal materials is clinching. Unlike traditional riveting techniques,
clinching does not use any auxiliary elements and the joint is created by solely cold
forming the material [2].

In modern product development processes, numerical simulations can be used to
reduce experimental effort and thus the product development cycles. In this context,
accurate material modeling is of decisive importance. In addition to the plasticity
and frictional behavior, the description of the damage and the failure behavior of
material must also be taken into account. During the clinching process, the punch
partially penetrates the sheet metal and causes a local metal flow of the material into
the die. This generates a three-dimensional stress state in the parts to be joined [3].

In forming technology, the limits of formability are often described by means of a
forming limit curve. In this case, the principal strains are defined as a limit value curve
and a plane stress condition is taken as a basis. However, this is not sufficient for an
explicit description of the three-dimensional stress conditions that occur in clinching
processes. The damage is accumulated in the process chain of part production, joining
process, and operation under different stress conditions so that this effect can become
relevant. The three-dimensional stress condition is unambiguously described by the
stress triaxiality η and the Lode angle parameter ξ.

Stress triaxiality is a dimensionless ratio expressed by the following equation:

η = σm

σvM
(1)

Therein, σm is the hydrostatic stress:

σm = I1
3

= σ1 + σ2 + σ3

3
(2)

In addition, σvM is the von Mises equivalent stress:

σvM =
√
1

2

[
(σ1 − σ2)

2 + (σ2 − σ3)
2 + (σ3 − σ1)

] = √
3J2 (3)

With σ1, σ2, and σ3 are the principal stresses with the assumption: σ1 ≥ σ2 ≥ σ3.
Derived from Eqs. (1)–(3), stress triaxiality can be expressed as a function of the

first and second stress invariants I1 and J2, as follows:

η = I1
3
√
3J2

= σ1 + σ2 + σ3

3
√

1
2

[
(σ1 − σ2)

2 + (σ2 − σ3)
2 + (σ3 − σ1)

] (4)

Developments and experimental observations in damage plasticity theory showed
that the effect of stress state on fracture behaviour could not be fully reflected by
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stress triaxiality alone [4]. Therefore, in addition to stress triaxialityη, the Lode angle
parameter ξmust also be considered,which can be related to the third deviatoric stress
invariant J3 in following equation [5]:

ξ = 27

2

J3
σ 3

vM

= 3
√
3

2

J3

J 3/2
2

(5)

In [3], the stress states occurring during the clinching process of DC04 sheet
materials were investigated numerically. It was shown that in the bottom area of the
clinched joint, pressure superimposed stress states occur according to the process
kinematics with values for stress triaxiality of η < 0 and Lode angle parameter
around ξ = −1. However, this is not the critical area with regard to material failure
during the joining process, but the necking area. At this point, stress triaxiality of η

= 0.3–0.7 can occur and Lode angle parameter ξ = 0–1.
In order to numerically represent the failure behavior of sheet metal materials

under different stress conditions, these have to be generated experimentally. There-
fore, a wide range of tests (e.g. shear tests, various shear tensile tests as well as
tensile testswith notched andun-notched specimens) is proposed [6]. These specimen
geometries are well suited to cover and experimentally investigate a wide range of
stress states and are considered in stress state-dependent damagemodels for mechan-
ical joining technologies [7]. However, tests with notched tensile specimens are asso-
ciated with increased effort, since the fabrication of the notches must be carried out
very precisely in order to achieve the required stress state during the test. A series of
tests with several specimens and different notch geometries are associated with high
preparation efforts. In addition, the stress state may change during the test due to the
necking of the specimen in the failure area.

For the experimental investigation of different stress states with respect to the
specific adjustment of stress triaxiality and lode angle parameter, [8] proposes various
punch tests. Thus, equibiaxial aswell as pure shear stress stateswere investigated. The
experimental setup shows similarities to the clinching process, as it also consists of
punch and die acting orthogonally to the sheet plane. Different alternative punch test
methodologies exist depending on the shape of the punch and specimen geometry
such as Marciniak [9], Nakazima [10], and Keeler [11]. Nakazima tests require
variable specimen geometries, whilst in the Keeler test the sheet metal specimen
geometry is kept the same and the geometry of the punch is varying. Punch tests
can be used for failure prediction studies in metallic materials for quasi-static [12]
as well as for impact loads [13].

In order to record the deformation behavior of the specimen surface during the
tests, optical measurement methods can be used. For this purpose, the samples can be
provided with paint patterns and captured images can be evaluated by means of DIC
[14] or systems are used, that work with structured light [15]. This works well for
biaxial stress conditions such as in Nakazima tests, where the crack also develops on
the outside and the failure time and location can be accurately determined. However,
when it comes to shear stress states like in [8], crack initiation can occur on the inner
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side of the punch. As a result, an exact determination of the crack initiation time and
location is not possible and damage parameters have to be determined inversely on
the basis of the force–displacement curve.

For this reason, this paper presents a test that essentially consists of a half-
sectioned punch test and enables the punch to penetrate the sheet material directly
on the edge. With the help of DIC, the deformation behavior of the sheet plane as
well as the exact crack initiation time and location should be determined. The design
requirements and their implementation are explained. Furthermore, a corresponding
simulation model is presented. Finally, a proof of functionality will be provided by
comparing experimental results with simulated data.

Constructive Design

First, specific requirements that arise for the test setup will be explained. A sectioned
punch test is to be constructed to allow optical accessibility to the sheet plane. Since
the punch is pressing directly on the sheet edgewith its tip, increased transverse forces
can arise during the test, which must be absorbed by a punch bearing that is as stiff as
possible. However, a type of bearing with as little friction as possible must be used,
in order not to influence the force measurement in the axial direction. Furthermore, it
should be possible to use different punch geometries as well as a concept for simple
exchange of the dies. This enables further adjustment possibilities to influence the
stress state, in particular through the variation of the die diameter as well as the edge
radius of the die. In addition, variable positioning of the punch to the die should be
possible in order to be able to carry out the exact alignment of the two components
in the tests. For not affecting the stress state during the test, it is necessary to prevent
the specimens from slipping.

Figure 1 shows the constructive implementation of the explained requirements.
The assembly of the modified punch test can be seen in the center of the illustration
(Fig. 1c). It consists of a base plate that can be flanged to any universal testing
machine. A solid support plate is mounted vertically on it, to which a U-bracket is
screwed. This bracket serves as a mounting for the linear ball bearing system, which
is capable of absorbing large lateral forces with low friction at the same time. The
pick-up shaft for the punches is guided in it. A sectional view is shown in Fig. 1a.
Figure 1b shows the inserter for holding the die and fixing the sheet specimens. It is
manufactured in such a way that the dies can simply be clamped in. The specimens
are inserted into a milled pocket. The blank holder is screwed to the insert and thus
clamps the sheet specimens in a non-slip manner. The surface of the blank holder,
made of 42CrMo4 steel, is also knurled and subsequently hardened. The inserter,
including the clamped specimen, can be easily removed from the set-up and inserted.
It is guided by a precisely fitting groove in the base of the base plate. Distance screws
are provided in the support plate for exact alignment. Once the punch is aligned with
the specimen, the insert is fixed to the support plate via two screws.
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a)

b)

c) d)
FPunch

FBlankholder

Base plate

Support 
plate

U-bracket

Inserter

Linear ball 
bearing

Pick-up shaft

Punch geometries

Die geometries

Fig. 1 Constructive design implementation of the modified punch test

The modified punch test can be used to examine different types of punches, see
Fig. 1d. On the one hand, conventional cylindrical punches can be used, which
are either blunt nose or hemispherical. For this purpose, a conventional die is used
half-sectioned. Furthermore, bar-shaped punches can also be used, which do not
induce any stress in the sheet in the spatial direction and produce shear-cutting-like
deformation conditions. For this purpose, a long pocket ismade in the die, over which
a strip of sheet metal is clamped that corresponds to the width of the punches.

Numerical Modeling

For the numerical investigation of the sheet deformation and, finally, for the eval-
uation of the stress states at the time of failure, a 3D model has been created and
analyzed using the FEM software LS-DYNA. Due to the symmetrical test setup, the
geometry of themodel is simulated half-sectioned in order to reduce calculation time.
According to the half-sectioned punch test, a quarter die is shown in Fig. 2, as well
as a half punch, blank holder, and sheet specimen. The punch, blank holder, and die
are modeled elastic, which allows the force to be evaluated by cross sections. The
sheet specimen is modeled using the MAT_224 tabulated Johnson–Cook material
model. The aluminum alloy EN AW-6014 in condition T4 was selected for the tests.
The characterization of the material properties and extrapolation of the yield curve
with the Hockett–Sherby hardening law can be taken from [16]. The sheet sample
was meshed with tetrahedral elements ELFORM 13. For this purpose, an element
edge length of 0.05 mm is used in the area of influence of the punch. The punch
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Fig. 2 Numerical model of the modified punch test

tip and die edges are also finely meshed with a maximum edge length of 0.5 mm.
All remaining areas are coarsely meshed to save computing time. A defined force
is applied to the blank holder via a node set on the surfaces for the screw heads in
order to clamp the sheet. In this way, any slippage can be modelled realistically. For
contact settings, static friction coefficients at the various contacts were defined. The
process is controlled by displacement of the punch at a defined speed of 10 mm/min.
The numerical model is calculated implicitly. The occurring punch force is measured
via section force (punch).

Experimental

The fabricated modified punch test as well as the test setup with DIC can be seen in
Fig. 3a. For proof of functionality, the test rig was implemented in a Zwick Z1484
universal testing machine with a maximum test load of 200 kN. The axial force
is applied by moving the system traverse. The pick-up shaft of the punch test is
pressed against an adapter of the test machine on which the load cell is located.
According to the simulation, a testing speed of 10 mm/min is chosen. A GOM
ARAMIS system was used to optically capture the deformation of the sheet edge
and the crack initiation. In addition, the calibrated 3D DIC system is used to position
the inserter in spatial direction so that the punch tip is aligned exactly above the sheet
edge. In doing so, the distance between the front of the punch and the sprayed sheet
is measured in a captured DIC photo and the distance is adjusted accordingly using
the distance screws. The sheet edge was provided with a fine stochastic pattern. As
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already described, the aluminum alloy EN AW-6014 was investigated in condition
T4. The sheet thickness was 2.0 mm. Figure 3b shows the setup with cylindrical
punch, which can be hemispherical or blunt nose as well as the associated die and
blank holder. Figure 3c shows a bar-shaped punch with corresponding die and two-
part blank holder. In this setup, there is an increased risk of specimen slippage. The
screws of the blank holder have therefore all been tightened to a defined 15 Nm.

Results and Discussion

In all experimental investigations, it has been shown that the location of crack initi-
ation is in the optical pickup area and not on the underside of the sheet or behind
the punch. This makes the test suitable for determining damage parameters experi-
mentally. For the cylindrical punches, it was observed that the sheet specimen bends
backwards during the test due to circumferential clamping. However, this deforma-
tion behavior is numerically simulated in the sameway. No slippage of the specimens
was observed.

Figure 4a shows a DIC image with cylindrical hemispherical punch and speckled
sheet edge shortly before the time of crack initiation. Using the DIC software, the
degree of deformation on the sheet edge was evaluated. The experimental deforma-
tion behavior of the specimen is compared with the numerical simulation in Fig. 4c

Fig. 3 Experimental test setup of themodified punch test (a) with varying punch and die geometries
(b, c)
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t t + 0.69 s t + 1.18 s
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b)

c)

Surface component DIC

Numerical simulation

Fig. 4 Comparison of plastic deformation in captured DIC images and numerical simulation

at the same time and displacement of the punch. The deformation states show good
agreement in the magnitude and location of the maximum strain. Another specimen
was tested without a spray pattern to better detect the location of crack initiation.
Figure 4b shows three deformation stages at the location of crack initiation. It is clear
to observe where the crack initiates and how it develops.

Figure 5a shows force–time curves from the experiments as well as from
the numerical simulation. The experimental curves show good reproducibility. In
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comparison with the simulative results, the curves agree well in the specimen stiff-
ness and in the first part of the progression. In the further course, the simulative
curve overestimates the experimental results. This is due to the fact that no damage
criterion is implemented in the simulation. However, the force level of the simulation
is stagnating from the time when the experiment fails.

From the agreements of the deformation states as well as the force–time curves
compared to the experimental results, the validation of the numerical model can be
confirmed.

The model can be used to evaluate the stress states present at the experimen-
tally determined location of crack initiation. This has been done exemplarily for the
cylindrical hemispherical punch on the aluminum sheet material EN AW-6014 T4
in sheet thickness 2.0 mm. Figure 5b shows the course of the stress triaxiality η and
the load angle parameter ξ, they refer to the left ordinate. The plastic strain at the
same location is also shown and referred to as the right ordinate. Corresponding to
the tensile superimposed stress state on the sheet edge, the Lode angle parameter is ξ

= 1, but decreases slightly during the test and is 0.8 at the point of failure. The stress
triaxiality is η = 1/3 at the time of failure. The plastic failure strain is evaluated at
ϕ f = 1.35.

Summary and Outlook

In this paper, the development and functional proof of a modified punching test
has been presented. Design requirements have been outlined and implemented with
appropriate concepts. A corresponding numerical model has been explained and
validated by comparison with experimental data. The test rig allows the application
of defined stress conditions in different sheet materials using varying punch and die
geometries. Due to the sectioned design, the crack initiation location and timing
can be precisely determined. An exemplary evaluation was carried out for the sheet
material EN AW-6014 in state T4 using a cylindrical hemispherical punch.

In future investigations, different punch and die geometries will be implemented
to represent a wide range of stress states and derive a damage model. With the
implemented damagemodel, the simulation will be recalculated and a comparison of
the failure time and location with experimental data will be performed. The technical
setup of the test rig can be optimized by using cameras with a higher recording
frequency and a higher resolution in order to be able to track the crack development
even more precisely.

Acknowledgements Funded by the Deutsche Forschungsgemeinschaft (DFG, German Research
Foundation)—TRR 285—Project-ID 418701707.
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Effect of Width/Thickness Effect of Sheet
Metals on Bendability

M. M. Shahzamanian, D. J. Lloyd, and P. D. Wu

Abstract The effect of width/thickness ratio on the bendability of sheet metal is
investigated using the finite element method (FEM) employing the Gurson–Tver-
gaard–Needleman (GTN) model. Strain path changes in the sheet with a change in
width/thickness ratio. It is shown that bendability and fracture strain increase signif-
icantly by a decrease in width/thickness ratio. The stress state is almost uniaxial
when the stress ratio (α) is close to zero for narrow sheets. This delays the growth
and coalescence ofmicrovoids as the volumetric strain and stress triaxiality decrease.
On the other hand, ductility decreases with an increase in α for wider sheets. Frac-
ture bending strain is calculated and, as expected, it increases with the decrease in
width/thickness ratio. Numerical results are found to be in good agreement with
experimental observations.

Keywords Bendability · Fracture · Width to thickness ratio · Finite element
method (FEM)

Introduction

Bending is an important property in sheet metal as bending occurs as a part of
several forming operations such as in deep drawing and auto industry [1–3]. In
[4–6], the bending properties of various materials have been studied, and in [7, 8],
the mechanical performance of materials is studied using the three-point bend test.

It is explained in [1] that bendability of sheet metals is dependent on the width to
thickness ratio of sheet metals. For narrow sheets, the stress state is almost uniaxial
when stress ratio (α) is close to zero and the ductility decreases with an increase in α

for wider sheets. The maximum achievable α is 0.5 for the plane strain state where
the ductility is a minimum. Kao et al. in [9] investigated the effect of superimposed
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hydrostatic pressure on workability and ductility of 1045 spheroidized steel in three-
point bending with various width/thickness ratios. They presented the forming limit
diagrams for sheets under various hydrostatic pressures and it was found that fracture
under bending increased with an increase in hydrostatic pressure and caused the
forming limit diagram to increase, which was attributed to the suppression of void
growth.

The aim of this study is to perform a numerical study of the effect of the
width/thickness ratio on fracture in sheet metal under three-point bending. All the
simulations presented in this study are performed using ABAQUS/Explicit [10]
based on the GTN model. The effect of the width/thickness on three-point bending
is explained in detail. To the best of our knowledge, the effect of width/thickness
ratio of sheet metals on bendability has not been considered numerically in detail
elsewhere.

Constitutive Model

TheGurson–Tvergaard–Needleman (GTN)model [11–13] is used in this studywhich
is on the basis of damage growth in metals due to nucleation, void growth, and
coalescence, and this model was originally developed by Gurson [14]. The void
growth is a function of the plastic strain rate DP :

(
ḟ
)
growth = (1 − f )I : DP (1)

and the void nucleation in ABAQUS is assumed to be strain-controlled as follows:

ḟ = Aε̇
P

(2)

where ε̇
P
is the effective plastic strain rate and the parameter A is chosen so that

nucleation follows a normal distribution as suggested by Chu and Needleman [15]:

A = fN

SN
√
2π

exp

[

−1

2

(
ε p − εN

SN

)2
]

(3)

where εN is the average void nucleating strain, fN is the volume fraction of void
nucleating particles, and SN is the standard deviation of void nucleating strain.

The growth of existing voids and the nucleation of new voids are considered in
the evolution of void volume fraction as follows:

ḟ = (
ḟ
)
growth + (

ḟ
)
nucleation (4)



Effect of Width/Thickness Effect of Sheet Metals on Bendability 587

and the function of void volume fraction ( f ∗( f )) is defined to consider coalescence
as follows:

f ∗ =
{

f for f ≤ fc
fc + f ∗

u − fc
f f − fc

( f − fc) for f > fc
(5)

where fc is the critical void volume fraction when coalescence happens and f f is the
void volume fraction at failure. Lastly, the parameter f ∗

u = 1
q1

is defined. It should
be mentioned that void growth and nucleation do not happen when the stress state of
an element is compressive in ABAQUS and void growth and nucleation only happen
in tension.

Finally, the approximate yield function to be used in which f ∗ is distributed
randomly is as follows:

�(σ , σ̃ , f ) = σ 2
e

σ̃ 2
+ 2 f ∗q1cosh

(
3q2σH

2σ̃

)
−

[
1.0 + (

q2 f
∗)2

]
= 0 (6)

where σ is the macroscopic Cauchy stress tensor, and σe, σH , and σ̃ are equivthe
alent stress, hydrostatic stress, and matrix stress, respectively. Also, q1 and q2 are the
calibrated parameters.

The uniaxial elastic–plastic undamaged stress–strain curve for thematrix material
is provided by the following power-law form:

ε =
{

σ̃
E , for σ̃ ≤ σy

σy

E

(
σ̃
σy

)n
, for σ̃ > σy

(7)

Problem Formulation and Method of Solution

A three-dimensional (3D) bending test simulation using ABAQUS software is
performed in this study. However, the two-dimensional (2D) schematic presenta-
tion of a metal sheet with length “2L” and thickness “t” is shown in Fig. 1. Rigid
bodies are considered for both punch andmandrel with radii Rp and Rm , respectively.
The mandrel is stationary with a length span of Lm when the punch applies a force
in the middle section of the sheet. The sheet rests on the two mandrels and punch
motion deforms the sheet.
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Fig. 1 2D Schematic of three-point bending test

Results and Discussion

The elastic–plastic properties of thematrixmaterial are specified by σy/E = 0.0033,
ν = 0.3, and n = 10. It is assumed that the initial void volume fraction is zero and the
fit parameters in GTN model (Eq. (6)) are q1 = 1.0 and q2 = 1.5. Void nucleation is
assumed to be plastic strain-controlled with the volume fraction fN = 0.04 of void
nucleating particles, the mean strain for nucleation εN = 0.3, and the corresponding
standard deviation SN = 0.1. The final failure is taken to be characterized by the
parameters fc = 0.15 and f f = 0.25. Theses values of mechanical properties
are taken from Tvergaard and Needleman [11]. Three-dimensional fully reduced
integration element C3D8R in ABAQUS/Explicit is considered, and length of sheet
(L) and thickness (t) are 20 mm and 2.5 mm, respectively. Also, Rm , Rp, and Lm are
0.25 mm, 0.2 mm, and 5.5 mm, respectively.

It should be mentioned that although the three-point bending test is a static anal-
ysis, ABAQUS/Explicit is used in this study as ABAQUS/Standard is not able to
provide the failure in the GTN model. However, a mass scaling method with a
sufficient low target time increment is used to minimize the dynamic effect of the
sample.

The finite element (FE) configuration of the 3D three-point bending test in
ABAQUS is shown in Fig. 2. Due to the symmetry, only half of the sheet is investi-
gated. 60 × 110 × 12 C3D8R elements (60 elements in Y direction, 110 elements
in X direction, and 12 elements in Z direction) in ABAQUS/Explicit is used. Mesh
sensitivity on prediction of fracture strain in tensile tests simulation using FEM is
reported in [16–19]. The effect of mesh sensitivity on the force–displacement curve
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(a) Isometric view (b) In-planeview

Fig. 2 A typical mesh with 60 × 110 × 12 3D elements (C3D8R in ABAQUS/Explicit)

is shown in Fig. 3 for three different meshes. It is found that the size of elements has
an insignificant effect on the fracture initiation.

The effect of specimen width on the force–displacement curve and bendability
is shown in Fig. 4 while the thickness is constant for all cases. It is found that the
force–displacement curve rises with increasing width because the volume ofmaterial
increases, and it takes more force to bend the specimen. However, the ductility
decreases with an increase in width as the stress ratio increases and the stress state
changes from uniaxial tensile to in-plane plane strain.

The stress ratio at the outer surface in the middle section of a sheet metal changes
with a change in width/thickness ratio. For wide specimens, the stress ratio is close to
0.5 corresponding to in-plane plane strain state and, for a narrow specimen, the stress
ratio is close to zero corresponding to a uniaxial tensile state [1]. Themajor andminor
strains for five different sheets with different widths are shown in Fig. 5 with the same
thickness value. Figure 6 shows the volumetric strain (ε11 + ε22 + ε33) for these five
cases and it is found that this value decreases with decreasing width/thickness ratio

Fig. 3 Effect of mesh
sensitivity on
force–displacement curve
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Fig. 4 Force–displacement curves in metal sheets with various widths

as shown in Fig. 6. This helps decrease the void growth following Eq. (1) and it leads
to higher bendability. It is to be noted that fracture does not occur for the sheet with
a width of 2.5 mm and this is the reason that volumetric strain increases and then
decreases when it only slides over the mandrel with less force.

Figure 7 presents the hydrostatic pressureσH = (1/3)
(
σxx + σyy + σzz

)
and stress

triaxiality σH
σ̃

at point A (see Fig. 1), where fracture initiates as a function of punch
stroke under various widths. It is found that stress-triaxiality and hydrostatic pressure
decrease with decreasing width and this helps delay void growth following Eq. (6).

Figure 8 shows the total void volume fraction ( f ) and it demonstrates that the
growth of f decreases with a decrease in specimen width. As mentioned previously,
the change in strain path as well as the decrease in stress triaxiality are the main
reasons for the decreased void growth.

The ductility of the sheet ismeasured in terms of the fracture strain
(
εc = ln

(
to
t f

))
,

where to and t f are the initial and final thicknesses of sheet in the middle section of
specimen. Figure 9 shows the fracture strain of specimenwith various widths and it is
observed that the fracture strain decreases with an increase in width. The decrease in
fracture strain can be explained by considering the variation in void volume fraction
of specimens with various widths. Void volume fraction decreases with decreasing
width and this causes an increase in ductility. It is to be noted that fracture does not
occur for the sheet with a width of 2.5 mm.

Conclusion

In this study, an FE analysis of the three-point bend test for sheet metal with various
width/thickness ratios is carried out. It is found that a lower width/thickness ratio
improves bendability significantly as the stress state in the sheet changes and it
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(c) Width=10 mm (d) Width=5 mm 

(e) Width=2.5 mm
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Fig. 5 Major and minor strains in metal sheets with various width/thickness ratios
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Fig. 6 Volumetric strain in
metal sheets with various
widths
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becomes closer to a tensile stress state. The volumetric strain and stress triaxi-
ality decrease with a decrease in width/thickness ratio and this delays void growth
and coalescence. Thus, the fracture strain decreases with decreasing width/thickness
ratio.
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Fig. 8 Void volume
fractions in metal sheets with
various widths
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various widths
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Investigation of a Pre-strain-Specific
Edge Crack Sensitivity Factor and Its
Implementation in FEM

Alexander Kindsmueller, Roman Norz, Niko Manopulo, and Wolfram Volk

Abstract The shear cutting process can significantly reduce the formability of a
shear cut edge, which can lead to edge cracking. This problem occurs especially
when processing high-strength and ultra-high-strength sheet materials such as dual-
phase steels. In practice, component manufacture often takes place as a sequence of
several deep drawing and shear cutting operations. However, the influence of prior
sheet forming on edge crack sensitivity has not yet been sufficiently investigated
and has not been considered in simulations so far. In this work, an experimentally
determined model is presented that describes the edge crack sensitivity as a function
of pre-forming for a selected cutting strategy for the sheet material HCT580X. Here,
a reduced edge crack sensitivity is found with all three uniaxial, plane strain, and
biaxial pre-strain modes compared to the undeformed sheet material. This model is
implemented into the FEM simulation to study the manufacturability of deep-drawn
collars in a previously formed sheet. Finally, the simulation results are validated by
means of collar-forming experiments.

Keywords Edge crack · Pre-forming · Shear cutting · Collar-forming · FEM

Introduction

Shear cutting is the most commonly used process for material separation in the
mass production of formed sheet metal components. This is due to its high cost-
effectiveness and high output with good integrability in multi-stage tools [1]. The
cutting process and the cutting parameters have a significant influence on the prop-
erties of the shear-cut edge. The edge crack sensitivity of a material also depends
largely on these cutting parameters. Edge cracking describes the problem that the

A. Kindsmueller (B) · R. Norz · W. Volk
Institute of Metal Forming and Casting, Technical University of Munich, Walther-Meißner-Str. 4,
85748 Garching, Germany
e-mail: alexander.kindsmueller@utg.de

N. Manopulo
AutoForm Development GmbH, Technoparkstrasse 1, Zurich, Switzerland

© The Minerals, Metals & Materials Society 2022
K. Inal et al. (eds.), NUMISHEET 2022, The Minerals, Metals & Materials Series,
https://doi.org/10.1007/978-3-031-06212-4_54

595

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06212-4_54&domain=pdf
mailto:alexander.kindsmueller@utg.de
https://doi.org/10.1007/978-3-031-06212-4_54


596 A. Kindsmueller et al.

forming capacity of a component edge can be significantly reduced compared to
the original material due to strains and micro-damages introduced during the shear
cutting process [2]. This problem occurs, for example, in the processing of high-
strength and ultra-high-strength sheet materials such as dual-phase steels, which are
frequently used in vehicle construction due to lightweighting aspects (Fig. 1).

In practice, the manufacturing process of complex components usually consists
of a sequence of shear cutting, deep drawing, trimming, post-forming, or collar-
forming operations. This means that shear cutting operations often also take place in
areas that have already been formed and when the newly created component edges
are subjected to further forming operations. However, the influence of prior sheet
formingon edge crack sensitivity has not yet been sufficiently investigated andhas not
yet been taken into account in simulations. Research by [3] suggests that pre-forming
may have an effect on edge crack sensitivity depending on the strain gradients at the
edges. In investigations by [4], it has been shown that increasing pre-forming causes
a reduction of edge crack sensitivity. However, both studies have in common that
only a few discrete pre-forming states were investigated and thus not enough data
are available for a model that can be integrated into an FEM simulation.

In this work, the edge crack sensitivity for the dual-phase steel HCT580X with a
sheet thickness of 1 mm is investigated depending on the path and amount of pre-
straining and is then transferred to a model. This model is implemented in the FEM
simulation of a collar-forming operation in pre-formed sheet with shear cut edges
using the AutoForm Forming R10 software in combination with the R&D plugin.
Finally, the simulation results and themodel are validated bymeans of collar-forming
experiments.

Fig. 1 Edge crack on a
shear cut collar edge
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Methodology for Determining Edge Crack Sensitivity
with Pre-formed Sheets

Experimental Procedure

The sheet metal pre-forming is performed using a modified Marciniak tool (Fig. 2a),
whereby a homogeneously pre-strained area can be generated [5]. The type and
amount of pre-forming are set by the initial blank geometry and the drawing depth.
To examine the pre-strain state, a uniform pattern is applied to the initial blank and
analyzed after the drawing process using the GOM Argus optical forming analysis
system (Fig. 2b, c). The pre-forming is performed transversely to the rolling direction.

The specimens for the Edge-Fracture-Tensile-Test (EFTT ) are taken from the
homogeneously pre-formed area, whereby both reference specimens, milled on both
sides and half-sided shear-cut specimens, are produced (Fig. 3a). The selected cutting
parameters for the shear-cut specimens can be obtained from Table 1.

For the EFTT according to [6], the specimens are stretched on a universal tensile
testing machine until failure. Here, the deformation of the specimens is recorded
during the tensile tests using the GOM Aramis deformation analysis system. The
major strain at the beginning of local necking is determined using the time-dependent
evaluation method according to [7]. While local necking for the both-sided milled
reference specimens usually starts in the center of the specimen (Fig. 3b), local
necking for half-sided shear-cut specimens may start at the shear-cut edge if there is
sensitivity to edge cracking (Fig. 3c). One measure of edge crack sensitivity is the
Edge Crack-Sensitivity-Factor Kec according to [4]. It is calculated by the quotient
of the major strains at the beginning of local necking of the shear cut specimens and
the milled reference specimens (Formula 1).

Fig. 2 aModifiedMarciniak tool [5];bpre-formed sheet [5]; c result of aGOMArgusmeasurement
of the homogeneously formed sheet area



598 A. Kindsmueller et al.

Fig. 3 a Geometry of an EFTT sample; b start of necking in the center for a both-sided milled
specimen; c start of necking at the edge for a half-sided shear cut specimen

Table 1 Investigated shear
cutting parameters

Shear cutting parameter Value

Die clearance u 0.1 mm

Punch edge radius 200 μm

Die edge radius 20 μm

Cutting line Open

Rolling direction of the specimen 90°

Kec = ε1,loc,Sheared

ε1,loc,Ref
(1)

Kec Edge Crack-Sensitivity-Factor without pre-forming

ε1,loc,Sheared Logarithmic major strain at the beginning of local necking, half-sided
shear cut specimen.

ε1,loc,Ref Logarithmic major strain at the beginning of local necking, both-sided
milled reference specimen.

Principle of Equivalent Pre-forming

The calculation of the Edge Crack-Sensitivity-Factor Kec according to Formula 1
is only valid if non-pre-formed specimens are examined. For arbitrarily pre-formed
specimens, the pre-forming must be transformed into an equivalent uniaxial pre-
strain state. This is done using the principle of equivalent pre-forming according to
[8]. This principle implies that every deformation state built up of two linear strain
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Fig. 4 Transformation of an equi-biaxial pre-strain with a following uniaxial EFTT into an
equivalent uniaxial strain state based on the principle of the equivalent pre-forming

increments can be transformed into a linear strain path with the same formability of
the material. To illustrate this principle, the transformation of a biaxial pre-formed
point B into an equivalent uniaxial forming state B* is explained in Fig. 4.

Considering equivalent uniaxial pre-forming, the Edge Crack-Sensitivity-Factor
Kec for pre-formed specimens can be calculated according to Formula 2:

Kec = ε1,pre,UNI + ε1,loc,Sheared

ε1,pre,UNI + ε1,loc,Ref
(2)

Kec Edge Crack-Sensitivity-Factor with pre-forming

ε1,pre,UNI Logarithmic major strain of an equivalent uniaxial pre-formed state.
ε1,loc,Sheared Logarithmic major strain at the beginning of local necking, half-sided

shear cut, pre-formed specimen.
ε1,loc,Ref Logarithmic major strain at the beginning of local necking, both-sided

milled, pre-formed reference specimen.

Modeling of a Pre-strain-Dependent Edge Crack Sensitivity
Factor

In addition to non-pre-formed specimens, 46 different pre-forming conditions are
investigated for model generation, with these lying on the three uniaxial, plane-
strain, and biaxial strain paths. An overview of the different pre-strain states is given
in Fig. 5, where each point corresponds to one pre-formed sheet. From each sheet,
usually, one reference specimen milled on both-sided and one half-sided shear cut
specimen are produced for theEFTT. The conditionwithout pre-forming is examined
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on five reference specimens milled on both sides and on eight half-sided shear-cut
specimens.

The ε1,loc,Sheared and ε1,loc,Ref residual major strains at the beginning of local
necking are plotted in Fig. 6 for each strain path as a function of the major strain of
the pre-forming. Each black dot corresponds to the residual formability of a milled
reference specimen, and each red dot to the residual formability of a shear-cut spec-
imen. For further analysis, themeasuring points are fittedwith suitable linear or cubic
polynomial functions, with the aim of minimizing the sum of the error squares. Since
a larger number of specimens statistically secures the measuring point without pre-
strain, the mean value of all non-pre-strained specimens is assumed the same for
all three investigated pre-forming types and is taken into account accordingly in the
fitting.

For the milled specimens, it is found that residual formability decreases with
increasing pre-forming for all three pre-strain paths. For the shear-cut specimens,
no effect of pre-strain on the residual formability can be detected at low degrees
of pre-strain, and the fitted curves are nearly horizontal. Only when the curves of
the shear-cut and the milled reference specimens intersect, the residual formability
of the shear-cut specimens decreases to a similar extent as the reference specimens.
Therefore, thefitted curves of the shear cut specimens approach the curves of the both-
sided milled reference specimens with increasing pre-forming, which means that the
influence of shear cutting on formability decreases. For the uniaxial and biaxial strain
paths, both curves intersect slightly. However, the overlap is only marginal and can
be attributed to statistical scattering in the test execution and the method of curve
fitting.
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The residual formability shown in Fig. 6 can be converted into a pre-strain-
dependentEdgeCrack Sensitivity Factor Kec for each pre-strain path according to the
procedure presented in section “Principle of Equivalent Pre-forming” (see Formula
2). The results are illustrated in Fig. 7 for the three pre-strain paths investigated
as functions of the major strain of pre-forming. While the Edge Crack Sensitivity
Factor without pre-forming is Kec = 0.69, it increases with pre-formed material.
This means that pre-strained and subsequently shear cut edges exhibit a reduced
sensitivity to edge cracking. In the case of uniaxial and biaxial pre-strain, the Edge
Crack Sensitivity Factor Kec exceeds the value of 1.0 due to the reasons described
above. In this case, Kec is set as 1.0. This means that no edge damage is expected due
to shear cutting and the residual formability of the edge is described by the material’s
formability.
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Fig. 6 Residual major strains ε1 at the beginning of local necking of half-sided shear cut and
both-sided milled pre-formed specimens

Fig. 7 Pre-strain-dependent Edge Crack Sensitivity Factor Kec
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Due to the fitting by linear and cubic functions and the resulting possible inflec-
tion points of the Kec-curve, the model presented above is only valid for the inves-
tigated pre-forming range and should not be extrapolated for larger pre-forming
states. However, an interpolation between the three strain paths is feasible and was
considered when implementing the model into the FEM.

Implementation of the Pre-strain-Dependent Edge Crack
Sensitivity Factor into FEM

The implementation of a pre-strain-dependent Edge Crack Sensitivity Factor into
the FEM simulation is realized with the AutoForm Forming R10 simulation soft-
ware in combination with the R&D plugin. This plugin enables the application of
self-programmed evaluation routines using the C programming language, whereby
custom history variables can be created and evaluated.

First, a deep-drawing process with a flat-bottom die is simulated, that generates
a homogeneously formed flat area depending on the initial blank geometry and the
drawing depth. A hole with a diameter of 50.0 mm is then cut in the center of the
homogeneous area and a blank with external dimensions of 160 × 160 mm is cut
out. Finally, a collar is drawn by plunging a conical punch through the hole. Here,
the inner diameter of the collar Øi depends on the diameter of the selected punch. A
schematic overview of the simulated process chain is illustrated in Fig. 8.

In the programmed evaluation routine, the major and minor strains ε1 and ε2
are calculated for each element. Subsequently, the strain states are parameter-
ized by calculating the strain ratio β = ε2/ε1 and the strain path length ratio

Fig. 8 Sequence of the simulated forming and cutting processes
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λ(β)= l/lFLC according to [8]. Shear cutting operations are identified and the param-
eters β and λ of all edge elements at the step of the cutting operation are recorded.
The pre-strain-dependent Edge Crack Sensitivity Factor Kec can be calculated for
all elements using the information presented in Fig. 7, whereby the pre-strain state
at the step of the cutting operation is decisive for edge elements. If strain ratios exist
between the three strain paths defined in chapter “Characterization of Impurities
in Nanomaterials” (uniaxial, plane strain, and biaxial), the Edge crack Sensitivity
Factor is calculated by linear interpolation between the two adjacent strain paths at
the same strain path length ratio λ. The pre-strain-dependent edge crack sensitivity
is taken into account in further forming processes of the shear cut edges. For a simple
evaluation of manufacturability of the edges, a damage value EDGEDMG is imple-
mented in post-processing, whereby the residual forming capacity of the pre-strained
material as well as the pre-strain-dependent Kec are included in the calculation. If
this value is below 1.0, the component edge can be classified as edge crack-free;
if the damage value is above 1.0, local necking and cracking at the edge are to be
expected.

The presented evaluation routine is applied to the simulation of the process chain
(Fig. 8) for the HCT580X dual-phase steel (initial sheet thickness 1mm) in combina-
tion with the shear cutting parameters shown in Table 1. After pre-straining, homo-
geneous logarithmic strains of ε1 = 0.035 and ε2 = −0.006 are found, whereby
the strain state lies between the uniaxial and plane strain paths. The resulting Edge
Crack Sensitivity Factors Kec at the shear-cut hole are shown in Fig. 9a. These vary

Fig. 9 a Pre-strain-dependent Edge Crack Sensitivity Factor Kec of the pre-strained and
punched specimen; b EDGEDMG of the specimen after pre-straining, punching, and
collar-forming (Øi = 60.0 mm) with pre-strain-dependent Kec; c EDGEDMG of the specimen
after pre-straining, punching, and collar-forming (Øi = 62.5 mm) with pre-strain-dependent Kec;
d EDGEDMG of the specimen after pre-straining, punching, and collar-forming (Øi = 60.0 mm)
without pre-strain-dependent Kec
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only marginally due to the homogeneous pre-strain. With Kec ≈ 0.73, the edge crack
sensitivity is less critical than for the non-pre-strained sheet (Kec = 0.69).

Subsequently, the punched hole is expanded into a collar with two different punch
diameters (Øi = 60.0 mm; Øi = 62.5 mm) and the EDGEDMG damage value is
determined at the edge. While the maximum EDGEDMG for Øi = 60.0 mm is
0.98 and the collar is thus considered to be manufacturable (Fig. 9b), defects at the
collar edge are to be expected for Øi = 62.5 mm with a maximum EDGEDMG of
1.15 (Fig. 9c). To illustrate the influence of a non-pre-strain-dependent Edge Crack
Sensitivity Factor on the manufacturability analysis, Fig. 9d shows the EDGEDMG
damage value calculated with the initial value of Kec = 0.69 for the Øi = 60.0 mm
punch. Without the use of a pre-strain-dependent Edge Crack Sensitivity Factor Kec,
the collar would thus have to be classified as unmanufacturable.

Model Validation Using Collar-Forming Experiments

For a validation of the simulation results from chapter “Constructing Exact Solu-
tions to Modelling Problems”, a pre-forming condition analogous to the simulation
is generated using the forming tool already presented in section “Experimental Proce-
dure”. Measurements with the GOM Argus optical forming analysis system result
in a forming state of ε1 = 0.034 and ε2 = −0.007. These agree very well with the
pre-strain states from the simulation (ε1 = 0.035; ε2 = −0.006). The manufacturing
of the 50 mm hole is performed by shear cutting with a high-precision cutting tool,
using the cutting parameters listed in Table 1. To realize an open cutting line, a pre-
milled hole with a diameter of 42 mm is cut to the final diameter of 50 mm so that
a ring with a width of 4 mm is cut out all around. This is intended to generate a
stress state in the shear zone during shear cutting analogous to an open cutting line.
The correct positioning of the blank in the tool is ensured by positioning pins. The
collars are drawnwith another tool, using active elementswith the punch diameters of
Øi = 60.0 mm and Øi = 62.5 mm that have already been simulated (see Fig. 10).
Drawing oil is applied to both sides of the sheet to reduce friction. The quality of
the specimens is examined visually, whereby collar edges with a crack through the
complete sheet thickness are classified as defective. For statistical validation of the
results, each collar diameter is repeated five times. The production of one collar diam-
eter is classified as manufacturable if all five specimens show no defects. However,
as soon as three defective edges are detected on one collar diameter, further tests are
stopped and the diameter is classified as non-manufacturable.

The results of the collar-forming tests with the pre-formed sheet are presented
in Fig. 11. Collar-forming with a punch diameter of Øi = 60.0 mm resulted in
crack-free edge qualities for all five specimens tested. The larger punch diameter of
Øi = 62.5 mm led to edge cracking with all three specimens examined. Thus, these
results are consistent with the simulatively predicted results.
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Fig. 10 Procedure of the collar-forming experiments

Fig. 11 Comparison of the crack-free collar edge (Øi = 60.0 mm) and the collar edge with edge
cracking (Øi = 62.5 mm)

Conclusions and Outlook

The investigations have shown that edge crack sensitivity is strongly influenced
by previous sheet forming operations. Here, increasing strains from pre-forming
resulted in reduced edge crack sensitivities. It is necessary to consider a pre-strain-
dependent Edge Crack Sensitivity Factor in the FEM simulation in order to use the
full forming potential of the component edges. One approach to integrate the pre-
strain-dependent edge crack sensitivity into the AutoForm Forming R10 simulation
tool has been shown in this work. It should be noted, however, that this approach
can so far only be applied to the investigated HCT580X sheet metal material in
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combination with the shear cutting parameters defined in Table 1. It is necessary to
extend this specificmodel bymeans of further experiments with other sheet materials
and cutting strategies in order to obtain a generally valid model. In addition, further
pre-strain states must be investigated in future works to collect data between the three
pre-strain paths investigated in thiswork. Thiswill contribute to further optimizations
of the model.
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Prediction of Deformation and Failure
Anisotropy for Magnesium Sheets Under
Mixed-Mode Loading

Dirk Steglich and Jacques Besson

Abstract Despite the attractive strength-to-weight ratio of magnesium alloys, the
application of magnesium sheet structures is restricted. Its anisotropy, the tension–
compression asymmetry (the so-called strength differential effect, SD effect) and its
poor formability at room temperature challenge engineers. In the current contribution,
the deformation and failure behaviour of the innovative magnesium alloy “E-form”
AZ31at room temperature is investigated bymeans ofmechanical tests and respective
numerical simulations. Tensile andmodifiedArcan tests are analysed bydigital image
correlation (DIC) techniques. Arcan tests impose shear stresses while bending tests
are conducted to force simultaneously tensile and compressive stresses in a sample.
Irreversible deformation is described by a two-yield surface model, which couples
the micromechanical mechanisms of dislocation glide and deformation twinning.
Anisotropic failure is modeled using a linear transformation of the strain rate, which
allows for a fast and efficient assessment of forming operation.

Keywords Finite elements · Anisotropy · Plasticity · Asymmetry · Strength
differential effect · Tensile tests

Introduction

Sheet forming and bending are widely used operations in manufacturing industries.
These processes aremore frequently applied tomagnesium sheets in the last decades,
since magnesium alloys bear attractive properties like lightweight, durability, low
density attractive in the automotive, rail coach, and aerospace industry. The rela-
tive low ductility of the common magnesium alloys, however, demands for reliable
prediction tools for the assessment of forming operations.
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Efforts were made for investigating the dependency of fracture on stress states.
The relationship between ductile fracture strain and stress triaxiality is known from
the 70 s of the last century [1, 2]. for steels, established using notched tensile
samples. It is nowadays accepted that ductility is reduced with increasing stress
triaxiality. Many ductile fracture models have been developed on this basis and
applied in the past: micromechanical-based porous plasticity models [3, 4] as well as
phenomenological-based continuum damage models [5, 6]. Despite their respective
merits, these approaches are complex because they require finite element analysis,
since stress states cannot be directly measured. With the emerging possibilities in
digital image correlation techniques, however, strain states can be monitored on the
surface, and the use of the strain state for predicting failure appears advantageous.

In this work, the plastic deformation and failure behaviour of a novel magnesium
sheetmaterial (AZ31 ‘E-form’) under quasi-static loading conditions at room temper-
ature is studied. This task is pursued using a combined methodology of experimental
tests and numerical modelling using finite element simulations. The experimental
part includes tensile, compressive, Arcan-like mixed-mode tension tests, and three-
point out-of-plane bending tests. Sampleswere fabricated and tested along the rolling
direction (RD), along the transverse direction (TD) and in the case of tensile tests
and bending samples additionally 45° to the RD (DD orientation).

The validation is conductedwith the use of the finite element (FE) simulation code
Zebulon (Z-Set) [7]. A two-yield surface model [8] is adopted to capture anisotropy
and asymmetry of the material effectively. The anisotropy parameters are calibrated
using mechanical tests. Failure is predicted by a criterion based on linear transforms
of the strain caused by dislocation glide.

A magnesium alloy sheet ‘E-form’, Mg–3Al–Zn with an average thickness of
1.17 mm is used here. The main alloying elements are aluminum and zinc with an
approximate weight proportion of 3% and 1%, respectively. The material exhibits a
weak basal texture [9], which results in a less pronounced anisotropy compared to
common magnesium alloys.

Plasticity and Failure Model

A phenomenological two-yield surface (2YS) model is adopted here, which can
capture the tension–compression asymmetry and in-plane anisotropy. A symmetric
(for glide mechanisms) and an asymmetric yield surface (for twinning mechanisms)
are used. The effective stress and strain quantities are defined for each yield surface,
namely, σ̃g and εg for the glide yield surface, and σ̃t and εt for the twinning yield
surface. The strain increment is decomposed in an elastic, an inelastic due to glide,
and an inelastic contribution due to twinning:

dε = dεe + dε
p = dεe + dε p

g + dε
p
t . (1)
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The inelastic strains are computed from the respective yield surface assuming
associated flow. For the description of the glide mechanisms, a Barlat91 [10]
formulation is selected:

φg = fg − σ̃g = 1

2

(|β2 − β3|b + |β3 − β1|b + |β1 − β2|b
) 1

b − σ̃g = 0, (2)

where σ̃g describes the isotropic hardening of the yield surface and b is the yield
function exponent. β1, β2, and β3 are the principal values of a linearly transformed
stress tensor β derived from the Cauchy stress B following

β = L : B, (3)

with L including the coefficients of anisotropy.
The inelastic deformation due to twinning is governed by the asymmetric CPB06

[11] criterion:

φt = ft − σ̃t = (
(|δ1| − kδ1)

a + (|δ2| − kδ2)
a + (|δ3| − kδ3)

a
) 1

a − σ̃t = 0, (4)

a being a scalar parameter, δ1, δ2, and δ3 are the principal values of a linearly
transformed stress deviator, δ,

δ = M : T : σ . (5)

T is the fourth-order tensor that transforms the stress tensor to its deviator and M is
the fourth-order tensor including anisotropy parameters.

The interaction between two deformation mechanisms is achieved through a
coupling of the respective hardening laws:

σ̃g
(
εg, εt

) = Rg + Hgεt + Q1g
[
1 − exp

(−b1gεg
)] + Q2g[1 − exp

(−b2gεg
)],
(6)

σ̃t (εt ) = Rt + Htεg + Q1t
[
exp(b1tεt ) − 1

]
. (7)

In Eqs. 6 and 7, Rg,t , Hg,t , Qig,t , big,t are scalar coefficients to be determined
from mechanical tests.

In order to predict the onset of cracking in the samples, a strain-based damage
criterion is selected using a scalar damage indicator:

Dε =
∫

H

(∼
ε̇ I

)∼
ε̇ I + H

(∼
ε̇ I I

)∼
ε̇ I I + H

(∼
ε̇ I I I

)∼
ε̇ I I I dt, (8)
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where H denotes the Heaviside function. The three principal strain rate components
∼
ε̇ I ,

∼
ε̇ I I , and

∼
ε̇ I I I , are used to define a damage indicator Dε. For the description of

the failure anisotropy, the strain rate components need to be transformed by a linear
operator [12]. In the present case, the operator does not alter the deviatoric character

of the transformed strain rate tensor
∼
ε̇:

⎡

⎢⎢⎢
⎢⎢
⎣

∼
ε̇11∼
ε̇22∼
ε̇33∼
ε̇12

⎤

⎥⎥⎥
⎥⎥
⎦

= 1

9

⎡

⎢⎢
⎢
⎣

4L1 + L2 + L3 −2L1 − 2L2 + L3 −2L1 + L2 − 2L3 0
−2L1 − 2L2 + L3 L1 + 4L2 + L3 L1 − 2L2 − 2L3 0
−2L1 + L2 − 2L3 L1 − 2L2 − 2L3 L1 + L2 + 4L3 0

0 0 0 9L4

⎤

⎥⎥
⎥
⎦

⎡

⎢⎢
⎢
⎣

ε̇11
ε̇22
ε̇33
ε̇12

⎤

⎥⎥
⎥
⎦

(9)

with four scalar coefficients L1, L2, L3, and L4.

Results

Parameter Calibration

Themodel parameters of the plasticity model are calibrated using an iterative optimi-
sation procedure. Modified Arcan tests in 0°, 15°, 30°, and 45° configuration [9] with
sample orientations along the RD and TD are considered for this purpose. Each test
is modelled by FE simulations and the global response is compared to the experimen-
tally obtained twin. By this procedure, the parameters listed in Table 1 are identified.
The parameters describing shear components along the sheet thickness remain unde-
termined and hence are set to unity. Figure 1 shows the deformation–force record for
the different configurations of themodifiedArcan tests and the respective simulation.
Table 1 gives the calibrated parameters.

Table 1 Optimised model parameters for the 2YS model and the failure criterion

Elasticity E = 43,000 MPa, ν = 0.3

Glide b = 5.65, l LL = 1, lTT = 0.99, l SS = 1.09, lTL = 1.10, Rg= 116.4 MPa, Hg=
848 MPa; Q1g = 58.3 MPa, Q2g = 116.4 MPa, b1g = 79.0 MPa, b2g = 13.3

Twinning k = 0.9, a = 7.43, mLL= 1.0, mTT= 1.0, mSS = −2.65, mLT = 1.0, MT L = −
1.0, MT S = −1.65,MSL = −1.87,
Rt = 45.0 MPa, Q1t = 54.4 MPa, b1t = 180, Ht = 1852 MPa

Failure L1 = 4.02,L2 = 5.87, L3 = 1.0, L4 = 2.42
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Fig. 1 Force–deformation behaviour of the Arcan samples

Prediction of Three-Point Bending

The model parameters of the 2YS model are validated by three-point bending tests
(air bending). A rigid punch of 2 mm radius was symmetrically loading a metal strip
of 10 mm width, bending it over cylindrical supports of 5 mm radius. The bending
span was 18 mm. In the respective simulations, twofold symmetry was exploited for
bending around the RD and TD axes and onefold symmetry for bending around the
axis 45° from the RD (DD orientation).

Figure 2 shows the results in terms of global punch force as a function of displace-
ment for the orientations RD, TD, and DD. The fit is excellent over the whole range
of deformation and demonstrates the high predictive power of this model. Note that
since there is no damage model coupled in the approach, the (early) drop of the load
for failed samples is not envisaged to be captured.

Prediction of Crack Initiation

Three features related to failure were apparent during the mechanical tests:

1. Failure is of anisotropic nature, i.e. samples with main loading direction along
the TD fail earlier than their counterparts loaded along the RD
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2. With increasing orientation of the Arcan samples, failure is shifted to higher
deformation

3. Cracking is initiated at the free surface of the notch; the position of crack
initiation varies with the orientation angle.

Since the stress state is uniaxial at the edge of the sample, the selected initiation
criterion is not accounting for the stress triaxiality. The parameters introduced in Eqn.

[9] were calibrated using the macroscopic failure displacement norm
√
u2x + u2y (see

Fig. 1). The results are presented in Fig. 3 together with the standard deviation of the
repeated tests for each configuration.

All three features related to crack initiation are met by the simulations: The
elevated ductility of samples loaded along the RD, the increase of global defor-
mation with increasing loading angle, and the position of crack initiation of the
Arcan samples, see Fig. 4.

It is worth mentioning that the failure criterion is aiming at predicting the onset of
failure, i.e. the initiation location and stage of cracking. It is experimentally proven for
the modified Arcan tests that crack initiation leads to an unstable crack extension,
accompanied by a sudden drop of the external load. Hence, the prediction of the
initiation suffices for establishing forming limits. A simulation of crack extension is
not required for the assessment of forming operations.
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Conclusions and Outlook

The deformation and failure behaviour of a 3rd generationmagnesium alloyAZ31 ‘e-
form’ is explored bymeans ofmechanical experiments and numerical simulations. In
order to carry out a realistic simulation, a comprehensive experiment was established
to characterise the material behaviour at room temperature. Using this database,
material constitutive equations constituting anisotropy, elastoplastic behaviour with
isotropic non-linear hardening was determined. An evolving anisotropy and a
tension–compression asymmetry are quantified. While the stress anisotropy is less
pronounced compared to other magnesium alloys, the strength differential effect is
strong and has to be accounted for in the modelling of inelastic deformation.

A two-yield surface model (2YS) was constituted which allows good prediction
of load vs displacement curves obtained from several mechanical tests in tensile and
shear modes tests. The predictive power of the two-yield surface model is demon-
strated. The model considers both deformation types, dislocation glide and mechan-
ical twinning. This is particularly relevant in bending modes, since twinning is active
in the zones undergoing compressive loadings.

A failure model based on the linear transformation of strain rates in the system
of orthotropy was applied in order to assess the mechanical tests. It is able to predict
the onset of failure, which was experimentally observed to start to form the edge of
the Arcan samples. The model’s weakness of underestimating tensile failure along
the RD is related to the strain localization in this particular test, see Fig. 5. While in
the experiment little diffuse necking is observed (right part of Fig. 5), the simulation
predicts localized necking with the maximum intensity of damage in the center of
the sample (left part of Fig. 5).

Fig. 5 Damage and strain localisation in a tensile experiment along the RD: damage indicator (left)
at the predicted failure point, DIC image with axial logarithmic local strain prior to failure (right)
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Prediction of Necking Initiation in Case
of Abrupt Changes in the Loading
Direction

R. Norz, N. Manopulo, M. Sigvant, A. R. Chezan, and W. Volk

Abstract FEM simulations are nowadays an integral part of nearly every forming
tool development process, especially for the prediction of the overall process feasi-
bility. The traditional forming limit curve (FLC), often fails in delivering a good
prediction as many parts fail under non-proportional loading. The Generalized
FormingLimit Concept (GLFC) extends the traditional FLC to account for this effect.
However, the original GFLC is an isotropic approach and it thus does not account for
changes in the loading direction with respect to the rolling direction. In this paper,
the functionality of the new 3D-GFLC, which accounts for the mentioned param-
eter, is demonstrated using a real industrial component. For this purpose, the 3D-
GFLCwas implemented into the FEM software and validated based on experimental
investigations.

Keywords Non-proportional loading · Sheet metal forming · FE-simulation

Introduction

Non-proportional load paths occur in almost every deep-drawn sheet metal part. The
prediction of failure after such complex strain paths is not possible in an accurate
way when using a linear FLC; therefore, this topic has been the focus of research for
many years. Many different approaches have been published. Many approaches are
stress-based, e.g. the PEPS-model of Stoughton andYoon [1], themodifiedmaximum
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force criteria of Hora [2], or the method of Yao and Cao using an anisotropic yield
function with induced back stress [3]. The reliability and the robustness of these
stress-based models strongly depend on the stress–strain relations. Werber et al. [4]
have found that the yield locus has an enormous impact on the results and that the
Forming Limit Stress Curve (FLSC) is strain path-dependent. The accuracy and the
applicability of the FLSC are also dependent on the work-hardening behaviour after
pre-forming, due to the fact that the path independence is no longer valid for certain
behaviours [5]. To overcome the obstacles of stress-based methods, phenomenolog-
ical models have been proposed. Using a phenomenological model, Drotleff and
Liewald have developed a model based on 36 different tensile tests to calculate
FLCs after pre-forming and initial FLCs [6]. Volk et al. [7] also used a phenomeno-
logical approach, based on the results of 72 bilinear Nakajima experiments under
different pre-forming conditions, the so-called Generalized Forming Limit Concept
(GFLC). Those phenomenological models are isotropic approaches. For most sheet
metal parts, their accuracy in predicting failure is sufficient. Nevertheless, for strain
paths with an abrupt change in loading direction, these models fail to predict failure
accurately. Therefore, the GFLC-model has been extended to a 3D-GFLC to cover
such very complex strain paths as well [8]. Using a novel experimental setup with a
complex strain distribution, the so-calledMUC-test by Eder et al. [9], themethodwas
successfully validated. The 3D-GFLC model also requires a database. This database
consists of four different pre-forming states with two different pre-forming heights
for each investigated rolling direction. The experimental effort for the database is
therefore higher than for the GFLC-model. As the database can be scaled within
a material class, for example, ferritic steels or dual-phase steels, the experimental
effort can be reduced [7].

In this paper, an industrial sheet metal part from Volvo Cars is investigated. The
material for this sheet metal part is a ferritic CR4 with high formability. When using
FEM tools to predict the producibility of this part, the strains are all below the linear
FLC, even when a safety margin (FLC FEM—Input Volvo in Fig. 1) is considered.
Therefore, in the simulations, no cracks are predicted in the part. Still, the real part
showed cracks after the forming process, see Fig. 1a. The critical strain path is shown
in Fig. 1b.

The critical strain path shows an abrupt change in the loading direction after the
material has passed the draw bead and the material is pulled into the radius. It seems
that only a very reduced formability is left when a change in loading direction of 90°
occurs after a plane-strain pre-forming up to ε1 = 0.18. The initial loading direction
is 90° with respect to the initial rolling direction.
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Fig. 1 a Failed part with crack and b the critical strain path in comparison to the linear FLC and
the FLC with safety margin

Experimental Setup

In order to recreate the critical strain path in the industrial part, a modifiedMarciniak
tool, developed byWeinschenk and Volk [10] comes into use. This setup has already
been successfully used to create the database used in this paper for the 3D-GFLC [8].
To ensure an accurate recreation of the critical strain path, the specimen is numerically
optimized. The final geometry as well as the Marciniak tool can be found in Fig. 2.
The punch speed was set to a constant value of 15 mm/s. The pre-forming process
was done inmultiple forming steps, with increasing drawing depth. Before each step,
the blank was lubricated with deep drawing oil in order to reduce friction between
the blank and the punch. This procedure allows a homogenously pre-formed area at
the center of the specimen. To measure the pre-forming in the critical area, an optical
measuring system from GOM is used. From this homogeneously pre-formed area,
the Nakajima specimens are cut out, in comparison to the results of the linear FLC, a
specimen width of 110 mm is chosen for the plain-strain post-forming step. To show
the influence of the change in the loading direction, five specimens with no change

860 mm

79
0 

m
m

IF90° — PF90° IF90° — PF0°
Initial RD

(a) (b) (c)

Fig. 2 a Modified Marciniak tool, b specimen for the pre-forming process, c cutting process with
for the two investigated load cases
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in loading direction, and five specimens with a change in loading direction of 90° are
tested. The configuration with the change in loading direction is the same as in the
industrial part, recreating themost critical strain path leading tomaterial failure in the
real part. The cutting process in order to obtain the pre-formed Nakajima specimens
is shown in Fig. 2c.

The Nakajima experiments for the linear FLC as well as the non-proportional
Nakajima experiments are conducted on a BUP 1000. The experimental setup is
according to ISO12002-2, with a constant punch speed of 1 mm/s. To minimize
friction, lubrication in form of a PVC-pad and lubrication paste is adapted. For the
strain measurement, an ARAMIS 4 M System with a frame rate of 10 Hz was used.
The evaluation of the strains was carried out according to the cross-section method
as well as the time-dependent evaluation method (TDEM) according to Volk [11].
In order to enable a statistically valid statement, at least three valid tests per config-
uration were carried out. Since the GFLC, as well as the 3D-GFLC, require a linear
FLC that is well resolved, nine different specimen widths were investigated. In order
to determine a possible dependence of the formability on the rolling direction in the
initial state, the linear FLC experiments were conducted at 0° and 90° with respect
to the initial rolling direction.

Experimental Results

The linear FLC’s of the material CR4 show that the rolling direction has almost
no influence on the formability of the material. Both orientations show a very high
formability, as expected for thismaterial grade. A comparison of the linear FLCswith
those of Volvo shows that, despite different evaluation methodologies, the curves are
quite similar. The determination of the FLC by Volvo is done by using the method
of standard deviations. A more precise description of this method can be found in
[12]. The lowest FLC is used by Volvo in their FEM simulations and has a safety
margin of ε1 = 0.156 independent of the minor strain ε2. The FLCs assessed by
TDEM are above those assessed by the cross-section method, which is expected as
the cross-section methods deliver a more conservative result (Fig. 3).

Following the critical strain path of the real part, a plane-strain pre-forming up
to ε1 = 0.18 is required, followed by another plane-strain increment orthogonal to
the first increment. To receive valid and reliable results for the post-forming step,
a homogeneous pre-forming in the contact area between the Nakajima punch and
the blank is required, as well as only a little deviation between the six pre-formed
specimens. Figure 4a shows the strain distribution in the critical area. It can be
seen, that within the contact area of the punch, marked by a circle with a diameter
of 100 mm, the strain is homogeneous. For all six pre-formed specimens, the pre-
forming strains are plotted in Fig. 4b. The pre-forming is even below the safety
margin FLC of Volvo and shows only a little deviation between the specimens.

The Nakajima experiments with the pre-formed material reveal a strong depen-
dency of the formability on the loading direction. When the loading direction is the
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Fig. 4 aMajor and minor strain distribution in the center of the specimen, b pre-forming height in
comparison to the linear FLC

same as for the pre-forming (0–0 specimens), the strains are close to those from
the initial Nakajima experiments. After a change in loading direction by 90° (0–90
specimens), a significant loss of formability can be observed, see Fig. 5b. This is also
visible in the punch travel–force curves, shown in Fig. 5a. Therefore, the results from
the industrial part can be recreated with the experimental setup used in this paper.
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Also the strains at the onset of necking in Fig. 6 show that, for both specimens, the
strain localization has begun. It is also visible that, for the 0–90 specimens, the strains
surrounding the necking zone are a lot lower compared to the 0–0 specimens. This
indicates that the strain localization starts almost immediately after the beginning
of the forming process, leaving most of the specimen almost undeformed. For the
0–0 specimens, the strains are increased over a wider area, leading to a higher punch
travel which is possible.

Implementation of the 3D-GFLC into a Commercial
FEM-Software

To predict failure after such a complex strain path with an abrupt change in loading
direction already during FEM simulations, the 3D-GFLC of Volk et al. [8] is imple-
mented into an FEMsoftware. TheAutoFormR10 version allows the implementation
of user-defined functionalities via the R&D plug-in. The results of the user-defined
functionalities can be plotted in the post-processing and allow continuousmonitoring
of the results throughout the simulation.

To use this plug-in, the 3D-GFLC is coded in Visual Studio using the program-
ming language C. The code is later compiled into a.dll-file which can be read by
AutoForm R10. The user-defined variables can be set as an output parameter in the
post-processing menu. Currently, up to 15 user-defined variables can be plotted. The
parameters like the material parameters, stresses, and strains are already calculated
by AutoForm for each increment and can be used by the user for their user-defined
functionalities. It has to be noted that only the current increment can be used for
the calculations, therefore, only the values of the variables from the prior time step
and the current time step can be used for the calculations. For the 3D-GFLC, the
current strain increment, the loading ratio β(β = ε2/ε1) as well as the current loading
direction angle α of the increment are needed. This angle defines the loading direc-
tion between the last and current steps with regard to the initial loading direction.
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With this input data, the variable λ, which indicates failure when the value is above
1, can be calculated. The precise description of the calculation can be found in [8].
For this calculation, an experimental database is needed. In this case, the existing
database of a ferritic CR300LA-steel is used. The adaption of this database is done by
a scaling procedure of the linear FLC of the CR300LA and the CR4. This procedure
has already been used by Volk et al. to predict failure for an HC450X based on the
experimental results of an HC300X [7]. Nevertheless, this procedure is only valid
for materials of the same grade. As in this paper, the steels used for the database, as
well as the experiments presented in this paper, are ferritic, this procedure is valid.
The experimental database is calculated in a different tool and is manually added to
the source code.

During the simulation, the user-defined variables are calculated for each step so
that the evolution of the variables can be followed during the whole simulation. In
Fig. 7, the failure variable λ from the 3D-GFLC is compared to the failure variables
“Linear failure” and “Advanced failure” after the forming process. It can be seen
that the currently in AutoForm R10 implemented failure evaluation methods, the
linear FLC as well as the GFLC-model, show no risk of failure, even when the FLC
with safety margin is used in the FEM simulation. The maximum failure value for
the linear FLC is λ = 0.975 and for the GFLC-model the maximum value is λ =
0.937. On the other hand, λ shows values above 1 when failure is determined by the
3D-GFLC method and therefore indicates failure in the area where the split occurs
in the real part. In the most critical area in the industrial part, a failure value λ of
1.444 is determined.

Nevertheless, it has to be stated that the current implementation shows also false
positive areas. This is the cause due to very small strain increments, where the angle
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α is unstable and indicates many changes in the loading direction. An a posteriori
valuation of the strain path with the 3D-GFLC is currently not possible. Also, the
3D-GFLC model is only used when the major strain is above 0.1 and a change in
loading direction occurs. The investigations used for the database showed that below
a certain pre-forming a change in loading direction has a negligible influence on
the formability, therefore, the GFLC-model is used for low strains. It is also notable
that only angles between 0° and 90° are taken into account. A change in loading
direction by for example 135° is handled like a change in loading direction by 45°.
Nevertheless, with this example, the functionality of the R&D plug-in is shown as a
rather complex model.

Conclusion and Outlook

In this paper, the influence of abrupt changes in the loading direction on the failure
behaviour of amild, ferritic CR4 steel is investigated in an industrial part. The critical
strain path in the area where the splits occur in the real part is recreated and is further
investigated. It was possible to show the loss of formability after a change in loading
direction for the plain-strain pre-formed material. The loss of formability is quite
significant even though the pre-forming height is way below the linear FLC.

As such a failure behaviour cannot be predicted by the linear FLC nor the GFLC-
model, which are currently implemented in AutoForm R10, the R&D plug-in was
used to implement the 3D-GFLC model. By using this method, failure was success-
fully predicted in the areas where the splits occur in the industrial part. It still has
to be noted that there are still some areas which show a false-positive result. The
main cause for those areas is the angle α, which indicates a change in loading direc-
tion. For small strain increments, this angle is quite unstable and therefore changes
quite often. As the remaining formability is very low, already small increases in the
strains lead to a significant increase in the failure value. Yet, the functionality of the
3D-GFLC model could be verified for this industrial part.
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Strain Rate-Dependent Hardening
Behavior of Weld Metal in Laser Welded
Blanks with GEN3 AHSS

Minki Kim, Jiahui Gu, and Hyunok Kim

Abstract This paper introduces the effects of the strain rate on the hardening
behavior of weldmetal in laser welded blank (LWB)with GEN3AHSS.Mini-tensile
specimens were prepared from the LWB to characterize the weld properties. Tensile
tests were then performed at strain rates from 0.001 to 0.1/s which are relevant to
sheetmetal forming. Deformation of the specimenwasmeasuredwith a digital image
correlation (DIC) system to identify strain behavior. Experimental results of the base
metal and the weld metal show different hardening behaviors concerning the strain
rate. The hardening rate and strain rate sensitivity (SRS) of the base and the weld
metals were found to be different from each other. From the calculation of the SRS,
changes in the strain rate effect were confirmed. Three different hardening models
were used to extrapolate the flow stress of the weld metal for a larger strain.

Keywords Laser welded blank (LWB) · Advanced high-strength steel (AHSS) ·
Digital image correlation (DIC)

Introduction

The automotive industry has increasingly used laser welded blank (LWB) for the
lightweighting of the vehicle body structure. The LWB is fabricated by laser welding
of either the same or different sheet metals. The LWB with conventional low-carbon
steels is effective for a good quality of products during sheet metal forming processes
because the weld and the heat-affected zone (HAZ) are stronger than base metals.
However, advanced high-strength steels (AHSS) and generation-three (GEN3) steels
show more often fractures on weld or HAZ rather than base metals [1]. Therefore,
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more research on the material properties of LWB with AHSS and GEN3 steel is
needed to find the root cause of this phenomenon.

To characterize the material properties of the LWB, standard tensile tests are
normally conducted with dog bone specimens. The difference between tensile tests
of the base metal and weld metal is that the dog bone contains the weld zone at the
center of the gauge section which is aligned with the transverse direction from the
loading direction [2]. The transversely aligned weld of the tensile specimen is proper
to obtain the strength of the weld from observation of fracture location. However, a
narrow weld seam limits large enough plastic strains to characterize the hardening
behavior of the weld metal. To obtain the hardening behavior of the weld metal with
a large strain, the tensile test specimen should incorporate the weld line parallel to the
axial loading direction. Since the width of the weld line is typically very small for the
LWBs, the gauge section of the dog bone includes both the weld and the base [3]. In
this case, it is difficult to accurately obtain the stress–strain curve since eccentric load
results in non-uniform strain distribution of the weld and tied base metal in the gauge
width. Recently, Kim et al. [4] proposed a specimen geometry with the longitudinal
weld line at the center of the gauge section to obtain hardening curves with a large
strain. The gauge section of the specimen contains the weld metal only. Furthermore,
the specimen can be utilized with a conventional universal material testing machine
(UTM) rather than a miniature tensile testing machine. Both strain and strain rates
of the sheet material vary during sheet metal forming. The limiting-dome-height
(LDH) testing is widely used to evaluate the formability and fracture of the LWB in
a laboratory environment. When necking starts during the test, the strain rate rapidly
increases until a fracture occurs. The hardening curve including the strain-rate effect
is expected to improve the accuracy of the finite element method (FEM) simulation
to predict necking and facture of the LWB in sheet metal forming. Most studies on
tensile properties of AHSS with different strain rates have been conducted with the
standard dog bone with a transverse weld line in the gauge section [5, 6].

Based on the literature review, this paper introduces the strain rate-dependent
hardening behavior of weld metal for sheet metal forming of LWB. The LWB is
the combination of GEN3-980 sheet and DP600 sheet with the same thickness of
1.5 mm. Tensile tests were performed under different strain rate conditions from
0.001 to 0.1/s. The effect of the strain rate on tensile properties is addressed to
characterize the weld and the base metals.

Experiments

In this paper, the LWB particularly refers “GEN3-980/DP600” that was laser welded
ofGEN3-980 andDP600of the same1.5mm thickness. Sub-size dogbone specimens
were prepared for the basemetals,GEN3-980 andDP600 according to theASTM-E8.
The mini-tensile specimens with the longitudinal weld line were cut using the wire-
EDM based on a newly developed specimen design shown in Fig. 1 [4]. A 3D-scan
Keyence system was used to measure the dimensions of the machined specimens.
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Fig. 1 Mini-tensile specimen for weld metals (unit: mm)

Tensile tests for both base and weld metals were conducted in the Instron 5500 at
nominal strain rates of 0.001, 0.01, and 0.1 s−1. Strain data were measured with a
3D digital image correlation (DIC) system, the VIC-3D. Sampling rates of the force
and the strain are given in Table 1.

Figure 2 shows the experimental set-up of the mini-weld tensile tests for the weld.
All the specimens were spray-painted in the black and white random pattern before
testing tomeasure strain during the test usingDIC. The load cell data from the Instron
machine and the strain data from DIC were synchronized to establish the hardening
curves.

Figure 3 compares stress–strain curves of base metals and weld metal for three
different strain rates. Engineering and true stress–strain curves are depicted in

Table 1 Data sampling rates

Strain rate (/s) Sampling rate (Hz)

0.001 20

0.01 53

0.1 300

Fig. 2 Experimental set-up for testing of the mini-weld tensile sample
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Fig. 3 Uniaxial tensile test results: a Engineering stress–strain curves; b true stress–strain curves

Figs. 3a, b, respectively. For the engineering stress–strain curves, the base metals
show large ductility higher than 20% total elongation (TE) while the weld shows
a poor ductility of about 5% TE. In addition, strain hardening of the weld metal is
much faster than the one of the base metals. Regarding strain rate sensitivity (SRS)
on flow stress, the base metals show a positive SRS that flow stress increases as
the strain rate increases. However, the weld metal shows a negative SRS. The true
stress–strain curves were obtained from the engineering stress–strain data up to the
uniform elongation limit and extrapolating strains larger than the uniform elongation
(UE) as shown in Fig. 3b. The UE of the base metals is higher than 12% but the weld
metal shows below 3% UE.

Figures 4a, b compare tensile properties of flow stresses and elongations according
to the strain rate. The yield stress (YS) is determined by offsetting 0.2% elastic strain
and the ultimate tensile strength (UTS) indicates the maximum engineering stress
that corresponds to the uniform elongation limit. The YS and UTS of the base metals

Fig. 4 Tensile properties: a Flow stresses; b elongations
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slightly increase as the strain rate increases. However, the flow stress of the weld
metal significantly decreases as the strain rate increases. In Fig. 4b, as strain rate
increases, both GEN3-980 and DP600 show similarly constant UE, while TE of both
base metals slightly increases. However, both the UE and TE of the weld metal are
decreased as the strain rate increases.

To observe changes in the SRS regarding the strain, the SRS index (m) is defined
by Eq. (1).

m = log(σ/σ0)

log(ε̇/ε̇0)

∣
∣
∣
∣
ε

(1)

Figure 5 shows the m-value (SRS) changes for cases of the base and the weld
metals. The reference strain rate (ε̇0) was set to 0.001/s. The square and the triangle
symbols depict the SRS calculated with the current strain rate (ε̇) of 0.01 and 0.1/s,
respectively. The SRS of the base metals remains positive regardless of strain rates
and shows saturated value as strain increases. However, the SRS of the weld metal
remains in negative values and gradually decreases up to theUE. The SRS of theweld
metal increases with a 0.1/s strain rate, while it decreases with a 0.01/s strain rate.
This means the strain rate hardening behavior of the weld metal is opposite to the one
of the base sheet metals and its amounts are depending on the current strain rate and
the deformation as well. Therefore, the SRS of the weld metal significantly changes
with both strain and strain rate. This weld metal behavior should be considered to
improve the material modelling for LWB.

Fig. 5 Strain rate sensitivity
of base and weld metals
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Evaluation of Hardening Models

To obtain reliable simulation results, it is important to accurately define the material
hardening curve with a large strain range. The uniform elongations of the weld metal
for 0.001–0.1/s were lower than 5%. This is an insufficient strain range to accurately
define the material properties for FE simulations. Therefore, the hardening data were
extrapolated using hardening models to obtain the material properties for larger
strains over 5%. Three different hardening models were used to define the weld
metal hardening behavior. The Swift, Voce, and a modified Hockett–Sherby models
are described in Eqs. (2), (3), and (4), respectively.

Swift: σ(ε p) = C1(C2 + ε p)
C3 (2)

Voce: σ(ε p) = C1 + C2[1 − exp(−C3ε p)] (3)

Modified Hockett − Sherby: σ(ε p) = C1 − C2 exp(−C3ε
C4
p ) + C5ε p (4)

The hardeningmodels are functions of the equivalent plastic strain (ε p). Themate-
rial coefficients (C1∼5) are determined by fitting the hardening behavior. Among the
various hardening models, these three models are widely used due to their simplicity
with a small number of coefficients. The modified Hockett–Sherby contains an addi-
tional first-order polynomial term to the Hockett–Sherby model to better describe
material behavior for a large strain. Figure 6 shows the fitted results of hardening
curves using three selected models and differences between the model and tensile
test data for the weld metal. The detailed coefficients of fitted curves are summa-
rized in Table 2. In Fig. 6a, the symbols are the experimental data and the lines are
the fitted results. Within the uniform elongation, the three fitted curves are compa-
rable however they were diverged for a large strain range over uniform elongation.

Fig. 6 Model evaluation: a Fitting results; b model performance
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Table 2 Coefficient of fitted curves

Strain rate (/s) C1 C2 C3 C4 C5

Swift 0.001 2031.9 0.001 0.096 – –

0.01 1765.6 0.001 0.081 – –

0.1 2249.7 0.002 0.148 – –

Voce 0.001 1045.3 388.2 130.9 – –

0.01 1006.6 294.6 145.2 – –

0.1 895.8 350.3 149.1 – –

Modified Hockett–Sherby 0.001 1445.2 400.0 77.4 0.902 1.0

0.01 1313.1 306.5 80.5 0.893 1.0

0.1 1291.9 396.2 84.3 0.928 1.0

Because the Swift model is a power-law type, the amount of hardening is significant
as the strain increases. However, the Voce and the modified Hockett–Sherby models
show saturated behavior due to their exponential terms in mathematical equations.
To evaluate the model performance quantitatively, the average difference (Dε̇) in
curve fitting of data is defined as Eq. 5.

Dε̇ = 1

n

∑ ∣
∣σ exp − σ pred

∣
∣ (5)

The difference at each strain rate (Dε̇) was determined by averaging differences
between measured stresses and the model-predicted stresses regarding the number
of data (n) for different strain rates. Figure 6b shows differences meaning the fitness
for all strain rates of 0.001, 0.01, and 0.1/s. The modified Hockett–Sherby model
showed the best match with experimental data for the weld metal at 0.001–0.1/s.

The developed material models for the weld metal should be evaluated in FE
simulations of sheet metal forming of the LWB and the correlation with experimental
results in the future.

Conclusions

This paper introduces the strain rate-dependent hardening behavior of the LWB of
GEN3-980/DP600. The strain rate sensitivity on the stress levels of the weld metal is
opposite to the base metals. In addition, the SRS was found to be dependent on strain
rate and strain. This implies a need to consider the effects of strain and strain rate in
the weld material model. Since the uniform elongation of the weld is relatively small
(<5%), the hardening curve canbebetter describedwith themodifiedHockett–Sherby
model. The obtained properties must be validated through comparison of experiment
and FE simulation of sheet metal forming tests in a larger strain rage.
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The Importance of the Choice of the Yield
Criterion in Triaxiality Evaluation
for Highly Anisotropic Zirlo Sheets

Felix Rickhey and Seokmoo Hong

Abstract Recent ductile damage models have in common that the fracture strain
is a function of stress triaxiality (η), defined as the ratio of mean to equivalent
stress. η is usually obtained by tensile testing using different specimen geometries.
Since the formulation for the equivalent stress depends on the yield criterion, η

values associated with a specimen shape are expected to differ, and deviations to
increase with anisotropy. We therefore chose the highly anisotropic zirconium alloy
Zirlo for investigating this yield criterion dependence and the evolution of η with
strain. Analytical solutions for η are presented for three common yield criteria: von
Mises, Hill48, and Barlat89. Using digital image correlation (DIC), we derived local
principal strains for three specimen shapes, extracted Lankford coefficients for 0°,
45°, and 90° from uniaxial tensile tests and calculated η. By comparing η-values with
analytical solutions for uniaxial tension and showing the yield-criterion dependence
for shear and notched specimens, we reveal the significance of, and the problems
involved in, the choice of the yield criterion for highly anisotropic sheets.

Keywords Stress triaxiality · Anisotropy · Sheet metal · Digital image
correlation · TFD

Introduction

The prediction of failure in sheetmetal forming has been amajor challenge.However,
the variation of necking and fracture strains with stress triaxiality η, along with the
Lode parameter, is generally accepted [1]. Under plane-stress conditions, the Lode
parameter can be neglected. The stress triaxiality, or just triaxiality, η, is defined
as the mean stress normalized by the equivalent stress. It has entered numerous
failure criteria, ranging from the traditional McClintock model [2] over the popular
Johnson–Cook model [3] to more recent models such as CrachFEM or the general-
ized incremental stress–strain-dependent damage model (GISSMO) [4]. While the
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definition of the mean stress is unambiguous, that of the equivalent stress is not, it
varies with the yield criterion. Haufe et al. investigated the influence of the yield crite-
rion, but limited anisotropy to the use of the normal anisotropy and to the Hill48 yield
criterion as the only anisotropic yield criterion for analytical solutions [5]. Further
investigation is lacking, and the topic has not got the attention it needs. In most cases
and for the sake of simplicity, the isotropic vonMises criterion has been applied, and
this, however, can lead to inaccuracies of unknown dimension, especially for highly
anisotropic material.

In this study, we therefore investigate the influence of the choice of the yield crite-
rion on the resulting triaxiality (η) value. Analytical solutions are derived for three
popular yield criteria (von Mises, Hill48, and Barlat89) and compared with experi-
mental results for special cases. As material, the zirconium alloy Zirlo is chosen due
to its high degree of anisotropy,which is expected to facilitate highlighting the impor-
tance of the choice of the yield criterion. Tensile tests with uniaxial tension (UT),
notched (N16), and shear specimens (SH15) are conducted. Strains are obtained on
a local level by digital image correlation (DIC). From the principal strains, Lankford
values are derived and applied to the yield models. η-values are then calculated for
the three yield criteria. Finally, deviations from the analytical solution for UT, for
which η is known, and differences between the results for the different yield criteria
are discussed.

Theory and Experiment

Yield Model-Dependent Analytical Solutions for Triaxiality η

Tofind analytical expression for the stress triaxiality η, we first introduce the principal
strain ratio β and the principal stress ratio α, which are defined as

β ≡ ε2

ε1
;α ≡ σ2

σ1
, (1)

where ε1 and ε2 (σ1 and σ2) are the major and minor in-plane principal strains
(stresses) and η is defined as the ratio of the mean stress σm to the equivalent stress
σ ; assuming plane-stress conditions, we can write

η = σm

σ
= σ1 + σ2

3σ
, (2)

where σ1 and σ2 are the major and minor in-plane principal stresses, respectively.
The expression for σ depends on the chosen yield criterion. Here, we compare three
commonly applied yield models: (i) the isotropic von Mises yield criterion; (ii) the
anisotropic Hill48 yield criterion; and (iii) the anisotropic Barlat89 yield criterion.
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Plane stress conditions, monotonic loading, and associated flow are assumed. For
the sake of brevity, details on the derivation are omitted. Also note that for the cases
analyzed herein (η ≥ 0), the maximum principal stress is always positive.

Von Mises Yield Criterion

The von Mises yield criterion can be expressed as

σ = |σ1|
√
1 − α + α2. (3)

Applying the associated flow rule (dεi/dλ = ∂σ/∂σi ), where λ is the plastic
multiplier and i = 1, 2, we eventually arrive at

η = 1 + α

3
√
1 − α + α2

sign(σ1) = β + 1√
3
√
1 + β + β2

sign(σ1). (4)

Hill48 Yield Criterion

For the Hill48 yield criterion, the equivalent stress becomes

σ = |σ1|
√

1 − 2r0
1 + r0

α + r0(1 + r90)

r90(1 + r0)
α2 (5)

where r0 and r90 are the Lankford coefficients from uniaxial tension tests with sheet
specimens, whose axis is parallel and transverse to the rolling direction (θ = 0° and
90° orientations), respectively.

η = 1 + α

3
√
1 − 2r0

1+r0
α + r0(1+r90)

r90(1+r0)
α2

sign(σ1); α = β 1+r0
r0

+ 1
1+r90
r90

+ β
. (6)

Barlat89 Yield Criterion

The equivalent stress for the Barlat89 (B89) yield criterion can be expressed as
follows:

σ = 1

21/m
[
a|K1 + K2|m + a|K1 − K2|m + c|K2|m

]1/m

K1 =σx + hσy

2
; K2 =

√(
σx − hσy

2

)2

+ p2σ 2
xy

a = 2 − c = 2 − 2

√
r0

1 + r0

r90
1 + r90

; h =
√

r0
1 + r0

1 + r90
r90

,

m > 0,∈ N; a, p, h > 0 (isotr. = 1); a < 2

(7)
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where K1 and K2 denote stress invariants and a = 2 − c, h and p are material
coefficients. The exponentm depends on the microstructure; we usem = 8, although
the authors are aware that this may not be the ideal choice for HCP structures. Since
shear stresses do not occur in the regions of interest, which could be confirmed by
finite element analysis, the term involving p can be neglected. For η, we obtain

η(α) = 21/m

3

1 + α
[
a + a(hα)m + (2 − a)|1 − hα|m]1/m sign(σ1)

β(α) = h
(hα)m−1 − [

sign(1 − hα)
]m 2−a

a
σm
1

|σ1|m (1 − hα)m−1

1 + [
sign(1 − hα)

]m 2−a
a

σm
1

|σ1|m (1 − hα)m−1

(8)

Note that for the Barlat89 yield criterion, an implicit method is required to obtain
η from β.

Experiment

Tensile testing was conducted to analyze the evolution of η. The specimen shapes
shown in Fig. 1 were used to induce different loading conditions in the non-negative
η-region. Digital image correlation (DIC) was employed to determine the strains in
the specimen centers. To do so, a speckled pattern was sprayed onto the specimen
surface; the irregular pattern was then recorded by a high-speed camera with frame

Fig. 1 Specimen geometries
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rates of 25 and 100 Hz; and the images were then converted to displacement and
strain fields using GOM Aramis Professional 2018 [6]. The test velocity was set to
5 mm/min (UT) and 3 mm/min (others). Each test was performed four times (twice
with 25 Hz and twice with 100 Hz).

Results and Discussion

Uniaxial Tension (UT)

From uniaxial tension tests, we first determine the Lankford coefficients (width-to-
thickness strain ratio rθ = εW / εT ) for the θ = 0° and 90° orientations. Local strain
values are used for this purpose. Lankford coefficients are assumed to be constant
for the region up to maximum load Fmax, which coincides with necking initiation.
We obtain r0 = 5.159 and r90 = 6.776.

The same strain values are then used to calculate η based on the equations
presented in Sect. 2.1. The evolution of η with major strain ε1 is plotted in Fig. 2. The
curves were smoothed by considering the average over ten consecutive values. The
vertical line annotated by Fmax gives the point of incipient necking. The influence
of the choice of the yield criterion becomes apparent instantly. Applying the von
Mises criterion, we obtain η-values that are far below the theoretical value of 1/3
(approximately 0.1 for all of the three orientations). Considering anisotropy through
the Hill48 or the Barlat89 criteria, experimental values come much closer to 1/3;
the Barlat89 criterion, however, gives the best results for all θ; η is close to 1/3, and
further remains more or less constant up to fracture (the latter applies also to the von
Mises criterion), indicating that m = 8 is an appropriate choice.

0° 45° 90° 

Fmax Fmax Fmax

Fig. 2 Evolution of η with ε1 in uniaxial tension (θ = 0, 45°, 90°)
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Notched and Shear Specimens

The same was then performed for the N16 and SH15 specimens. η − ε1 plots are
shown inFig. 3. For theN16 specimens,wefind that, aswas the case forUT, the curves
for the von Mises and Barlat89 yield criteria are nearly horizontal (when neglecting
the low-strain region, where fluctuation is inevitable), while the Hill48 curve shows
some increase towards fracture.We arrive at approximately η = 0.2 (vonMises), 0.41
(Barlat89), and 0.65 (Hill48, around necking point). For the SH15 specimen, it is
found that high resolution is required for accurate strain evaluation; results for 100Hz
are therefore excluded here. While all curves approach an approximately constant
η-value, values vary significantly with the definition of σ (von Mises, 0.066; Hill48,
0.18; Barlat89, 0.28). It is to note that for near-pure shear conditions (β = −1), the
application of the Barlat89 model can become problematic for highm because of the
steep slope d η/dβ in the region around β = −1; consequently, small changes in β

will lead to high changes of η.

Summary and Concluding Remarks

In this study, we investigated how the choice of the yield criterion affects the value
of η, which is an important parameter in failure prediction. It was highlighted that
η becomes strongly yield criterion dependent for the highly anisotropic sheet metal
Zirlo. The η-value associated with a certain specimen shape is thus not universal,
and it, as well as the TFD, should be accompanied by the yield criterion. Further, the
η-curve should remain on a constant level up to fracture. This criterion was shown
to be met by the Barlat89 yield criterion, which further gives the best agreement
with the theoretical value for UT. The von Mises criterion clearly underestimates η

for UT and the Hill48 criterion tends to rise towards fracture. Of the yield criteria

N16 SH15

Fmax

Fmax

Fig. 3 Evolution of η with ε1 for N16 and SH15 specimens
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investigated here, the Barlat89 model is therefore recommended. With the specimen
shapes used in this study, the η = 0 region associatedwith theBarlat89 yield criterion,
however, could not be covered. Due to the high sensitivity in the β = −1 region,
the analysis of the shear region thus remains a challenge and a specimen geometry
that allows extremely accurate strain measurement will be necessary to measure the
failure strain in shear.
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A Numerical Study of Local Elastic Tool
Deformation in Sheet Metal Forming
Simulation

Mats Larsson and Daniel Wiklund

Abstract Dies in sheet metal forming simulation are commonly modeled as rigid,
although they are elastic. The influence of elastic response in the dies can be split
into two types, global and local deformation. Local deformation occurs where large
pressure in the tool prevails typically in the die radii. A numerical study on local
elastic tool deformation was performed. Three different blank materials and three
tool materials were used. The geometry was from the FTF 2015 conference, triangle
die. The blank was modeled with the same material model, and a simple failure
criterion as a reference marker was introduced. An important result from the study
was: The draw depth difference for the chosen evaluating condition between rigid
tools and elastic tools was in the region 5–12.5% deeper using elastic tools.

Keywords Sheet metal forming simulation · Elastic tools · Finite element analysis

Introduction

Sheet metal forming simulation is in many ways a mature tool for developing sheet
metal parts to be. Improvements have to be made. The common usage of rigid tool
surfaces is of course beneficial from several points of view, easy preprocessing, and
low computational time. The increasing use of high-strength materials makes the
assumption of rigid tools inadequate. Switching from rigid tools to elastic tool mate-
rial by the use of solid elements is addressed herein. With this transition, it follows
much more complex preprocessing and demands for additional computer resources.
The tool deformation is divided into two separate characteristics: (1) global stiff-
ness and (2) local deformation. Tool deformation based on global stiffness is spring
behaviour that requires a relatively coarse finite element mesh to correctly capture
tool deformation. A typical example are dies for a tailgate to a sedan automobile. The
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V-shape for such panels generates issues on how to design the dies that are designed
with a big enough cross section to prohibit the die yawns. Global stiffness type of
problems has been addressed successfully in [1–3]. The second charateristic, local
deformation, is typically found at die radii, and the higher the interface pressure, the
more tool deformation is expected [4]. To study local deformation behaviour using
elastic tools versus rigid ones, a slightly extended model was established based on
the benchmark example used at the FTF conference in 2015 [5]. The extension made
was that two dies were used with two different die radii 3 and 6mm, respectively. For
the computations, the commercial software LS-DYNAwas used. Attempts to reduce
the number of degrees of freedom as in [6] have not been made. Preprocessing issues
on the usage of hexahedrons versus tetrahedrons, mesh densities, and gradients to
receive a minimum number of elements in the elastic tools is intentionally left out
in this paper, though it is a very important issue for a successful implementation of
elastic tools in industry.

The Finite Element Model

Model Geometry

The blank is modeled with 168349 quadratic fully integrated shell elements, type 16
in LS-DYNA [7] with a typical element length of 0.65mm. The tools, punch, die, and
blankholder are modeled with fully integrated S/R solid elements [8] with a typical
element length of 0.75 mm in the interface surfaces between the blank and tool parts,
detailed data about the number of elements is given in Table 1. Figure 1 shows the
tool finite element model, the height for each individual part is 40 mm. The contact
definition used between the blank and the different tool parts is the Mortar contact
formulation. Columb friction was used and a simple failure criterion based on plastic
strain was used. This failure criterion should be interpreted as cut-off criterion, so
the different tool geometries and materials for the different blank materials can be

Table 1 Number of solid elements for the tools

Elastic Rigid Total

Punch 779820 21627 801447

Die R3 1057251 42263 1099514

Blankholder R3 988975 39559 1028534

Die R6 1058603 42263 1100866

Blankholder R6 921375 36855 958230

In total: tools R3 2929495

In total: tools R6 2860543
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Fig. 1 Punch, Blankholder,
and Die

compared. The definition of failure herein is the last state without any visible crack
in the blank. No mass scaling or adaptivity was used. Figure 2 shows the position in
the model where the section cut is made. The finite element mesh of the die in this
cut is shown in Fig. 3. The blankholder has exactly the same mesh as the die as it is
reflected from the die, only the die radius area is deleted from the blankholder. The
distance between the die and blankholder was kept constant.

Fig. 2 Punch, blankholder,
and die

Fig. 3 Snittet
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Blank and Tools Materialdata

Three different blank materials are studied a high-strength stainless steel, H800, an
isotropic medium-strength steel, HC260, and an aluminiummaterial, AC200V3. The
blank materials are modeled with the Barlat2000 material model. The stress–strain
curves and the anisotropic coefficients are shown in Fig. 4. The strain-hardening and
the yield stresses are very different between the blank materials used, the resulting
loadingon the tools is therefore expected to be significantly different.Apart from rigid
tools, the tool material is either steel or nodular iron. The only difference between the
elastic tool materials is the Youngs modulus; Esteel = 2 · Enodular iron. The question
is: Which impact has this on the tool deformation?

Results

Draw Depth at Failure

In Table 2 is shown the draw depth for the different blank materials with respect to
the die materials and the two different die radii. A significant increase in draw depth
is identified when comparing the models with rigid dies to realistic die materials,
though there is a larger draw depth difference for the die radius R6 than R3. This is
due to different draw-in behaviors and thinning/thickening distributions of the blank
material. To be able to draw further conclusions, there is a need to introduce virtual
spotting in the model. The results from the table are used to define the evaluation
states in the following.

Fig. 4 Stress–strain curves
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Table 2 Draw depth at failure (mm)

Die mtrl & Die radius AC200V3 Blank material
HC260

H800

Rigid & R3 31.3 17.0 21.2

Steel & R3 32.8 17.8 23.1

Nodular iron & R3 32.8 19.0 23.1

Rigid & R6 32.3 19.8 27.5

Steel & R6 33.8 21.0 29.5

Nodular iron & R6 34.8 21.9 31.0

Interface Pressure

The pressure distribution for the model with blank material H800 using tool material
nodular iron and die radius R3 is shown in Fig. 5. Two states are shown with 11
mm and 22 mm draw depths, respectively. The interface pressure acting on the die
radius is established at a high level early on in the process. The legend shows that
the pressure is well above 250 MPa in the die radius. Then, the conclusion is drawn
that the die deformation is significant throughout the whole stroke. The figure also
shows a pressure increase on the flat blank surface due to the local thickening when
the draw depth increases, generally because of the specific press process at hand and
virtual spotting should be utilized to optimize the process, this will be ad/dressed in
a forthcoming paper.

Local Tool Deformation

In Fig. 6, the z-displacement of one die configuration, nodular iron, and die radius R3
are shown together with the blank outline at state 0 and state “failure”, respectively.
The blank material was H800. The deformation is significantly more than 0.03 mm

Fig. 5 Pressure distribution cast-iron die
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Fig. 6 z-displacement
nodular iron die

with a maximum value of 0.039 mm. At the far end of the die, there is a substantial
deformation of the tool. This is due to the drawing and local thickening of the
blank, this results in a local large interface pressure. Local morphing of the die and
blankholder geometries based on the amount of local deformation will eliminate this
effect, virtual compensation of thickness increases, similar to common knowledge
when compensating for springback.

The local elastic deformation pattern of the die and blankholder depicted in Fig. 7,
blank material H800, shows that the local elastic deformation is not only a thin
layer phenomenon at the tool surface but it has a significant distribution in depth,
z-direction, also. The minimum to maximum values are from 0 to 0.032 mm in steps
of 0.002mm. For the nodular iron tool material, it is concluded that 30mmof the tool
thickness of 40mmhas a significant amount of local elastic deformation. For the steel
tool setup, the corresponding distance is 20 mm. The maximum elastic deformation
found in die radius is 40% of the maximum increase of the blank thickness for the
nodular iron tools and 25% for the steel tools. In Figs. 8 and 9, the minimum to
maximum values are from 0 to 0.012 mm in steps of 0.002 mm. The corresponding
tool readings for the blank material AC200V3were 20 mm for nodular iron tools and
10mm for steel tools and the percentage readingswere 17.5% and 8.5%, respectively.
Finally, for the blank material HC260, the readings were 30 mm and 20 mm and the
percentage figures were 27.5% and 15%, respectively (Table 3).

Table 3 Maximum resultant displacement in section cut (mm)

Die mtrl & Die radius AC200V3 Blank material
HC260

H800

Nodular iron & R6 0.018 0.018 0.057

Nodular iron & R3 0.016 0.015 0.038

Steel & R6 0.009 0.009 0.029

Steel & R3 0.008 0.008 0.021
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Fig. 7 H800, tool deformation, legend 0–0.032 mm

Fig. 8 AC200V3, tool deformation, legend 0–0.012 mm
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Fig. 9 HC260, tool deformation, legend 0–0.012 mm

These observations indicate a big influence on tool deformation when high-
strength materials are to be stamped. But also, much softer blank materials show
a significant amount of tool deformation. The results suggest that local tool defor-
mation has potential to improve the precision in sheet metal forming simulation.

Conclusion

It is concluded based on this numerical study that, to include elastic tools in sheet
metal forming simulation, one has to create models that account for the two differ-
ent modes of deformation, thus both the global stiffness and the local deformation
behaviour. The draw depth difference for the chosen evaluating condition between
rigid tools and elastic tools was in the region 5–12.5% deeper using elastic tools
(dependent on die radius and nodular iron or steel in the tools).

Discussion

In order to be able to implement a complete virtual tryout process where elastic
tools are used there is a need to account for both global stiffness (deformation)
and local deformation of the tools. An initial computer run will show where the
blank will increase its thickness locally, a thickness compensation method has to
be implemented. Such a procedure is analogous to how springback compensation
is performed, preprocessing morphing of the initial die surfaces should be made.
As the solid modeling of the tools, there is a need to be able to create such mod-
els automatically or at least with a minimum of manual work. A development of
preprocessors, so it is possible to generate solid meshes, only hexahedrons or tetra-
hedrons or a mix of them, so it is possible to define gradients with more degrees of
freedom to let the mesh grow in several directions simultaneously so meshes with a
minimum number of elements can be created. Here, the section cut was divided into
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30 subareas to create the mesh shown. Still, the models will become big therefore
demands for computer power will be larger than if rigid tools are used so methods
to reduce computer demands are welcomed. To fully utilize the use of elastic tools,
it is recommended to explore the possibilities that advanced variable friction models
have to offer.
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Analysis and Evaluation of the Clamping
Force on the Tool Surface During the
Blanking Process

Philipp Schumann , Daniel M. Martin , Christian Kubik ,
Timo Schneider, and Peter Groche

Abstract Blanking is one of the most important processes for manufacturing sheet
metal parts with complex geometry in high precision. Abrasive wear of the cutting
edge and adhesive wear of the lateral surface of the punch as a result of the high slid-
ing speed and local pressure have a decisive influence on the tool life. In addition to
the forces in the cutting phase, the clamping force by the punched sheet during punch
withdraw has a significant influence on the wear on the lateral surface. The FE sim-
ulation used in this work enables an estimation of the tribological stress collective in
all relevant process phases. The model is validated using experimental investigations
on a test tool with different punch wear conditions and cutting parameters. Detailed
parameter variations are then carried out to investigate the influences of different
process parameters on the load of the tool and the resulting geometry.

Keywords Blanking · Clamping force · Friction · Damage model

Introduction and Motivation

Initial Situation

Blanking is one of themost important industrial processes for separating defined com-
ponent geometries from sheet metal. The product quality of a component depends
mainly on the dimensional accuracy of the cutting line and the quality of the cut sur-
face. On the one hand, material properties such as yield strength and sheet thickness,
on the other hand, process parameters such as cutting-edge radius and clearance have
a significant influence on the quality of the cut surface. Tool wear changes some of
these process parameters [1]. Damage to the punch is caused by high contact normal
stresses, relative movement (sliding), and friction between the contacting tool sur-
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faces [2]. The wear is reflected in the component quality by an increase in the cutting
burr, which is an important quality feature [2, 3].

FE analysis (FEA) is commonly used to improve the cutting process in terms
of product quality and tool life. Most of the simulation models are based on two-
dimensional models due to the axial symmetry of the cutting tools [4–6]. Myint et
al. implemented an FEA using the Cockroft–Latham and Oyane damage criteria. It
can be shown that the product quality depends significantly on the cutting clearance,
the cutting edge, and die radius [7, 8]. Dalloz et al. used an anisotropic Gurson–
Tvergaard–Needleman (GTN) model to simulate the shear cutting process on a dual-
phase steel. This gave them a good prediction of the general level of punch force in the
cutting phase [9]. Using a similar approach, Gutknecht et al. were able to accurately
predict the punch force. The cutting geometries obtained are in satisfactory agreement
with the experimental investigations [10].

A robust and low-wear blanking process is the focus of research to increase the
tool life and to make the process more economically efficient [11]. The focus is
mainly on the consideration of the cutting phase and changes in the cutting force [12–
15]. Nevertheless, combinations of certain process parameters lead to a pronounced
withdraw phase [16]. To evaluate the material selection for the punch, Baer et al.
investigated the loads in the withdraw phase during fine blanking employing a FEA.
For this purpose, the acting clamp force of the sheet metal on the punch is determined
numerically and experimentally. The model achieves a satisfactory agreement [17].

Objective

A high withdraw force can be identified as an additional tribological load and indi-
cates high contact normal stresses. To assess the effects that occur, a reliable predic-
tion and analysis of the physical phenomena in all phases of the cutting process is of
technological relevance. Quantities that are difficult to quantify by measurements,
such as the load of the sheet metal on the surface, can be determined by a numerical
simulation.

In order to evaluate the withdraw phase a FEMwas set up using a combination of
theCockroft–LathamandLemaitre damagemodel. In thiswork, physical phenomena
that occur and their effects on tribology in the withdraw phase are examined. These
effects are considered for an accurate prediction of the experimental results in the
withdraw of the shear cutting process based on an FE model.

Experimental Setup

In order to validate the simulation in this study, force signals during the blanking
process are measured considering varying parameters of tool, process, and semi-
finished product.
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Table 1 Mechanical properties of the material used in this study

Material Tensile strength
in MPa

Elongation at
break in %

Sheet thickness
in mm

Carbon
in vol.%

1.0347 (DC01) 299.8 ± 2.9 34.7 ± 1.3 2 ± 0.02 0.1

Thereby, all experiments were conducted on a high-speed press from Bruderer
AG (BSTA 810). The machine parameters for the experiments were set to a stroke
distance of 51mm and stroke speed of 100–500 strokes per minute (spm). A cylin-
drical punch with a diameter of 6 mm which immerses 4.4 mm into the die was
chosen. The material used for the investigations in this study was a cold-rolled steel
(1.0347). As no additional lubrication was used only the lubricant remaining after
the manufacturing of the sheet metal strip is available for the blanking operation.
According to technical conditions of supply in the automotive industry, an aver-
age lubrication quantity of 1 ± 0.25 g ·mm−2 is assumed. Table1 summarizes the
mechanical properties of the cold-rolled steel.

As shown in Fig. 1a, the force signals are measured with an uniaxial piezo-
electrical force washer (Kistler 9054A) integrated to the upper part of the tool.
The signal is digitized with an analog acquisition module (National Instruments
9201 ± 10V) using a sampling frequency of 20 kHz. The measured force curve is
characterized by three phases as shown in Fig. 1b. During the punch phase (I), the
tool hits the sheet and starts to elastically deform the material. Thereby, the mate-
rial behavior changes from a linear-elastic phase to a plastic deformation until the
stresses in the forming zone exceed themaximum shear strength. At this point, shear-
ing stresses exceed the shear fracture limit and the material begins to break abruptly
releasing the stored elastic energy to the system. During the push phase (II), the
blanked workpiece is pushed out of the die and the punch passes through the bottom
dead center. Finally, in the withdraw phase, the punch is pulled out of the die leading
to withdrawal forces which result from a clamping between sheet and punch.

Since the characteristic of the force signal is determined by a variety of parame-
ters this study considers clearance, cutting radii, stroke speed, and sheet thickness as

upper tool part

force washer
Kistler 9051A

punch

die

punch penetration (mm)

fo
rc

e 
(k

N
)

(a) (b)

Fig. 1 a Sensorial equipped blanking tool for measuring force signals; b shear cutting phases with
corresponding force–displacement curve [16]
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Table 2 Parameters of the blanking process varied during the experiments

Parameter Edge radii
in mm

Stroke speed
in spm

Sheet thickness
in mm

Clearance
in μm

Variation 0, 0.1, 0.3, 0.5 100, 300, 500 1.7, 1.8, 1.9, 2.0 75, 150, 300

influencing parameters. These are set by specific adjustments to the tool, the semi-
finished products, and the press listed in Table 2. While the tool-sided variations
(clearance and cutting-edge radii) are caused by wear [18, 19] material-sided varia-
tions (sheet thickness) are related to the manufacturing process of the semi-finished
product [20].

FEMModel

For the numerical estimation of the tribological loads on the tool considering varying
process parameters, an FEM model is built using Simufact Forming version 16.
The FEM model represents the blanking operation from sheet metal strip with a
width of 20mm for the tool shown in Fig. 1a. The model is used to vary the process
parameters from Table 2 in order to determine their influences on the process forces
and the resulting product geometry. The validation of the FEM model is based on
the reference tool configuration described by a clearance of 15μm, a sharp cutting-
edge radii (0.0mm), a stroke rate of 300 spm, and a sheet thickness of 2mm. Special
attention is paid to the discretization and the choice of the damage model.

Modeling Approaches

The process is divided into the two process phases, punch and withdraw phases,
which are calculated in two separate simulations, with the calculated results at the
end of the punching phase being used as starting conditions for the simulation of the
withdraw phase.

Geometrical Model

The geometry of the model is based on the tool shown in Fig. 1a. The die tool
components that come into contact with the workpiece during the punching process
(die and punch) are modeled deformable. These are extended via rigid connections
to the press (punch link and die base) in order to specify the boundary conditions
and to be able to output the punch force. Above the sheet metal there is a stationary
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stripper
punch link
punch
sheet
die
die base

sheet: Advancing Front Quad 
(min. 0,01 mm; max. 0.16 mm)

deformable
tools

rigid 
stripperridig connec ons

parts

die: Quadtree Mesh
(min. 0,01 mm; max. 0.64 mm)

punch: Quadtree Mesh
(min. 0,01 mm; max. 0.32 mm)

Fig. 2 Setup of the simulation model

stripper, which is modeled rigidly and serves to strip the sheet metal moving upwards
with the punch. The simulation is performed in 2D as a comparison with a 3D model
in preliminary investigations showed only small deviations. Due to the rotational
symmetry of the tool geometry, a 2D approach as used by many other authors [10,
21, 22] is permissible (Fig. 2).

Material Model

To model the plastic and fracture behavior, a material characterization is carried out
using tensile tests with flat tensile specimens. Plastic strains up to 0.3 are achieved in
the tensile tests. For higher plastic deformation, the flow stress is extrapolated using
the Ludwik equation. In the tensile tests carried out, strain rates of only 0.11/s can
be realized. However, much higher strain rates occur during the stamping process.
To take the strain rate-dependent material behavior into account, the flow curves for
higher strain rates up to 10001/s are therefore extrapolated from the flow curves
determined at two different strain rates according to a power function f (x) = a · xb,
with a = 8719.2 and b = 0.0254. The influence of temperature on the plastic behav-
ior of the material is neglected in this work. The yield curves used in the simulation
for the material DC01 with a sheet thickness of 2mm and the used coefficients for
the extrapolation are shown in Fig. 3.

The material damage is described using the Lemaitre damage model, with the
material parameters required being determined from the tensile test data. To increase
the accuracy of the damage prediction, the tensile test is simulated for different
material thicknesses using the Lemaitre model in an FEM simulation and the values
of damage resistance S are validated according to the timewhen fracture occurs in the
real tests. Since the Lemaitre damage model implemented in the simulation software
does not allow element removal, simulations of the shear cutting process with sheet
thicknesses of 1.8 , 1.9 , and 2.0mm are carried out in preliminary investigations
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Fig. 3 Flow curves for
DC01 of sheet thickness
2mm (measured curves
displayed with solid lines,
dashed lines symbolize
extrapolated curves)

Table 3 Critical damage values for Cockroft–Lathammodel for DC01with varying sheet thickness
and cutting clearance

Sheet thickness Clearance

75µm 150µm 300µm

1.8mm – 1.7 –

1.9mm – 1.8 –

2.0mm 2.2 2.0 1.8

using both the Lemaitre model and the Cockroft–Latham model. By matching the
Lemaitre relative damage parameter, the used critical damage parameters dcrit of the
Cockroft–Latham model are successively adjusted so that the fracture times in each
of the two models match. Since the critical damage parameter must be adjusted for
each variation of material, thickness, and cutting clearance [7], the values listed in
Table3 are used in the further simulations.

Process Kinematics and Contact Definition

In order to calculate the occurring strain rates correctly, the punch movement near
the bottom dead centre is modeled based on the piston formula (Fig. 4). Depending
on the simulated case, the punch speed over time given as a boundary condition at
the punch link is adapted according to the stroke rate. The punch speed is specified
in tabular form.

A node-to-segment contact condition is used for contact formulation, the use
of which also allows for element separation between punch and sheet during an
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Fig. 4 Stroke path and
velocity of the punch
(vertical line = start of
simulation; dotted line =
impingement on sheet
surface)

increment. The contact tolerance is set to zero with a bias factor of 0.05 between
punch and sheet and 0 between all other bodies.

To take into account the friction between components moving relative to each
other, the Coulomb friction model with a constant friction coefficient μ is used. In
the model optimized for the stamping process, μ is set to 0.15. The stiffness of the
tool is taken into account by Young’s modulus of the tools in the model.

Numerical Discretization

The time discretization is done with an adaptive step size adjustment, which spec-
ifies the step size depending on the element distortion to ensure the stability of the
simulation. The maximum number of steps is 20.000.

Adaptive remeshing based on element strain is used to adapt the computational
grid to the present deformation.When selecting an adequate criterion for the remesh-
ing, the following requirements have to be taken into account, which are partly in
conflict with each other: the most accurate representation of the cutting force mag-
nitude, the smallest possible fluctuations in the force curve due to the remeshing, the
representation of the fracture time point as well as the minimization of the required
calculation time. An element strain of 0.2 is identified as the optimum value for the
remeshing criterion.

Quadtree mesh generation is chosen for the spatial discretization of punch and
die. Elements with an edge length of 0.64mm are used to mesh the die. When
meshing the punch, it must be taken into account that the mesh must be fine enough
to predict the clamping forces with sufficient accuracy, but the mesh must not be too
fine, otherwise detachment between the sheet and the punch will occur, which is not
physically reasonable. A very fine mesh with an edge length similar to that of the
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Fig. 5 Results for the
maximum punch force with
different spatial resolution

Table 4 Result of the grid convergence study for the maximum punch force using Richardson
extrapolation

hmin
in mm

0.005 0.01 0.02

φ in kN 10.815 10.81 10.722

eext in % 0.0028 0.0490 0.8627

sheet will result in detachment. This is prevented if the mesh for the punch has at
least four times the element edge length of the mesh in the sheet. For this purpose, an
element edge length of 0.32mm is used for the punch in zones far from the critical
areas (cutting edge and shell surface).

Advancing front quadrilateral meshing is used for the meshing of the sheet, since
it allows changes in element sizes during remeshing, thus ensuring greater stability
of the simulation in the presence of large deformations and, in particular, fracture. In
areas away from the forming zone, an edge length of 0.16mm is used for the sheet.

In the area of the cutting edge for both die and punch as well as the forming
zone in the sheet, a local mesh refinement with a minimum element edge length of
hmin = 0.01mm is applied. This was selected using a grid convergence study. The
computational uncertainty due to the spatial discretization was quantified by com-
paring several simulations of different mesh without varying other settings. Figure5
shows the results for the maximum punch force during the punching process for dif-
ferent element sizes (plotted against theminimum element edge length in themodel).
Convergence of the results towards a finite value can be seen. Using Richardson
extrapolation following [23], the relative deviation eext from the extrapolated solu-
tion expected on an infinitely fine mesh was calculated from the results of the three
finest meshes. These are shown in Table4. The resulting computational grid is shown
in Fig. 2.
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Model Validation

The simulation results are comparedwith experimental data to evaluate the prediction
quality and to further optimize the simulation model. The punch force curves during
the punch phase and the withdraw phase as well as the geometry of the cutting edge
of the punched slugs are used for this purpose.

Figure6 shows the comparison of the punch forces between simulation and exper-
iment. During the punch phase, both the magnitudes of the maximum force and the
qualitative course agree comparatively well. In particular, the time of the fracture,
recognizable by the rapid decrease of the force, shows a high agreement. An exami-
nation of the force curves in the withdraw phase shows that, with the same settings as
during the punch phase (μ = 0.15), there are significant differences in the magnitude
of the withdraw force. By reducing the coefficient of friction to μ = 0.07 with oth-
erwise the same settings, significantly better agreement can be achieved. A possible
physical explanation for this process-phase-dependent change in the coefficient of
friction is discussed in Sect. “Results and Discussion”.

As can be seen in Fig. 7, the contour of the cut edge from the simulations for
different edge radii and clearances agrees very well with microscope images of the

Fig. 6 Comparison of the force curves during punch phase (a) and withdraw phase (b) between
simulation and experiment
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Fig. 7 Comparison of the slug geometries between simulation and experiment
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slug cross sections. On closer inspection, it can be observed that the edge indentation
shows slight deviations between experiment and simulation for the lower cutting
clearance. In cases with a high cutting-edge radius, where there is a lot of burr
formation, deviations in the shape of the fracture surface and the burr height can
also be seen. These are mainly attributed to the challenging modeling of the part
contact between punch and sheet. The shape of the ridge in the simulation model is
significantly dependent on the location of crack initiation and thus the location of
the locally highest stresses. Therefore, for a precise prediction of the burr formation,
an accurate determination of the acting contact normal stresses is important.

Results and Discussion

Punch Force Under Various Conditions

Figure8 shows the maximum punch forces in the cutting phase for varying process
parameters in simulation and experiment. In Fig. 8a, it can be seen that the deviation
between the experimental data and the numerical simulation increaseswith increasing
punch edge radius. For a punch with a sharp cutting edge, the deviation for the three
investigated clearances averages 0.53% and is thus very low. For a punch with
an edge radius of 0.5mm, the average deviation for the clearance values shown
rises to 5.6%. The largest difference can be found with 6.43% for a clearance of
150μm and a punch edge radius of 0.5mm. A distinct influence of the clearance
on the maximum punch force could not be observed. A possible explanation for the
deviations is inaccuracy in modelling friction at the edge radii in connection with the
discretization used. However, overall, the simulation reproduces the experimentally

(a) (b)

edge radius 0.0 mm 0.5 mm 0.0 mm 0.0 mm 0.5 mm

clearance 75 µm 150 µm 300 µm

+6.36 %
+0.42 % -0.70 %

+4.84 %
-0.50 % +0.66 %

-1.64 %
-0.50 %

experiment simulation

Fig. 8 Comparison of the maximum punch forces of simulation and experiment in the cutting
phase for a variation of a cutting edge and edge radii and b stroke rate
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varied process variables appropriately. Both the considered stroke rate, clearance,
and edge radii can be mapped with a maximum deviation of 6%.

The results shown in Fig. 8b were produced with a clearance of 150μm, and a
punch edge radius of 0mm under variation of the stroke rate. Themaximumdeviation
of the simulation from the experimentally recorded data is 1.63% for a stroke rate
can be found 500 spm. The assumptions of the simulation are thus in good agreement
with the experimental data. The larger deviation at a stroke rate of 500 spm can be
explained by the approximation for high strain rates explained in Sect. “Modeling
Approaches” and an increasing temperature influence, which is not considered in the
model presented in this paper.

Clamping Force

Due to the adjustments described in Sect. “Model Validation”, a high agreement of
the simulation with the reference test could be achieved for a clearance of 150μm
and an edge radius of 0mm. Figure9 shows the comparison of the maximum force
magnitude in the withdraw phase for simulation and experiment of the additionally
investigated clearances at a stroke rate of 300 spm. As explained in the model setup,
only a small deviation for a cutting gap of 150μm is achieved by adjusting the friction
coefficient in the withdraw phase. For a clearance of 300μm, the deviation increases
and the simulation overestimates the experimentally measured force in the withdraw
phase. For a punch edge radius of 0mm, the model deviates by −21.26%, for the
punch edge radius of 0.5mm the deviation further decreases to −77.12%, while the
total values for a clearance of 150μm are relatively low. On the other hand, for the
smaller cutting clearance of 75μm, the deviation of the simulation for the punch
edge radius of 0mm is −98.11% and for the punch edge radius of 0.5mm 78.95%.
For small clearances, the maximum withdraw force in the withdraw phase is thus
significantly underestimated by the simulation.

Figure9 has clearly shown the large deviations for a clearance of 75μm. In Fig.
10a, a good fitting of the maxima of simulation and experiment was achieved by an
additional increase of the friction coefficient for narrow clearances. However, the
plateau after reaching the peak is significantly higher than that observed experimen-
tally. With the lower friction coefficient, on the other hand, a good agreement with
the experimental data is achieved for the plateau of the withdraw phase, but it no
longer achieves the peak described above as with the significantly higher friction
coefficient. In order to be able to reproduce this behavior, a time-dependent fric-
tion coefficient was introduced, which decreases after reaching the extremum. As
known from literature and shown simulatively in Fig. 7, the smooth cut portion for
a narrow clearance is significantly larger in terms of area. The surface topography
is the same in both cases, only their proportions differ. According to Archard, this
means that the statistical number of micro-contacts in contact with the surface of
the punch increases linearly [24]. Accordingly, a larger amount of mechanical work
is required to smooth out these roughness peaks. The necessary punch force in the
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edge radius 0.0 mm 0.5 mm 0.0 mm 0.0 mm 0.5 mm

clearance 75 µm 150 µm 300 µm

-78.95 %-98.11 %

+21.26 %

+77.26 %

+1.20 %

experiment

simulation

Fig. 9 Comparison of the maximum punch forces of simulation and experiment in the withdraw
phase for a variation of cutting edge and edge radii

Fig. 10 a Influence of various friction coefficients on a small clearance, b time-dependent friction
coefficient

withdraw phase for narrow clearances is therefore larger. The observed effect and the
adjustments made are plausible. The curve obtained in this way is shown in Fig. 10b
and is in very good agreement with the experimental data.

Influence of Lubricant

In order tomap the behaviour during thewithdrawphase adequately in the simulation,
significant adjustments in themodeling of the friction behaviour were necessary. Due
to the material separation in blanking, dynamically changing conditions occur in all
phases of the process. From a tribological point of view, valuable observations for
blanking could be made in the present work. These phenomena are discussed below.
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It could generally be shown that a high congruence to the experimental data is
achieved by reducing the friction coefficient in the simulation model of the withdraw
phase, see Fig. 6. The reason for this assumption is a change in the tribological load
collective in the withdraw phase, due to a change in the lubrication condition and/or
smoothing of the workpiece surface contacting the punch. In order to be able to
prove this hypothesis experimentally, the factor of lubrication was also investigated
in a further series of tests. For this purpose, a defined length of sheet metal strip
was degreased. On the one hand, a complete degreasing as well as degreasing of the
upper side of the sheet metal was considered and compared with the conventional
lubrication of the delivery condition. The cutting tool was also completely degreased
at the beginning of both complete and upper side degreasing test series. A total of 100
strokes were evaluated for each of these three considerations, with approximately a
sheet metal strip length corresponding to 50 strokes being degreased. The results of
this investigation are shown in Fig. 11, where the maximum of the respective force
magnitude in the cutting and withdraw phase is plotted over the examined number
of strokes.

Figure11a clearly shows that the punch force measured in the cutting phase for
the fully and partially degreased sheet section is significantly above the reference
state. This corresponds to the expectations. For the fully degreased sheet section, it
can be seen that after the 50 non-lubricated strokes the punch force decreases. After
approximately 75 strokes, the reference state is reached again. The initial stroke
is approximately at the same level in the fully and partially degreased state, but
the entire force level is below the fully degreased course and then approaches the
reference state with a flatter course. This observation shows that adhesion carries
lubricant from the underside of the sheet through the punch and thus influences the
tribological system under consideration.

Looking at the punch forces in the withdraw phase shown in Fig. 11b, the influ-
ence of the lubricant becomes noticeable through a clearly faster response behaviour
compared to the cutting phase. In the case of the sheet metal strip degreased on one

Fig. 11 Maximum punch force per stroke under different lubrication conditions for a the cutting
phase and b the withdraw phase
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side, the force curve approaches that of the reference within a few strokes, while the
completely degreased sheet metal section only approaches the reference after about
75 strokes. A similar behaviour as could already be observed in the cutting phase.
This comparison is an indicator of the considerable more sensitive influence of the
lubricant in the withdraw phase. The previously discussed assumptions made in the
simulation regarding the reduced friction coefficient can thus be confirmed.

Conclusion and Outlook

A fully coupled elasto-plastic 2D plane strain process that combines the Cockroft–
Latham and Lemaitre damage model is applied to blanking. Complementary experi-
ments of the process are conducted to validate themodel. The influence of lubrication
is taken into account. The findings of this work can be summarized as follows:

• The cutting phase can be modelled by the implemented material and damage
model for a wide range of process parameters with a maximum deviation from the
experimental data of 6%.

• A reduction of the friction coefficient is necessary for an adequate agreement of
the force–time curve in the withdraw phase.

• The increase of the clamping force for narrow clearances in thewithdraw phase can
only be corrected by further adjustments of the friction coefficient. Phenomenolog-
ically, this is attributed to additional frictional contacts due to an increased smooth
cut component. The basis is the statistical friction model according to Archard.
Experimental studies on this in blanking are necessary.

• A time-dependent behaviour of the roughness coefficient in the withdraw phase
could be proven. Explanations are a smoothing of roughness peaks and lubricant
influence.

• Experimental studies on lubricant behaviour show a significantly more sensitive
influence of the lubricant in the withdraw phase than in the cutting phase.

With the presented work, an important step has been taken towards mapping all
phases of the blanking process, but further investigations are required. For a further
development of the model, a temperature influence as well as an expansion of the
material model for higher strain rates must be considered. In addition, the lubrication
condition as well as a possible smoothing behaviour during the withdraw phase due
to the sliding of the punch along the cutting edge must be investigated.
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Evaluating Lubricants for Warm
Forming of Aluminum 6xxx Alloys

Tom Feister, Laura Zoller, Mehdi Shafiei, Paul Bosler, and Hyunok Kim

Abstract The success of the warm forming of aluminum alloys without defects is
significantly influenced by a preferred forming temperature range as well as reducing
die friction during the forming of the pre-heated aluminum blanks. This paper intro-
duces cup draw testing at different elevated temperatures (200, 240, and 280 °C)
with two high-strength 6xxx aluminum alloys and two commercially available lubri-
cants. Finite element simulations were conducted to effectively determine the testing
conditions (i.e., temperatures, blank holder force, and the maximum drawing depth),
and determine the coefficient of friction inversely by comparing with experiments.
One of the tested lubricants showed superior performance regardless of elevated
temperatures compared to the other lubricants.

Keywords Warm forming · High-strength aluminum alloys · Cup draw testing ·
Lubricant · Finite element method · Simulation

Introduction

Lightweighting initiatives are leading to the use of more high-strength aluminum
alloys (AA 6xxx–7xxx) in automotive parts. Part complexity often requires warm
or hot forming to manufacture parts without defects. Selecting the proper forming
temperature and lubricant are key parameters for maximizing formability, decreasing
galling, and reducing the overall cost to produce a part.
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Objective

The objective of this study was to evaluate the performance of two lubricants while
forming high-strength aluminum alloys at temperatures between 200 and 280 °C.
Two lubricants were evaluated to compare the performance as a function of material,
temperature, and blank holding force.

Approach

Two aluminum alloys from Novelis were selected for this work. The selected alloys
were 2.0-mm-thick Novelis Advanz™ 6HS-s615 and Novelis Advanz™ 6HS-s650.
The 6HS-s15 is amore ductile material with a wide variety of part applications, while
the 6HS-s650 is a high-strength alloy typically used for structural parts where high
crash energy adsorption is required.

PAM-STAMP FEA software was used to predict the forming depth and required
blank holding force of the cup drawing process. A shell element mesh with 1-mm
uniform element size was used (Fig. 1). Figure 2 shows the tooling setup in PAM-
STAMP. Material data for an aluminum alloy with similar chemistry to 6HS-s615
was available from a previous project. The temperature-based hardening curves and
forming limits are shown in Fig. 3. Warm material properties for 6HS-s650 were
not available. The hardening curves from the 6HS-s615 material were offset upward
41 MPa to account for the increased strength.

Fig. 1 FEA mesh
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Fig. 2 FEA tooling setup

Fig. 3 6HS-s615 material data

Equation 1 was used to determine the minimum blank holding force (BHF)
required to prevent wrinkling for both materials at temperatures of 200 and 275 °C.
The required force range was determined to be between 3.5 and 5.6 kN. A constant
5-kNBHFwas used to determine the maximum forming depth. Simulation predicted
that the cups could be fully drawn (~45-mm stroke depth) without necking failure
(Fig. 4).

Fig. 4 200 °C forming temperature (left) and 275 °C forming temperature (right) full stroke results
at 5-kN BHF
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pb = 10−3c

[
(DR− 1)3 + 0.005d0

t0

]
Su (1)

where pb = Blank holder pressure, c = Empirical factor; ranges from 2 to 3, DR
= Drawing ratio, d0/dp, dp = Punch diameter, d0 = Blank diameter, t0 = Sheet
thickness, and Su = Ultimate tensile strength.

Erichsen Universal Sheet Metal Testing machine was used to trim fifty 100-
mm diameter round samples of each material. Two warm forming lubricants were
supplied by Fuchs. The lubricants were applied with a sponge according to Table 1.
Thermocouple testing was performed to determine the furnace set temperature.

Warm forming testing involves heating the blank holder and die to the target
temperature, inserting the blank sample, and then transferring the warm tooling to
the ErichsenUniversal SheetMetal Testingmachine. Two k-type thermocouplewires
were welded to a sample and inserted into the die/blank holder assembly (Fig. 5). A
data recorder was used to track the temperature of the sample as the tools were heated
from room temperature. Three furnace set temperatures (360, 400, and 410 °C) were
used to determine the heating time required to reach the warm forming temperatures
and the rate of temperature loss once the heating element is removed and the tools are
transferred. Based on this testing, the target furnace set temperature was determined

Table 1 Selected lubricant details

Lubricant name Forming condition Description

RENOFORM 1102 ALWF Warm forming Water-based dry film lubricant, applied with
sponge, ~ 0.5 g/m2

RENOFORM 2502 ALWF Warm Forming Water-based dry film lubricant, applied with
sponge, ~ 0.5 g/m2

Fig. 5 Erichsen tooling furnace and sample with welded thermocouples
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Table 2 Set furnace
temperatures for blank
temperature (forming
temperature)

Furnace temperature (°C) Blank temperature (°C)

250 200

310 240

350 280

for each forming temperature (Table 2). The temperature loss after removing the
heating element was less than 5 °C after 60 s for each of the thermocouple tests.
A hand-held thermocouple thermometer was used to measure the tool and sample
temperature during testing. The tooling was transferred when the sample reached the
target temperature.

Each material was formed at three temperatures (200, 240, and 280 °C) and was
tested with multiple blank holding forces and three replicates for each condition.
The BHFs for 200 °C forming temperature were determined to be 100 and 200 kN,
240 °C were 50 and 100 kN, and 280 °C were 25 and 50 kN. The forming speed was
set at the maximum speed the Erichsen can produce 13.5 mm/s. And the forming
depth was set to 30 mm to maintain a flange that could be measured (Fig. 6).

The relative formability and quality of lubrication were determined by measuring
the punch force and circumference of the formed samples. Improved lubrication
performance was indicated with smaller flange circumferences and lower drawing
forces.

Fig. 6 30-mm deep cup
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Results

The flange perimeter was measured, averaged, and tabulated in Figs. 7, 8, and 9
for forming temperatures of 200 °C, 240 °C, and 280 °C, respectively. A smaller
circumference for a given BHF and forming depth means that the lubrication is more
effective, and the material is being stretched less.

The maximum drawing forming force was measured at a stroke of 20 mm as a
function of material, blank holding force, and lubrication. Figures 10, 11, and 12
show the maximum drawing force of 200 °C, 240 °C, and 280 °C, respectively. In
most cases, the Renoform 2502 ALWF has a lower load than the Renoform 1102
ALWF lubricant.

Fig. 7 200 °C flange perimeter results

Fig. 8 240 °C flange perimeter results

Fig. 9 280 °C flange perimeter results
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Fig. 10 200 °C drawing force at 20 mm depth results

Fig. 11 240 °C drawing force at 20 mm depth results

Fig. 12 280 °C drawing force at 20 mm depth results

Conclusions

The measured flange perimeter shows that the Renoform 1102 ALWF lubricant
outperforms the Renoform 2502 ALWF for all three temperatures and for each BHF.
Renoform 1102 ALWF consistently gave a smaller circumference at a given stroke,
temperature, and BHF. This means that the length of line across the cross section is
smaller and the material has accumulated less strain.
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The maximum forming load measurement should validate the circumference
measurement conclusion. The lubricant has the lowest maximum load at a given
stroke and BHF gave a better performance. A better-performing lubricant will
decrease the friction coefficient, the resistance of sliding motion, and the required
punch force. Also, the better lubricant will have less strain hardening which will also
show up as a lower load. The maximum forming load results are not as consistent
as the circumference measurements. The inconstancy of this method is shown in the
240°C data in Fig. 11. The lubricant with the lowest forming load changes based on
material and BHF.

The more consistent output of circumference is believed to be a more accurate
factor for determining lubricant performance. The mechanism behind the maximum
load inconsistency is not known. It is possible that the small difference in load
between the two lubricants (less than 5 kN) is below the resolution that is expected
for a load cell that can measure loads up to and above 600 kN.
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Implementation of Real Contact Areas
Into Sheet Metal Forming Simulations
Using Digital Spotting Images

P. Essig, M. Liewald, C. Bolay, and J. Hol

Abstract Increasing demands on quality of outer car panels and shortened product
development processes fundamentally challenge automotive manufacturers. Devel-
opment times are significantly influenced by the manufacturing process of dies,
which are introduced by the time-consuming manual grinding operations carried
out during die try-out. Blue color paste is often used to visualize contact areas
between die surfaces and blank to provide a spotting image. The spotting image
can be used to evaluate and optimize the pressure distribution. A homogeneous
pressure distribution positively influences the forming process in terms of flange
draw-in and surface quality. This paper presents an approach for implementing real
contact areas into forming simulations based on digital spotting images of active
surfaces. Spotting images were produced for different drawing depths and subse-
quently extracted by image processing. The simulation model presented in this study
includes different spotting levels in conjunction with the TriboForm friction model
to describe tribological conditions during forming more accurately.

Keywords Digitalization · Forming simulation · Spotting image · Data feedback
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Introduction

Car design departments and part development departments create CAD models for
all sheet metal parts. The part geometry is the kick-off for the manufacturing process
in an early car development stage. The process plan defines the specifications of the
different operations such as forming, cutting, and flanging and is crucial for a robust
and feasible final part. Figure 1a depicts the drawing operation of a hood part. The
addendum extends the hood by a wall, bearing zone, and draw beads (Fig. 1b).

Corresponding to the complexity of the part, material flow is controlled in the
process by means of bearing areas and draw beads in the binder region. An inho-
mogenous pressure distribution in bearing areas can lead to uneven draw-in of the
blank and surface defects due to high pressure areas. It is therefore important to
assure a homogeneous pressure distribution in bearing areas to control tribological
conditions and material flow during the forming operation.

To improve the pressure distribution in bearing areas the contact areas are manu-
ally finished after machining and assembling of the casted tools. The first parts are
subsequently pressed on try-out presses similar to the production line. Blue color
paste is often applied to both sides of the flat sheet or formed part to evaluate real
contact areas between the sheet and the tool. After closing the tool, the color transfers
from the sheet to the tool surfaces, which is called a spotting image. An ideal spotting
image has contact between the upper and lower die at the same time. This method
considers the applied forces, the stiffnesses, and the actual surface conditions. Due to
straining of the sheet during the forming process, i.e., due to thinning and thickening
of the sheet, the initial contact areas can change. Using (ideal) simulation results
combined with spotting images help toolmakers to manually improve the contact
areas by grinding. Nowadays, the grinded surfaces under applied forces cannot be
measured with state-of-the-art systems. However, a novel optical measuring concept
is able to capture the real spotting image at a specific drawing state of the forming
process [1]. The digital spotting image enables the quantification of the active contact
areas which can be used for further optimizing the tools.

Fig. 1 a Drawing geometry; b cross-section A-A of the addendum
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Tribological conditions during forming process determine the material flow and,
therefore, the parts dimensional accuracy and surface quality. Tribological condi-
tions depend on pressure distribution, forming velocity, interface temperature, plastic
strain, type/amount of lubrication, and the surface topography of both the sheet
and the tooling. The improved simulation accuracy by using the TriboForm friction
model, accounting for all of these dependencies, has been demonstrated in earlier
work of the authors for a body side panel in [2], a door-outer in [3] and a fender in
[4]. Combining the TriboForm friction model with an improved description of the
pressure distribution in bearing areas will further increase the simulation accuracy,
and therefore the prediction capabilities of forming simulations of complex car body
parts [5, 6].

Within this paper, a novel method is presented making use of the digital spotting
images to accurately describe the bearing areas. This approach closes the process
chain with digital feedback from tool try-out to forming simulations to improve
forming simulation accuracy. Within the following sections, the part geometry and
major objectives are described, followed by the definition of the novel forming simu-
lation approach. The paper concludes with a discussion of the results and outlook
for further research.

Validation Rectangle Part

Specifications of the investigated part will be discussed in this section. In addition
to the design and material properties of the cup, the digitization process of spotting
images in the press is presented as well.

Rectangle Cup

A suitable tool geometry was designed to validate the new simulation approach.
Different bead geometries have been defined within this tool geometry, based on the
material thickening in corner areas and the tribological change due to variation of the
pressure distribution. Figure 2 shows the tool geometry and final part with specific
bead geometries. On the long side of the rectangle, a lock bead with a bead radius of
2.5 mm and a height of 5 mm is designed. Compared to the lock bead, the round bead
has a bead radius of 6.5mm and a height of 5mm. Both bead geometries are specified
with the same groove radius on the binder of 8 mm. The active contact surfaces were
increased by 0.1 mm, compared to the corner areas, to allow material thickening.
Furthermore, clearance behind the bead area of 0.1 mm is defined to prevent tool
contact. The lock beads introduce a targeted thinning of the material, which in turn
leads to thickening of the sheet in the corner areas. Ensuring the transformability of
investigation results, the designed tool geometry reproduces series like die design.
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Fig. 2 a Binder geometry with draw beads; b final rectangle cup

Material Properties

Equal to the previous research work by the authors in [1–3], the presented work is
focusing on AL6-OUT aluminum blanks [7] with a thickness of one millimeter from
the material supplier Constellium.

The binder and the upper die are manufactured from cast iron to represent series
tools for outer body parts. The used cast iron material is EN-JS 2070. After manu-
facturing, the tools were manually grinded and finished by the toolmaker equal to
the finishing treatment of tools in the try-out process. Due to the grinding process
the tools have a specific surface roughnesses. Surface measurements were carried
out on the tools and used as input for the TriboForm friction model. Figure 3 shows
a top view of the measured surface textures of the blank holder and upper die.

Fig. 3 a Surface properties of the binder with Sa 0.4; b upper die with Sa 0.6
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Table 1 Investigated operating conditions with specific forming parameters

Test Drawing depth
(mm)

Binder force
(kN)

Lubrication
(g/m2)

Stroke rate
(1/min)

RD1 27 90 1.2 7

RD2 23 110 1.2 7

RD3 20 150 1.2 7

Operating Parameters

Threeoperating conditionswere chosen for further investigationbasedon simulations
performed in AutoForm. Table 1 shows the investigated operating conditions with
characteristic forming parameters. The process window is limited (in terms of binder
force and drawing depth) due to the material properties of aluminum and the die
design.

The tests were performed on an AIDA NST-S2-6300 servo press. Core features of
the press are as follows:

• Press type: single-action servo-mechanical press with draw cushion
• Nominal force: 6300 kN
• Slide drive: eccentric
• Stroking rate: 1–30 1/min

In order to validate simulation results, the parts were marked with a measurement
grid. This grid was applied using electrolytic acid etching. Evaluating the formed
parts by using the measurement system ARGUS fromGOMGmbH allows the calcu-
lation of major/minor strains and thinning. To ensure the repeatability of the tests at
least three parts for each operating condition were prepared with a grid.

Digitalization Setup

The main focus of this investigation is the digitization of the spotting image inside
the press and the implementation into forming simulations. The digitization is
performed with the TRITOP measuring system from GOM GmbH. Figure 4 shows
the digitization setup.

At first, a reference measurement was generated. This was achieved by placing
codedmarks, non-codedmarks, and scaled objects in the press, see Fig. 4a. The refer-
ence images were generated around the measurement object to achieve the smallest
possible measurement error. Reproducibility was achieved due to the use of a tripod,
shown in Fig. 4b. Images for the spotting image acquisition were reduced to a small
number as shown in Fig. 4c.

For the different operating conditions only the relevant spotting images were
taken during the tests. Alignment with the reference measurement was established
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Fig. 4 a Different coded measurement elements next to the tool; b standardized SLR-camera
position with tripod for digital spotting images; c digitalization of spotting image with TRITOP

by introducing measurement marks with magnets inside the press. By implementing
the reference measurement only once, the process time was significantly reduced.
The spotting images were recorded for the binder and the upper die. Additional to the
operating conditions from Table 1, different drawing states were investigated. The
different drawing states are defined from “0” to “1”. Drawing state “0” is equivalent
to binder closure, where only the beads are formed and the active surfaces come into
contact. Drawing state “0.5” describes half of the drawing depth for the particular
operating point. Finally, drawing state “1” indicates the spotting image of the formed
part.

For evaluating the captured spotting images, the color information of each image
is mapped onto the 3D CAD surfaces of the binder and the upper die. In this way a
colored mesh is generated, which allows a further extraction of the contact surfaces
by following the approach described in [8, 9]. In the final step of data processing,
boundary curves are generated for the forming simulation. The adaption of the
forming simulation by accounting for active contact areas changing over the drawing
depth is described in the following section.

Simulation Model Considering Real Contact Areas

In the following section, two simulation models are presented and compared. The
first model describes the reference simulation, following the conventional simula-
tion approach of process planning. The second model describes the extended simu-
lation model with real digitized contact areas from the spotting images per operation
condition.
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Fig. 5 Specification of active contact areas due to no-bearing zones on the binder geometry

Reference Model

For the reference simulation, AutoForm Forming R8.0 in conjunction with the Tribo-
Form FEM Plug-In for AutoForm was used. To describe the draw beads the 3D
bead model was adopted. Bearing zones in the corner areas and behind the bead
areas realize the behavior of thickening effects. Due to the no-bearing zones, an
applied force results in a homogeneous surface pressure in the retaining contact
areas. Figure 5 shows the implemented no-bearing zones. To account for accurate
friction conditions, the measured surface roughnesses of the binder and the upper
die (see Fig. 3), sheet (1.1 µm), and lubrication amount (1 g/m2) was used as input
for the TriboForm friction model.

Spotting Image Simulation Model

As for the reference simulation, the 3Dbeadmodelwith theTriboForm frictionmodel
was used. Active contact areas are extracted from the digitized spotting images from
which boundary curves were generated as input for AutoForm. Table 2 shows the
contact areas for operation condition RD3 at 150 kN binder force, from which can
be observed that the active contact area changes according to the drawing state.

It can be observed that the contact areas are shifting and changing betweendrawing
states 0.5 and 1. Thinning of the blank material in the area of the lock beads reduces
the contact area. Contrarily, the sheetmetal thickens in the corner areas and additional
contact areas are introduced.

Comparing the change in contact areas for the different operation conditions, a
conversion to different surface pressures is possible. Figure 6 (left) shows the decrease
in surface pressure over the drawing depth. The pressure distribution changes per time
step and, therefore, for every drawing depth.Analyzing the contacting surface area for
the different spotting images, it becomes clear that the surface pressure decreases due
to the increase of surface area. Especially the graph for the binder (Fig. 6 (left)) shows



686 P. Essig et al.

Table 2 Change of spotting images for binder and upper die, loaded with 150 kN. Linear increase
of surface area content for the binder; upper die constant surface area content

Drawing state 0 0.5 1

Binder

Surface area (mm2) 5177.2 6545.5 8230.5

Upper die

Surface area (mm2) 11560.2 12350.5 11589.9

Fig. 6 Line graphs of surface pressure for binder and upper die from zero drawing state 0 to 1 for
different binder forces

a linear decrease of the pressure distribution. Compared to the binder, the graph for
the upper die shows only a slight change of surface pressure during forming. These
average values show the variation of the pressure distribution during the forming
process. Therefore, considering the change in contact areas in forming simulations
will improve the prediction of the real forming processes. Focussing on the results
from the line graphs, only the spotting images from the binder were implemented in
the new forming simulation model.

Based on the obtained results, a new simulation model was developed. The new
simulation model, including real contact areas, was implemented by generating a
simulation model including three drawing operations. For the different operations,
the drawing depth was divided into sub-steps as shown in Table 3. In the respective
drawing states, boundary curves of the real digitized contact area were imported and
defined as bearing zones.
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Table 3 Specific drawing
states in millimeters for each
operating conditions

Drawing state 0 0.5 1

RD1 0–6.75 mm 6.75–20.25 mm 20.25–27 mm

RD2 0–5.75 mm 5.75–17.25 mm 17.25–23 mm

RD3 0–5 mm 5–15 mm 15–20 mm

Results

In the following section, the results of the different operation conditions are presented
and discussed. Evaluating the obtained results, the draw-in and major strain were
chosen as validation measures. Figure 7 shows the measurement locations. Measure-
ment location 1 and 2 describes the location where the draw-in was measured. The
major strain is analyzed in three different sections, represented by 90, 35, and 0. In
the following figures, the draw-in is shown in the upper left corner and the major
strain is plotted in the remaining quadrants. The results are presented from RD1
(lowest binder force) to RD3 (highest binder force).

In Fig. 8, the results corresponding to operation condition RD1 are shown. For
RD1 a binder force of 90 kN was used. Analyzing the draw-in data, it becomes clear
that the prediction accuracy is increased in the area of the round bead. For the major
strain, all three sections give an increased prediction accuracy in the bottom of the
part. Towards the round bead, both models give an underprediction compared to the
real measured major strains.

For operating point RD2 (see Fig. 9) with a binder force of 110 kN a nearly
similar result as RD1 is shown. The major strain in sections 90 and 35 is accurately
predicted. The prediction of strains in 0° is limited after the wall area towards the

Fig. 7 Specific part
evaluation scheme for main
validation parameters draw
in and major strain
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Fig. 8 Result plot for test RD1 with binder force 90 kN and 27 mm drawing depth

bead area. Discrepancies might be introduced by a faulty interpretation of thinning
in the spotting image, which might lead to local differences in pressure distribution.

For RD2, the major strain is most accurately predicted for the 35° case. This
indicates that the shift in contact areas due to thickening is affecting the simulation
results.

Results of the last operation condition (RD3), with the highest binder force of 150
kN, are shown in Fig. 10. The draw-in for the lock bead (Section “Introduction”)
shows a good correspondence. Also the major strain in the lock bead section for
the bottom and wall area shows a good correspondence. Due to the smaller drawing
depth the major strain in the round bead section is better predicted by the reference
model. The ratio of the two parameters binder force and drawing depth influences
each other and requires further investigation in series dies to clarify the effect for the
round bead section.
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Fig. 9 Result plot for test RD2 with binder force 110 kN and 23 mm drawing depth

Overall, results show that thematerial flowand the thinning effect can be improved
by accounting for active contact areas. This was established by an improved digital-
ization process to capture more precisely the color of the spotting image. To include
spotting images into forming simulations extended effort is required. Therefore the
segmentation and image processing was improved with specific python-libraries,
enabling an enhanced extraction of real contact areas. In addition, the effort can
be reduced significantly by chosing a limited set of spotting images. Transferring
the findings of the rectangle cup to series dies/parts prove the benefits of the new
simulation approach.
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Fig. 10 Result plot for test RD3 with binder force 150 kN and 20 mm drawing depth

Conclusion and Outlook

In this paper it is shown that the spotting image changes over the drawing depth.
Thinning/thickening of the sheet during the forming process changes the spotting
image and therefore the pressure distribution. The decrease of the pressure distribu-
tion due to thickening effects in the corner areas is an important parameter in forming
simulations and should be properly accounted for. It is shown in this paper that an
increased prediction of the pressure distribution increases the predicting capabilities
of the forming simulation. Besides the effect of the material thinning, the spotting
image represents press and tool characteristics indirectly. For the die try-out process,
this investigation showed that the drawing state to evaluate the die performance best
is drawing state 1. This state includes the effect of thinning on pressure distribution
during the forming simulation.
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Further studies will focus on validating the presented simulation approach on
series dies and parts. In addition, other press and tool parameters like cushion pins
or tool stiffness will potentially increase the simulation accuracy. Characterizing
specific friction conditions for lock beads and round beads can possibly improve the
prediction of major strains and draw-in in these areas.
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Optimization of Slip Conditions in Roll
Forming by Numerical Simulation

Marco Becker and Peter Groche

Abstract Energy efficiency is a primary objective in industrial processes nowa-
days. Roll forming represents a well-established and widespread technology in mass
production. In this process, a sheetmetal is conveyed by frictional contactwith the roll
forming tools. The varying roll diameter along the sheet contact line entails different
peripheral speeds with decelerating sections leading to undesirable increases of drive
torques.

This paper introduces optimizations implemented in a numerical model regarding
energy efficient slip conditions between the sheet metal and the forming tools.
Different feed settings are investigated locally for each forming step to quantify
effects on resulting drive torques. As one measure, changes in gear ratio between
top and bottom rolls reduce the difference in upper and lower driving torques in
comparison to the initial state and thus lead to an optimized torque balance with
significantly lower energy consumption. As a second measure, a systematic decou-
pling of decelerating roll segments reduces the overall driving torques and results in
an energy saving potential of 41.7%. From these results, the preliminary design of
industrial roll forming tools can be improved by the use of sliding or rolling bearings
in certain roll segments and by provision of an adjustable transmission ratio in the
powertrain.

Keywords Roll forming · Energy efficiency · Slip · Torque

Introduction and State of the Art

The industrial sector is annually responsible for more than 50% of the world’s energy
consumption [1]. Roll forming, as amass production process for cold rolled products,
is an important part of steel processing [2]. According to several studies discussed
hereinafter the process offers a high potential for energy saving and can therefore
contribute to an improvement of industrial energy efficiency. Due to the fact that

M. Becker (B) · P. Groche
Institute for Production Engineering and Forming Machines, Technische Universität Darmstadt,
Otto-Berndt-Straße 2, 64287 Darmstadt, Germany
e-mail: becker@ptu.tu-darmstadt.de

© The Minerals, Metals & Materials Society 2022
K. Inal et al. (eds.), NUMISHEET 2022, The Minerals, Metals & Materials Series,
https://doi.org/10.1007/978-3-031-06212-4_63

693

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06212-4_63&domain=pdf
mailto:becker@ptu.tu-darmstadt.de
https://doi.org/10.1007/978-3-031-06212-4_63


694 M. Becker and P. Groche

the forming rolls are responsible for both forming and sheet feeding, the energy
demand for each forming step is dependent on the neighboring stages, resulting in
complex interactions. Based on the profile geometry and bending angles of each step,
the diameter of the rolls varies across the width and thus creates discontinuous slip
distributions. According to a theory by Eichler [3], an optimized slip characteristic
is achieved with a balanced ratio of accelerating and decelerating areas at each
single forming stage, resulting in an overall accelerating torque. The so-called driving
shaft diameter d0 represents the crossover point between positive and negative slip
(Fig. 1). However, locating or even specific positioning of the driving diameter is
very complex due to the given interactions between the several forming stages. For
this reason, torque measuring systems are used in scientific research to understand
the powertrain behavior.

Based on the current state of knowledge, there are several influential parameters
for increasing energy efficiency in roll forming. Paralikas et al. [4] introduce an energy
efficiency indicator by using analytical models. The most influential parameters are
found to be the bending angle sequence, the line velocity, and the inter-distance
between the forming stands. These findings confirm the impact of the interacting
behavior between the neighboring stages. Modifications at individual forming stages
were not part of these investigations. Similarly, Shirani Bidabadi et al. [5] achieve
positive effects on energy demand by varying the distances between forming stands
and changing the bending angle increments for the whole forming line. Their inves-
tigations involve a numerical model as well as an experimental setup. Unfortunately,
Bidabadi’s experiments do not allow a recording of separate torques of each drive
shaft, which makes it impossible to locate positive and negative torques for the indi-
vidual forming stages. In a study by Traub and Groche [6], reaction torques are
measured at single-engine units for each top and bottom shaft of a forming stage.
These measurement data allow an iterative adjustment of the individual angular
velocities of each forming tool in a numerical model to achieve an optimized total
torque. For industrial roll forming lines without single-engine units Traub’s findings
can be used for the design of individual roll diameters depending on the circumfer-
ential speed. In this context, it must be noted that enlarged roll diameters lead to

Fig. 1 Accelerating and
decelerating parts of a
bottom forming roll
depending on the driving
shaft diameter d0 according
to Eichler’s theory [3]

siso so

d0
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increased mass and therefore to comparatively higher energy demand [4]. In another
study Traub et al. [7] investigated the behavior of local torques on separated roll
segments of one shaft while changing feed speeds at some of the shafts iteratively.
Their results show that through a shift from positive to negative slip on individual roll
segments it is possible to achieve an overall balanced driving torque at each forming
pass.

Optimization of Slip Conditions in Numerical Simulation

Idea of the Optimization Approach

The idea of this study is to use the knowledge about the interactions between neigh-
boring forming passes and about the effect of varying slip distribution within one
stage to investigate suitablemeasures for increasing the energy efficiencyof thewhole
roll forming line. The aim is an adaption of the forming and sheet feed interactions
between the roll segments to obtain feed torques that are better balanced compared
to given standard setups. For this purpose, speed variations at individual drive trains
are not intended as this is not achievable for most of the industrial roll forming lines
that employ one engine for several forming stands. This paper presents the numer-
ical model for two measures, which are technically feasible for systems with group
drives: an adaptation of the transmission ratio between top and bottom rolls and a
decoupling of individual roll segments for the pre-design of optimized roll forming
tools. The numerical setups and findings with combinations of these measures are
analyzed by means of the theoretical understanding upon a close examination of the
speed characteristics and the related slip behavior.

Description of the Numerical Model

The numerical model needs to describe the contact conditions with great accuracy
in order to obtain reasonable torques at the forming tools. Therefore, the sheet metal
contains a global mesh as well as a locally more refined area in the forming zone. The
model with its basic setup is illustrated in Fig. 2. It has been used and validated in
previous investigations byTraub et al. [6, 7]. The sheetmetal is driven by frictionwith
the rotating forming rolls. The friction coefficient is set to µ = 0.1 due to findings
in strip drawing tests [6]. For the U-channel profile symmetry along the x–z-plane
is assumed. Both the top and side rolls are mounted with springs to reproduce the
compliance of the forming stands.

In this paper, a numerical pre-design for an optimized gear ratio as well as a
separable roll forming tool set is presented. For this purpose, the transmission ratio
between top and bottom rolls of the whole forming line is iteratively adapted by
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Fig. 2 Numerical model with initial setup

changing the angular speeds of all top rolls. Furthermore, the cylindrical and conical
areas of the bottom rolls are separated in order to decouple each section individually
from the powertrain.

Theoretical Understanding of Feed Speed and Slip Behavior
in Roll Forming

The theoretical understanding of slip behavior in roll forming is illustrated by a six-
stage roll forming linewith aU-channel profile. Figure 3a shows the differences of the
circumferential speeds along the roll lengths. The top rolls only consist of cylindrical
center segments to eliminate the decelerating parts in comparison to wider rolls with
decreasing diameter from the bending edge to the sheet metal edge. The first three
forming stages are fully driven. The bottom rolls consist of increasing diameters
towards the edge, resulting in a linear increasing circumferential speed. The last
three forming stages are equipped with driving cylindrical center segments at the top
and bottom as well as non-driven side rolls. The latter are dragged along by the sheet
metal feed speed causing the illustrated circumferential speed profile.

With regard to the theoretical analysis, the bottom rolls 1–3 generate sheet pulling
due to the increasing circumferential speed. By contrast, in the transition area to stage
4 the drive speed is reduced abruptly due to the non-driven side rolls—resulting in
sheet pushing. Between stages 4 and 6, the decelerating effect of the non-driven side
rolls is gradually reduced by their increasing diameters, resulting in a comparatively
slight sheet pulling. This observation is confirmed by the required torques in the
initial state of the numerical simulation shown in Fig. 3b. The arrows illustrate sheet
pulling (solid line), sheet pushing (dotted line) and nearly balanced behavior (dashed
line). The cylindrical top rolls with constant circumferential speed in all six stages
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Fig. 3 Circumferential speeds on a six-stage roll forming line (a) and torques on bottom (a) as
well as top (b) rolls in the initial state

have decreasing torques from stage 1 to 6 due to the increasing speed of the bottom
line. However, the sheet pushing between stages 3 and 4 due to the bottom rolls does
not have a noticeable effect on the torques of the top rolls.

Systematic Changes of Transmission Ratio

From the analysis of the torques in the initial state follows that an adjustment of
the gear ratio between the overall accelerating bottom rolls and the predominantly
decelerating top rolls might lead to an improvement in balance and thus reduce the
energy requirement. The effects on torque due to a small adjustment of the transmis-
sion ratio by 1.004:1.000 and 1.008:1.000 are shown in Fig. 4a, b. In comparison to
the initial state, the torques at the top rolls increase throughout resulting in increased
positive torques at the first two passes. Furthermore, a transition from decelerating
to accelerating torques at passes 3 and 4 and lower decelerating torques at passes 5
and 6 occur. The sum of the accelerating and decelerating torques as well as the total
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Fig. 4 Torques on top and bottom rolls for gear ratio 1 (a), gear ratio 2 (b), and results for an
optimized balance in comparison to the initial state (c)

torque of the forming process is a measure for the energy demand. The energy saving
compared to the initial process is therefore 22.8% for gear ratio 1 and 33.9% for gear
ratio 2. A comparison of the torque deltas at the bottom and top rolls shows the
improvement in balance for each forming step and the overall optimization from the
initial state via gear ratio 1 to gear ratio 2 (Fig. 4c). It should be mentioned that in the
last two, respectively, three forming steps decelerating torques are applied on both
the upper and lower rolls, causing a sheet pulling from stage 4, respectively, stage
3 on with possible disadvantages for the profile geometry. However, the simulation
results do not indicate any significant change in the final geometry of the profile.

Decoupling of Tool Segments

By decoupling single roll segments of the roll forming tools, the focus is placed
on balanced torque distribution as well as a total reduction of the required driving
torques. Since at the upper shafts only cylindrical rolls are installed, the investiga-
tion is based on the decoupling of bottom roll segments. There are two different
approaches for this:
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– The first option is to decouple the slower circumferential moving cylindrical
inner segments, which—as can be seen from the theory of Eichler [3] and the
results of Traub et al. [7]—can even have decelerating effects. It should be noted
that different scenarios are considered because of the setup with three driven
side segments and three non-driven side rolls in the initial state of the given roll
forming line (compare to Fig. 3). Accordingly, different decoupling combinations
are tested in the numerical simulation, whereby the combinations of decoupling
the three front inner segments (si,1–3) and all six inner segments (si,1–6) have proven
to be most successful.

– The second option is to decouple the first three driven side segments (so,1–3),
meaning that all roll forming passes are driven uniformly by their cylindrical tool
segments at the same circumferential speed and all side roll segments dragged
along without drive.

The torque data of both approaches are illustrated in Fig. 5. The initial state is
compared to decoupled outer segments 1–3 so,1–3, decoupled inner segments 1–3
si,1–3, and decoupled inner segments 1–6 si,1–6 . The results can be explained by the
fact that a decoupling of the outer roll segments so,1–3 leads to reduced torques on
these first three bottom rolls and therefore to a better balance due to more similar
speed transmission from the cylindrical roll segments (Fig. 5a). The unbalanced
behavior in the last three forming stages remains with high accelerating torques at
the bottom and decelerating torques at the top rolls. Likewise, a decoupling of the
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inner roll segments in the first three stages si,1–3 results in a remaining unbalanced
torque distribution in the last three stages with even stronger accelerating torques
at the bottom and decelerating torques at the top rolls (Fig. 5b). By additionally
decoupling the bottom segments at the last three stages to achieve setup si,1–6 , the
accelerating torques at the bottom are eliminated and the decelerating torques at the
top rolls are decreased as well (Fig. 5c). This leads to a comparatively low total
torque requirement with an energy saving potential of 41.7%.

Discussion and Conclusion

In this paper, two different measures for changing the slip conditions in a roll forming
process have been developed using a numerical model. A better balance of torques
between the interacting forming steps as well as a lower energy demand of the whole
forming process have been achieved. The measure of decoupling roll segments has a
positive effect on the torque distribution,whereas the decoupling of all inner segments
si,1–6 obtains the best results. With the improved gear ratio 2 between top and bottom
rolls an even better balanced torque distribution is achieved. As illustrated in Fig. 6,
this balance distribution is also reflected in the proportion of sheet metal driving
energy, which is found to be higher for gear ratio 2 at 85% than for setup si,1–6 at
81%.

However, the calculation of the actual energy savings compared to the initial state
shows that setup si,1–6 at 41% has a higher energy saving potential than gear ratio 2
at 32%. This is due to the fact that setup si,1–6 certainly has a slightly worse torque
balance, but a significant lower total torque for both accelerating and decelerating
torques. It is assumed that a balanced ratio between the top and bottom torques
results in a better profile quality with fewer geometrical errors such as vertical bow.
Both optimization measures do not show any negative effects on the resulting profile
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quality in the numerical simulations. This is comprehensible as both measures repre-
sent an optimization with respect to the initial state. And in the context of these inves-
tigations it has been proven experimentally that only a slight vertical bow upwards
occurs in the initial state, which is probably caused by strip edge strain and cannot be
prevented without adjustment stages. For the twomeasures developed numerically in
this paper, further experimental investigations will verify if changes in profile geom-
etry occur in reality. For this purpose, an industrial roll forming line will be equipped
with decoupleable roll segments for a parametric study on the givenU-channel profile
and other profiles with different slip conditions.
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Surface Texture Design for Sheet Metal
Forming Applications

Meghshyam Shisode, Ton van den Boogaard, and Javad Hazrati

Abstract Sheet metal surfaces are generally textured to improve tribological perfor-
mance in deep drawing applications. Variations in coefficient of friction in forming
processes is one of the major causes of defective products. The major reasons for an
unstable friction condition are the tool wear and inhomogeneity in lubricant amount.
Textured surfaces can offer enhanced and stable friction condition. However, there
is no clear design guidelines available for texturing sheet metal surfaces for a robust
friction condition. Various types of texturing methods are available. In this study,
the friction sensitivity of surface texture made by laser-texturing method to varia-
tions in tool wear and inhomogeneity in lubricant distribution is investigated. The
laser-textured surface parameters such as crater diameter and texture density are
chosen within the physically attainable range such that a robust friction behavior
during forming process is achieved. A multi-scale friction model is used to deter-
mine coefficient of friction for textured surfaces in boundary and mixed lubrication
conditions. The friction model in combination with surface generating algorithm is
used to optimize individual crater geometry and their spacing. The objective is to
determine the surface texture which is least sensitive to the potential variations in
the tool roughness and lubricant amount in sheet metal forming applications.

Keywords Friction · Sheet metal forming · Texture · Optimization

Introduction

The laser-textured surfaces are gaining increased attention in industry to obtain a
stable friction condition and better paint appearance in automotive and packaging
applications. Though there are nomass production techniques yet availablewhich can
compete with the electro-discharged textured (EDT) sheet metals but the improved
performance by the laser-textured surfaces have triggeredmotivation to developmass
production techniques. The sheet metal components manufactured by deep drawing
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process have number of uncertainties or variations between the product batches or
even two consecutive components which may lead to defective products. The major
sources of variations are evolving tool topography due to wear, lubricant migration
on sheet surface, change in ambient condition, and material properties of the sheet
metal. Controlling the tribological system is one of the important factors to improve
the productivity. The tribological system is defined by the tool-sheet metal contact
condition, their surface topographies and the lubricant. The tool wear is a major
reason which results in unstable friction condition at tool-sheet metal leading to
product deviations and failures.

Friction between the contacting surfaces is a local phenomenon which depends on
the local surface interactions [1, 2] often referred as the real area of contact. The real
area of contact depends on the contact loads, materials, and surface topographies
of the contacting surfaces [3]. It is very well understood that the surface texture
plays a significant role in determining the coefficient of friction. For instance, the
surface pockets of the laser-textured surface can act as lubricant reservoir where a
hydrodynamic pressure can build up leading to a lower coefficient of friction.

Themain goal of this study is to design a laser-textured surface for a robust friction
behavior in boundary and mixed lubrication regimes. The robust friction behavior
allows the minimum variation in the coefficient of friction for the uncertainties in the
tribological system. In this study, surface texture is designed to achieve least variation
in friction coefficient due to variations in the tool topography because of wear and
uneven lubricant distribution in the blank. For this purpose, laser-textured surfaces
are generated for a range of laser texture parameters such as crater depth, diameter,
and density. The coefficient of friction is determined using a multi-scale friction
model [2, 3] by varying tool topography and lubricant amount within a realistic
range as expected in industrial forming tools.

Approach: Robust Friction Behavior

The current study is limited to laser-textured surfaces under boundary and mixed
lubrication friction regimes. The tool surface topography and lubricant amount are
used as the uncertainty parameters. The tool is assumed to be rigid and the untextured
sheet surface used for laser-texturing to be zinc coated steel (GI) sheet with coating
thickness of 7μm and substrate material of DX54. The material properties of zinc
coating and steel substrate are required in the friction model and can be found in
[2]. A set of laser-textured surfaces are artificially generated based on the physically
attainable range of crater parameters [4]. A validated multi-scale friction model for
zinc coated steel sheets is used to determine coefficient of friction at a range of
contact loads and different surface topographies of the tool surface [1, 2]. Variation
in the coefficient of friction due to change in tool topography is determined for all the
surfaces. The optimum surface is selected such that it results in minimum variation
in coefficient of friction.
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Laser-Textured Surfaces

Figure 1 shows the surface topography of the laser-textured surface manufactured by
pico-second pulse laser. The untextured GI sheet manufactured in steel industry has a
low surface roughness (Sq)≤ 0.5 μm [3] with a gaussian surface height distribution.
However, the surface roughness of the untextured sheet can vary based on the process
setting and roughness of the underlying steel substrate. The surface roughness of the
untextured sheet can also be changed by further treatment such as sand blasting [3].
The surface is textured with a spherical crater of predefined size and area density.

In this study, the texture pattern is generated on the actual untextured surface of GI
sheet obtained right after galvanization process. Figure 2a shows a typical untextured
surface with Gaussian height distribution and Fig. 2b shows the textured surface and
its resulting height distribution.

Multi-scale Friction Model

Areliable frictionmodel is required to determine the coefficient of friction accounting
for different surface textures. Traditionally, a constant Coulomb friction behavior
is assumed between the contacting surfaces in the boundary and mixed lubrication
regimes. However, the experiments [1, 2, 5] show that the coefficient of friction varies
depending on contact pressure, strain, and amount of lubrication in the sheet metal.
Local surface texture evolves due to the asperity deformation which consequently
changes the local surface interaction between the contacting surfaces. The roughness
of the surface decreases due to asperity flattening resulting in a decrease in coefficient
of friction.

Fig. 1 Laser-textured surface manufactured using pico-second laser [4]
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Fig. 2 Left: modeled untextured surface (Sqwp = 0.3 μm), and right: textured surface (texture
density: 50%, crater diameter: 40 μm, crater depth: 2.5 μm)

Recently, Shisode et al. [1] proposed a multi-scale friction model which considers
the surface topography of sheet metal and tool, coating effects, contact loads, and
hydrodynamic effects of lubricant to determine the coefficient of friction. More
details on friction modeling and its implementation in full-scale finite element anal-
yses of deep drawing processes can be found in [1, 2]. The friction model was vali-
dated at different scales using different lab-scale experiments. This model is used
here to determine the coefficient of friction between different textured surfaces and
forming tool at different contact pressures with varying lubricant amount. Figure 3
shows the result of coefficient of friction for a textured surface determined using the
boundary friction model at different nominal pressures and tool roughness.

Fig. 3 Model results for
textured surface (texture
density = 60%, crater
diameter = 30 μm, crater
depth = 1.1 μm and
untextured surface roughness
Sqwp = 0.25 μm) at different
tool roughness
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Surface Texture Effects

Thedesignvariables for the laser-textured surface are surface roughness of untextured
surface (Sqwp), crater diameter (DLT), and texture area density (ρLT). The crater
depth (hLT) depends on the crater diameter and setting of the laser beam. Mustafa
et al. [4] have performed lab-scale experiments to produce laser-textured surfaces
of steel and GI sheets by varying laser energy, pulse time, and number of pulses.
Empirical relations are developed to correlate crater diameter and depth. A relation
proposed for a pico-second single pulse laser beam for GI sheet is used to determine
the crater depth at a given crater diameter. The uncertainty or noise variables in this
study are the surface roughness of the tool (Sqt) and lubricant amount present in the
contact. In a typical deep drawing process, the roughness of the tool is much smaller
than the sheet surface. However, it can substantially increase due to tool wear. In this
study, a measured tool topography from the die corner region of the Ericson press
used in validation of the friction model [1] is considered. The roughness of the tool is
scaled appropriately to account for the tool wear. Table 1 shows the design variables
and uncertainty parameters used in the current study.

The design variables are assumed to be discrete. The measured roughness of the
existing tool is 0.07 μm. However, a range of tool roughness from 0.04 to 0.1 μm
is assumed to consider the evolution of tool topography due to wear. The crater
area density is defined as the fraction of area covered by the texture. There are in
total 54 combinations of the surfaces corresponding to the range and distribution of
design variables. The coefficient of friction for each textured surface is determined
based on finite element simulation of a strip-draw experiment and varying lubricant
amount and tool roughness. For this purpose the friction model is coupled with
the finite element simulation. More details on coupling the friction model with the
finite element simulations can be found in [1, 2]. Figure 4 shows the schematic of
the virtual strip-draw experiment, typical friction curve obtained from FE analysis
for different tool roughness and lubricant amounts. Figure 4 right depicts the total
contact pressure and lubricant pressure distributions for different lubricant amounts
representing boundary and mixed lubrication conditions.

Table 1 Design and
uncertainty parameters for
optimization

Design variables

RMS roughness of untextured surface Sqwp
(μm)

0.3, 0.5

Crater diameter dLT (μm) 30, 45, 60

Crater depth hLT (μm) 1, 3, 5

Crater area density ρLT (%) 20, 40, 60

Uncertainty parameter

RMS roughness of the tool Sqt (μm) 0.04, 0.07, 0.1

Lubricant amount (g/m2) 0.2, 2
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Fig. 4 Schematic of the virtual strip-draw experiment (left), typical coefficient of friction curve
result from FE simulation (middle) and total and lubricant contact pressure distributions on the strip
(right). The results are shown for the following conditions: Sqwp = 0.5 μm, ρLT = 60%, DLT =
30 μm and hLT = 5.0 μm

Figure 5 shows the coefficient of friction results at different tool roughness values,
untextured sheet metal surface roughness of 0.3 and 0.5 μm and lubricant amount of
0.2 and 2 g/m2 where boundary and mixed lubrication regimes are mainly expected,
respectively. In the boundary lubrication regime, initial workpiece roughness (untex-
tured) can well affect the coefficient of friction (Fig. 5a–c). For surfaces with crater
depth (hLT) of 1μm, the lubricant amount of 0.2 g/m2 is enough to fill surface valleys
hence amixed lubrication condition prevails, therefore coefficient of friction is lower.
By increasing the lubricant amount, coefficient of friction in general decreases due to
the mixed lubrication regime. The results show that mixed lubrication regime leads
to more robust friction behavior and coefficient of friction becomes less sensitive to
the workpiece texture parameters. Furthermore, with increase in tool roughness for
both 0.2 and 2 g/m2 lubricant amounts, rise in coefficient of friction can be observed.

Figure 6 shows themaximum deviation in coefficient of friction due to tool rough-
ness variation for each surface texture design with the initial workpiece roughness
of 0.5 μm. It is shown that in the mixed lubrication regime (2 g/m2), coefficient
of friction is less affected with variations in the tool roughness. However, at 60%
crater density and larger crater depth, 2 g/m2 is not sufficient to fill the valleys
completely and therefore boundary lubrication will be prevalent. As a general trend,
in the boundary lubrication regime (0.2 g/m2) the sensitivity of workpiece texture to
the deviations in tool roughness is reduced by increasing the crater diameter.

Conclusions

In this study, the first steps to determine the surface texture parameters for a robust
friction condition in laser-textured GI sheets are taken. The design variables used for
the textured surfaces are the crater diameter, crater area density, and surface roughness
of initial untextured surface. The uncertainty parameters used in this study are the
roughness of tool surface and lubricant amount distribution. The textured surfaces are
modeled for the given rangeof designparameters.Amulti-scale frictionmodel is used
to determine the coefficient of friction for each surface by varying the tool roughness
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Fig. 5 Coefficient of friction for textured surfaces for the variation in tool roughness and lubricant
amount
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Fig. 6 Range of coefficient of friction with respect to tool roughness at lubricant amounts of (a)
0.2 and (b) 2.0 g/m2

and lubricant amount in boundary and mixed lubrication regimes. The robustness in
friction behavior is quantified in terms of variation in friction coefficient for each
surface. The variation in coefficient of friction decreases with decrease in roughness
of initial untextured surface and increase in crater diameter in boundary lubrication.
The results show that mixed lubrication regime is less susceptible to variations in
tool roughness.
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Effect of Thermal Treatment on Deep
Drawability of AA3xxx Alloy

Vivek Srivastava, Sumit Gahlyan, Manali Khandelwal,
and Akshay Deshpande

Abstract Deep drawability of aluminum alloys depends strongly on its microstruc-
ture, including metallurgical texture. During production of cold rolled sheet of
aluminum, upstream processes like homogenization alter the microchemistry of the
alloy and have significant effect on themicrostructure of the hot rolled coil.Annealing
response post-coldworking is found to show strong dependence on heating rate when
softening processes interact with microchemistry evolution. Different microstruc-
tures and textureswere observed inmaterial processedwith different homogenization
and annealing treatment. VPSC simulations were used to predict deep drawability
of these microstructures. Tensile and Erichsen tests were carried out to validate the
predictions.

Keywords AA3003 · Homogenization · Annealing · Formability · VPSC

Introduction

AA3xxx alloys are Mn rich alloys used for packaging and architectural applications
[1]. These alloys are non-heat treatable and mechanical properties of these alloys are
controlled by grain structure. Grain size, preferred crystallographic orientations and
their distribution are key factors that determine formability and forming limits of
these alloys [2, 3]. Grain size also affects the surface quality of formed components.

Controlled thermo-mechanical processing during hot and cold rolling is, there-
fore, essential to ensure a microstructure that maximizes the formability and strength
[4]. In industrial practice, these alloys are homogenized by soaking at a temperature
in the range of 500–600 °C for modification of as-cast constituent particles, removal
of micro segregation, precipitation of dispersoids, and controlling the amount of
solute present in solid solution. Al6Mn is the equilibrium phase at high tempera-
tures in these alloys but it is preceded by the formation of BCC Al12Mn (G1) and
orthorhombic phases Al7Mn (G2) at low temperatures [5–7]. G1 and G2 transform
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into stable orthorhombic Al6Mn at high temperatures. When Fe and Si are present
in the alloy as trace impurities, G1 is the preferred dispersoid phase to be formed.
In alloys containing higher levels of Fe and Si, added as alloying elements, the solu-
bility of Mn is greatly decreased and Fe is co-precipitated to form Al6(Fe,Mn). Si
favors precipitation of cubic Al12Mn3Si or Al12(Fe,Mn)3Si [8, 9]. For AA3003 alloy,
predominantly Al12(Fe,Mn)3Si dispersoids have been reported previously [10].

Detailed microstructural investigations and conductivity measurements have
shown that the number density of these dispersoids ismaximumaround 400 °Cduring
typical slow heating rates employed during homogenization. At higher temperatures,
gradual coarsening occurs as diffusivity increases and Mn can diffuse over longer
distances [11]. Number density and size of dispersoids particles have profound effect
on recrystallization kinetics, texture, and grain size of the final product and have
been the subject of numerous investigations [10, 12–16]. Large constituent particles
and dispersoids (>1 µm) act as sites for Particle Stimulated Nucleation (PSN) as
deformation is localized at these particles [17]. Grains nucleated by this mechanism
generally lead to randomly oriented grains and reduce anisotropy in the material
and lead to improved formability. Fine, closely spaced dispersoids, on the other
hand, interact with the grain and sub-grain boundaries and limit their mobility. This
phenomenon, called Zener-drag, pins the grain boundaries and significantly retards
recrystallization.

During annealing of the cold rolled sheets, further precipitation of elements in
solid solution can take place. Depending on the annealing parameters, precipitation
can occur during recrystallization, a phenomenon called concurrent precipitation.
Concurrent precipitation leads to non-homogenous and coarse grains [17, 18] which
are undesirable for the surface finish and sheet metal forming. Similar effect is
observed when precipitation occurs prior to recrystallization, but the effect is less
pronounced. It is, therefore, desirable to design the annealing treatment such that
recrystallization precedes any precipitation during annealing.

Viscoplastic Self Consistent (VPSC) modelling allows correlation of texture and
microstructural information to formability [19]. VPSC simulates polycrystalline
plasticity considering each grain as an inclusion in a visco-plastic medium. The
visco-plastic medium is estimated as an average of the remaining grains as the effec-
tive medium. The response of the grain under consideration is coupled to the overall
response of the medium and the model has been shown to be capable of accounting
for changes in grain structure, like grain shape change, with strain increment. The
response of homogenized equivalent medium (HEM) is estimated to account for
material flow during each strain increment. Classical Taylor model [20] assumes
equal strain across all the grains which leads to rigid interactions. Another approach
is to have relaxed constraints (RC) [21] model, but VPSC model following Molinari
et.al [22] presents more realistic scenario where grains interact with an anisotropic
medium which is the average of the all the surrounding grains.

In this study, two homogenization treatments were given to as-cast rolling ingots
to generate markedly distinct dispersoid size distributions and degree of super-
saturation prior to hot rolling. Industrially hot and cold rolled samples have been
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annealed at different heating rates to study the effect of heating rate on recrystallized
microstructure and formability.

Experimental

Industrially cast AA3xxx series of alloys was used for this study. Nominal composi-
tion of the two alloy ingots is provided in Table 1. Alloy ingot H was homogenized
using a two-step treatment. In the first step, the ingot was homogenized at 5950C
for a soaking duration of 12 h followed by cooling in the furnace set at 5100C for a
duration of 6.5 h. Alloy ingot L, on the other hand, was given a single step homog-
enization treatment by soaking at 5100C for duration of 6 h. Both the ingots were
hot rolled through a two-high reversing mill to hot band gauge of 8.5 and 9.3 mm
respectively. The coiling temperature for both the hot bands was in the range of 345
to 360 °C. Hot rolled coils were further cold rolled to 4.0 mm. Samples for cold
rolled coils were taken for different annealing treatments and characterization.

Lab annealing was carried out in a Carbolite air circulating oven in the lab.
Annealing was carried out by varying the heating rate to the annealing tempera-
ture of 500 °C and soaking for a duration of 30 mins. Annealing cycles F and S
were employed using a fast and slow heating rate respectively. Figure 1 shows the
temperature-time graph from both the cycles. Two specimens from each cold rolled
coil were given these annealing treatments and designated as HF, HS, LF, and LS.

Table 1 Nominal composition of the alloy ingots used in this study

Al Si Fe Mn Cu Mg

H 97.57 0.205 0.566 1.124 0.077 0.005

L 97.54 0.300 0.553 1.116 0.066 0.016

Fig. 1 Time temperature
plot for annealing cycle F
and S
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The annealed samples were prepared for metallographic observation after stan-
dard metallographic preparation. The grain structure was observed in polarized
light through Carl Zeiss (A1M) after electro-etching using Barkers’ Reagent in
Struers electro-polisher. The samples for EBSD analysis were prepared through
standardmetallographic procedure tomirror finish and then electro-polishing in 10%
perchloric acid in methanol. EBSD analysis was carried out using Hitachi-S3400N
SEMwith Brukers EBSD system. Post-processing for texture volume fraction, grain
boundary characteristics, pole figures, etc. was done using Brukers’ Espirit 1.9 and
ATEX.

Conductivitymeasurements were carried out using Fischer SMP10 to estimate the
amount of Mn in solid solution at different stages of thermo-mechanical processing.
Earing measurements were carried out using a custom built Huxley Bertram device
using a cup draw ratio of 1.73. Cupping was carried out using Erichsen cupping
machine without lubrication. Tensile tests were carried out to measure the stress-
strain curve and anisotropy parameters. The work hardening characteristics were
obtained from tensile tests using an in-house code for smoothening and numerical
differentiation of the stress-strain curve.

Simulation of r-values was done using VPSC5 code where micro-texture obtained
through EBSD was provided as an input for the code. Two procedures, i.e. proce-
dure I and E were followed for the calculation of R values. In procedure I, initial
texture obtained from the EBSD data was used after discretizing it into 9000 points.
Procedure E employed a virtual tensile test for each of the samples with loading
direction being rolling direction. Tensile test resulted in deformed texture owing to
grain rotations and hence an evolved microstructure, resultant texture was used an
input in this procedure.

Results

Table 2 below shows the conductivity of the cold roll sheet following the homogeniza-
tion treatments H and L respectively. The conductivity value after homogenization
treatment H is lower indicating higher degree of super saturated of Mn in solid solu-
tion. For samples HF and HS, a significant rise in conductivity is observed compared
to sample H indicating further precipitation of Mn during annealing. For homoge-
nization treatment L, conductivity values post-annealing does not change appreciably
indicating no further change in concentration of Mn in solid solution.

Table 2 Conductivity of the
samples studied in this work
after different thermal
treatments

Ingot H Ingot L

As-rolled 43.9 ± 0.3 45.7 ± 0.1

Cycle F 44.6 ± 0.3 45.5 ± 0.1

Cycle S 47.2 ± 0.2 45.2 ± 0.1
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Figure 2 below shows the micrographs of the dispersoids before and after both F
and S annealing cycles. It can be seen that for ingot homogenized using treatment L
before annealing has copious precipitation of fine dispersoids. Samples homogenized
using treatmentH, on the other hand, showpresence of coarse dispersoids. Additional
precipitation of fine dispersoids is observed in both cases following annealing cycle
S, more prominently in case of homogenization treatment H (compare HS with H
in Table 3) than in case of homogenization treatment L. Annealing cycle F appears
to promote coarsening rather than nucleation of more dispersoids. Image analysis
of the dispersoids size and number density confirms the above observations and are
plotted in Fig. 3.

It can be seen in Table 3 that the average dispersoids sizes increase significantly for
thermo-mechanical treatment HF. In contrast, homogenization treatment L leads to
much higher number density and finer dispersoids sizes indicating more nucleation
and little opportunity for coarsening of dispersoids due to limited diffusivities at
these temperatures.

Fig. 2 SEM-BSE micrographs of the cold rolled samples before and after annealing showing
dispersoids distribution a sample H, b sample HF, c sample HS, d sample L, e sample LF, and f
sample LS

Table 3 Table showing average dispersoids size and number density for all the six samples analyzed
in this study

ID H HF HS L LF LS

Avg Size(nm) 291 387 304 260 329 272

Density (×106/mm2) 0.53 0.65 0.69 0.94 0.74 0.91
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Fig. 3 Histogram showing
particle size distribution of
the various samples after
different thermal treatments
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Fig. 4 Transverse grain structure at final gauge after annealing a sampleHF,b sampleHS, c sample
LF, and d sample LS

Figure 4 shows the transverse grain structure of final gauge samples after
annealing. It can be seen that faster heating rate during annealing promotes nucleation
of grains, leading to finer grain sizes. Slow heating leads to recovery prior to recrys-
tallization and has a relatively coarse grain structure. It is also observed that there is
a larger gradient in grain size for the samples undergoing homogenization treatment
H compared to treatment L. This is believed to be due to higher through thickness
temperature gradient for treatment H leading to more non-uniform deformation in
the roughing passes during hot rolling.

Figure 5 shows inverse pole figures for all four samples. In all the four cases,
moderate rolling texture is observed from the texture components analysis. Inten-
sity of rolling texture is higher for samples homogenized through treatment L. It
is observed that annealing cycle F leads to lower texture intensity compared to
cycle S. The intensity of cube texture after annealing is fairly low in all cases, indi-
cating particle stimulated nucleation to be the predominant nucleation mechanism
leading to random texture in the annealed samples [17]. There is some evidence for
higher proportion of formation of cube component for faster annealing following
homogenization treatment L.

Figure 6 shows typical tensile curves for two extreme conditions, i.e. HF and LS
after annealing. Tensile properties do not show pronounced anisotropy indicating
weak texture for all the four cases as seen in Fig. 5. From the elongation data, it
can be surmised that sample LS has a higher anisotropy compared to sample HF, as
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Fig. 5 Inverse pole figures at final gauge after annealing a sample LS, b sample LF, c sample HS,
and d sample HF

Fig. 6 Typical true stress-strain curve for HF and LS sample post anneal
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expected from the texture data. Table 4 lists the strain hardening exponent (n) and
Lankford parameter (r) for the four samples. The results indicate homogenization
cycle H followed by fast annealing F lead to high n and r-bar. Earing profile for all the
four samples is shown in Fig. 7 andmean earing values are reported in Table 4. These
results confirm that sample HF leads to lowest earing, more isotropic flow behavior,
and enhanced formability. Homogenization cycle L followed by slow anneal S, i.e.
sample LS, on the other hand, has the highest mean earing as expected from texture
and tensile data.

Table 4 Measured and calculated mechanical properties of the samples studied in this work

Sample Orientation N r �-r r-bar Simulated r Mean Earing
(%)

Procedure
I

Procedure E

HF 0 0.24 0.87 0.01 0.84 0.51 0.58 1.0

45 0.24 0.84 0.56 0.84

90 0.23 0.82 0.66 0.88

HS 0 0.20 0.76 – 0.21 0.79 0.60 0.62 1.8

45 0.17 0.90 0.68 0.93

90 0.22 0.62 0.66 0.96

LF 0 0.23 0.56 0.09 0.57 0.36 0.50 1.9

45 0.23 0.53 0.46 0.79

90 0.22 0.67 0.39 0.76

LS 0 0.24 0.57 – 0.08 0.53 0.43 0.46 2.3

45 0.17 0.57 0.50 0.72

90 0.23 0.42 0.50 0.70
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Fig. 7 Trace of earning profile after drawing for samples subjected to different thermal cycles a
homogenization treatment H and b homogenization treatment L
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The Lankford parameters in different orientations were calculated based on the
texture data using two different procedures as listed in Table 4. Procedure I, based on
initial texture date, led to under estimation of the r-values and more specifically for
sample HF. Procedure E, using evolved texture, led to overall higher r-values owing
to generation of deformed texture in the tensile loading.

Discussion

Precipitation of the dispersoids from the super saturated as-cast microstructure is
known to take place during homogenization. This leads to a progressive rise in the
conductivity, reaching a maxima at about 480 °C [10]. From the data in Table 2 it can
be seen that amount of Mn retained in solid solution is higher for homogenization
treatmentH compared to treatment L due to higher soaking temperature.A slight drop
in Mn in solid solution with increasing soak time during high temperature soaking
has been reported by few researchers [10, 18]. This has been explained on the basis
of higher Mn content in constituent particles and dispersoids. This phenomenon is
also seen in this study as the conductivity of sample HF and HS is observed to be
higher than LF and LS.

At high soaking temperatures above 500 °C, re-dissolution of dispersoids takes
place due to increased solid solubility of Mn in Al at higher temperatures. The re-
dissolution of dispersoids leads to decrease in their number density of fine dispersoids
while coarse dispersoids continue to grow [10]. Subsequent cooling from the peak
preheating temperature during hot rolling causes renewed precipitation and further
growth of coarse dispersoids as observed in Fig. 3a. Fast heating during subsequent
annealing has been found to be helpful in further coarsening of the dispersoids.

Mn retained in solid solution is expected to retard recrystallization after hot rolling.
Furthermore, fine dispersoids exert a significant retarding force on grain bound-
aries and inhibit recrystallization. This effect called Zener drag is dependent on the
size and volume fraction of the dispersoids present in the alloy [17]. On the other
hand, large constituent particles (>1–2 m) promote recrystallization by particle stim-
ulated annealing (PSN). This mechanism promotes formation of random grains and
leads to more diffused texture. Homogenization treatment H while having higher
retained Mn in solid solution leads to coarser dispersoids and constituent particles
thus aiding formation of fully recrystallized, randomly oriented grain structure post
final annealing. Homogenization cycle L while having low amount of Mn in solid
solution, results in precipitation of numerous, fine Mn bearing dispersoids. These
dispersoids inhibit formation of equi-axed grains post recrystallization and have
slightly elongated grain structure as seen in Fig. 4. At the same time, constituent
particles do not have the opportunity to undergo coarsening and are less efficient PSN
sites and therefore lead to stronger recrystallization texture and higher earing values.
Fast heating rate during annealing provides less time for recovery and promotes
formation of multiple nucleation sites for recrystallization [23]. This leads to finer
grain sizes as observed in the case of HF and LF compared to HS and LS samples. As
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observed from conductivity data, concurrent precipitation is observed in the case of
homogenization treatment H during annealing. Interestingly, for annealing cycle F,
this leads tomore coarsening of dispersoids rather than nucleation of newdispersoids.
It therefore does not interfere with recrystallization to the extent expected.

From the above discussion, it is clear that homogenization treatment H combined
with fast annealing cycle F leads to themost desirablemicrostructure from the forma-
bility point of view. During deep drawing, planar and normal anisotropy leads to
non-uniform strain, plastic instability, and lower formability [2]. It is to be noted
that by designing the thermal treatment appropriately, formation of fine, randomly
oriented grains can be promoted. This microstructure, in turn, leads to high strain
hardening exponent, high r-bar, and low earing in the final sheet.

r value is calculated by conducting a virtual tensile test using texture data as an
input. During deformation, grain rotation leads to evolution of texture with strain
increment. In calculation procedure I, only the initial texture data is used for calcu-
lations while procedure E incorporates the effect of grain rotation and texture evolu-
tion. It is observed that procedure E, in general, leads to higher r-values compared
to the procedure I. It is due to the generation of higher deformation texture as strain
increases, leading to more anisotropy.

Conclusions

From the current study following conclusions are drawn.

• Homogenization treatment H leads to higher degree of super-saturation and
coarser dispersoids compared to treatment L.

• Higher heating rate in annealing cycle F results in finer grain sizes and more
random texture.

• Thermo-mechanical treatment HF shows enhanced formability, low earing, and
better surface finish.
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Sensitivity Study of Plastic Anisotropy
on Failure Prediction in Hole-Expansion

Jinjin Ha and Yannis P. Korkolis

Abstract The influence of yield function parameters on the hole-expansion (HE)
predictions is investigated for an AA6022-T4 aluminum sheet. The HE experiment is
performed in a fully-instrumented double-action hydraulic press with a flat-headed
punch. Full strain fields are measured by a stereo-type digital image correlation
(DIC) system. Besides HE, the plastic anisotropy of AA6022-T4 is characterized by
uniaxial tension and plane-strain tension experiments. Uniaxial tension is considered
as the most important, since it is the stress state along the hoop direction in the hole.
The stress state then gradually changes fromuniaxial to plane-strain tension to biaxial
tension in the radial direction. For the finite element (FE) simulation, Yld2000-2d
non-quadratic anisotropic yield function is used with two different parameter sets
calibrated by (1) uniaxial tension only (Par 1) and (2) both uniaxial and plane-strain
tension (Par 2). Isotropic strain hardening is assumed for both parameter sets. The
strain field predictions show a good agreement with the experiments only for Par
2 which takes into account plane-strain as well uniaxial tension. This indicates the
importance of biaxial, and in particular the plane-strain mode for the adopted yield
function to produce accurate HE simulations.

Keywords Hole expansion · Plastic anisotropy · Aluminum sheet · Digital image
correlation

Introduction

Numerical analysis of circular hole-expansion is of high interest in the evaluation of
stretch-flangeability of sheet metals. One of the keys is to capture the strain variation
around the hole, which can be usually achieved by an appropriate anisotropic yield
function for the tested material [1–3]. In the parameter calibration, the anisotropy
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in uniaxial tension is the main consideration, since this is the stress state around the
hole periphery. In contrast, the biaxial stress states, and especially the plane-strain
condition, are not necessarily emphasized compared to the uniaxial ones, since they
appear at a distance from the critical failure zone, e.g., the hole periphery. In this
paper, the influence of plane-strain on the thickness strain variation is investigated
through the anisotropic parameter study forYld2000-2D [4]. Twodifferent parameter
sets for AA6022-T4 [5, 6], which give the same prediction for the uniaxial tension
but different for plane-strain tension are used, and the predictions are compared with
the experiment.

Plasticity Characterization

The material of this study is a AA6022-T4 aluminum alloy of 1 mm thickness.
The plastic anisotropy is characterized by uniaxial tension in every 15° from the
rolling direction (RD). The experiment is performed using a standard ASTM-
E8 specimen and an MTS 250 kN universal testing machine. The stress–strain
curves are shown in Fig. 1a: the flow stresses in the RD, 15°, and 30° are slightly
higher than the other directions; that in the TD is the lowest. The curve in the
RD is used to calibrate a Swift-Voce combined hardening model for the extrap-
olation (Fig. 1b and Table 1). In addition to the anisotropy in the flow stress,
the plastic strain ratio between thickness and width directions, i.e., r-value, is

Fig. 1 a Uniaxial stress–strain curves in every 15° from the RD and b the extrapolation of strain
hardening using Swift-Voce combined model

Table 1 Parameters for Swift-Voce combined model (Swift-Voce: σ = wa · σS + (1− wa) · σV)
Swift:σS = k0 · (ε0 + ε)n Voce:σV = k − q · exp(−β · ε) Weight

k0 ε0 n k q β wa

603 0.015 0.262 435 0.519 9.1 0.35
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Fig. 2 a Comparison of the experiment and predictions of Yld2k-Par1 and -Par2 for the uniaxial
tension and b the corresponding yield loci; marked are the plane-strain locations in the RD, 45°,
and TD. It should be noticed that the plane-strain conditions for the Yld2k-Par1 are predicted by
the given parameter while those for the Yld2k-Par2 are experimentally characterized

Table 2 Yld2000-2D parameters for Yld2k-Par1 and Yld2k-Par2

m=8 α1 α2 α3 α4 α5 α6 α7 α8

Yld2k-Par1 0.9702 1.0540 1.2532 1.1281 1.0646 1.2534 0.9400 0.9089

Yld2k-Par2 0.9682 1.0219 1.0673 1.0911 1.0136 0.9771 0.9137 1.0636

identified from the uniaxial tension (Fig. 2a). Compared to the flow stresses,
the r-values represent stronger anisotropy as they are far lower than 1 (isotropic
value). As the lowest r-value is observed at 45°, it is expected that this direc-
tion would have the least resistance to thinning. Beyond uniaxial tension, plane-
strain tension in RD, 45°, and TD are conducted using a custom-designed specimen
[7–9].

For Yld2000-2D parameter calibration, two anisotropic parameter sets are
utilized, based on different sets of experiments: Yld2k-Par1 is calibrated based on
the uniaxial tension only while Yld2k-Par2 is done by both uniaxial and plane-strain
tensions (Table 2). Since both parameter sets use the uniaxial tension, they give a good
agreement with the anisotropy in the uniaxial tension, as seen in Fig. 2a. However,
the corresponding yield loci (Fig. 2b) of Yld2k-Par1 and -Par2 show a significant
difference regardless of the identical prediction in the uniaxial tension (Fig. 2a).

Hole-Expansion Experiment and FE Simulation

The hole-expansion experiment is performed using a specimenwith a circular hole of
35 mm diameter. A flat-headed punch of 100 mm diameter with 12 mm punch radius
expands the hole as it travels. Stereo-type digital image correlation (DIC) system is
used to measure the surface strain field throughout the process. The thickness strain



730 J. Ha and Y. P. Korkolis

evolution is measured at different levels of punch displacement from a hoop with
40mminitial diameter, i.e. 2.5mm inland from the hole edge, to avoid the problematic
correlation near the hole edge. The same tooling is modeled for the simulation, but
only a quarter is used, considering the two symmetry planes. The blank is constructed
using 60 shell elements along the quarter hole, which is equivalent to 1.5° per each
element.

The experiment and simulation resultswith two differentYld2000-2Dparameters,
i.e., Yld2k-Par1 and -Par2, are shown in Fig. 3. In Fig. 3, the thickness strain evolution
is described at the different level of punch displacement δ, i.e., δ/δmax = 0.5, 0.65,
0.8, 0.9, and 1, where δmax is the punch displacement at the onset of fracture. The
experiment shows that the thickness strain variation has the greatest thinning at 45°,
intensifying as the punch displacement increases. Indeed, this is the location of the
first rupture.

In both parameter sets, the average thickness strain levels are well predicted with
the punch displacement,while the thickness strain variation shows a noticeable differ-
ence between the two. The prediction for Yld2k-Par2, of which the parameter is cali-
brated based on both uniaxial and plane-strain tensions, shows a better agreement
with the experiment than Yld2k-Par1, calibrated based on uniaxial tension only.
This difference seems to be caused by the different plane-strain conditions between
Yld2k-Par1 and -Par2 (see Fig. 2b), which means that the plane-strain condition can
have a considerable influence on the strain variation in the hole periphery.

Conclusion

The role of plane-strain condition on thickness strain variation in the hole-expansion
is investigated through numerical simulation using two different material parameter
sets of the anisotropic yield function Yld2000-2D. Both parameter sets can capture
the anisotropy of the uniaxial tension, which is the major stress state along the
hole edge. However, only Yld2k-Par2, which is calibrated including the plane-strain

Fig. 3 Thickness strain evolution of a Yld2k-Par1 and b Yld2k-Par2
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condition, shows a good agreementwith the experiment. The comparison emphasizes
the importance of the plane-strain condition for the accurate prediction of the hole-
expansion simulation.
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Dynamic Deformation Behaviour
of Al-Li Alloys Under High Strain Rate
Deformation

Ali Abd El-Aty, Yong Xu, Shi-Hong Zhang, Ma Yan, Xunzhong Guo,
Jie Tao, Yong Hou, and Myoung-Gyu Lee

Abstract Since high-strength lightweight Al-Li alloys were gained much attention
recently, investigating the dynamic behavior of high-strength lightweight AA2060-
T8 sheets is crucial because of their outstandingmechanical properties. Thus, uniaxial
tensile tests were performed under high strain rate conditions using universal testing
machines and split Hopkinson tensile bars. The ductility of AA2060-T8 sheets was
improved under HSR deformation because of the adiabatic softening with increasing
the strain rate and the inertia effect, which may diffuse necking the necking devel-
opment and delay the onset of fracture. The present study results can efficiently
develop a newmanufacturing route based on impact hydroforming technology (IHF)
to manufacture sound thin-walled-complex shape components from high-strength
lightweight Al-Li alloy sheets at room temperature.

Keywords Al-Li alloys · Dynamic behaviour · High-speed deformation · Impact
hydroforming

Introduction

In recent years, Al-Li alloys have acquired much attention for their weight and
stiffness-critical structures used in aircraft, military, and aerospace because of their
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superior outstanding properties, such as a low density and high specific strength, than
those of commercial Al alloys. Al-Li alloys’ exceptional properties are principally
attributed to the added Li, which impacts the elastic modulus, and weight reduction,
where 1 wt. % of Li increases the elastic modulus by approximately 6% and reduces
the resultant Al alloy’s density by approximately 3% [1–3]. Based on the produc-
tion date, Al-Li alloys are classified into three generations: first-generation Al-Li
alloys such as AA1420, AA1421; second-generation Al-Li alloys such as AA8090,
AA2090; and third-generation Al-Li alloys such as AA2050, AA2060 [2, 3].

AA2060-T8 is one of the newest candidates in the family of the third-generation
Al-Li alloys launched by Alcoa Inc. in 2011 to replace AA2024-T3 and AA7075-
T6 for upper and lower wings and fuselage structures [1, 3, 4]. The challenges
associatedwith usingAA2060-T8 sheets with conventional forming technologies are
(1) poor formability because of the micro-voids and micro-cracks during processing;
(2) anisotropic tensile properties, which caused serious issues during press forming;
(3) and wrinkling and springback, which is, in turn, adds to the cost of the die and the
final products because of the try-out time. The aforementioned issues of AA2060-T8
restrict its board applications [2, 3].

For the reason that AA2060-T8 was launched a few years ago, few studies on
understanding the mechanical behavior, deformation mechanism, and anisotropic
response of this alloy, notably at elevated temperatures, have been accomplished.
For instance, Jin et al. [5] studied mechanical behavior and the texture evolution of
AA2060-T8 during the bending process using PRM. Jin et al. [6] learned the disloca-
tion boundary structures of AA2060-T8 during the bending process, and they found
that three types ofmicrostructures were formed during bending. Ou et al. [7] revealed
the deformation behavior of AA2060-T8 under hot forming conditions. Gao et al.
[8] used their outstanding results [7] to investigate the feasibility of manufacturing
aircraft components from AA2060-T8 using the HFQ process. Abd El-Aty et al.
[4–6] proposed a computational method-based crystal plasticity modelling to link
the mechanical response of AA2060-T8 sheets with their microstructural states and
predict their deformation behavior at room temperature and different strain rates.
Later, Abd El-Aty et al. [3] investigated the mechanical behavior of AA2060-T8
sheets at room temperature and a wide range of strain rates.

From the discussion mentioned above, it is evident that the quasi-static and high-
speed deformation behavior of high-strength lightweight AA2060-T8 AL-Li alloy
sheets and the constitutive relations which describe the flow behavior of AA2060-
T8 sheets under high strain rate conditions are not investigated. Al-Li and Al alloys’
flow behavior under high strain rate deformation is complicated because they depend
on several factors, such as the deformation mode, strain, and strain rates [9]. These
factors control the strain hardening and dynamic softening, which affects the flow
behavior and formability of these alloys [10–12]. Thus, characterizing the quasi-
static and high-speed deformation behavior of high-strength lightweight AA2060-T8
AL-Li alloy sheets is meaningful to describe their mechanical response at various
deformation conditions.
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Experimental Procedures

Thematerial used in this study was rolled sheets AA2060-T8 sheet. HSR tensile tests
were done using SHTB apparatus at room temperature to investigate the dynamic
behavior of AA2060-T8 sheet at RD and strain rates of 1733, 3098, 3651, and
3919 s−1. The sample orientations in HSR tensile tests were not considered since the
sample orientations significantly impacted the case of quasi-static strain rates rather
than HSR [1, 3]. The experimental setup of the SHTB apparatus and the details of
the tensile specimen used in this test are depicted in Fig. 1. The HSR experiment
was supposed to be started once the tensile sample was placed between the incident
and the transmitter bars. However, the material being studied was rolled sheets with
2 mm thickness. Thus, a novel gripping method (clamp) was designed to integrate it
in the SHTB apparatus for providing adequate clamping forces to avoid the tensile
specimens from slipping during the experiments and introducing a low mechanical
impedance to prevent the distortion of the waves. Once the novel clamp was imple-
mented in the SHTB apparatus, the tensile specimenwas placed between the incident
and transmitted bars; thereafter, the striker situated on the incident bar impacted the
flange, leading to the generation of a tensile wave (incident wave) that propagated
along the incident bar, as depicted in Fig. 2. The strain gauge located on the incident
bar recorded the incident wave (ε I ) once it passed. Once the incident wave (ε I ) hits

Fig. 1 The actual setup of SHTB apparatus
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Fig. 2 The final version of the novel clamp used to avert the specimens from slipping during the
test

the specimen. It is partly reflected (εR) through the incident bar and partly trans-
mitted (εT ) through the tensile specimen and the transmitted bar, as shown in Fig. 2.
These reflected and transmitted waves were recorded by the strain gauges (using a
high-velocity acquisition system, i.e., an oscilloscope) situated on the incident and
transmitted bars, respectively. A schematic and a real set of waves detected during
the SHTB experiment are depicted in Figs. 3 and 4. The progress of the HSR tensile
specimen during HSR tensile testing is illustrated in Fig. 5.

Fig. 3 The schematic representation of stress waves propagation in the bars
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Fig. 4 The waveforms recorded by the oscilloscope during the HSR test

Fig. 5 The HSR tensile specimen a at the beginning of HSR tensile testing; b after 36 µsec; c after
41 µsec, and d after 51 µsec from the beginning of HSR testing, in which the tensile specimen was
broken

For simplicity, it was assumed that the equilibrium condition was verified during
all the tests, thus the mean strain and mean stress are generalized as

ε(t) = − 2C
L0

∫ t

0
εR(t)dt (1)

σ (t) = E
A
A0

εT (t) (2)
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The promptly axial strain rate (ε̇) in the tensile sample was calculated from the
first derivative of Eq. 1, so, it can be written as

ε̇(t) = v in put(t) − vout put(t)
L0

= − 2C
L0

εR(t) (3)

From Eq. 3, it could be perceived that with the SHPB equipment, the tests are not
performed precisely at a constant strain rate. Only in the ideal case of the perfectly
rectangular reflected wave, i.e., an entirely plastic response of the specimen, the
strain rate is constant during the whole specimen deformation. In practice, this is
almost impossible to observe and, generally, the nominal strain rate (average value
of the effective strain rate) which used to indicate the strain rate of tests performed
on the Hopkinson Bar apparatus. Thus the HSR experiments were accomplished at
strain rates of 1733, 3098, 3651, and 3919 s−1.

Results and Discussion

Stress–Strain Behavior

The (σ e, e) curves of AA2060-T8 sheets under HSR conditions are shown in Fig. 6.
The work hardening behavior observed in HSR testing is more prominent than that
detected in QSR and ISR testing [1–3]. Thus, the yield, flow, and ultimate tensile
stresses atHSRwere higher than theirQSRand ISRcounterparts,which are generally
attributed to the increased strain rates. Notwithstanding, the strain-hardening rate
observed inHSR testingwas lower than that inQSR and ISR testing. This is attributed
to the competitionbetween the strain hardening and thermal softeningdue to adiabatic

Fig. 6 a Engineering, and b true stress–strain curves of AA2060-T8 sheets at RD and HSR zone
(i.e. ε̇ = 1733s−1,ε̇ = 3098s−1, ε̇ = 3651s−1, andε̇ = 3919s−1)
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temperature rise with increasing the strain rate. Thus, adiabatic softening influence
is significant in HSR deformation and leads to abnormal mechanical behavior [34–
37]. The strain rate increased to 1733, 3098, 3651, and 3919 s−1 (i.e., strain rate
changed from QSR to HSR). The elongation to fracture of AA2060-T8 sheets in
the HSR zone was simultaneously improved by increasing the strain rate, which
is an appealing feature in HSR deformation. This enhancement is attributed to the
adiabatic softening with increasing the strain rate and the inertia effect, which may
diffuse necking, slow down the necking development, and delay fracture onset.

Basic Principle of Impact Hydroforming

The basic principle of the impact hydroforming (IHF) is shown in Fig. 7, the high-
speed moving impact body impacts the closed liquid chamber to generate high-
pressure shockwaves and propagates to thematerial.After the shockwave propagates
to the liquid–solid interface, it interacts with the material and drives the sheet to
deform. Its load is characterized with instantaneous high pressure, loading time of
100–500 µs, pressure up to 500–1000 MPa.

According to the dynamic yielding of the material and the geometrical character-
istics of the part, the pressure requirement for forming can be obtained. According
to the impact transfer characteristics, the requirements of the shock wave pressure
can be detected. According to the dynamic hardening of the material and the strain
requirement of the part, the requirement of forming energy can be proposed, and then
the liquid shock wave energy and equipment performance requirements are proposed
according to the impact transfer characteristics.

Design and Manufacturing a Novel Machine Based on IHF
Technology

Based on the results mentioned above and the results obtained from Ma et al. [13], a
new manufacturing route based on HSF was developed and denoted IHF. Based on
this new manufacturing route and principle of IHF, an advanced IHF machine was
designed and manufactured, depicted as Fig. 8. There are four zones of this machine.
Power zone can provide very high acceleration to the projectile, which is as high as
3200m/ s2. The acceleration zone supplies the acceleration distance for the projectile
and the release rig. The dynamic resistance reduction technology is implemented by
controlling the air and adopting a special structure to reach high impact velocity.
Forming zone supplies the liquid chamber, binder hydraulic cylinder, and moveable
working table. The control zone supplies the control function to all of the hydraulic
valves to control the equipment’s action. And themachine can run both under manual
and automatic mode by inputting the code to the control board. The current research
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Fig. 7 The schematic of impact hydroforming a before forming b after forming

equipment’s power source is the hydraulic-driven system, which can provide higher
forming energy. For previous works, the power source is a pneumatic or explosive
material, and their projectile is a solid cylinder that can freelymove in the acceleration
tube. The projectile of the current equipment is connected and controlled by a driven
rod, capable of realizing more precise control. Furthermore, this equipment is more
automatically run, which is suitable for industrial applications. The projectile’s mass
and the impact velocity and impact energy of the designed IHF machine are 60 kg
(changeable), 10–80 m/s, and 3–200 kJ, respectively. The diameter and the volume
of the liquid chamber are 250 mm (changeable) and 3–9 L. The dimensions of the
working table are 800×800mm, the max blank holder force is 250 T, and the binder
hydraulic cylinder can be opened up to 400 mm.

Fig. 8 a The schematic description forming, b actual setup of IHF machine
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Bulging Test

This novel IHF machine was used in this study to conduct a hydro-bulging test
to investigate the formability of AA2060-T8 sheets under IHF loads and compare
these results obtained from the bulging test under conventional hydroforming (quasi-
static loading) loading. The specimens used in the bulging test were machined from
AA2060-T8 sheets, and the radius of these samples is 83.6 mm.

Since the IHF machine’s impact energy is 3–200 kJ, the impact velocity can be
reached up to 80 m/s. As depicted in Fig. 7, the test-specimen placed on the lower die
and the upper die was fixed on the master cylinder of the IHF machine by the fixing
ring. The locating ring was used to guide the upper die to the right position along the
axial direction.After the upper die contacted the test-specimenwith suitable clamping
pressure, the high-speed hammer accelerated the liquid (Projectile). Thereafter, the
test-specimen was formed by the liquid with high energy in the shock wave. The
velocity sensor was set in the chamber’s lateral wall, whose position was near the
liquid’s upper surface to detect exactly the final velocity of the accelerated hammer.
Each test condition was investigated at least three times to ensure consistency and
repeatability.

The bulge height (hB) of each test-specimen was measured as depicted in Fig. 8 to
assess the IHF loading effect on the formability of AA2060-T8 sheets and build up
a window to describe the relationship between the impact energy (EI) and the corre-
sponding bulge height. This window is denoted as bulge height-impact energy (hB −
EI) window, as presented in Fig. 9. The impact energy was used in this study instead
of the pressure because the projectile’s speed and mass mainly decide the impact
energy. Furthermore, it is easy to calculate it compared to the pressure, especially
under IHF conditions. As shown in the (hB – EI) window, under the IHF loading, the
bulge heights of the test-specimens were increased by increasing the impact energy
up to 16.2 kJ, beyond this value, the test-specimens were ruptured. The max bulge
height obtained from IHF loading before rupture was 20.23 mm; however, the max
bulge height obtained from conventional hydroforming loading using max pressure

Fig. 9 The measurement
tool used to measure the
bulge height of each
test-specimen
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of 28 MPa was 13.3 mm as depicted in (hB - EI) window. This means and proves that
the developed IHF technology can improve the formability of AA2060-T8 sheets at
room temperature.

Manufacturing Aircraft Frame Part by IHF Technology

To investigate IHF technology’s feasibility to fabricate thin-walled complex shape
components, a complicated aircraft frame part was selected as a case study. The
details of the aircraft frame part are depicted in Fig. 13. As shown in Fig. 13a, the
aircraft frame part consists of eight convex shapes, outer surfaces, two concaves
(concave 1, and concave 2), with drawing ratios (DR) of 3.88 3.52, respectively.

The DR in this study was calculated from Eq. 4 as

DR = blank area
concave area

(4)

Because of the complexity of the shape of the aircraft frame andhighDR compared
to the common DR limit of steel sheets, 2, many redrawing steps were required to
reduce the DR for each step. The convex zones between the two concave zones are
relatively easy to crack, as depicted in Fig. 10b since the strain is easy to exceed the
forming limits. Furthermore, there are many small fillets (2 mm) at the outer surfaces
and the concaves’ bottoms. These small fillets increase the difficulties of forming
this component. According to the theories of hydroforming, the smaller the radius,
the higher the pressure, since it is challenging to supply the material to the radius

Fig. 10 Bulge height-impact energy (hB − EI) window describing the relation between the impact
energy (kJ) and the corresponding bulge
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Fig. 11 a The aircraft frame part’s details, b The actual aircraft frame part with wrinkle and crack
formed by sheet hydroforming process (SHF)

zone because of the frictions under the high pressure, and form the material which
already contacted the surface of the die and supply the material to the radius zone
because of the friction under this increased pressure.

In the beginning, actual trials were performed to investigate the feasibility of
forming the aircraft frame part using a quasi-static sheet hydroforming process (QS-
SHF). As depicted in Fig. 11a, large crack has appeared, and the outer surface of the
frame part has a wrinkling tendency. This is because there is not enough material
flowing to the fillet area to achieve the feeding effect. The rounded material’s plastic
deformation ability cannot meet the forming requirements, thus causing large-area
cracking. Therefore, the IHF technology was used to address the issues as mentioned
above of QS-SHF. It is observed that the formability of the AA2060-T8 sheets was
improved under the HSR condition. Furthermore, the cracking tendency and wrin-
kling were reduced compared to QS-SHF. However, the final product still has a small
crack, as depicted in Fig. 11b. By analysing the results obtained from both one-step
QS-SHF and IHF, as shown in Fig. 11, it is challenging to manufacture the frame part
by the one-step forming process. This is attributed to the high DR of the concave
1 and concave 2. Thus, multi-step forming processes were used to overcome the
limitations of the one-step forming process.

Firstly, the pre-forming stage was accomplished using QS-SHF. The pre-forming
stage improved and controlled the flow and the distribution of the material during
the deformation. After that, to investigate and compare the effect of forming process
on the formability and the crack tendency, the second forming stage was performed
using either QS-SHF or IHF. Based on the original design of the frame part, the
pre-formed parts were proposed as depicted in Fig. 12, since the rounded part of the
two cavities’ inner side was increased from 2 to 20 mm. Furthermore, the width of
the eight convex shapes is also increased.

After successfully carrying out the pre-forming stage, many trials were performed
using both QS-SHF and IHF as a second forming stage. It is observed that the cracks
still exist in the frame part produced by QS-SHF. However, no cracks were detected,
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Fig. 12 Actual trials to produce the frame part by one step a QS-SHF, b IHF

Fig. 13 a The CAD model, and b the actual trial of the pre-formed frame part

Fig. 14 The frame part was produced by a QS-SHF, b IHF after pre-forming

and the wrinkling was reduced in the frame part produced by IHF, as depicted in
Fig. 13.

Conclusions

The main conclusions of this investigation can be deduced based on the achieved
results as follows:
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1. The work hardening behavior observed in HSR deformation is more prominent
than that detected in QSR deformation. Thus, the YS, flow stress, and UTS
at HSR were higher than their QSR counterparts. The strain-hardening rate
observed in HSR deformation was lower than that in QSR deformation, which
was attributed to the competition between the strain hardening and thermal
softening due to increasing the adiabatic temperature with increasing the strain
rate. The ductility of AA2060-T8 sheets was improved under HSR deformation
because of the adiabatic softening with increasing the strain rate and the inertia
effect, which may diffuse necking the necking development and delay the onset
of fracture.

2. These results obtained from this study were efficiently used to develop a new
manufacturing route called impact hydroforming technology (IHF). IHF tech-
nology can improve the formability of lightweight metals and manufacture
thin-walled complex shaped components from Al-Li and Al alloys.
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Research on Electric Current-Assisted
Draw Bending of AA7075-T6 Sheet

Hongrui Dong, Xiaoqiang Li, Dongsheng Li, Luyi Dou, Haibo Wang,
Yanfeng Yang, and Xuebin Zheng

Abstract Electrically-assisted forming is a promising technology to realize the
precise forming of materials with poor formability. For stamping process, the typical
deformation process of sheet metal is that the sheet metal experiences bending and
reverse bending when it passes through the corner of die, and the draw-bending test
can well characterize this typical deformation process. Therefore, this paper studies
the influence of normalized back force (0.1, 0.25), temperature (25 °C, 65 °C, and
150 °C), current (0A, 830A, 1300A, and 1700A) on the springback of AA7075-
T6. The results show that the springback can be reduced by loading current during
draw-bending test. Moreover, the larger the normalized back force is, the larger the
reduction of springback angle is, which shows that the electroplasticity becomes
more obvious with the increase of normalized back force. At the same temperature,
with the increase of current, the springback angle decreases. Moreover, the higher
the temperature is, the larger the reduction of springback angle is, which shows that
pure electroplasticity becomes more obvious with the increase of temperature.
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Introduction

Lightweight is becoming more and more important in the transportation industry
due to the requirement for fuel economy and environmental protection. In the field
of sheet metal forming, the use of precipitation-hardening 7XXX series aluminum
alloy with high specific strength and specific stiffness can significantly reduce the
weight, and its density is only one-third of that of steel. Therefore, the application
of aluminum alloy in automobile has become more and more popular.

However, the poor formability of AA7075-T6 at room temperature severely limits
its application in automobile. Nikolay Sotirov et al. [1] put forward warm forming,
which requires a forming temperature of 200 °C–30 °C. However, high forming
temperaturewill lead to the decrease of part strength and the change ofmicrostructure
after forming. Therefore, new formingmethods are needed to solve above-mentioned
problems.

It is found that the formability of sheet metal will change significantly when the
current is applied during forming, such as the increase of plasticity and the decrease
of deformation resistance. This phenomenon is called electroplastic effect. It has
been found that on the one hand, electric current can increase the temperature of the
material through Joule thermal effect, which makes the material soften (thermoplas-
ticity / thermal effect). On the other hand, electric current can directly reduce the
flow stress of material (pure electroplasticity / non-thermal effect). Based on existing
research, pure electroplastic-assisted warm forming (PEPAWF) process is proposed,
which can reduce the forming temperature by using pure electroplastic/non-thermal
effect to compensate plasticity loss caused by the decrease of forming temperature.
It is expected to greatly improve the forming limit and the forming quality of sheet
metal.

Current research is mainly about the influence mechanism of current on the flow
behavior of sheet metal by conducting uniaxial tensile test and microscopic test. For
stamping process, the typical deformation process of sheet metal is that the sheet
metal experiences bending and reverse bending when it passes through the corner
of die, and the draw-bending test can well characterize this typical deformation
process. Therefore, this paper studies the influence of normalized back force (0.1,
0.25), temperature (25 °C, 65 °C, and 150 °C), current (0A, 830A, 1300A, and
1700A) on the springback of AA7075-T6.

Material and Experiment

Material and Specimen

Thematerial used in the test is AA7075with T6 temper, whose chemical composition
is shown in Table 1. The size of specimen used in electrically-assisted draw-bending
test is shown in Fig. 1 and the lugs on the left and right of specimen are used to load
current.
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Table 1 Chemical composition of AA7075T6 (wt.%)

Zn Mg Cu Si Fe Mn Ti Cr others Al

05.1 ~ 6.1 2.1 ~ 2.9 1.2 ~ 2 ≤ 0.4 ≤ 0.5 ≤ 0.3 ≤ 0.2 0.18 ~ 0.28 0.05 ~ 0.15 balance

Fig. 1 The size of specimen for electrically-assisted draw-bending test (unit: mm)

Experiment Principle and Procedure

The experiment principle of draw-bending test is shown in Fig. 2 and concrete intro-
duction is referred to reference [2]. Typical unloaded specimen is depicted in Fig. 2,
and there are four deformation regions delineated. Regions 1 and 4 remain straight
throughout the test. Region 2 is in contact with die just before unloading, whose
radius is marked as R′. Region 3 experiences bending and reverse bending during
test, whose radius is marked as r ′. The total springback angle is marked as �θ . In
addition, the back force Fb is characterized by normalized back force (Fb) during test,
which is expressed as the back force divided by the yielding force of the specimen
in uniaxial tension (Eq. 1).

Fig. 2 Schematic of three
stages of the draw-bend test
and unloaded specimen
geometry
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Fb = Fb

σb · b · t (1)

where σb is yield strength, b is the width of specimen and t is the thickness of
specimen.

Electrically-Assisted Draw-Bending Test Procedure

The experimental procedure for electrically-assisted draw-bending test is as follows:

1. The tension cylinder, which provides back force, is positioned at 30 mm of
displacement sensor to ensure the consistency of initial state of draw-bending
test and to prevent the contact between tension cylinder and specimen;

2. Grip the left end of specimen with tension cylinder, and then bend the specimen
to conform to the die, with 90° of contact. Then grip the right end of specimen
with drawing cylinder, as shown in Fig. 3a.

3. Connect the copper wire with the lugs of specimen with bolts, as shown in
Fig. 3b. Then turn on the thermal imager to record the temperature change

Fig. 3 Schematic diagram of draw-bending test
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of the specimen (Fig. 3c), and turn on the blower to control the temperature
(Fig. 3d).

4. Turn on the power switch and set the corresponding current parameter (Fig. 3e).
When the temperature on specimen reaches the corresponding temperature, set
the relevant parameters in the software to carry out the draw-bending test.

Experiment Matrix and Result

In order to study the effect of electroplasticity on the springback of draw bending,
designed experiment matrix and corresponding results are shown in Table 2.

In order to study the effect of pure electroplasticity on the springback of
draw bending, designed experiment matrix and corresponding results are shown in
Table 3.

Table 2 Experiment matrix for the effect of electroplasticity on the springback of draw bending

NO Fb Current/A �θ /° R’ r’

1 0.1 0 47.066 46.5087 93.9589

2 830 47.106 38.7700 97.7425

3 1300 46.9 35.5290 104.1500

4 1700 45.904 31.7973 111.5627

5 0.25 0 42.305 40.8120 117.8091

6 830 41.758 37.3793 117.0187

7 1300 39.147 33.1436 132.2325

8 1700 35.94 31.7268 147.7016

Table 3 Experiment matrix for the effect of pure electroplasticity on the springback of draw
bending

NO Current/A Temperature/°C Fb �θ /° R’/mm r’ /mm

1 830 65 0.25 41.758 37.3793 117.0187

2 1300 65 0.25 41.409 35.9833 111.6453

3 1700 65 0.25 40.644 38.3860 108.9173

4 1300 150 0.25 39.147 33.1436 132.2325

5 1700 150 0.25 35.74 34.2222 134.3026
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Discussion

The Effect of Electroplasticity on the Springback of Draw
Bending

In order to observe the effect of electroplasticity on the springback of draw-bending
intuitively, the corresponding experimental results in Table 2 are plotted in the Fig. 4.
When the current increases from 0 to 1700A, the corresponding springback angle
decreases from 47.066° to 45.904° under the condition of Fb = 0.1. When the
current increases from 0 to 1700A, the corresponding springback angle decreases
from 42.305°to 35.94° under the condition of Fb=0.25, which is mainly due to the
Joule thermal effect. It can be concluded that springback can be decreased by loading
current during draw-bending test. Moreover, the larger the normalized back force is,
the larger the reduction of springback angle is, which shows that the electroplas-
ticity becomes more obvious with the increase of normalized back force. Deeply, the
springback angle is caused by radii at Region 2 and Region 3. As shown in Fig. 4,
r ′ increases with the increase of current. This is because that the temperature of
specimen increases due to Joule thermal effect, which decreases the flow stress of
AA7075-T6 and the stress difference between inner and outer sides of specimen.
R′ decreases with the increase of current. This is because that the high temperature
softening effect improves the plasticity of AA7075-T6, which decreases the spring-
back at Region 2 and results in the change law of R′. As introduced in reference [2],
the increase of r ′ makes �θ decrease and the decrease of R′ makes �θ increase.
However, the effect of variation of r ′ is larger than that of variation of R′, which
makes the springback angle decrease with the increase of current.

(a) bF =0.1 (b) bF =0.25   

Fig. 4 The effect of current on springback of draw bending under different normalized back force
a Fb = 0.1 b Fb = 0.25
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Fig. 5 The effect of pure electroplasticity on springback of draw bending under different
temperature a 65 °C b 150 °C

The Effect of Pure Electroplasticity on the Springback of Draw
Bending

In order to observe the effect of pure electroplasticity on the springback of draw
bending intuitively, the corresponding experimental results in Table 3 are plotted
in the Fig. 5. It is found that the springback angle decreases with the increase of
current under the same temperature. Moreover, the higher the temperature is, the
larger the reduction of springback angle is. When the temperature is 65 °C and the
current increases from 830 to 1700A, the corresponding springback angle decreases
from 41.758° to 40.644°. When the temperature is 150 °C and the current increases
from 1300 to 1700A, the corresponding springback angle decreases from 39.147°
to 35.74°. It can be concluded that the effect of pure electroplasticity becomes more
significant with the increase of temperature. When the temperature is 65 °C, r ′
decreases and R′ increases with the increase of current. When the temperature is
150 °C, r ′ and R′ increase with the increase of current. According to reference [2],
the larger the values of r ′ and R′, the smaller the springback angle is. Therefore, the
reduction of springback angle at 150 °C with different current is larger than that at
65 °C with different current. Meanwhile, the influence of pure electroplasticity on
springback needs further study.

Conclusion

1. The springback can be reduced by loading current during draw-bending test.
Moreover, the larger the normalized back force is, the larger the reduction of
springback angle is.
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2. At the same temperature, with the increase of current, the springback angle
decreases. Moreover, the higher the temperature is, the larger the reduction
of springback angle is, which shows that pure electroplasticity becomes more
significant with the increase of temperature.
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Numerical Modeling for Progressive
Crushing of Composite and Hybrid
Metal—Composite Structures

Saarvesh Jayakumar, Lorenz Stolz, Sharath Anand, Amir Hajdarevic,
and Xiangfan Fang

Abstract In this present study, the numerical behaviors for progressive crushing
of composite materials and hybrid metal composite materials are investigated. State
of the art shows the importance of progressive crushing in composites as they lead
to superior energy absorption characteristics. Since composite and hybrid mate-
rials serve a lightweight potential in structural applications, especially in automotive
structures. The usage of these materials in energy absorption applications in auto-
motive structures creates the need for their predictability in numerical simulations.
Therefore, a methodology using finite element methods has been proposed to predict
the numerical behaviors of composite and hybrid materials under crushing loads.
A progressive failure material model is used to simulate the crushing response of a
GMT structure. The cohesive zone modeling approach is used to predict the adhesive
behaviors between metal and composite structures in numerical simulations. Finally,
the cohesive modeling approach is combined with a progressive failure material
model to predict the crushing behaviors of Hybrid Metal—Composite Structures.

Keywords Progressive crushing · Cohesive zone modeling · Interlaminar failure
modeling

Introduction

Fiber-reinforced thermoplastics (FRP) have demonstrated their ability and are
predominantly being used for lightweight design in many load-bearing applica-
tions, especially in the automotive sector [1–3]. FRP integration with metallic struc-
tures provides additional advantages such as cost savings and exceptional structural
stability, justifying their use in automotive applications [4, 5]. Hybrid metal-FRP
components, like FRP materials, are becoming more popular due to their combi-
nation of beneficial ductile failure behavior of metals with high specific stiffness
and localized strength of the FRP material. To use these materials in automotive
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Fig. 1 Process cycle for numerical modeling of GMT and hybrid structures

applications, crashworthiness requirements must be met. To meet the crashworthi-
ness requirements, correct crash simulations results are required during the product
development process. Hence a numerical methodology to reproduce the crushing
behavior of FRP and Hybrid structures is developed.

Figure 1 describes the methodology for numerical modeling of glass mat ther-
moplastic material (GMT) and hybrid metal- GMT structures under crushing loads.
Since GMT components exhibit anisotropic behavior and more sophisticated energy
dissipation mechanisms, material modeling of these materials requires a thorough
understandingof their properties [4].And therefore, thefirst step inmaterialmodeling
of GMT materials involves the material characterization of GMT materials for the
development of the material card. After the progressive crushing simulation is done
and verified with the experimental behavior, the next step is to model the interlam-
inar behavior of adhesives. The adhesives between the metal and composite mate-
rials are characterized under different loadings such as cross tension and lap shear
tests. These characteristic data serve as a base for the cohesive modeling of adhe-
sives. After modeling the adhesives, the interlaminar behavior is validated for two
extreme loading conditions where a minimum andmaximum separation of adhesives
are involved. Finally, the progressive failure model of GMT material and interlam-
inar failure behavior of adhesives through cohesive zone modeling are combined
with aluminum material to predict the crushing behavior of hybrid metal-composite
structures. Failure modeling of adhesives (interlaminar failure) is crucial because the
Metal–FRP material combination leads to complex mutual interactions of aluminum
and GMT during axial crushing. Hence, the purpose of this paper is to investigate
the material behavior of GMT and adhesive, as well as to create a methodology
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for time-efficient numerical modelling of GMT and hybrid structures using finite
element methods.

Material Characterization

Material Characterization of GMT Materials

The fiber-reinforced thermoplastic investigated in this study corresponds to a glass
mat thermoplastic material (GMT) comprising 40% vol of glass fibers. GMT extru-
date material has a complex architecture comprising of both continuous fibers (glass
mat layers including two layers of stacked plain weaved woven fabric reinforcement)
and discontinuous fibers (long glass fibers) combined with Polypropylene matrix.

Diagrammatic representations of specimen location from the extrudate and
pressed components are shown in Fig. 2a, b. It was not possible to use the ISO
527 Norm specimen from the pressed component because the Norm specimens were
longer in size in comparison to the component length. Therefore, a smaller specimen
size of 110 mm in length, 10 mm in width and 4 mm thickness was used in both
extrudate (delivered material) and pressed GMT material to characterize the tensile
behavior.

After these specimens were cut in the extrudate, the tensile and compression
specimens were cut directly from the U profile, which was formed by compression
molding using two plies of GMT material as illustrated in Fig. 2b. To determine the
quasi-staticmechanical properties of these glassmat thermoplasticmaterials a tensile
test machine of type Zwick Z100was used, and the tests were carried out at a speed of
2 mm/min. The compression test is performed with a combined loading compression

Fig. 2 Specimen location from extrudate (a) and pressed component (b)
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(CLC) fixture. Compression tests were carried out on samples according to ASTM
D6641 standards. The corresponding deformation strain is measured with the DIC
technique (ARAMIS system and 5 M cameras). The characterized specimens from
the pressed U profile components provided superior mechanical properties with an
18% increase in tensile strength and a 58% increase in compressive strength in the
fiber direction compared to the results characterized from extrudate material. In the
pressed GMT, using two plies with two woven layers each increases the number of
woven layers to four. Thus, the mechanical properties are expected to be improved
in the pressed GMT. The increase in mechanical properties especially compressive
strength plays a vital role as it supports a stable crushing mode and prevents the
structure to fail catastrophically which is discussed in later sections below.

Aluminum Characterization

The stress–strain behaviors of the base aluminum material 5182 used for the hybrid
forming were characterized. For quasi-static tests with lower strain rates, the Zwick
Z100 was used, and for high strain rates (from 10 1/s up to 1000 1/s) a high-speed
testing machine HTM 5020 was used [6]. The determined strain rate dependency
from tensile testing was used for the strain rate-dependent material modeling of the
aluminum 5182 in FE Simulations.

Material Characterization of Adhesives

To investigate the interlaminar behavior betweenAluminum andGMT inMode 1 and
Mode 2, lap shear and cross tension tests were carried out in the Ibertest Testcom-50
machine. The specimen geometry was based on the DIN EN 1465 standards. The
yield stresses 6 MPa and 3.2 MPa were obtained from lap shear and cross tension
tests and were further employed to model the interlaminar behavior between hybrid
metallic and GMTmaterials. Figure 3a, b shows the force–displacement behavior of
lap shear and cross tension tests respectively.
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Fig. 3 Force displacement behavior of lap shear test (a) and cross tension test (b)

Material Modeling

Failure Mechanisms and Modeling of FRP Structures

Figure 4 shows the two types of failure mechanisms occurring commonly in
composite materials. After the peak load, the material begins to fail under global
buckling, fracture, or progressive crushing. The catastrophic failure occurring due
to global buckling leads to the sudden growth of fractures in FRP structures. As a
result, poor post-peak behavior is seen in the force deformation curve of the FRP
structure under catastrophic failure.

Whereas contrary to the catastrophic failure of structures, when the structure
undergoes a stable crushing mode called the progressive failure mechanism the post-
peak behavior provides a superior force deformation curve. And since the post-peak
behavior is superior it provides a better crushing load efficiency and energy absorption
characteristics.
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Fig. 4 Characteristic failure mechanisms of FRP structures [7]

The behavior of composite materials under crash conditions presents numerical
challenges because it requires material modeling beyond the elastic region and into
failure initiation and propagation. Crushing is caused by a combination of failure
mechanisms such as matrix cracking and splitting, delamination, fiber tensile frac-
ture, compressive kinking, frond formation and bending, and friction [8]. However,
the computational power is insufficient to model all these failure mechanisms in
a single numerical analysis, where the lamina–level failure criteria in progressive
failure models serve as a great alternative for its pragmatic approach to predicting
the onset of damage within laminate codes [9]. After the initiation of failure, the
propagation of failure can be carried out using several degradation schemes [10].

Depending upon the specific degradation law used, the constitutive models in
LS-Dyna can be categorized into progressive failure models (PFM – MAT54) and
continuum damage mechanics models [8, 11].

In PFM, failure criteria for laminated composites are typically strength-based,
and material properties are degraded using a ply discount method. The values of the
appropriate elastic properties of the ply in the material direction are degraded at the
failure surface from the undamaged state of 1 to the fully damaged state of typically
0. Progressive failure is achieved by a ply-by-ply failure within the laminate, with
the element being deleted once all plies have failed. The properties are immediately
dropped to zero once the ply’s strength given in the material model is exceeded [8].
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The progressive failure models are increasingly used for modeling composite
materials due to their pragmatic approach and for their ease of design optimizations.

For modeling the GMT materials an orthotropic material model
Mat_Enhanced_Composite_Damage MAT 54 was chosen with an enhanced
Chang- Chang failure criterion.

The damage behavior with different failure modes in tensile and compression are
shown below [12, 13].

for the tensile fiber mode,

σ11 ≥ 0 → e f t
2 =

(
σ11

Xt

)2

+ β

(
σ12

Sc

)2

− 1, e f t
2 ≥ 0 → f ailed

E1 = E2 = G12 = ν21 = ν12 = 0 e f t
2 < 0 → elastic

(1)

for the compressive fiber mode,
,

σ11 < 0 → e f c
2 =

(
σ11

Xc

)2

− 1 e f c
2 ≥ 0 → f ailed

E1 = ν21 = ν12 = 0 e f c
2 < 0 → elastic

(2)

for the tensile matrix mode,

σ22 ≥ 0 → emt
2 =

(
σ11

Xc

)2

− 1 emt
2 ≥ 0 → f ailed

E2 = ν21 = 0 → G12 = 0 emt
2 < 0 → elastic

(3)

and for the compressive matrix mode,

σ22 < 0 → emc
2 =

(
σ22

2Sc

)2

+
[(

σ22

2Sc

)2

− 1

](
σ12

Sc

)2

− 1 emc
2 ≥ 0 → f ailed

E2 = ν21 = ν12 = 0 → G12 = 0 emc
2 < 0 → elastic

(4)

In the above equations (Eq. 1 – Eq. 4): eft, efc, emt, emc is called the history variables
and eft, etc.represent the tension and compression for longitudinal direction 1 and
emt, emc transverse direction 2 respectively. The necessary material parameters Xc,
Xt, Y t, Yc, E1, E2, and further for modeling the GMT materials were obtained from
the material characterization of GMT materials.



764 S. Jayakumar et al.

Cohesive Zone Modeling of Adhesives

The Cohesive Zone Model (CZM) describes the failure behavior of very thin layers,
such as delaminating of composite structures or adhesive bonding between two
differentmaterials. Due to the presence of complex dynamic interactions between the
structures, the CZMcan be used instead of amore complicated continuummechanics
fracture model in crash simulations of adhesively bonded vehicle structures which
is computationally intensive and challenging.

Instead of using classical constitutive equations, the CZM considers the adhesive
layer’s continuum mechanical fracture behavior and describes its failure using a
simple traction–separation law (Fig. 5) [14–16].

The interlaminar failure between aluminum and GMT material was modeled
using *Mat-Cohesive-Mixed-Mode-Elastoplastic-Rate (MAT240) cohesivematerial
model. The damage initiation and interaction among different delamination modes
are described below [14].

The separations �n in normal (peel) and �t in tangential (shear) direction are
calculated from the element separations in integration points,

�n = 〈un〉 and �t =
√
ut12 + ut12, 〈x〉 =

{
x, i f x > 0
0, else

(5)

un, ut1 and ut2 are the separations in normal and in both tangential directions of
the element coordinate system. The total mixed mode separation �m is determined
by

�m =
√

�n
2 + �t

2 (6)

Fig. 5 Trilinear traction separation law used in MAT240 material model [14]
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The initial stiffness En andEt in bothmodes are calculated from the elastic young’s
modulus E and the shear modulus G,En = E

telem
andEt = G

telem
, where telem, the element

thickness, is an user defined value, which can be obtained from the distance between
the initial positions of the corner nodes of the element. The young’s modulus and
the shear modulus of the adhesive are obtained from the Lap shear and Cross tension
tests and used as input parameters for the cohesive modeling of adhesives.

When the total energy under the traction separation law is given byGC , one further
parameter is needed to describe the exact shape of the traction separation material
model. If the energy under the constant stress (plateau) region is denotedGP (Fig. 5),
a parameter f Gi (i = 1,2) defines the shape of the traction–separation law.

0 ≤ fG1 = GI P

GIC
< 1 − T 2

2GIC En
< 1 (7)

0 ≤ fG2 = GI I P

GI IC
< 1 − S2

2GI IC Et
< 1 (8)

where the T and S are the critical stresses for Mode I and Mode II/III, respectively
[11, 12]. These yield stresses were obtained from the Lap Shear and Cross Tension
tests: T = 6 MPa and S = 3.2 MPa. Energy release rate GIC in mode I and GIIc in
mode II was calibrated to two extreme situations in three-point bending load cases
which are presented in Fig. 9. The energy release rate GIC and GIIC obtained from
calibrations are 0.8 N/mm. Although the material model MAT 240 posses the ability
to model the rate dependency of adhesives. In this study at the first step the strain
rate dependent adhesive behavior is not investigated, due to the complex material
modelling and the necessity of an extensive experimental investigation for Mode I
and Mode II separations respectively.

Finite Element Modeling

Figure 6a shows the finite element model of hat profiles of pure GMT material
for axial crush load case. Both the aluminum and GMT in the hybrid hat profile
structures were modeled using LS-Dyna as layers using thin shell elements. Thin
shells were stacked together and connected by cohesive elements which are shown
in Fig. 6b. Thin shell elements used for modeling aluminum and GMT are of Type 16
fully integrated shell elements. 8 noded cohesive element of thickness 0.1 mm with
four integration points was centered between two layers of shells (Aluminum and
GMT) on the lower and upper surfaces to predict the interlaminar behavior. Figure 6b
shows the hybrid aluminum GMT finite element model of both quasi-static three-
point bending and dynamic axial crash load cases. Impactor and supports in both
three-point bending, and axial crush load cases were modeled as rigid bodies.
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Fig. 6 a GMT Finite element model b Hybrid Aluminum—GMT Finite element model (3 PB and
axial crush)

Orthotropy in the GMT layer was specified in MAT 54 material model using
AOPT Eq. 3.0 (Material axes option) and with aid of their corresponding component
vectors V1, V2, V3 and providing the material axes and element axes respectively.
The contact algorithm Contact Automatic Single Surface was used for modeling the
contact between impactor, rigid supports, and hybrid hat structures. Further Contact
Automatic Surface to Surface was employed tomodel the contact between aluminum
and GMT layers with a friction coefficient of 0.35 for both three-point bending
and axial crush load cases. Both to the GMT axial crush model and the Al-GMT
axial crush model an additional self-contact was provided in to prevent collision of
elements.
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Results and Analysis

Crushing Behaviors of GMT Structures

Dynamic axial crushing simulations ofGMTstructureswere carried outwith a testing
velocity of 5.4 m/s with a falling mass of 200 kg and a kinetic energy of 3 kJ. The
bottom portion of the axial crash box is fixed and constrained in all directions upto
50 mm.

Drop tower tests were conducted with above mentioned parameters and finally
compared with the numerical simulations. Force–displacement curve in Fig. 7 shows
that the crushed sample after the peak load produces a superior energy absorption
characteristic. This superiormean force level is causeddue to theprogressive crushing
of the GMT structures. Further the progressive crushing failures is a combination of
various failure modes such as delamination, Interlaminar shear, Intralaminar shear,
Fiber–Matrix separation and elastic bend formation. The stacking of double plies
during the manufacturing of the GMT components played a vital role to produce
stable crushing behavior due to their enhancedmechnaical propertieswhen compared
to the single plies (extrudate).

As mentioned before in the state of the art although the MAT54 material model
cannot individually model each failure modes which is computationally intensive
and challenging. The simulation model with the chang chang failure criteria could
produce a progressive crushing behavior which shows good agreement with the
experimental results. The systematic crushing of GMT axial crash box is further
illustrated in Fig. 8.

With the verification of axial crushing with experimental results these material
model serves as a foundation for further design optimization of crash structures with
FRPmaterials. And these progressive failuremodels can also be combinedwith other
material models to predict multi material structures.

Fig. 7 Correlation of
force-intrusion curves in
experiment and simulation of
GMT crush profile
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Fig. 8 Systematic crushing of GMT structures in numerical simulations

Numerical Behaviors of Hybrid Metal—Composite Structures

Quasi-Static Bending

In this analysis, quasi-static three-point bending load cases on the hybrid aluminum –
GMT hat profiles were modeled. To validate the simulative behavior of the adhesives
two three-point-bending tests were compared with experimental investigations under
quasi-static loading with and without a closing plate that can be seen in Fig. 9.

Hat profile with a closing plate shows small bending deflection as the closing plate
prevent the opening of the profile and the adhesives are only debonded in the middle
section of the hat profile where the impactor is in contact as shown in Fig. 9 (left).
However, when the profile without closing plate was bent, large bending deflection
takes place which causes a strong debonding of the aluminum and GMT, as can be
seen in Fig. 9 (right). Thus the simulation and test results are comparable and could
qualitatively be validated for both loading conditions.

Crushing Behaviors of Hybrid Aluminum—GMT Structures

Dynamic axial crushing simulations of Hybrid Aluminum-GMT structures were
carried outwith a testing velocity of 6.2m/swith a fallingmass of 375 kg and a kinetic
energy of 7 kJ. The bottom portion of the axial crash box is fixed and constrained in
all directions upto 50 mm. Drop tower tests were conducted with above mentioned
parameters and finally compared with the numerical simulations. The comparison
of experimental and simulation results obtained from dynamic crushing of hybrid
profiles is shown in Fig. 10. From the Fig. 10, it can be concluded that the force
intrusion behavior of the simulation slightly over-predicts the experimental results
till the crushing displacement of 60 mm.
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Fig. 9 Validation of adhesive materials under two extreme boundary conditions
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Fig. 10 Correlation of force-intrusion curves in experiment and simulation of hybrid crush profiles
with (a) and without trigger (b)

On further comparing the mean force level to the experimental behavior it can be
evidenced that the second peak is delayed in the finite element simulations. From
Fig. 11 the systematic crushing of the hybrid crash box at different displacement
ranges 20 mm, 40 mm, and 60 mm can be seen. The minimal failure of the adhesives
in the cut section view at crushing displacement 20mmwas observed.As the crushing
proceeds to 60 mm, a predominant failure of adhesives can be depicted from Fig. 11.

The predominant failure of adhesives after crushing displacement 60 mm causes
mutual interaction between aluminum folding and GMT crushing (delamination),
leading to an unstable complex failure mechanism. This unstable behavior at the end
of the crushing process after 60 mm displacement causes substandard repeatability
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Fig. 11 Crushing behavior of hybrid axial crash box at different displacements

and a higher discrepancy between the simulation and experiments (Fig. 11). The
presence of adhesive in the crash box and the corresponding connection strength
contributed to a more stable and progressive crushing of the hybrid crash box till the
crushing displacement of 60 mm. The folds of the aluminum, crushing of GMT and
the separation of aluminum and GMT could be modeled successfully which predict
both the crushing characteristics and the crushing parameters such as intrusions and
peak force reasonably well.

Summary and Conclusions

In the present work, a methodology for the numerical simulation of GMT andHybrid
GMT structures was developed. Developed FE methodology with MAT54 material
model could predict the GMT material behavior and provide good agreement with
experiments. First approaches for modeling GMT progressive failure and adhesives
interlaminar failure are presented. The cohesive zone material model may repro-
duce the bonding behavior between Aluminum and GMT materials in three-point
bending load cases qualitatively. Due to their simplicity compared to the continuum
mechanics fracture models these models can be applied for component development
and structures involving the debonding of two materials. The developed material
model consisting of the interlaminar failure of the adhesives and intralaminar failure
of GMTmaterial could reasonably predict the experimental crushing behavior of the
hybrid crash box till the crushing displacement of 60 mm. After crushing displace-
ment 60 mm higher disparity between simulations and experiments was observed
due to the predominant failure of adhesives. Since the simulations of axial crushing
of FRP and hybrid structures are challenging due to their complexity. And as the
FE simulation is a critical step in the dimensioning and design of structures, the
methodology developed here can serve as a base for the further improvement and to
conduct design and optimization of lightweight structures.
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A New Sample for Oscillation-Free Force
Measurement at High Strain Rates
and Its Physical Principles

Xiangfan Fang

Abstract During high-speed tests using a hydraulic tensile machine, the force
measurements are destroyed by the system ringing effect. In this work, the ringing of
the test systemwas analyzed using FEM, which resulted in the development of a new
type of test sample. Depending on the material’s elastic properties and plastic work
hardening rate, the new specimen has a specially designed minor plastic deformation
area in addition to the usual plastic deformation zone. A ringing-free sample area
can be created so that the test force can be measured there using strain gauge sensors.
The plastic deformation and damage behavior can be determined for a wide range of
strain rate, from 0.0001 to 5000/s. Based on the equations for one-dimensional stress
waves and the stress wave attenuation due to dislocation motion, a simplified model
with analytical formulation could be established and programmed in MATLAB.
Verifications show a good prediction of the sample’s geometry using this simplified
model.

Keywords High speed test · Stress wave transmission/reflection · Sample
geometry

Introduction

For crash simulations during the development phase of a passenger car, different
mechanical material data, such as yield point, fracture strain, stress–strain curves,
and instability/failure limit–stress triaxiality curves at different strain rates ranging
from 10−4 to 1000 1/s, are needed [1–3]. For quasi-static tensile tests, DIN EN ISO
6892–1 [4] conventional tensile test samples with a gauge length of usually 80 mm
are used. For higher speeds which correspond to strain rates of more than 10 1/s up
to 1000 1/s, tensile tests according to ISO 26203/SEP 1230 [5, 6] are the choice. It’s
geometry is different from that of DIN EN ISO 6892–1 [4]. In particular, its gauge
length is only 20 mm, which increases the eigenfrequency of the sample and thus
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reduces the force oscillation. In all of these tests, the forces are measured directly
on the load cell of the tensile test machine. The force oscillation by load cell force
measurement is very strong due to the system ringing at high strain rates of more than
50–100 1/s. An exact determination of the stress–strain curves is thus impossible.

Several proposals for the reduction of system ringing have been put forward
[7–10], for example, the use of a filtering technique [7, 10] or longer load rising
time [9]. The first proposal, which is commonly being used in the industry and
by some research institutes, has the disadvantage of manipulating the measurement
data without any knowledge of the material’s real behavior. The second method,
lengthening the load rising time, usually cannot fulfill the targeted strain rate and
thus cannot meet the requirements of high-speed tests. In addition to these proposals,
Boehme [8] determined that the forcesmaybemeasured in the lower sample clamping
area of a SEP/ISO sample [5, 6] with reduced force oscillations by using strain gauge
sensors in comparison to the force measurement in the load cell of the test machine
(see Fig. 1a). Using this method, the stress–strain curves of steels can be determined
with little oscillation up to 200 1/s. Above this strain rate, the force oscillation
becomes very large.

Fig. 1 Geometry of tensile test samples a according to SEP 1230/ISO 26203–2, b its modification
as generation I (Gen. I) sample, and c further modification as generation III (Gen. III) sample. EMA:
elastic measurement area for strain gauge to measure the force; MinDA: minor deformation area;
GL: gauge length of plastic deformation
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Based on the idea of [8], the SEP/ISO sample has been further developed [11];
the sample shoulder was enlarged and divided into two parts, as shown in Fig. 1b.
This modification of the sample shows a further reduction of the force oscillation
when forces were measured in the so-called second shoulder by strain gauges, as in
[8]. The modified sample is named the generation I (Gen. I) sample.

In this work, the Gen.I sample is further improved by using FEMwhich results in
the creation of Gen. III sample shown in Fig. 1c. A simplified one-dimensional stress
wave model was proposed to explain the physical principle of the Gen. III sample.

Analysis of the System Ringing in a Hydraulic Tensile Test
System

For the hydraulic tensile test machine HTM 2050 (ZwickRoell) used in this work,
the CAD data of the entire test system were provided by the company so that a
FE-Modell could be for the first time built for the whole system, including the test
sample and machine. This is the base for the entire development.

The FEM model was built as follows: (a) the CAD data were meshed using
solid elements with the following element sizes: hydraulic jack, sliding bar and
lower plate = 5 mm and accelerated grip, specimens including EMA, screws
and upper plate = 1 mm. Appropriate element orientations were selected to
avoid non-physical reflections; (b) both element formulations of LS-DYNA, either
constant stress (ELFORM = 1) or fully integrated (ELFORM = 2) could be
used; (c) numerical penetrations between colliding parts, such as the sliding
bar and acceleration grip, were minimized by using a node-to-node connec-
tion. Otherwise, the solver would try to overcorrect the numerical penetrations,
thus causing non-physical oscillations. Instead of a single definition of global
contact for all components in the model using the LS-DYNA algorithm “CON-
TACT_AUTOMATIC_SINGLE_SURFACE,” local contacts between each colliding
pair were defined as “CONTACT_AUTOMATIC_SURFACE_TO_SURFACE”
algorithm; (d) the material properties of the sample are given by their quasi-static
stress–strain curves and Young’s module only. For the plastic deformation, the tabu-
lated material law *MAT_024 (*MAT_PIECEWISE_LINEAR_PLASTICITY) was
used, and the failure strain was set at 1.3, which was larger than the actual value, to
obtain a few more oscillation periods and to better determine the frequencies; (e) all
the machine components were considered rigid. Additionally, components that were
fixed together, such as the sample and fixture, were connected by shared nodes in the
FEM model; (f) the time step during the simulation was reduced from 3.41E-05 ms
to 3.37E-05 ms because of the changes in the smallest element size during the simu-
lation; and (g) to determine the force signal in every part, force sections were used
(Fig. 2).
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Fig. 2 a FEmodel of the Zwick HTM5020 hydraulic tensile machine, b section forces in the upper
part of the system, c section forces in the lower part of the system, and d section forces in the Gen.
III sample. Sample material: austenitic steel FSS 439

Based on this model and the extended SEP/ISO and Gen. I samples, further FE
calculations and sample optimizations were performed. Figure 2 shows the results
of the developments on a new sample geometry called the generation III (Gen. III)
sample [12, 13].

The most important finding in Fig. 2 is that the force oscillation in the area of the
hydraulic jack and sliding bar for the sample loading is very large (Fig. 2b), in the
area of the load cell in the lower part of the test system, it is large (Fig. 2c) and in the
area of the plastic deformation (gauge length area of the sample= section 7) (Fig. 2d)
it is nearly zero. Because of this effect, the SEP/ISO sample and its modification, the
Gen. I sample (Fig. 1a, b), were further developed. The target was to further reduce
the force oscillations in the area of the second shoulder of the Gen. I specimen by
changing the detailed geometry of the sample. This process ended with the discovery
of the generation III (Gen. III) sample whose geometry is shown in Fig. 1c. In the
Gen. III sample, a cut-off in the second shoulder area of the Gen. I sample was added.
It should work as a geometric filter to prevent the stress waves being reflected back to
the elastic measurement area (EMA) when the downward stress waves, which come
from the top of the sample, pass the second shoulder area and are reflected at the
lower end of the sample.

With a decrease in the cross section in the weakening area in the second shoulder,
a decreasing system ringing could be observed in the EMA. The best results were
obtainedwhen a slight plastic deformation occurs in theweakening area in the second
shoulder, which is named a minor deformation area (MinDA) in Fig. 1c. Using the
sample geometry in Fig. 1c, the section force 8 in Fig. 2d, which is the force in the
EMA area (the example here is ferritic stainless steel FSS 439), is almost free of
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Fig. 3 A simplified one-dimensional beam model of the Gen. III sample, and the transition and
reflection of the stress waves on the section boundary

oscillation at 1000 1/s strain rate (20 m/s machine speed). The effect of this slight
plastic deformation is much larger than the pure geometric changes, i.e., the cross
section reduction. The experimental results of [12, 13] show that a dual-phase steel
DP 600 and an European mild steel DC04 at different strain rates up to 1000 1/s
are all free of oscillations. These good results for Gen. III are also confirmed on a
dual-phase steel DP 600 by real tests, as shown later (Fig. 3) (see Fig. 4).

Fig. 4 a A complete force–time curve of DP 600 steel at 1000 1/s, b zoomed force–time curves
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Physical Interpretation of the Gen. III Sample

It is well known in physics that stress waves occur if a material is loaded by a sudden
impact [14, 15]. The stress waves of a one-dimensional stress wave can be described
by a second-order differential equation and the wave propagates with a speed C:

C =
√

1
ρ0

· dσ
dε
,

With ρ0 is the initial material density and dσ
dε

is its hardening rate. For elastic
deformation, the hardening rate is equal to Young’s modulus E. For plastic deforma-
tion, it is the slope of the stress–strain curve (strain or work hardening rate), which
usually changes during the deformation.

The intensity or amplitude of the stress wave generated by an impact with velocity
v is determined by Eq. 1:

σ = ρ0 · C0 · v, (1)

where ρ0 · C0 is the impedance of the material. In an elastic case, it can be written
as

√
E · ρ0. This means that the stress wave amplitude is only determined by the

material’s elastic properties; the impact mass has no influence. For materials in
plastic deformation mode, the impedance is

√
dσ/dε · ρ0.

If the stress wave propagates in a bar consisting of different section sizes and
materials, wave reflections, and transmissions occur. Depending on the change of
geometric section size andmaterials’ impedance, the stress amplitude of the reflected
wave may be calculated by Eq. 2:

σR = F · σI (2)

and for transmission by Eq. 3:

σT = T · σI · A1

A2
(3)

n, F, and T are defined by Eq. 4:

n = (ρ0C0A)1

(ρ0C0A)2
=

(√
dσ
dε

· ρ · A
)
1(√

dσ
dε

· ρ · A
)
2

= A1

A2
· α (4)

F = 1 − n

1 + n
(5)

T = 2

1 + n
. (6)
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where α is the ratio between Young’s modulus and the plastic modulus (work hard-
ening rate) according to Eq. 7 if the waves are transmitting from a material section
in an elastic state to a material section in a plastic deformation state. If both sections
are in an elastic state, α = 1.

α = (ρC)el

(ρC)pl
. (7)

Another important fact is that the elastic stress waves’ amplitude may be reduced
strongly by plastic deformations. This effect can be seen in the forces in sections 7
and 9 of Fig. 2d. In these two areas, the material sustains a plastic deformation. The
force vibration is nearly zero, whereas in the neighboring areas, large force vibrations
are visible.Maurel et al. [16, 17] suggested that dislocations inmaterials interact with
elastic stress waves through dislocation movement and that these interactions may
attenuate the elastic stress waves.

Based on this fact and the work of Wang [14], a one-dimensional stress wave
model has been proposed in this work to explain the phenomenon of the Gen. III
sample.

At first, the sample geometry in Fig. 1c is simplified as a beam model illustrated
in Fig. 3. Beams I and V correspond to the sample clamping area. Beam II is the
main plastic deformation area (gauge length area), beam III the EMA, and beam IV
the MinDA areas. The beams have different cross sections AI − AV and may have
different elastic or elastic–plastic properties. Beams I, III, and V should always be in
an elastic state, while beams II and IV are initially in an elastic state and change to
an elastic–plastic state when the specimen is loaded. The impulse load comes from
the left side (beam I), and, on the right side, beam V is fixed on the load cell.

As the lower part of Fig. 3 shows, the incident stress wave σ
le f t
I passes though

beam I and is transmitted into beam section II at the boundary between the two
beams. This σ

le f t
I T = σ

le f t
I I can be easily determined using Eqs. 3 and 5. Parallel to

the wave transmission, σ le f t
I is also reflected on the same boundary as σ

le f t
I R , which

can be calculated by Eqs. 2 and 5.
The same transmission and reflection happen on the boundary between beams II

and III as σ
le f t
I I T = σ

le f t
I I I and σ

le f t
I I R , between beams III and IV as σ

le f t
I I I T = σ

le f t
I V and

σ
le f t
I I I R , and between IV and V as σ

le f t
I V T = σ

le f t
V and σ

le f t
I V R .

There are also many second- to N- order reflections, such as σ
le f t
I I R reflected on

boundary II to I as σ
le f t
I I RR and σ

le f t
I I I R , reflected on boundary III to II as σ

le f t
I I I RR . The

same thing happens in beam IV. When considering beam III, N = 6 times reflections
are drawn, with the last one as σ

le f t
I I I RRRRRR .

To complete the model, the following assumptions must be made:

– The reflection and transmission of the infinitesimal short waves are considered
only in one direction: from left to right or from right to left (indicated as left-side
or right-side wave, σ le f t

i or σ
right
i in Fig. 3).

– Since the stress waves are absorbed in the plastic deformation zones GL and
MinDA (Fig. 1c), which correspond to beam II and IV in the model in Fig. 3,
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the second-order reflected waves such as σ
le f t
I RR in beam I and the σ

le f t
I I RR in beam

II are not followed. This means that after σ
le f t
I is transmitted into beam III, they

will be captured inside beam III and be reflected back and forth in beam III after
the plastic deformations take place in beam II and IV. The σ

le f t
IIIR...R are captured in

beam III.
– Only the amplitude of the stress waves is considered and not their phase angle.

The superposition of several waves is a simple addition of their stress amplitude.
– The beam sections I, III, andV of the Gen. III sample are always in an elastic state,

and sections II and IV are always in a plastic deformation state. The transition of
the deformation mode from elastic to plastic in sections II and IV is neglected, so
that only one impedance for each section would be used.

– In the plastic deformation areas II and IV, the strain hardening rate is constant,
which means a linear plastic work hardening.

– Young’s modulus is strain rate independent which is commonly accepted.

In order to obtain a fast stress wave attenuation in the sample, the following two
conditions must be met:

(a) The stress amplitude of all transmitted waves must be smaller in comparison
to the incident wave (T < < 1). Therefore, the wave transmission will always
reduce the stress wave amplitude.
(b) The stress amplitude of all reflected waves must be smaller than the incident.
This is always true because the n-value in Eq. 4 is always positive, and F is thus
always smaller than 1 (-1 < F < 1) according to Eq. 5.

Based on the model in Fig. 3 and the abovementioned simplifications, as well as
condition a), a total of nine condition equations can be mathematically formulated
using Eqs. 2–7 [18].

For the geometry of the Gen. III sample, it can be proved that the sample’s
geometric dimensionsmeet the nine conditions.With section sizes of AI = AV = 50
mm2, AI I = 6.5mm2, AI I I = 25mm2, and AIV ≈ 7.5mm2 for the Gen. III sample,
the incident stress waves created by the sliding bar of the machine (Fig. 2) need 7
reflections (N = 7) in beam III (Fig. 3) of the model to be reduced to less than 1%
of their initial amplitude. For the length of beam III (58 mm), this means an attenu-
ation time of 0.06 ms. In this calculation, a α-value of 25 is assumed, which is the
beginning of the plastic deformation of steels according to the work hardening rate
measured in [13].

In comparison to the results in [13], where no ringing of forces and stresses were
observed, the current model predicts that a fast reducing force oscillation (seven
reflections) must exist at the beginning of the plastic deformation, as calculated
above. Careful inspection of the measured force–time curves (zooming of the curve
in Fig. 4a) in fact shows a small but fast reducing force oscillation at the beginning
of the deformation, as can be seen in Fig. 4b. The small oscillation after the begin
of plastic deformation disappears after approx. 0.1 ms time, which is close to the
above forecast of 0.06 ms. The one-dimensional stress wave model can thus not only
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describe the physical background of the Gen. III sample, but is also able to predict
a phenomenon which has been overlooked until now.

Material Sensitivity of the Sample’s Geometry

Because of the simplicity of the one-dimensional model, its equations can be easily
coupled with mathematical optimizations that enable the analysis of the sensitivity
of the material properties on geometric section sizes. In this work, the sequential
quadratic programming [19] technique, which is already implemented in MATLAB,
has been used.

The α-value (Eq. 7) is the only material property in the model. It is obviously
a function of strain, since the work hardening dσ/dε usually decreases with the
increasing strain. Using the MATLAB software, the influence of the α-value on both
the optimized section sizes AI I I and AIV, as well as the reflection numbers N, can
be determined (see Fig. 5). For this calculation, the section sizes AI = AV = 50
mm2 and AI I = 6.5 mm2 were set. The incident stress amplitude should attenuate
to < 1% after the N-reflections. A maximum N-value of almost 350 could be found
at α = 340, which is very high. For lower or very large α-values, lower N-values
can be obtained (Fig. 5a). The value of optimized section sizes for beams III and IV,
AI I I and AIV , are non-steady. There is one jump for AIV and two for AI I I . AIV

may take a value of 20 mm2 if the α-value > 80. This is only possible in the real
world if the material in beam IV has an elastic modulus which is 1/80 of Young’s
modulus. In the Gen. III sample, the materials in beam IV must deform plastically.
The section size of AIV may thus not be much larger than AI I . The large value of
AIV is non-physical and must thus be ignored.

Fig. 5 a Influence of the α-value on reflection number N, b influence of the α-value on the section
sizes of AI I I and AIV for minimizing the N-value
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If AIV may change, as in Fig. 5b, the value of AI I I may change from 13 mm2

to 40 mm2 and finally to 50 mm2 for minimizing the reflection number (N-value),
when the α-value increases.

In a real-world test sample, the value of AI I I is not only determined by the number
of reflections in beam section III, but also by the stress homogeneity condition in
beam III. The shape of the transition frombeam III to IVplays an important role. From
this transition edge, a multi-axial stress state occurs, which results in inhomogeneous
stress and strain. The section width and length of beam III must be large enough so
that an area of homogeneous strain may be built in its middle for force measurement
via strain gauge sensor, as can be seen in Fig. 1c. Hence, the section size of beam III
is a compromise between the minimum N-value and strain homogeneity.

Using the MATLAB optimization software, for α = 25, if the range of the beam
sections of I and V is set from 20 mm2 to 500 mm2, which is very large for a
tensile specimen, an optimum of AI I and AIV can be found with AI I = 6, 5 mm2,
AIV = 8, 3 mm2 at AI I I = 51 mm2 and N = 1. If the α-value changes, the sample
sizes change as well.

Conclusions

Staring with the FE modeling of the entire servo-hydraulic test system and based on
the former proposal of force measurement directly on the sample shoulder, a novel
specimen geometry (Gen. III sample) for oscillation-free force measurement at a
nominal strain rate of 1000 1/s was developed in this work. The physical principle
of the sample can be explained by a one-dimensional stress wave model. This model
is also able to predict phenomenon which has been overseen. It can be used to guide
the sample geometry design for materials with different work hardening properties.
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A Novel Benchmark Test for Validating
the Modelling and Simulation
Methodology of Modern Gas-Based Hot
Sheet Metal Forming Processes

Naveen Krishna Baru, Tobias Teeuwen, David Bailly, and Gerhard Hirt

Abstract New rapid gas-based hot sheetmetal forming processes are being invented
to manufacture geometrically complex automotive components from lightweight
high-strength aluminum alloys. The complexity of the forming processes necessi-
tates a computationally economic yet sufficiently accurate modelling and simulation
methodology to ensure a successful simulation-aided process planning for manufac-
turing complex components. This includes accurate modelling of process character-
istics such as large deformations, complex geometrical features, thermo-mechanical
and tribological interactions. The current work aims to establish a finite element
method (FEM) based simulation methodology for modern gas-based hot sheet metal
forming processes. For this purpose, the conventional cross-die geometry is modified
with features of some typical automotive components to establish a complex bench-
mark geometry that covers a broader spectrum of strain states and strain paths. More-
over, a laboratory-scale hot forming test setup for forming the complex benchmark
specimen is realized and the preliminary experiments are conducted. The corre-
sponding FE simulation models are developed and experimentally validated. The
applicability of the developed benchmark for establishing and validating the models
for complex gas-based hot forming processes is demonstrated.
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Introduction

Nowadays, automotive lightweight design is being done to overcome emission-
related environmental pollution and fuel shortage. The potential of lightweight
design is being fully exploited through invention of new materials and manufac-
turing processes. For automotive structural components, one proven approach is to
replace steel with lightweight and high-strength aluminum alloys of 6xxx and 7xxx
series. The formability of these alloys in terms of ductility and forming limits is
significantly higher at elevated temperatures [1]. Even at elevated temperatures, the
conventional punch-based deep-drawing processes are limited in terms of achievable
part complexity. Therefore, similar to superplastic forming, gaseousmedium is being
used instead of a mechanical punch and new forming technologies are being devel-
oped. Some instances of modern gas-based forming are hot metal gas forming, hot
die forming, etc. whereas hybrid processes such as high-speed blow forming involve
a combination of deep-drawing and gas-based forming [2]. In these processes, higher
part complexity can be achieved due to uniform load exerted by the active medium
on the sheet in contrast to the punch in deep drawing [3]. Unlike low strain-rate
superplastic forming processes that consume days to weeks, the modern gas-based
forming processes are rapid with duration of seconds, which makes them attractive
for mass production of automotive components.

Numerical simulations assist in investigating the process and understanding the
influence of process parameters on component properties. In recent times, FEM
can highly assist an industrial process design and optimization, provided that all
the process aspects are thoroughly modelled. Even though sheet metal forming
processes are often simulated isothermally, modern warm and hot forming processes
involve transient thermal conditions and complex thermo-mechanical interactions,
necessitating a coupled thermo-mechanical solver [4]. Another aspect that differ-
entiates the gas-based forming processes from conventional processes is the large
local deformation due to extreme stretching of the sheet as shown by Luo et al. [5].
In addition, the material behavior during hot forming is also quite complex since
the lightweight aluminum alloys exhibit strain softening and strain-rate hardening at
elevated temperature as shown in [6]. Due to these process complexities, selection of
accurate, reliable, and robust FEmodelling and simulation methods is a cumbersome
process considering that themodernFE software packages offer numerous options for
modelling each and every process aspect [7]. With help of a suitable benchmark test
that generally represents the important process aspects, modelling, and simulation
methods can be systematically developed and experimentally validated at laboratory
scale before proceeding with the simulation of a complex industrial process [8]. The
aim of the current study is to realize a benchmark test suitable for gas-based hot sheet
metal forming processes, which assists in establishing and validating the modelling
and simulation methods.
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State of the Art

A typical sequence of simulation-aided process development starts with the material
characterization followed by formability investigation, determination of friction and
thermal coefficients under process conditions and finally their implementation into
the forming process model, which is then simulated. Generally, the functional part to
be formed is directly modelled and simulated and the models are further developed
and calibrated via experiments. However, the suitability of the chosen modelling and
simulation approach can be sometimes limited, as shown in terms of element types
by [9]. The limitations can only be identified during the later experimentation stage.
Sometimes, the uncertainty is ambiguous; e.g., incapability of the element type, insuf-
ficient representation of the boundary conditions, or material model [10]. Depending
on the complexity of the process due to geometrical features or manufacturing route,
identification and rectification of the limitation can be quite burdensome.

Benchmark Tests in Sheet Metal Forming

A benchmark test usually encompasses the features of the process and components
intended to be manufactured via these processes. For instance, a cylindrical cup is
used for studying cold and warm deep-drawing processes as it covers large deforma-
tions and exhibits signs of anisotropy in form of earing [11]. On the other hand, open
forms such as hat-profile [12] and V-profile [13] are standard tests for predicting
springback in stamping processes. The cross-die test covers wide spectrum of strain
states and serves multiple purposes. This is used by Kumar et al. to determine the
limiting drawing depth during warm forming of AW-7921 [14] and by D’Amours
et al. to validate the material modeling method for hot stamping of AA7075 [15]. On
the other hand, Venema et al. used a cross-die test for validation of friction model
for hot stamping process [16]. For investigation of hot stamping processes, the B-
Pillar demonstrator is often used. Even though an automotive B-Pillar is typically not
made of aluminum alloys, it is widely used for formability investigations of different
materials, for instance, 6xxx and 7xxx alloys in case of Liu et al. [17].

Gas-Based Hot Forming Processes

During gas-based hot forming of complex components, large deformation occurs
at the sharp edges and small radii of the components due to sheet stretching. As
confirmed by Luckey Jr. et al., element size plays a major role in predicting the
sheet thickness at radii [18]. At sharp corners and small radii, sufficient element
size must be ensured with help of techniques such as adaptive remeshing [19]. An
important aspect is to accurately model the softening behavior of aluminum at hot
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forming process temperatures as shown by Hong et al. with help of a miniature
automobile component formed via hybrid gas-based forming [20]. Another aspect is
the evolving strain dependent friction coefficient during aluminum gas-based super-
plastic forming as shown by Sorgente et al. [21]. This poses difficulties in calibration
of the friction model when a complex component is directly dealt with. Apart from
final components, some hybrid gas-based forming studies investigated demonstrator
components, e.g. V-trough with wavy bottom [22]. Cheng et al. investigated gas-
based hot forming of a tubular component covering complex geometrical scenarios
[23]. Such a benchmark study is not yet performed for gas-based sheetmetal forming.

Summary and Problem Statement

To summarize, benchmark tests serve as an effective and economic tool for devel-
opment of modelling and simulation methods for complex processes. For modern
non-conventional processes like gas-based forming, the fundamental studies gener-
ally used axisymmetric components and there is no well-known benchmark till date.
Other investigations directly dealt with modelling and validation of the real compo-
nent. However, having a fundamentally validated modelling and simulation method-
ology that represents the process characteristics sufficiently accurately is beneficial.
The current study aims at development of a suitable benchmark test representing the
features of gas-based forming processes.

Material Characterization

A heat treatable, precipitation hardening Al–Si–Mg aluminum alloy EN AW-6010,
which can be used for automotive lightweight applications is investigated. Table 1
shows the chemical composition and the thermal properties of the alloy. The material
is first solution heat-treated for 20min at 565 °C and directly subjected to the forming
process at the same temperature. The material characterization is also performed
according to this process route followed by initial solution heat treatment for 20 min.

The flow curves of the alloy are determined via hot stacked layer compression
tests. A complete lubrication at the specimen-tool interface is not favored due to the
risk of specimen shearing, which means slight frictional influence is present on the

Table 1 Investigated alloy, its composition and properties [24]

Alloy Major allying elements Processing temperature in °C

Si Mg Mn Cu Zn Solution Solidus Liquidus

EN AW-6010 0.8–1.2 0.6–1.0 0.2–0.8 ≤0.5 ≤0.25 565 585 649
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Fig. 1 Temperature and
strain-rate dependent flow
curves of solution
heat-treated EN AW-6010
alloy
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determined flow curves. However, an appropriate height to diameter ratio (1.5) is
chosen for the specimen in order to keep the frictional influence to the minimum
[25].

Even though the current hot forming process starts at the solution heat treatment
temperature, the sheetmight slightly cool down during the gas-based forming. There-
fore, the characterization field is extended to temperatures below the solution heat
treatment temperature. The flow curves of these alloys at different strain rates and
temperatures after temperature compensation are shown in Fig. 1.

From Fig. 1, the flow curves show a noticeable temperature and strain-rate depen-
dence. The material initially exhibits strain hardening and the flow stress remains
almost constant as in ideal plastic behavior. At 565 °C, the material exhibits strain
hardening followed by slight softening, especially at lower strain rates. A separate
analysis of a 6xxx alloy via hot isothermal tensile tests revealed that the material
exhibited negligible anisotropy after solution heat treatment. Therefore, anisotropy
is neglected for time being.

Forming Process and Tool Setup

General Process Description

The sequence of the current gas-basedhot formingprocess is schematically illustrated
in the following Fig. 2. At the beginning of the process, the sheet metal blank is
placed in between the die and blank holder. It is then heated-up via conduction until
it reaches the process temperature and solutionized for a specific duration depending
on the alloy composition. After that, the pressurized gas enters the forming chamber,
deforms the blank, and simultaneously draws it into the die cavity as shown in the
second step of Fig. 2. The drawing process nearly ends once the sheet touches the
bottom of the die and the form-filling begins where the free zone of the sheet material
locally stretches under the increasing gas-pressure and fills the die cavity completely.
This phase can be termed as calibration. Finally, the fully formed component is
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1. Sheet is placed between
the tools

2. Sheet draws into
the die cavity

4. Fully formed component 3. End of drawing and
beginning of calibration

Die

Blank holder Sheet Pressurized gas 

Fig. 2 Schematic illustration of gas-based hot forming of an axisymmetric component

ejected and further heat treatment is performed according to the requirements. During
the experiments, a suitable combination of blank holder force and gas-pressure profile
is necessary to obtain components with good properties without failure.

Experimental Test Setup

The forming process is realized on a servohydraulic press that can incorporate two
tool units, a force or displacement controlled translatable lower tool (die) and a fixed
upper tool (blank holder) as shown in Fig. 3a. Moreover, the pressurized gaseous
forming medium enters the forming chamber via an inlet provided through the blank
holder. Within this study, to maintain nearly constant temperature of the sheet mate-
rial during the forming process for enhanced formability, the tools are heated up to
the process temperature. For this, the tools are equipped with circumferential heating
collars, insulation plates, and cooling channels. The temperature of the tools is contin-
uously measured by the embedded thermocouples and the heat supply is regulated
using a PID temperature controller to maintain the system at required temperature.

The upper and lower tool units can be geometrically adapted for manufacturing
various components. For instance, the tool setup for manufacturing an axisymmetric
cup is depicted in Fig. 3b. This setup is used in the author’s previous study [9]
to investigate the suitability of different finite element discretization methods for
modelling the gas-based hot sheet metal forming processes.Within the current study,
different upper and lower tools aremanufactured for forming a conventional cross-die
specimen and a complex benchmark specimen.
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Fig. 3 a Assembled tool
setup and b cross-sectional
view of setup for
manufacturing an
axisymmetric cup

Gas inlet
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Blank holder

Blank
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Cooling channels

Heating unit

(a)

(b)

Investigation With a Conventional Cross-Die Test

The goal of this preliminary investigation is to establish a FE model of the current
gas-based hot forming processes with help of a well-known benchmark test and
validate it. Therefore, the investigation startedwith a conventional cross-die, a typical
benchmark test used for sheet metal drawing processes.

Cross-Die Test Conception, Specimen Design,
and Experimentation

As a first step, a closed bottom cross-die specimen is designed based on the design of
an existing miniature cross-die specimen that is used for studying the deep-drawing
processes at the IBF. The depth is chosen to be similar to the length of the arm, i.e.,
30 mm. Other dimensions of the cross-die are depicted in the following Fig. 4a, b. In
order to facilitate the material draw-in, a suitable blank size and shape are necessary.
Therefore, the size and shape of the blank is adjusted according to the geometry
of the cross-die specimen. Initially an octagonal blank of suitable size is designed,
and it is further slenderized and its corners are filleted until the blank in Fig. 4c is
obtained so that it draws in uniformly from the flange region.

The experiments were performed on the cross-die test setup shown in Fig. 5a with
the sheet metal blanks manufactured from 2 mm thick EN AW-6010 alloy via laser
cutting. The blank and the tool surfaces are uniformly sprayed with Boron Nitride
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Fig. 4 a, b Dimensions of the cross-die and c blank geometry

Fig. 5 a Experimental setup and b successfully formed cross-die specimen

lubricant. During the experiments, the gas-pressure is set to increase linearly at the
rate of 5 MPa/s. The blank holder force is a critical parameter that influences the
amount of material draw-in and the resulting component thinning. Based on previous
experience from [9, 26], the blank holder force is set to be linearly varying during the
gas-forming process. With help of trials with few failed components showing cracks
or insufficient form-filling, the blank holder force varying from 10 to 70 kN resulted
in components without failure. A cross-die specimen resulting from the experiments
is shown in Fig. 5b.

FE Modelling of Cross-Die Test and Convergence Analysis

As shown in Fig. 6a, the model is setup in LS-PrePost-4.3 analog to the test
setup with three parts: die, blank holder, and sheet metal blank. The tools are
modelled as rigid bodies and the blank is modelled as an elastoplastic body. As
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65 %-35

Force Pressure

Initial Final

(a) (b)

Fig. 6 a Model setup and b simulated cross-die showing the thinning distribution

discussed in the previous study [9] fully integrated shell elements of Type-16 with
thick thermal shell formulation are suitable for modelling 2 mm thick sheets, and
are eventually chosen for discretizing the blank. The blank holder force and gas-
pressure are applied according to the experiments using the Load_Rigid_Body and
Load_Mask on the blank holder and blank surface, respectively. The contact and
interactions between the tools and the blank are modelled according to Coulomb
friction model through Contact_Forming_Surface_to_Surface. The flow curves of
blank material shown in Fig. 1 are modelled via 3D-Table option in the material
card Mat_Thermo_Elasto_Viscoplastic_Creep considering only viscoplasticity and
ignoring the creep effects. Moreover, the sheet cools down via forced convection
due to gas flow, and this phenomenon is modelled using Boundary_Convection_Set
option with a convection coefficient of 300 W/m2K. The simulations are performed
with a coupled thermo-mechanical explicit solver of LS-Dyna R12.0.0 with an
automatic time-step increment.

Convergence and Friction Sensitivity Analysis

The convergence analysis showed that an element size of 2 mmwith 9 thickness inte-
gration points for discretization of the blank gave converged results with a reason-
able computational time. According to the datasheet given by the supplier, the fric-
tion coefficient of Boron Nitride is 0.17. Since this number is not experimentally
confirmed yet, a simulative sensitivity analysis is performed by varying it within the
range relevant for Boron Nitride application in hot forming processes, i.e., from 0.1
to 0.3. Results showed that with increasing friction, the draw-in decreased and the
maximum sheet thinning increased. When the friction coefficient is varied from 0.17
within the mentioned range, the draw-in and thinning deviate by a maximum of 12%
and 7% respectively. Therefore, for time being, the interactions are modelled with
the friction coefficient of 0.17 as suggested by the material datasheet. A result of the
simulation is shown in Fig. 6b.
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Analysis and Validation of the Results

First of all, complete form-filling is ensured by analyzing the geometries of exper-
imental components with help of 3D surface measurement device and comparison
with target geometry. In this case, the pressure required for complete form-filling
obtained from the simulations is around 9.5MPa. The corresponding pressure during
the experiments cannot be determined because the gas keeps on storming into the
forming chamber according to the pre-set profile even after form-filling is complete.
The sheet cools down by approximately 20 °C during the simulation. This still needs
to be experimentally validated. For time being, the properties of the final component
are used for validation of modelling simulation methods.

The resulting thinning distributions along the three characteristic symmetry lines
of the cross-die specimen are extracted and comparatively shown in Fig. 7. In this,
the dots represent the average thinning values measured from three experimental
components with help of a screw-gauge whereas the line represents the simulated
thinning. It can be seen that the results correspond to each other with an absolute
deviation of less than 5%. The experimental draw-in values along lines 1 and 3 are
6 mm and 11.5 mm, respectively, which are slightly lower than the corresponding
simulated draw-in of 6.2 and 13.7 mm. This is mainly due to the compressive defor-
mation of the sheet in flange region and outwardmaterial flow from sheet thickness in
the experiments, which cannot be modelled through Type-16 shell elements used in
this study. The slight deviations in thinning distribution can be due to the unmeasured
parameters such as friction coefficient or thermo-mechanical boundary conditions.
In the future, the models can be further improved by determination and implemen-
tation of the unknown thermos-mechanical parameters as well as testing the other
discretization options.

Development of a Complex Benchmark Test

After the initial investigation with cross-die, a more representative benchmark test
applicable to gas-based hot forming processes is to be developed, which is also the
main objective of this paper. For instance, the automobile body component produced
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Fig. 7 Comparison of thinning from experiments and simulations along the symmetry lines
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via high-speed blow forming [2] or the shock absorber housing produced by hybrid
forming [20] show sharp edges and corners, stepped features, and local protrusions
in the components which are not covered by the conventional cross-die. The idea
behind the new benchmark is to come closer to components produced by modern hot
forming processes in terms of their geometrical complexity, which also increases the
deformation degree the material undergoes during forming. Another goal is to obtain
a higher number of validation parameters for a robust validation of the modelling
and simulation methods.

Conception of Benchmark Geometry and Experimentation

The new benchmark is conceptioned with four geometrically different arms, in
contrast to the identical arms in the conventional cross-die. As shown in Fig. 8a,
each of these arms has a geometrically different feature, Arm-1 similar to that of
the cross-die but with a smaller corner radius, a ramp in Arm-2 down to the bottom
of the die, an inbuilt step within Arm-3, and finally a protruded rib in Arm-4. The
overall contour indicated by red dotted line in Fig. 8a and the general dimensions
such as the arm length, width, and die depth are retained as in the cross-die. The
major dimensions of the characteristic features of the four arms are shown in Fig. 8b.

The new benchmark die is manufactured and the tool setup is updated with it
as shown in Fig. 9a. For better comparative analysis, same blank geometry as in
previous case is used. The experiments are performed on the benchmark test setup
under similar experimental conditions as in the previous case. The experimental
boundary conditions are retained as in the cross-die test except for higher calibration
pressure in the final forming stage to achieve complete form-filling. The formed
cross-die specimen is shown in Fig. 9b.
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Fig. 8 a Concept and b dimensions of the new benchmark die
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Fig. 9 a Experimental setup and b formed benchmark specimen

70 %-35

Fig. 10 Simulated benchmark showing the sheet thinning distribution

FE Modelling of Benchmark Test

The die in the cross-die model is replaced with the benchmark die. The blank holder
force and gas-pressure are applied according to the experiment. All the other aspects
such as the material models, thermal, and contact boundary conditions are retained
as in the previous cross-die test. The discretization of the blank is optimized, where
the mesh orientation is adjusted so that a better form-filling for complex geometrical
features in the Arm-3 and Arm-4 is obtained. Moreover, the previous element size of
2 mm is not sufficient and hence 1.5 mm is chosen for meshing the blank to obtain
a converged and reliable result within reasonable simulation time. The simulation
result is shown in Fig. 10.

Analysis of the Results

Upon analyzing the resulting components from the experiments, it is observed that
the components exhibited complete form-filling. From the simulations, the pressure
required for complete form-filling is above 15 MPa, which is significantly higher
than that of conventional cross-die specimen. Since the current geometry has several
characteristic features, for time being, the thinning at characteristic regions of each
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Fig. 11 The resulting
thinning in % (indicated by
black dots) and draw-in in
mm (indicated by blue
arrows) at some
characteristic points of the
benchmark
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arm are measured and plotted in Fig. 11. The sheet draw-in is also measured and
shown with help of arrows in Fig. 11.

A comparison of the results shows that the local thinning and draw-in at each
arm are quite different. The maximum thinning occurs in Arm-1, the one similar
to that of the conventional cross-die, but with a smaller corner radius. Also, in this
case, the results show slight deviations between simulations and experiments. This
can be due to the unmeasured parameters such as friction coefficient, which can
be more complex due to higher geometrical complexity and surface enlargement.
Other than that, the accuracy of modelling the thermal boundary conditions can be
an influencing factor. The draw-in values show a similar trend as in the previous
case, due to the compressive stresses and outward material flow in experiments.
Apart from implementation of unknown thermo-mechanical parameters, adaptive
remeshing options can be explored to further improve the models of the benchmark
test.

Comparative Analysis of Cross-Die and Benchmark Tests

In order to understand the advantages of the new benchmark test, a comparative
analysis is performed with the same blank shape, similar boundary conditions, and
process parameters. The foremost aspect is the high degree of deformation of the
sheet. Themaximumsheet thinning in the cross-die specimen is about 63%whereas in
benchmark specimen, it is 67%.This shows that the deformation degree in benchmark
specimen is slightly higher than that of the cross-die specimen. Following this, the
major and minor strains are extracted from the simulations and the results are plotted
in Fig. 12.

Upon comparing the simulated strain states followed by the cross-die specimen
with those of the benchmark specimen, it is clear that the new benchmark geometry
exhibited wider spectrum of strain states compared to the conventional cross-die
specimen. Within the benchmark specimen, due to high local strains under biaxial
stretching, the surface enlargement is also higher, which can be seen in terms of
increased size on the right-side of the strain-state diagram. This might offer higher
potential for calibrating and validating the evolving strain dependent friction models
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Fig. 12 Strain states of a cross-die and b benchmark specimen under current boundary conditions
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present conditions

for the aluminum hot forming processes. In the future, these simulated major and
minor strains can be validated by experimental strain measurements with help of an
optical measurement system.

As a next step, the strain paths of some elements showing the highest strains (the
extremities in Fig. 12) are extracted and plotted in Fig. 13. The cross-die specimen
shows simple and slightly non-linear strain paths covering most of the diagram. The
benchmark specimen, especially Arm-3 and Arm-4, exhibits non-linear strain paths
with complex transitions from biaxial to plane-strain, which can potentially influence
the local formability and forming limits of the material. Therefore, the benchmark
can be used for validation of complex strain paths and strain path transitions, and
non-linear forming limits of the material.

Apart from the above analysis, parameter studies and further experiments (out of
the scope of this paper) revealed that the newbenchmark geometry ismore sensitive to
the loads and boundary conditions compared to the cross-die specimen. The process
parameter window of a successfully formed benchmark specimen without failure is
quite small. Moreover, it offers a higher validation potential with several thinning
and draw-in zones. Similar to the punch force curve in deep-drawing processes, the
forming load, i.e., the gas-pressure curve can be used as a validation parameter by
analyzing the form-filling. In cross-die the corner radius is 7 mm in all arms whereas
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the radii within the benchmark very from 3 mm to 7 mm, which help in validating
the material flow stress.

Conclusion and Outlook

In this study, laboratory-scale cross-die and benchmark tests are realized for estab-
lishing and validating the modelling and simulation methods of gas-based hot sheet
metal forming processes. Based on these two components, the FEmodellingmethod-
ology is established and comparatively evaluated for EN AW-6010 aluminum alloy.
The following conclusions can be drawn:

• The benchmark test represents the complex geometrical scenarios as in gas-based
hot forming processes and offers more validation parameters.

• The benchmark test shows higher deformation degree and covers a broader spec-
trum of strain states and complex strain path transitions compared to the cross-die
specimen. This helps in robust validation of the forming limits compared to the
cross-die specimen.

• The benchmark geometry also offers higher potential for validation of the process
aspects such as evolving surface enlargement dependent friction under gas-based
hot forming process conditions.

The proposed cross-die and benchmark tests can be used for selection of the
process-modelling methodology for gas-based warm and hot forming processes. In
the future, these tests will be used for validating the material models, forming limits
as well as robust investigation of modelling and simulation methods for 6xxx and
7xxx alloys.
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Analysis on Deformation Behavior
of High-Strength Steel Using the Finite
Element Method in Conjunction
with Constitutive Model Considering
the Elongation at Yield Point

S. C. Yoon, K. J. Kim, G. H. Yim, J. S. Hyun, and Y. D. Chung

Abstract Tensile tests are widely used for estimating mechanical properties of
materials including flow curves as well as Young’s modulus, yield strength, ten-
sile strength, and yield point elongation. This paper aims at analyzing the plastic
flow behavior of high-strength steels for automotive bodies using the finite element
method in conjunction with the viscoplastic model considering the yield point elon-
gation phenomenon. The plastic flow behavior of the high-strength steel was suc-
cessfully predicted, by considering an operating deformation mechanism, in terms of
normalized dislocation density, strain hardening, and accumulative damage of high-
strength steel using the modified constitutive model. In addition, the finite element
method is employed to track the properties of the high-strength steel pertaining to
the deformation histories in a skin pass mill process.

Keywords High strength steel · Mechanical properties · Yield point elongation ·
Constitutive model · Finite element method

Introduction

Recently, the issues regarding the future environment are becoming a global interest,
and many studies are being conducted to cope with these future environmental chal-
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lenges. In the automotive industry, the substitution of high-strength lightweightmate-
rials from existing materials is increasing for the main automotive parts to improve
fuel efficiency and reduce carbon dioxide emissions. In order tomaximize the vehicle
weight reduction, many research teams are examining the technical issues regard-
ing Advanced High-Strength Steel (AHSS) [1–6]. In the case of high-strength steel
for lightweighting, the material’s performance is highly dependent on the strain path
because of the large difference in effective stress generated according to the degree of
work hardening. In the case of a metal material, in general, the increase and decrease
of dislocation propagation is determined according to the average glide distance,
and as a result, microscopic structure and grains appearing inside the material may
vary. These small differences can provide inaccurate information about the physical
behavior of high-strength steel materials, which can make it difficult to accurately
predict the enhancement of material performance and satisfaction of safety regula-
tion under different strain path conditions. As such, prior studies must be carried out
to accurately predict them simultaneously [7–14].

Since the physical property and behavior of steelmaterials are highly dependent on
the strain path change of the material, many research groups have recently proposed
constitutive models for implementing the material’s microstructure regarding the
strain path change [15–20]. Although progress is being made, effective solutions
for preventing yield point elongation in steel are still unclear, hindering accurate
prediction.Thus, research attempts formore accurate prediction are still ongoing [19–
28]. The purpose of this study is to investigate the plastic deformation characteristics
based on the constitutive model considering the yield point elongation, deformation
characteristics, and the effect of strain path change for high-strength steel.

Constitutive Model and Finite Element Analysis

In this study, viscoplastic model was used to implement the deformation behavior of
steel according to the grain size andmicrostructure. Additionally, the proposedmodel
can evaluate plastic deformation in consideration of the effect of the microstructural
factors such as solute atom effect, grain size, and alloying. Since the classical plastic-
ity theory is independent of strain rate, the time-dependent deformation is introduced
through the classical creep model, but in the classical theory, plasticity and creep are
mutually independent [15–18]. Therefore, the viscoplastic model was used in this
study in an attempt to eliminate this distinction between plasticity and creep, and
this integrated theory allows rather convenient analysis because elastic and inelastic
deformation exists at all loading stages.

In this study, the total strain rate was separated into elastic and inelastic com-
ponents in order to describe the overall mechanical behavior. Hook’s law was used
to describe the elastic components as time derivatives, and Prandtl–Reuss flow rule
was used to describe the inelastic components. In addition, the yield point elongation
section was inserted for these components to implement the yield point elongation.
Above all, yield point elongation is observed generally when immobile dislocations
are generated by the diffusion of carbon or nitrogen atoms towards the surplus sur-
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face of the edge dislocation with lowest energy. The dislocation line energy can be
represented as shown in Eq. (1).

σyp = 4Ga3ε

br2c
(1)

where a is the Shear modulus, b is the Burgers vector, and rc ≈ 2 × 10−10 m is
the distance from the center of the potential dislocation to the solidification atomic
line. The lattice deformation around the point defect shows an approximate spherical
shape and its radius is marked a. In addition, the elongation of yield points and stress
generated was faster as strain rate increased. In this study, limited values based on
the experiment were used for yield point elongation, and the effect of grain size on
the yield point elongation will be implemented as a function in the future work. Also,
the stress generated at deformation was correlated with the work hardening of the
material through normalization of the dislocation density, allowing the combination
of escape energy of dislocation with the initial stress of the integrated viscoplastic
model. Based on this model, it was possible to determine the stress of the materials
by using the initial stress as a material variable.

Formonotonic uniaxial loading, it suffices to use the simplest version of the unified
theory. The total strain rate is assumed to be separable into plastic and inelastic (plas-
tic) components. The elastic component is given by the times derivative of Hooke’s
law while the Prandtl–Reuss flow law is applied to the inelastic strain components
(see below). In the unified constitutive model with one internal variable, the equiva-
lent (von Mises) plastic strain rate associated with the unified constitutive model of
a crystallite ε∗ is related to the equivalent stress, σ0 through a power-law [15–18].

ε̇ p = ε̇∗(σ/σ0)
m Z−m/2 (2)

Here Z is the dislocation density normalized by its initial value. The quantity σ0 is
related to the initial dislocation density. The parameter ε∗ is a constant normalization
factor with units of strain rate. The evolution of the dislocation density with the
equivalent (von Mises) plastic strain ε̇ p is described by

dZ

dε p
= C + C1

√
Z − C2Z (3)

where

C2 = C20

(
ε̇ p

ε̇0

)−1/n

(4)

Equations (1)±(4) provide a complete constitutive description for the strain hard-
ening of the crystallite. For steelmetals at low temperatures (belowhalf of themelting
temperature, say), the parameters C1,C20, σ0, ε∗, ε0,m, n can all be considered con-
stant. The exponent’s m and n are inversely proportional to the absolute temperature
T and can be considered constant for a given temperature. It should be noted that the
first two terms in the parentheses are strain hardening terms and C2Z is a recovery
term, as suggested by its negative sign. In the present context, it is interesting to
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note that the term C is inversely proportional to the grain size (Eq.4) [15–18]. The
viscoplastic model defined in this way implies that the crystallites are plastically
isotropic. The C1, C20, σ0, ε∗, ε0, m , and n can be obtained from deformation
data for bulk reference material by means of the evolution strategy-based parameter
evaluation technique. Here m and n can be regarded as functions of absolute temper-
ature T but it was constant at room temperature. More specifically C was taken to
be inversely proportional to the grain sized, implying that the dislocation mean free
path is determined by the grain size [15–18].

C = M
b

d

(
MαG

σ0

)2

(5)

Here b is the magnitude of the dislocation Burgers vector,G is the Shear modulus,
M is the Taylor factor, d is dislocationmean free path, and aα is a numerical constant.
Based on the abode constitutivemodel, therewere separated the three typemodels for
most optimization. (Model 1 on removing the yield point elongation section, model
2 on involving the yield point elongation section, model 3 for modified component
model considering the yield point elongation interval.)

On the other hand, strain behavior was implemented using user subroutine for
model 3 with modified configuration model considering yield point elongation inter-
val for the finite element method. At first, the finite element analysis of the tensile
test was performed to predict the validity of model 3 at strainrate 1 ×10−3 s−1 and
applied 3,000 elements. To save time for the finite element analysis, a computed
deformation area was established considering symmetry, and for the initial potential
dislocation density, it was required to be randomly distributed to elements within
a minimum range of deviations based on the initial values, in order to it does not
affect overall deformation. Also, to remove elongation sections of yield points from
steel, an approximate 2% Skin PassMill (SPM) process is added to minimize surface
defects. For the implementation and interpretation of this additional skin pass rolled
process, the deformation behavior pass is considered using a finite element analysis
in conjunction with the model 3 constitutive model. In this study, the purpose of this
research was to be implemented using 590 MPa grade steel (precipitation hardening
type), which is applied to automotive steel sheet.

Results and Conclusion

Evaluation of Deformation Behavior Through Numerical
Analysis

Figure1 shows the uniaxial tensile behavior for each of the models 1, 2, and 3
described above. Each model shows a similar behavior to the automotive steel sheet
590 MPa grade material. Based on this model variable relationship, Fig. 1 shows all
the stress curves generated by all models. Here, it can be seen that model 1 andmodel
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Fig. 1 Comparison of each
model through the theoretical
strain–stress curves

3 have similar work hardening rates, and model 2 and model 3 have similar initial
stress values. When the steel material with yield point elongation undergoes a large
deformation process, there was no significant difference from the actual behavior
when model 1 was used, but the initial micro-deformation was different. On the
contrary, model 2 showed no significant difference in terms of micro-deformation,
but the deformation behavior differs as the effective deformation increases.

Therefore, it is evident that the model 3, presented in this study, is effective
in explaining the actual material deformation of steel with yield point elongation.
Figure2 shows the normalized dislocation densities obtained from the material vari-
ables used in this study and it can be observed that the dislocation density increase
ratio is different for each model. As mentioned above, in the case of model 3, the
stress of the material at the yield point elongation section does not reach the initial

Fig. 2 Normalization
dislocation density curves as
a function true strain through
the theoretical each model
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stress that considers material’s dislocation escape and the set value for the yield point
elongation section, thereby delaying dislocation interaction. It can be concluded that
dislocation density increase ratio that influences microstructure and the grain size of
the material has a strong impact on the material properties [13, 14, 28].

Evaluation of Deformation Behavior by Using Finite Element
Analysis

Based on the numerical analysis mentioned above, model 3, which is similar to the
actual deformation behavior, was implemented through using DEFORM, a commer-
cial finite element code. The stress–strain curves from finite element analysis and
actual test are shown in Fig. 3. As shown in Fig. 3, the results from model 3, which
was obtained through finite element analysis, show that the deformation behavior
is almost identical to the 590 MPa grade steel sheet. Figure4 shows the results of
the effective strain distribution for the tensile deformation through finite element
analysis, showing the nominal stress–strain curve and the strain distribution during
the entire tensile test.

In the case of high-strength steel, since the resistance to external deformation is
relatively large, it can be seen that the increase in the effective strain in the uniform
deformation region is small.Where (1) is the initial state, (2) the yield point elongation
section, (3) the yield point elongation end point, (4) uniform elongation section, (5)
maximum stress point, (6) local elongation section, and finally (7) is the final fracture
section (the point at which the necking cross section corresponds to about 40 % of
the initial cross-sectional area). The macroscopic phenomenon is similar to that of
other materials. Effective strain rate distribution at the yield point elongation section
of the 590 MPa grade material was divided into (8) ∼ (14).

Fig. 3 Experiment and FEM
date regarding the
strain–stress curves by the
model 3
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Fig. 4 Effective strain distribution during tensile test using the finite element methodat each step
with engineering stress–strain curve of 590 MPa

In Fig. 5, it can be seen that the effective strain rate occurs between the grip and
the center of the specimen at the effective strain yield point elongation section and
spreads to the center of the specimen. The deformation behavior of the yield point
elongation section is observed to be very similar to that of stretcher strain.Meanwhile,
skin pass mill, a process for preventing surface defects that may occur during sheet
forming, is used to eliminate the stretcher strain generated in high-strength steel. As
seen in Fig. 6, skin pass mill process was carried out by using the proposedmodel 3 in
this study. A reduction ratio of about 2% was applied and the rolling was performed
at a constant speed. The friction coefficient used was about 0.3, and the finite element
method was performed only for the upper skin pass mill section, which is the 1/2
symmetric model for the whole process. The effective strain distribution range after
temper rolling processwas about 0.03∼ 0.06 for 590MPagradematerial. In addition,
in order to confirm the effect of the skin pass mill process, Fig. 7 shows the physical
properties of the 590 MPa material in the 0◦ direction before and after skin pass mill
process.



810 S. C. Yoon et al.

Fig. 5 Effective strain rate distribution during tensile test by the finite element method at yield
point elongation range

Fig. 6 Effective strain
distribution during skin pass
mill process by the finite
element method

It can be seen that the yield point elongation section disappears by skin pass
mill process done for the removal of the stretcher strain. Therefore, it is possible to
conclude that the simulation proposed model can not only derive accurate simulation
results for the tensile behavior of high-strength steel, but also reasonable prediction
about material deformation and performance after skin pass mill.
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Fig. 7 The flow curves of
finite element method result
by the skin pass mill process
for removing the yield point
elongation

Conclusion

In this study, finite element analysis for the deformation behavior and skin pass
mill of high-strength steel was carried out through the modified constitutive model
considering yield point elongation in steel materials.

(1) It is evident that the deformation behavior of high-strength steel can be more
accurately predicted through the constitutive model considering the yield point
elongation. Through eachmodel, significant differencewas confirmed forwhether
the yield point elongation was considered or not for the stress and normalized
dislocation density. In addition, the finite element analysis was able to evaluate
the geometrical characteristics for the deformation behavior of steel materials by
using the different material value obtained from each model.

(2) The finite element analysis was done through model 3, which considers the yield
point elongation, to simulate skin pass mill that is used to eliminate the stretcher
strain formed by the deformation behavior of 590 MPa grade material. The elim-
ination of the yield point elongation section in the high-strength steel after the
process by using model 3 was confirmed. It can be concluded that the model 3,
presented in this study, is more effective in predicting the actual material defor-
mation behavior of high-strength steel than the existing constitutive models.
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Automatic Extraction and Conversion
of the Bending Line from Parametric
and Discrete Data for the Free-Form
Bending Process

Lorenzo Scandola , Daniel Maier, Matthias Konrad Werner,
Christoph Hartmann, and Wolfram Volk

Abstract The free-form bending process is particularly suited for small-batch com-
ponents of arbitrary three-dimensional shape. Nevertheless, the target geometry is
usually input as a discrete set of bending instructions. The derivation of every bend-
ing operation from the CAD file is a complex task and can result in a cumbersome
decomposition process. On the other hand, a list of sequential bending operations
only contains information for each individual bent. In this contribution, an automated
tool for turning parametric CAD data into bending instructions and vice versa is pro-
posed. Regardless of the input type, the target bending line is computed as a NURBS
curve, which can in turn be exported as a CAD file or bending table. The tool is vali-
dated by two case studies processing respectively a discrete and parametric bending
line description. Finally, the outcome of the presented strategy is demonstrated by
performing a surface-to-surface comparison between the target CAD component and
the obtained bent part.

Keywords Free-form bending · NURBS reconstruction · Metal forming ·
Dimensional accuracy

Introduction

Free-form bending allows to performmultiple bending operations on a single compo-
nent. With the use of a single tool, different bending radii and bending angles can be
realised on distinct planes [1]. This widens significantly the typical design freedom
for bent components with respect to other common bending processes, such as rotary
draw bending or three-roll bending [2]. In addition, different kinematic profiles can
result in the same geometry but different mechanical properties and residual stresses
[3]. Such an increased flexibility translates into a higher complexity in the design
phase of free-form bent parts and requires new tools for the engineering of the pro-
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cess [4]. In this context, a higher level CAD/CAM integration is required to optimise
the process [5], which should first of all identify the bending features [6]. The crucial
object describing the target geometry can be identified as the bending line, namely
the line connecting the cross sections’ gravity centres of the part [7]. This is typically
conveyed as parametric data, i.e. a CAD drawing, from the design point of view,
while it is expressed in form of discrete data, namely as a set of bending instructions,
in the production line, Fig. 1. While the process of transition from the parametric
to the discrete description can be trivial and fast for bending lines conceived for
traditional bending processes, it can result in a cumbersome and complex task for
free-form bent curves in the three-dimensional space. In this paper, an automated
tool for the extraction of the bending instructions from parametric to discrete data
and vice versa is presented. The translation of the CAD part into bending instructions
is introduced first, followed by the derivation of the bending table from the CAD file,
by means of two case studies. Finally, the part described as a bending table is man-
ufactured and measured, and the surface-to-surface comparison is carried out with
the aid of the tool. The developed strategy ensures a robust data exchange and allows
for a more integrated process line, where the bent product can be solely described
by its bending line in the design step, as well as in the production phase and along
the quality control route. The developed tool enhances the robustness of free-form
bending and contributes to the wide spreading of the process in the future.

Extraction of the Bending Line to NURBS

In order to efficiently switch from parametric CAD data to a discrete set of bending
instructions and vice versa, an additional super-ordinate description is proposed
exploiting Non-Uniform Rational B-Spline (NURBS) curves. Independently of the
original description of the bending line, the translation intoNURBS allows to dispose
of a fundamental mathematical object, which guarantees a unique representation of
the curve. In this way, the comparison of different bending lines is made easier and
the export to CAD data or bending table is immediate. NURBS curves are defined
as follows [8]:

C(u) =
∑n

i=0 Ni,p(u)wi P i
∑n

i=0 Ni,p(u)wi
=

n∑

i=0

Ri,p(u)P i , 0 = a ≤ u ≤ b = 1 (1)

where p is the degree of the curve, Pi are the n + 1 control points
which generate the control polygon, Ni,p are the basis functions, and U =
{a, . . . , a, u p+1, . . . , um−p−1, b, . . . , b} is the knot vector consisting ofm + 1 knots.
The fundamental relation m = n + p + 1 allows to retrieve the number of required
knots, given the number of control points and degree. The choice of NURBS curves
over the simpler Bézier curves or B-splines is justified by the capability of the for-
mer of representing rational curves. This is ensured by the proper adaption of the
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Fig. 1 Data flow in the process chain from the design up to the production step

m + 1 weights wi , which enable the representation of conic sections, such as hyper-
bola, parabola, ellipse, and circle [9]. This is particularly important, as it allows to
describe all possible bending line features occurring in free-form bending, namely
lines, arcs, and splines, with the same mathematical object only adjusting its param-
eters. This property is the core of the extraction tool, which is thoroughly described
in the following.

NURBS Reconstruction from CAD Data

The translation of the CAD data into NURBS requires as input a *.stp file. This
allows the tool to be CAD software-independent and to work with a normed file
type, specified in [10]. The choice of the *.stp over the *.iges format derives
from the greater diffusion of the former in the context of 3D design and con-
struction. In addition, the *.stp standard is more easily human-readable and more
recent, so that it is set as the format of choice also with respect to future appli-
cations. Nevertheless an integration of the tool for handling the *.iges format as
well is feasible. The first step for translating the bending line to NURBS is to
parse the *.stp file with respect to its keywords [11]. In order to do so, the only
requirement is to dispose of the bending line as a single merged curve, which can
be easily achieved in any CAD software. The proposed custom parser searches
for the global bending line entity, (’COMPOSITE_CURVE’), and retrieves the
multiple segments in which it is divided (’COMPOSITE_CURVE_SEGMENT’).
Each segment is furthermore described as a curve bounded between its start-
ing and ending point, (’TRIMMED_CURVE’), and represented by its feature,
namely a line, a circle, a B-spline, or a NURBS (’LINE’, ’CIRCLE’,
’B_SPLINE_CURVE_WITH_KNOTS’, or ’RATIONAL_B_SPLINE_CURVE’).
The hierarchy and decomposition of the bending line is summarised in Fig. 2. At this
point, the necessary attributes for obtaining a NURBS are parsed depending on the
type of segment feature. This includes the degree of the curve, its control points, the
knots, and the weights. For a line, the parsing of the *.stp file allows to retrieve the
starting and ending points (’CARTESIAN_POINT’). These are set as the NURBS
control points, the degree is set to 1 and the 4 required knots are taken as shown
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Fig. 2 Hierarchy of bending line in .stp files

in Fig. 7a, b. In the case of an arc, the information available from the CAD are the
extremes, the radius (from the entity ’CIRCLE’), the direction and origin of the
axis (AXIS2_PLACEMENT_3D), and the ascribed angle, which can be derived as
follows (Fig. 7c):

⎧
⎪⎨

⎪⎩

α = acos
( P1O · P0O

|P1|P0|
)
, if n · (P0O × P1O) ≥ 0

α = 2π − acos
( P1O · P0O

|P1|P0|
)
, if n · (P0O × P1O) < 0

(2)

The translation to NURBS is performed setting the degree to 2 and distinguishing
four cases for the derivation of control points, knots, and weights, depending on the
ascribed angle (≤ 90, ≤ 180, ≤ 270, and ≤ 360) as described in Fig. 7c, d, e, f, g,
h, i, and j. For B-splines and NURBS, the respective parameters are directly parsed.
With this procedure, the bending line is extracted from the original CAD geometry
and turned to a sequence of NURBS segments, which independently of their original
feature can be universally described and compared by their degree, control points,
knots and weights.

NURBS Reconstruction from Bending Instructions

When expressed in form of a set of bending line instructions, or a bending table,
the bending line can only be constituted by line and arc segments. While lines are
just described by their length, arcs are identified by a bending radius, a bending
angle, and an additional angle indicating the position of the bending plane. Since
this description is purely discrete, the additional information of the normal plane
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Fig. 3 Extraction of NURBS from bending table description

and of the bending plane unit vectors must be retrieved for each segment in order
to generate a NURBS in the Cartesian space. The algorithm works sequentially and
requires for every segment the actual point and the normal and bending plane unit
vectors, respectively ni and bi in Fig. 3. At the beginning the origin is set as the point
O = (0, 0, 0), while the initial bending plane and normal plane are respectively the
x- and the z-axis unit vectors. In this way, the z-axis points towards the evolving
bending, namely in the opposite direction of the feed. These inputs are user-defined,
and depending on their choice the same curve can be described in different spatial
configurations, which is helpful to evaluate the feasibility of a bent in the process.
In addition, it should be pointed out that the normal and bending planes are always
referred to the end of the bent segment, and that while the T angle is already a
relative angle on the bending plane between the normals at the beginning and end
of the bent, the P angle between the bending planes is always absolute, so that �P
must be considered, i.e. the difference between the next bending plane angle and the
previous. In the case of a line, the current normal and bending planes are maintained,
and the ending extreme is retrieved at a distance equal to the parsed length L along
the normal axis. In addition, the difference in bending plane angle,�P , is set to zero.
For an arc, the parsing of the bending table delivers the bending angle T , radius R,
and plane P , and in order to find the ending extreme of the arc, the origin and the
axis have to be calculated. First, the actual bending plane is rotated along the actual
normal plane by the relative angle �P . Then, the actual normal plane is rotated
along the new bending plane by the absolute angle T , namely the angle of the bend.
Successively, the origin point of the arc is found at a distance equal to R from the
starting point, along the origin axis direction calculated as the cross product between
the new bending plane and the previous normal plane unit vectors:

di = bi × ni−1 (3)

Finally, the ending point of the arc is calculated by rotating the starting point along
the bending plane axis displaced in the origin of the arc. All rotations are realised
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with a versatile rotation function, allowing to rotate an object along and axis with a
given origin:

R = T−1T−1
xz T−1

z Rz(θ)TzTxzT (4)

In this way, also a bending line described with a bending table can be translated into
a sequence of NURBS.

NURBS Properties

The NURBS description of the bending line allows the computation of two different
reference frames, describing in turn the intrinsic geometry of the curve at every point
and its position with respect to the machine during the process.

First of all, the Frenet Frame [12] of every segment is calculated. The motivation
behind the choice of this frame is that it is an invariant property of the curve. It
describes uniquely its intrinsic geometry with the tangent T , normal N , and binormal
N vector, which can be calculated for every point from its spatial derivatives, x

′
, x

′′

as:

T = x
′

|x ′ | , B = x
′ × x

′′

|x ′ · x ′′ | , N = B × T (5)

While for lines the only non-zero vector is the tangent, for arcs and splines all vectors
are different from zero. The normal vector points always towards the origin of the
osculating circle [13], and the binormal defines the plane onwhich the curve lies. This
allows to recognise the original feature of the curve in the NURBS representation.
In addition, the Frenet Frame satisfies the following differential equations:

⎡

⎣
T ′
N ′
B ′

⎤

⎦ =
⎡

⎣
0 k 0

−k 0 τ
0 −τ 0

⎤

⎦

⎡

⎣
T
N
B

⎤

⎦ (6)

where k and τ are, respectively, the curvature and the torsion of the curve, which can
be calculated as:

k = |x ′ × x
′′ |

|x ′ |3 , τ = x
′′′ · (x

′ × x
′′
)

|x ′ × x ′′ |2 (7)

In this way, the curvature and hence radius can be easily computed at any point of
the curve.

On the other hand, the Parallel Transport frame is computed to represent the
position of the machine on the curve during the evolving bent. This is obtained by
setting an initial frame representing the machine position. The tangent vector T is
chosen as the opposite of the feed direction, the first normal vector N1 points in
the direction leading to a bent in the vertical direction (P = 90◦), and the second
normal vector N2 is the cross product of the two. At every point, the first normal is
rotated along the second normal by the angle between the two tangents, and so the
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frame is rigidly moved along the curve [14]. The Parallel Transport frame satisfies
the following equations:

⎡

⎣
T ′
N ′
1

N ′
2

⎤

⎦ =
⎡

⎣
0 k1 k2

−k1 0 0
−k2 0 0

⎤

⎦

⎡

⎣
T
N1

N2

⎤

⎦ (8)

and allows to retrieve at every point on the curve the position of the machine. This is
specifically represented by the P angle which can be computed as the angle between
the first normal N1 of the Parallel Transport frame and the binormal B vector of the
Frenet frame:

Pi = arccos(N PT
1 i · BFF

i ) (9)

It is important to notice that independently of its curvature profile every segment
possesses a non-vanishing Parallel Transport frame at any point, in contrast to the
Frenet frame.

Conversion of NURBS to Bending Line

Once the bending line is available in aNURBSdescription, the tool can easily perform
the opposite operation of parsing and export it to an *.stp file as well as to a bending
table.

NURBS Conversion to Bending Table

The translation of a NURBS bending line deriving from the CAD to a bending
table is straightforward. Every segment composing the bending line is parsed, and a
bending instruction is generated depending on its feature. For lines, just the length
L is extracted. For the case of arcs, the value of the bending radius is calculated
as the reciprocal of the curvature R = 1/k, the bending angle T is retrieved as the
ending angle of the arc, and the P angle is calculated by comparing the Frenet and
Parallel Transport frames as shown above. As a validation example, the part shown
in Fig. 4a is considered. It represents the half frame of a rocking chair and consists
of 13 segments, Fig. 4b, distributed on several bending planes, Fig. 4d, and resulting
in different bending radii and angles Fig. 4c. The corresponding extracted bending
table is summarised in Table 1. It is important to notice that retrieving the set of every
single operation from the CAD would result in a lengthy and imprecise operation,
while thanks to the tool the bending table is returned automatically.
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Fig. 4 Validation case study for the transition of CAD data to bending table: a input *.stp data;
b corresponding bending line; c curvature profile k; d bending plane profile P

Table 1 Bending table corresponding to CAD case study
Segment 1 2 3 4 5 6 7 8 9 10 11 12 13

L (mm) 162.3 6.2 63.8 20.0 400.0 13.8 512.1 21.4

R (mm) 1000.0 200.0 180.0 100.0 100.0

T (deg) 28.1 76.0 90.0 81.5 76.3

P (deg) 89.5 89.5 89.5 –104.4 167.7

NURBS Conversion to CAD Data

In order to export a NURBS bending line from a bending table to a CAD file in
*.stp format, the tool extracts the first control point of the bending line and its first
normal vector N1. These are set as the starting origin and the unit vector of the first
bending plane. Successively, every NURBS curve composing the bending line is rep-
resented as a complex entity in the *.stp file (’RATIONAL_B_SPLINE_CURVE’),
its starting and ending point are introduced (’TRIMMED_CURVE’), and it is stored
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Fig. 5 Validation case-study for the transition of bending table to CAD data: a corresponding
bending line; b output *.stp data; c curvature profile k; d bending plane profile P

Table 2 Validation case study for the transition of bending table to CAD data
Segment 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

L [mm] 100.0 100.0 100.0 100.0 100.0

R [mm] 300.0 100.0 230.0 230.0 230.0 230.0 260.0 260.0 260.0 260.0

T [deg] 30.0 60.0 40.0 40.0 40.0 40.0 45.0 45.0 45.0 45.0

P [deg] 90.0 90.0 90.0 −90.0 −90.0 90.0 130.0 −40.0 −40.0 135.0

as a single segment (’COMPOSITE_CURVE_SEGMENT’). Finally, all segments are
grouped in a single bending line object (’COMPOSITE_CURVE’).

The process is validated through the case study described in the bending table in
Table 2, which is a prototypical example resembling the geometry of a side frame
part of a truck. The corresponding bending line is shown in Fig. 5a, including its
curvature Fig. 5c and bending plane profiles Fig. 5d, while the resulting CAD file is
shown in Fig. 5b. The tool enables a fast reconstruction of the bent part in the CAD
environment and allows for a direct quality assessment, which is discussed in the
next section.
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Validation Through Target-Obtained Part Comparison

In order to demonstrate the advantages of the developed tool, the case study involving
a bending table description is taken into account. The assessment of the quality of a
bent part is typically evaluated in the production route by comparing the bending radii
and angles of the obtained and the target part. While this can suffice for simple bent
geometries consisting of constant radii and in-plane bents, such as those obtained by
rotary draw bending, this is not suitable for free-form bent geometries evolving over
different planes. In this context, the tool allows to dispose of the target CADgeometry
also for bending lines defined by bending tables, and so the quality assessment can
be done through a surface-to-surface comparison. The results are the deviations
of the tube at any location, and in addition it is possible to define if the obtained
part respects some other geometrical requirement, such as the distance between its
extremes or the location of particular points involving soldering or screwconnections.
The bent raw material consists of a hollow tube of diameter 33.7 mm and thickness
2 mm of steel P235T R1. The machine is calibrated with respect to the given batch
using 13 calibration points, described in Table 3. The calibration curves for the
deflection and rotation of the bending head are obtained by piecewise cubic spline
interpolation (PCHIP), as described in [15]. The typical evaluation methodology
consists in comparing the target and obtained bending radius and angle for every
bendingoperation. The target andmeasuredvalues are shown inTable 4. It can be seen
that the radii are generallymet in a very preciseway, with amaximumdeviation in the
bending 14 of �R(14)

max = 8.3mm. This corresponds to �R(14)
max% = 3.2% of the target

value, while themean percentage error through all the bendings is�Ravg% = 0.06%.
On the other side, the bending angles show more prominent deviations, up to a
maximum of �T (2)

max = 5.6◦ in the bending 2. The maximum percentage deviation
is found at the bending 5, �T (5)

max% = 11.6%, while the average percentage error is
Tavg% = 6.72%. Although the obtained component is completely characterised by
means of this information, it is difficult to evaluate its quality and accuracy regarding

Table 3 Calibration tests
1 2 3 4 5 6 7 8 9 10 11 12 13

R0 [mm] 101.1 134.8 168.5 212.3 235.9 337 539.2 674.0 842.5 1348.0 2123.1 2696.0 3370.0

R [mm] 80.0 100.9 126.7 159.2 180.5 251.0 392.1 499.6 643.6 1192.6 2124.6 2913.1 3055.8

T0 [deg] 110.0 90.0 70 55 50.0 70.0 45 35.0 30 25.0 15.0 10.0 10.0

T [deg] 95.1 89.2 74.0 61.8 57.3 90.6 60.8 47.4 39.5 29.0 12.2 5.5 4.2

u [mm] 24.2 18.5 15.4 12.9 11.9 9.2 6.6 5.7 4.9 3.6 2.7 2.3 2.0

a [deg] 36.4 31.1 27.4 24.0 22.5 18.2 13.6 11.9 10.3 7.7 5.9 5.1 4.5

Table 4 Target-obtained value comparison for the single bents
2 3 5 6 8 9 11 12 14 15

Rtgt [mm] 300.0 100.0 230.0 230.0 230.0 230.0 260.0 260.0 260.0 260.0

Robt [mm] 299.8 99.9 234.5 230.6 227.5 228.5 267.4 257.6 251.7 264.2

Ttgt [deg] 30.0 60.0 40.0 40.0 40.0 40.0 45.0 45.0 45.0 45.0

Tobt [deg] 26.8 65.6 35.8 37.2 35.4 35.4 39.9 43.4 43.6 41.8
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Fig. 6 Surface-to-surface comparison and deviation analysis

the fulfilment of geometrical requirements at reference positions. Local geometrical
features such as the distance between the starting and ending point of the component
or the location of connecting elements cannot be evaluated efficiently through the
analysis of the obtained bending radii and angles. To investigate this further, the
surface-to-surface comparison is carried out with the software GOM-Inspect and
shown in Fig. 6. The obtained part is scanned with a Zeiss T-Scan device, and the
resulting data is oriented to the target part with a best-fit approach. This can be
done thanks to the automatic extraction tool, which makes the CAD target geometry
of the component available by feeding the target bending table. The impact of the
calculated deviations in Table 4 is not uniform along the part. The mean deviation
along thewhole part isumean = 0.19mm,with a standard deviation of δu = 3.65mm.
It can be seen that the regions exhibiting the higher deviations are those related to
the bent numbers 15, 14, 2, and 8. Although the deviation calculation is affected
by the orientation of the part, these bendings are not identified as the most critical
according to Table 4, but are in turn those which should be optimised first in a
compensation step. In this framework, the surface-to-surface comparison allows to
evaluate a free-formbent component in amore detailed and complexwaywith respect
to the discrete comparison of bending radii and angles. The dimensional accuracy
of the part can be hence assessed by investigating local geometrical features related
to the component function, such as point-to-point distances or the locations of weld
as well bolt connections. This is achieved by switching from parametric indicators,
such as bending radii and angles values, to Cartesian indicators, namely deviations
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values. This is in turn made possible by the developed tool, which automatically
gives the CAD geometry to compare with for any user-defined bending table.

Conclusions and Outlook

The implemented strategy represents a powerful tool for the optimisation of the free-
form bending process. Through the automatic extraction of the bending line from
CAD data as well as from bending tables, the data exchange process between the
design phase and the production is made faster, more rigorous, and less error prone.
In addition, the user-dependency in the evaluation and definition of the corresponding
bending line is reduced. The tool allows a bidirectional information flow, from CAD
to bending instructions and vice versa, taking as reference description solely NURBS
curves. This in turn allows to completely characterise every bending line in terms
of its intrinsic geometry as well as with respect to the position of the semi-finished
part in the machine during the process. This data is achieved thanks to the definition
of two distinct reference frames, the Frenet frame as well as the Parallel Transport
frame, and the differential properties of the NURBS, such as the curvature, the
torsion, and the bending plane angle. Finally, the tool allows to accomplish a dual
purpose, namely to directly retrieve the bending instructions from a CAD component
as well as to turn a bending table into a CAD part. This is particularly useful in the
framework of deviation assessment, as it widens the process beyond the comparison
of the bending radii and angles. The presented work represents the first part of a
wider automatic assistance system tool for free-form bending. Future investigations
include the derivation of the kinematics of the bending head directly from the bending
line, an automated strategy for the compensation of deviations at relevant locations
and the derivation of the bending line from simulated as well as measured parts.
A paradigm change can be obtained with the presented tool if also splines freely
designed in the 3D space can be directly bent without intermediate steps.
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Appendix

Translation of Line and Arcs to NURBS

See Fig. 7.
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Fig. 7 Data for representing lines and arcs as NURBS: a Line; b NURBS data; c Arc ≤ 90; d Arc
≤ 90 NURBS data; e Arc ≤ 180; f Arc ≤ 180 NURBS data; g Arc ≤ 2700; h Arc ≤ 2700 NURBS
data; i Arc ≤ 360; j Arc ≤ 360 NURBS data
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Characterization of Cohesive Zone
Model Properties of Laminated Metal
Sheet with a Thin Adhesive Layer

Hyeonil Park, Se-Jong Kim, Jinwoo Lee, and Daeyong Kim

Abstract Double cantilever beam (DCB) test associated with the measurement of
crack tip opening displacement (CTOD) is a practical method to experimentally
evaluate cohesive zonemodel (CZM)properties inmode I.However, it has an obvious
limitation that does not allow the plastic deformation of adherends during the test,
making it difficult to evaluate the polymer layer inserted in the laminated metal sheet
comprising thin metal sheets which are vulnerable to the plastic deformation. This
paper provides an experimental technique for evaluating the mode I CZM properties
of ductile adhesive layers inserted in the laminatedmetal sheet, while suppressing the
plastic deformation of the thin metal adherends. To suppress the plastic deformation
of the thin adherends during the DCB test, the supporting tools were designed and
bonded to the both outer surfaces of the laminated metal sheet. Until delamination
occurred, the evolution of fracture toughness (G) was evaluated, and the CTOD was
measured in the stereo imageusing adigital image correlation system.Then, a traction
(T )–separation (δ) law in mode I was established based on the differentiation of the
relation between the evolution of G and CTOD. Finally, the mode I CZM properties
were successfully obtained from the bilinear-fitted T–δ law.

Keywords Double cantilever beam test · Laminated metal sheet · Cohesive zone
model · Ductile adhesive layer

Introduction

Various techniques for analyzing adhesive layers have been developed and improved
over the last decade, and a cohesive zone model (CZM) is increasingly used to
describe the mechanical behavior of ductile adhesive layers [1, 2]. The CZM is
defined by a traction–separation law, which represents the constitutive behavior of
interfacial bonding traction (T ) as function of the separation (δ) between two bonded
points, and the under area of the curve represents the critical fracture toughness

H. Park · S.-J. Kim · J. Lee · D. Kim (B)
Materials Deformation Department, Korea Institute of Materials Science, 797 Changwondaero,
Changwon, Gyeongnam 515508, Republic of Korea
e-mail: daeyong@kims.re.kr

© The Minerals, Metals & Materials Society 2022
K. Inal et al. (eds.), NUMISHEET 2022, The Minerals, Metals & Materials Series,
https://doi.org/10.1007/978-3-031-06212-4_74

827

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06212-4_74&domain=pdf
mailto:daeyong@kims.re.kr
https://doi.org/10.1007/978-3-031-06212-4_74


828 H. Park et al.

(Gc). The elastic energy-based calculation during beam bending tests is the well-
known method to characterize Gc, and a differentiation concept between the evolu-
tion of fracture toughness (G) and the crack tip opening displacement (CTOD) has
been developed to experimentally establish T–δ law [3–5]. However, the calcula-
tion method based on the elastic deformation of adherends was originally designed
to target composite adherends, which allows only elastic deformation; therefore,
they are not suitable for the evaluation of the ductile adhesive layer inserted in the
laminated metal sheets comprising thin metal sheets that are vulnerable to plastic
deformation [6, 7].

This paper provides a practical experimental technique for evaluating the mode I
CZM properties of the ductile adhesive layer inserted in the laminated metal sheet,
while suppressing plastic deformation of the thin metal adherends. To evaluate the
mode I CZM properties of the ductile adhesive layer, the mode I beam bending
test, namely, double cantilever beam (DCB) test standardized by ASTM [8], was
performed. The supporting tools for suppressing the plastic deformation of the thin
metal adherendswere designed and bonded to the both outer surfaces of the laminated
metal sheet. Until delamination occurred, the evolution of G was evaluated, and the
CTOD was measured in the stereo image using a digital image correlation (DIC)
system. Then, the T–δ law was established based on the differentiation of the relation
between the evolution of fracture toughness and CTOD. Finally, the mode I CZM
properties were obtained from the bilinear-fitted T–δ law.

Experimental Procedure

Adherend Material

The adherend material is dual phase (DP) 590 MPa grade high strength steel sheets
with 0.7 mm thickness. In order to investigate the mechanical properties of the steel
sheets, a uniaxial tensile test along the rolling direction was carried out on ASTM-E8
standard specimens with a universal testing machine (UTM) using the quasi-static
rate of 0.001/s [9]. The laminated metal sheet was fabricated by passing through
roller after inserting acrylic-based adhesive layer between two steel sheets having
size of 300 mm × 300 mm (Table 1).

Table 1 Characteristics of the base steel sheet

Elastic modulus
(GPa)

Yield
stress
(MPa)

Ultimate tensile
stress
(MPa)

Uniform
elongation
(%)

Total
elongation
(%)

Lankford value

210.3 347.6 635.9 18.5 27.0 0.84
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Fig. 1 Apparatus of supporting tools: a detailed dimension, and b bonding procedure

Design of Supporting Tool

To suppress the plastic deformation of the thin adherends during the DCB test,
the supporting tools were designed and made of the ion-nitrided SM45C structural
carbon steel. They were bonded to the both outer surfaces of the laminated metal
sheet using the epoxy-based strong adhesive (S/N: 3 M 460NS). Detailed dimension
of supporting tools and their bonding procedure is shown in Fig. 1a, b, respectively.

Double Cantilever Beam Test

DCB test was performed usingUTM to experimentally evaluate cohesive zonemodel
(CZM) properties in mode I. On the specimen prior to tests, a stochastic pattern was
applied to the surface of side wall using white and black spray. Until delamination
occurred, the applied load (P) and loading point displacement (U) were measured
from the UTM, and synchronized with CTODmeasured in the stereo image using the
DIC system. The apparatus of DCB test specimen and the measurement procedure
of CTOD are shown in Fig. 2a, b, respectively.

Adhesive Characterization

During the DCB test, the evolution of fracture toughness (G) can be evaluated by the
Irwin-Kies equation as follows [10]:

G = P2

2B

dC

da
(1)
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Fig. 2 Apparatus of DCB test: a test specimen, and b measurement of CTOD

whereP, B, and a are the applied load, specimenwidth, and crack propagation length,
respectively. C is the compliance, and defined by

C = U

P
(2)

whereU is the loading point displacement, and P is the applied load. C is also calcu-
lated by the Timoshenko beam theory based on the equivalent crack (aeq) concept as
follows:

C = 8a3eq
Eeq Bh3

+ 24(1+ v)aeq
5Eeq Bh

(3)

where v, B and h are the Poisson’s ratio, width, and thickness of the adherend,
respectively. Eeq is the equivalent elastic modulus, and given by

Eeq = 8a0
C0Bh

(
a20
h2

+ 3(1+ v)

5

)
(4)

where a0 and C0 are the pre-crack length and initial compliance obtained from the
early linear part in Eq. (2). By introducing Eq. (3) into Eq. (1), G can be derived as
follows:

G = 6P2

Eeq B2h

(
2a2eq
h2

+ 2(1+ v)

5

)
(5)

Because G is determined as a function of P, the δ–P curve measured during the
DCB test can be converted to the G–δ curve, then the T–δ law can be established by
differentiating the G–δ curve against δ as follows:

T (δ) = dG

dδ
(6)
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Results and Discussion

Figure 3 shows the established T–δ law of ductile adhesive inserted in the laminated
metal sheet during the DCB test. The G–δ curve and its derivative, T–δ law, are
shown in Fig. 3a, b, respectively. The mode I CZM properties were extracted from
the bilinear-fitted T–δ law (see the red line in Fig. 3b), as listed in Table 2. In addition,
to verify the established T–δ law, the numerical simulation of the DCB test was
performed by inputting the obtained mode I CZM properties, and its result was
compared with the experimental one as shown in Fig. 3c. Resultantly, although there
was some error due to the simple shape of the bilinear model, the overall tendency
was predicted well.
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Fig. 3 Established T–δ law of ductile adhesive inserted in laminated metal sheet: a G–δ curve,
b T–δ law, and c P–δ curve

Table 2 Mode I CZM
properties of ductile adhesive
inserted in laminated metal
sheet

K (N/mm3) Tmax (MPa) Gc (N/mm)

7.74 2.69 1.21
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Summary

This study provided practical experimental technique to evaluate mode I CZM prop-
erties of ductile adhesive layer inserted in the laminated metal sheet. To suppress the
plastic deformation of the thin metal adherends during the DCB test, the supporting
tools were designed and bonded to the both outer surfaces of the laminated sheet.
As a results, the T–δ curve was successfully established based on the differentiation
of the relation between the evolution of fracture toughness and CTOD. Finally, the
mode I CZM properties were extracted from the bilinear-fitted T–δ law. In addition,
to verify the established T–δ law of the ductile adhesive, the numerical simulation of
the DCB test was performed by inputting the mode I CZM properties, and its result
was not significantly different from the experimental one.
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Clinching in In Situ CT—A Novel
Validation Method for Mechanical
Joining Processes

Daniel Köhler, Robert Kupfer, Juliane Troschitz, and Maik Gude

Abstract Force–displacement measurements and micrograph analyses are
commonly used methods to validate numerical models of clinching processes.
However, these methods often lead to resetting of elastic deformations and crack-
closing after unloading. In contrast, the in situ computed tomography (CT) can
provide three-dimensional images of the clinch point under loading conditions. In
this paper, the potential of the in situ investigation of a clinching process as validation
method is analyzed. For the in situ testing, a tailored test set-up featuring a beryllium
cylinder for load-bearing and clinching tools made from ultra-high-strength titanium
and Si3N4 are used. In the experiments, the clinching of two aluminum sheets is
interrupted at specific process steps in order to perform the CT scans. It is shown
that in situ CT visualizes the inner geometry of the joint at high precision and that
this method is suitable to validate numerical models.

Keywords Clinching · Non-destructive testing · Computed tomography · In situ
CT

Introduction

The increased interest in lightweight components in the automotive industry requires
joining methods, which are able to join versatile materials. Furthermore, the ever-
increasing legal requirements onmaterial recycling [1] demand a separation ofmulti-
material systems into their components with low contamination [2]. Clinching is a
mechanical joining method applicable to various materials, as it creates a joint by
locally deforming two join partners creating a form lock.There is noparticular surface
preparation and, usually, no heat input is required. Thus, this is a versatile and cost-
efficient [3] joiningmethodwhich also facilitatesmaterial separationduring recycling
[4]. However, versatility regarding material, geometry, and field of application can
only be achieved when the manufacturing of a clinch point can be reliably simulated.
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The validation of numerical models of a clinching process is usually done using
the force–displacement measurement duringmanufacturing and destructive methods
such as microsectioning [5]. Non-destructive validation methods such as computed
tomography (CT) can improve the validation. However, these ex situ methods cannot
consider elastic effects and closing cracks, which occur after unloading. Thus,
the deformation and damage chronology is not consistently given. Consequently,
possible deviations between a numerical model and the respective experiment cannot
be fully understood. Therefore, methods describing the clinching process in situ can
improve the validation process of numerical models.

The CT testing method uses several scans of an object from different angles
allowing reconstruction of a three-dimensional image of the object [6]. Thus, in
contrast to microsectioning, the complete three-dimensional inner geometry of the
object is known for reducing the number of necessary samples. Therefore, it has
become an established method for geometry and structural analyses. It is used to
investigate the microstructure of both homogeneous (e.g. aluminium alloy [7]) and
heterogeneous material systems, such as concrete [8] or composites [9]. The testing
method was already used for damage analysis, e.g. for semi-tubular self-piercing
riveting of fibre-reinforced plastics (FRP) and aluminium (Al) [10]. Recently, it
also has been applied to support numerical modelling or for validation. For example,
Mckinley et al. used synchrotron-based micro-CT to assist the modelling of adhesive
bonds in wood [11]. The validation method is further improved by conducting the
CT in in situ measurements. Huang et al. and Qsymah validated numerical models
of concrete using in situ CT [12, 13]. Füßel et al. investigated in situ the damage in
joints using a single overlapping adhesively bonded riveted lap joint of FRP and Al
[14]. Furthermore, Pottmeyer et al. applied in situ CT to analyze the deformation
and damage of metal inserts in FRP [15].

While there are numerous references about applying in situ CT for testing
processes, there are only a few cases where manufacturing processes were inves-
tigated. Kratz et al. used in situ CT in order to observe gaps in prepreg laminates
during consolidation and curing [16]. However, to the author’s knowledge, there are
no reports about an in situ investigation of the manufacturing process of mechan-
ical joints. In this paper, a test set-up for investigating the accurate deformation
chronology during the clinching process in in situ CT is described (cf. Fig. 1).
Furthermore, the potential of this method for the validation of numerical models
is demonstrated in a first proof-of-concept.

Materials and Methods

In Situ CT-Clinching Setup

The CT-system V|TOME|X L450 from GE Sensing & Inspection Technologies
GmbH (300 kV microfocus X-ray tube with flat detector) is used. The test set-up
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Fig. 1 In situ test set-up in the CT system (detector not displayed) (a) and close-up view (b) with
the test specimens

consists of a linear actuator and a column frame (cf. Fig. 1). The force is trans-
mitted via a shaft on the die, while ball-bearing guides prevent lateral shifting of the
shaft. A beryllium tube is used allowing a constant and low X-ray absorption by the
frame. The set-up is clamped in a chuck which rotates in order to adjust the scanning
angles during CT. The linear actuator is the screw jack system HSG-4-SVA-300-L-
GG-AB-KGS32×5 with ball screw, worm gear, and a transmission ratio of 28:1. A
handwheel for manual operation is mounted on the worm gear in order to apply small
movements to the shaft. To measure the clinching force, there is a load cell series K
(nominal force 50 kN, nominal value 2 mV/V) from GTM Testing and Metrology
GmbH underneath the adapters of the punch. The force signal is amplified using the
amplifier 9243 from burster präzisionsmesstechnik GmBH & co kg. The signal is
recorded using a measuring card (frequency 50 Hz). Consequently, with this set-up,
the clinching process can be conducted path- and force-controlled.

In Situ CT Tools and Specimen

The clinching tools consist of the die, the punch, and the blank holder. The die and
the blank holder are made of the high-strength titanium alloy Ti-355 from AMT
Advanced Materials Technology GmbH. The tools are hardened to exhibit a Yield
strength of 1.420MPa. The punch is made of silicon nitride (Si3N4) from FCT Inge-
nieurkeramik GmbH. Previous investigations identified these materials as suitable
tool materials for in situ CT-Clinching [17, 18]. Especially high-strength titanium
alloy exhibits a sufficiently high toughness while leading to a low X-ray absorption.
It could be shown that a die made of Si3N4 breaks during clinching [19]. A buckling
of the sheets is avoided by the blank holder. The punch movement is coupled with
the blank holder via four springs, which have a total stiffness of 465 N/mm and a
preload force of 785 N.
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Fig. 2 Aligning the die- and
the punch-sided adapters to
each other using the setting
master

Two aluminum sheetsmade of Al ENAW6014, a commonmaterial in automotive
industry [20], are clinched in T4 state (thickness: 2 mm diameter: 40 mm). Since CT
is based on X-ray attenuation caused by the object’s material, the interface between
the aluminum sheets is only visible when there is a small gap or interface layer
between the surfaces. However, in the clinch point, the sheets are pressed so tightly
that the sheet interface is hardly visible in CT scans [18]. In order to enhance the
visibility of the interface, the application of a 10 µm thick tin foil (diameter 12 mm)
between the aluminum sheets proved to be suitable [18]. To facilitate the removal of
the specimen from the die, grease is applied to the respective surfaces on the die and
the sheet.

Because of the complex buildup of the in situ testing set-up and the resulting
addition of tolerances, an axial alignment of punch and die within the set-up is
necessary. For this purpose, a separate setting master is used. On the upper side of
the die, the setting master is mounted to a clamping mandrel (cf. Fig. 2). By moving
the setting master shaft into a hole in the punch-sided adapter, the die- and the punch-
sided adapters are aligned to each other (cf. Fig. 2). Then, the adapters are fixed, the
setting master is removed, and die and punch are mounted to the adapters.

CT Measurement and Image Analysis

The specimen is X-ray scanned at fivemeasuring points (MP) which are set manually
by the handwheel:

MP1—The punch is at the neutral position,
MP2—The sheets are pushed into the cavity of the die but have not touched the
anvil,
MP3—The sheet material is drawn radially along the anvil,
MP4—The sheet material fills the radial groove,
MP5—The targeted bottom thickness is reached.
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Table 1 Applied parameters for the CT measurement and image analysis

Parameter Unit Value

CT measurement Acceleration voltage [kV] 250

Tube current [µA] 150

X-ray projections 1440 (4 per 1°)

Exposure time [ms] 1000

Voxel size [µm] 12

Magnification 16.5

Image analysis Canny—threshold 0.19

Canny—standard deviation of the filter 2

After the CT scan is conducted, the three-dimensional volumes are reconstructed.
Then, the CT volume of each MP is investigated in cross-sectional images using a
MATLAB script (R2019a) with the edge detection function “Canny”. The CT and
image analysis parameters are shown in Table 1.

Results

In the CT scans, generally, good image quality is achieved (cf. Fig. 3a–e) and the
interface is well visible over the clinch point. The clinching process and the material
deformation can be clearly identified. However, the die’s front face and the tin foil
cause moderate streak artefacts in the sheet material (cf. Fig. 3d). Furthermore, the
tin foil exhibits a small fracture at the feed of the clinch point (cf. Fig. 3c). The punch
movement and the axial forces at the respective MP are displayed in Fig. 3f.

The edge detection algorithm identified the sheet edges and the edges of the tin
sheet properly in most cases (cf. Fig. 4). Additionally, the tool edges are detected.
Gaps can be found primarily at the punch-sided sheet atMP1 (cf. Fig. 4a) and between
the sheets’ outer contour and the tool edges. Furthermore, the streak artefacts are
misinterpreted as edges. Although they can be removed manually, gaps residue in
the punch-related edge (cf. Fig. 4b).

Summary, Discussion, and Conclusions

In order to achieve a broad application of the clinching technology, reliable simula-
tions of the manufacturing process are necessary. Likewise, there is an increase in
using in situ CT-measurements for validating numerical models. When validating
numericalmodels of a clinching process, this approach can be advantageous as elastic
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Fig. 3 CT images of the in situ clinching process (a–e) and process force and punch movement
during the clinching process (f). The streak artefacts and the fracture in the tin foil are exemplarily
highlighted

Fig. 4 CT images at MP1 and MP5 overlaid with the detected edges (yellow) using the Canny
algorithm.Gaps in the detected edges are highlighted and streak artefactswhich arewrongly detected
as edges are removed in (b)
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deformations and cracks that would close after unloading can be observed. Further-
more, the nearly complete deformation chronology can be given for an individual
specimen. Therefore, in this paper, a method for in situ CT testing of a clinching
process is described and the potential for validating numerical models is shown. Two
aluminium sheets are clinched using a die and a blank holder made of high-strength
titanium alloy and a punch made of Si3N4. Additionally, a tin foil is placed between
the sheets in order to visualize the sheet interface at the clinch point. The clinching
process is interrupted for CT scans at five stages. The results show an overall good
CT image quality with few streak artefacts. To the author’s knowledge, this is the
first report of such an in situ method for the clinching process.

Since classic tool materials like steel are difficult to penetrate by X-rays, they are
replaced by tools made of Si3N4 and high-strength titanium alloy. Even though a
good image quality can be achieved, streak artefacts reduce the value of the CT scans
as they are wrongly detected as edges. In experiments with single clinch points, these
streak artefacts could be reduced by tilting the clinch point. Consequently, tilting the
in situ clinching set-up is subject to further research. Additionally, there are gaps in
the lower edge of the punch-sided sheet at MP1. They can be explained by the blurry
edge in the CT image, which can be improved by tiling the in situ set-up as well.
Nevertheless, the experiment and the image analysis prove the potential of in situ CT
of clinching processes to validate numerical models. In the next step, the influence
of the tin foil will be investigated and the identified sheet and tool edges will be used
for validation studies with a respective numerical model.
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Design Guideline of the Bolt Hole Based
on the Parametric Formability Analysis

Inje Jang, Gihyun Bae, Junghan Song, Namsu Park, Jongsup Lee,
Sehwan Jeong, and Heejong Lee

Abstract This paper deals with the formability analysis of the bolt hole.Mechanical
properties were evaluated by the tensile test and Nakajima test in order to construct
a material model for the sheet metal forming simulation. A quantitative formability
evaluation method was proposed based on the simulation result, such as the strain
distribution and the thinning. By using the proposed evaluation method, the para-
metric study was performed to investigate the effect of design parameters in the bolt
hole shape. Finally, a design methodology was suggested to improve the formability
of the bolt hole by controlling the main design parameters.

Keywords Bolt hole · Design guideline · Stamping · Formability analysis

Introduction

Fastening of mechanical structures is an important research field in the structural
design of home appliances in order to obtain good performance without undesired
vibration and noise. General methods for connecting structures are welding, bolting,
and riveting, etc. Among these methods, bolting is the most traditional and essential
method. The bolted joint has significant effects on the structural behavior. Therefore,
the proper design is necessary because it has a great influence on the reduction of
performance and durability due to stress concentration or fatigue failure [1–4]. In
recent years, it is difficult to achieve fine appearance and high stiffness of a bolt
hole because the structure has severe geometrical constraints and requires a strong
fastening force.However, the designmethodof the bolt hole shape still depends on the
engineer’s experience and know-how in spite of the enormous failure cost. Therefore,
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it is necessary to establish an efficient design guideline based on the quantitative
formability evaluation of the bolt hole with respect to the design parameter.

In this study, formability analysis of the bolt hole was performed by the parametric
study in order to identify the effectiveness of the design parameters of the bolt hole.
Sheetmetal forming simulationwas conducted for bolt hole formability analysis. The
mechanical properties of the forming simulation were evaluated by the tensile test
and Nakajima test. The simulation results were analyzed to quantify the formability
variation based on the major/minor strain distribution and the local thinning. The
parametric study was performed with respect to the geometrical parameters of the
bolt hole in order to suggest the main factors in formability of the bolt hole. Finally,
the parametric study result can be utilized to construct a design guideline to improve
the formability of bolt holes for various home appliances.

Material Characterization

Tensile Test

HXKE4K 0.42t mild steel sheet used for general home appliances was selected as
the target material for the formability analysis of the bolt hole. A tensile test was
carried out by using MTS 810 universal tester with a capacity of 10 tons. ARAMIS
DIC system was used to measure the strain distribution on the specimen surface
during the tensile test. The specimen was prepared by referring to ASTM E8M
standard specimen specifications. The strain rate was 0.001/s for the quasi-static
loading condition. The gauge length for the strain measurement was 25 mm at the
specimen center. In order to evaluate the anisotropy characteristics, specimens were
prepared along the loading direction of 0° (Rolling Direction, RD), 45° (Diagonal
Direction, DD), and 90° (Transverse Direction, TD). Figure 1a shows the flow stress
curves according to the loading angle from the rolling direction. The mechanical
properties are presented in Table 1. Hill’s 48 yield function expressed by Eq. (1) was
used in order to consider the anisotropic behavior of the sheet material. Hill’s 48
yield locus as shown in Fig. 1b was constructed by using the r-value and the yield
stress.

The linear combination of Swift K(ε + ε0)n and Hockett–Sherby
(σ sat−(σ sat−σ i)e−cε p

) hardening law with weighting value α was used to describe
the isotropic expansion behavior of the yield surface. The calibrated coefficients of
the Swift/Hockett–Sherby model are shown in Table 2.

σ =
√
(G + H)σ 2

xx − 2Hσxxσyy + (H + F)σ 2
yy + 2Nσ 2

xy (1)
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Fig. 1 Tensile test results: a Eng. stress–Eng. strain curve; b Hill’s 48 yield locus

Table 1 Mechanical properties according to the loading angle from the rolling direction

Loading
direction
[°]

εu
[−]

εf
[−]

YS
[MPa]

UTS
[MPa]

r -value
[−]

r
[−]

�r
[−]

0 (RD) 0.26 0.46 169.26 303.48 1.64 1.84 0.02

45 (DD) 0.27 0.46 168.31 299.40 1.82

90 (TD) 0.21 0.46 169.18 299.79 2.06

Table 2 Parameters of Swift/Hockett–Sherby hardening law

K [MPa] ε0 [−] n [−] σ i [MPa] σ sat [MPa] c [−] P [−] α [−]

540.71 0.0076 0.25 157.61 489.90 2.89 0.66 0.25

Nakajima Test

TheNakajima test was performed for evaluating the forming limit of the testmaterial.
The specimen shape follows ISO 12004 standard. Specimens with various widths
were prepared to induce awide range of linear loading paths. This test was performed
with a universal formability test machine with a capacity of 200 tons. The blank
holding force was 20 tons for preventing the material draw-in at the flange. The
punch speed was 1 mm/s and the test was performed after applying grease to the
blank and punch for lubrication. Finally, the forming limit curve was obtained as
shown in Fig. 2b based on the forming limits in various loading paths.
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Fig. 2 Nakajima test result: a Specimen after Nakajima test; b Forming limit diagram
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Fig. 3 Schematic diagram of the bolt hole shape and main geometrical parameters

Bolt Hole Formability Analysis

Shape Analysis of Bolt Hole

The bolt hole shape was investigated from home appliances to evaluate the influence
on the formability during the sheet metal forming process. Recently, the bolt hole of
general home appliances is formed on the smooth curved surface. Figure 3 shows
the schematic shape of the bolt hole and its parameters in general home appliances.
Table 3 shows the range of design parameters which are selected by referring to the
shape of general home appliances.

Quantitative Evaluation of the Bolt Hole Formability

Thebolt hole formabilitywas quantified byFEanalysis usingAutoformR8. Figure 4a
shows the FEmodeling for the sheet metal forming simulation. Strain distribution on
forming limit diagram (FLD) and thinning was selected to quantify the formability.
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Table 3 Shape design parameters for bolt hole formability analysis

Design parameter Reference value Design range

Thickness [mm] 0.5 0.4–0.6

Sidewall angle [deg.] 25 15–35

Bolt hole height [mm] 3 2–4

Die shoulder radius [mm] 15 1–2

Bolt hole diameter [mm] 8 6–10

Punch radius [mm] 1.5 1–2

Wrinkling
trend

Compress

Safe

Splits

Formability

0.10

0.00

-0.15

-0.30

ThinningPunch

Blank

Die

(a) (b) (c)

Fig. 4 FEmodel and simulation result of the bolt hole forming process: a FEmodel; b Formability;
c Thinning

The simulation result as described in Fig. 4b, c shows that severe formability occurs
at the punch corner.

The maximum amount of thinning can be directly used for quantitative evaluation
of the formability. On the other hand, a proper method is required to quantify the
major andminor strain distribution onFLD.The strain path at the punch corner,where
maximum deformation occurs, is under the biaxial loading as shown in Fig. 5. Based
on this information, FLD ratio,which is the ratio between FLDRef and FLDmar , was
proposed as a new parameter for the quantitative evaluation of the strain distribution.
Here, FLDRef and FLDmar are the distance of the origin point and the nearest point
on FLD from FLC under the biaxial loading condition, respectively.

Parametric Study

A parameter study was conducted to investigate the effect on the formability of
shape parameters in the design range. The results of the quantitative evaluation of
formability according to the shape design parameters are summarized in Table 4
and Fig. 6. The bolt hole height was evaluated as the most influential parameter,
and the sheet thickness and the die shoulder radius were evaluated as insignificant
parameters. The results also show that design parameters related to the punch corner
shape, which are the bolt hole height and the punch radius, have large effectiveness on
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Fig. 5 Quantification of
formability based on FLD
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Table 4 Parametric study results of the bolt hole formability

Design
parameter

Case dFLCratio (%) �dFLCratio (%) tthin (%) �tthin (%)

Thickness (t) tlower : 0.4mm 33.1 7.3 29.5 2.1

tupper : 0.6mm 25.8 31.6

Sidewall angle
(θw)

θw,lower : 15 deg. 17.5 25.4 33.9 7.4

θw,upper : 35 deg. 42.9 26.5

Bolt hole
height (h)

hlower : 2mm 58.3 64.1 19.9 21.7

hupper : 4mm −5.8 41.6

Die shoulder
radius (rs )

rs,lower : 1mm 27.1 7.0 31.7 1.7

rs,upper : 2mm 34.1 30.0

Bolt hole
diameter (d)

dlower : 6mm 16.1 21.3 35.5 7.9

dupper : 10mm 37.4 27.6

Punch radius
(rp)

rp,lower : 1mm 3.9 34.8 36.4 8.4

rp,upper : 2mm 38.7 28.0

the formability due to the deformation concentration. This information can be utilized
as a design guideline for improving the formability when a local crack occurs at the
bolt hole during the forming process.
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Fig. 6 Sensitivity analysis
of the bolt hole formability
according to shape design
parameters
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Conclusion

In this study, the parametric study was performed based on the quantitative forma-
bility evaluation in order to establish the bolt hole design guideline. Bolt hole forming
simulation was carried out to evaluate the formability and the mechanical properties
required for the simulation were obtained through the tensile test and Nakajima test.
Simulation results show that the deformation is concentrated at the punch corners.
It means that the formability can be quantified by using the strain distribution in
this area. From the parameter study, it was confirmed that the parameters related to
the punch corner shape where the deformation is concentrated had a great influence
on the formability. It would be effective to design or improve the bolt hole forming
process by controlling the main parameters. This design scheme will be useful for
enhancing forming process design efficiency and reducing the manufacturing failure
cost.
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Experimental and Numerical Evaluation
of DP600 Fracture Limits

Yang Song, Iman Sari Sarraf, and Daniel E. Green

Abstract The main objective of this research is to evaluate the performance of the
digital image correlation (DIC) method and the numerical models used to determine
and predict the fracture strains of DP600 steel sheets subjected to various strain paths.
Accordingly, Nakazima [1] tests along with 3D-DIC strain measurements were con-
ducted to evaluate necking and fracture strains. Fracture strains were experimentally
determined assuming plane-strain deformation after the onset of necking, using DIC
surface strain and in situ thickness measurement at the fracture site. In addition,
quasi-static and dynamic uniaxial tension tests and hydraulic bulge tests were car-
ried out to calibrate a modified Johnson–Cook (mJC) hardening function, and two
versions of the JC damage models. It was shown that the fracture strains predicted
by the numerical simulations are in good agreement with the experimental DIC data.
Therefore, the proposed DIC method can be effectively used to estimate the necking
and fracture limit diagrams of sheet metals.

Introduction

There is an increasing demand in the automotive industry to reduce both vehicle
weight and gas emissions [2]. Finite element (FE) simulation is widely used to pre-
dict the forming behaviour of higher strength lower formability materials such as
advanced high strength steels (AHSS), in order to produce strong lightweight auto-
motive components. Nakazima tests are frequently used along with DIC to quantify
the forming limit of sheet materials, due to its simplicity in the experimental setup,
and also its capability of reaching a wide range of strain states [3] which produces
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a more complete forming limit diagram (FLD). The process-dependent effects in
necking limit determined by Nakazima tests can be compensated using a process
proposed by Min et al. [3]. The DIC method is a non-contact method for tracking
surface deformation history that has gained popularity in the past few decades; it has
many advantages [4] over the previous standardizedmethod that uses a gridmeasure-
ment system [5]. The hydraulic bulge test is a near biaxial stretching test in which a
fluid is pressurized in a chamber sealed by the sheet specimen. The bulge test data
produces flow curves up to a higher strain level than uniaxial tensile tests, which is
inherently due to stretching in a near biaxial stress condition. This is advantageous
for implementation in numerical models to predict material behaviour at higher strain
levels.

This manuscript investigates the effectiveness of fracture strain estimation of
DP600 steel sheets using DIC strain data, which is validated against FE simulations
using calibrated JC constitutive and damage models.

DP600 Sheet Material

A galvanized DP600 sheet steel with a 1.5-mm nominal thickness was used in this
research. It has a volume fraction of 4.7%, 3.3%, and 92.0% for martensite, bainite,
and ferrite, respectively [6]. The material exhibits relatively low anisotropy [7, 8]
and low strain rate dependency [8, 9].

Constitutive Models and Finite Element Simulations

Oneof the essential steps inmodelling themechanical behaviour of engineeringmate-
rials is to utilize accurately determined hardening functions and damage criteria. In
order to define the hardening behaviour of DP600 sheet specimens, two hardening
functions were chosen: (a) a modified version of the Johnson–Cook (mJC) hard-
ening function as an unbounded hardening model (Eq. 1a) and (b) a multiplicative
combination of the Voce equation and modified Johnson–Cook function (VmJC) as
a saturated model (Eq.1b). A combination of the non-linear regression and Markov
Chain Monte Carlo (NLR+MCMC) method was used to find the best parameters
that fit the experimental data points obtained through uniaxial tension and hydraulic
bulge tests [2, 10, 11].

The JC damage criterion [12] was chosen to predict the ductile fracture in the
simulation of the Nakazima tests. Unlike micro-mechanical damage models where
the accumulationof damage is definedbynucleationgrowth and coalescenceof voids,
damage accumulation in JC damage criterion is separated from the constitutivemodel
anddamageparameters are determinedbasedon the fracture behaviour of thematerial
under various strain paths and stress states [13]. It predicts the critical fracture strain
as a function of equivalent plastic strain (εp), strain rate (ε̇p), temperature (T ), and
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stress triaxiality (η) as shown in Eq.1c. C1...5 in Eq.1a and Eq.1b are hardening
function constants, which are determined by an appropriate fitting procedure, and
D1...5 in Eq.1c are material dependent constants which are determined based on the
quasi-static and dynamic behaviour of thematerial. It is worth noting that the damage
parameters were determined based on the uniaxial tension tests, hydraulic bulge test,
and a multi-stage rolling process [14–16].

σ(εp, ε̇p) = (C1 + C2ε
C3
p )

[
1 + C4

(
ln

ε̇p

ε̇0

)C5
]

(1a)

σ(εp, ε̇p) = C1 − (C1 − C2)(1 − exp(−C3εp))

[
1 + C4

(
ln

ε̇p

ε̇0

)C5
]

(1b)

ε f = [
D1 + D2 exp(D3η)

] [
1 + D4 ln

(
ε̇p

ε̇0

)] [
1 + D5T

∗] (1c)

Table1 shows the hardening function constants and JC damage parameters that
were calibrated to the experiments.

To simulate the Nakazima tests, the punch, blank holder, and the upper die as
shown in Fig. 1, were considered rigid bodies, while the test specimen was modelled
as a deformable part. Since the DP600 sheet that was used in this research did
not show any significant anisotropy, only one quarter of the sheet specimens were
modelled and meshed using 8-node reduced integration-brick elements (C3D8R) in
order to reduce the computational cost. Mesh sensitivity studies were carried out
using element sizes ranging from 1mm to 0.1mm in the centre of the specimen
where the damage is more likely to occur. Consequently, an element size of 0.3mm
with five elements through the thickness demonstrated the best results. Symmetric
boundary conditions were applied. The hardening functions were implemented in
a VUHARD subroutine code, and a dynamic explicit approach was employed to
simulate the Nakazima tests. General contact with a coefficient of friction of 0.5 was
used for all surfaces in contact except the contact between the punch and the bottom
surface of the sheet specimens where that coefficient of friction was considered as

Table 1 Calibrated hardening coefficients and damage function parameters obtained for DP600

C1 C2 C3 C4 C5

mJC (1a) 225.35 850.10 0.3194 0.0037 1.5715

VmJC (1b) 400.21 795.19 9.0236 0.0015 1.9430

D1 D2 D3 D4 D5

JC (damage, 1c) 0.56 0.47 4.5 −0.006 0
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Fig. 1 Finite element model of the Nakazima test (BT). From top to bottom: upper die, test piece,
blank holder, hemispherical punch

Fig. 2 Specimen geometry for Nakazima tests: a uniaxial tension (UT), b plane strain 1 (PS1),
c plane strain 2 (PS2), and d biaxial tension (BT)

0.02 due to the lubrication that was used to minimize friction. The finite element
model used to simulate the Nakazima tests as well as the geometry of the specimens
used to generate different strain paths are shown in Figs. 1 and 2, respectively.

Calibration Tests

The large deformation work hardening behaviour of DP600 sheets was determined
using a combination of tensile tests and hydraulic bulge tests, as described by Sari
Sarraf et al. [11].
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Tensile Tests

Uniaxial tension tests were used to characterize the DP600 sheet in terms of work
hardening and damage behaviour. Tests were conducted at strain rates ranging from
quasi-static (0.001, 0.1, and 1s−1) to elevated strain rates (10 and 100s−1), with
DIC strain measurements. The testing apparatus, setup, specimen geometries, and
detailed experimental procedures are provided by Rahmaan et al. [8].

Hydraulic Bulge Tests

Bulge tests were carried out according to IS0-16808:2014 standard [17] using a
custom set of tools in a double-action hydraulic press, which controls the pressure
of the fluid to form the specimen. The specialized tools feature a 135-mm-diameter
cavity, an 8.5-mm fillet at clamp ring contact, and are equipped with an in cavity
pressure transducer to track the fluid pressure history. Details of the test equipment
are provided by Vasilescu [18]. Two cameras, equipped with 35-mm lenses, mounted
at 30 ◦C from each other were used to access the top surface of the test specimen
for DIC strain measurement. The camera frame rate was set 10Hz. An improved
method to estimate the instantaneous sheet thickness at the pole [19] was adopted to
increase the accuracy of strain measurements. Bulge test data were used to extend
the flow curve acquired from uniaxial tensile tests.

Nakazima Tests

Nakazima tests were performed in the same double-action hydraulic press, using
a set of specialized tools with dimensions conforming to ISO 12004-2:2008 stan-
dard [20]. The detailed apparatus and experimental setup can be found in previous
work by Song et al. [4]. The setup of the DIC camera system and the parameters
used in DIC post-processing were very similar to those of the bulge test. Specimen
geometries of different widths were designed to generate five various strain paths.
All geometries except the full blank for biaxial tension condition (geometry #5), have
a gauge length of 25mm and a transitional radius of 30mm. Geometries #1, 2, 3,
and 4 have gauge widths of 35mm, 80mm, 105mm, and 160mm, respectively. This
minimum specimen width is the dominant parameter for controlling the strain path
during forming. Figure3 shows the strain paths achieved in the Nakazima tests and
the corresponding specimen geometries. A tribo-system composed of double-layer
PTFE films and petroleum jelly was placed between the punch and the specimen to
minimize friction.

The necking limits for the tested Nakazima specimens were analyzed using com-
mercial DIC software Vic-3D and a custom MATLAB code. The surface slope
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Fig. 3 Nakazima test strain paths and the corresponding geometries: #1 uniaxial tension (UT), #2
plane strain 1 (PS1), #3 plane strain 2 (PS2), #4 intermediate stretch (IS), and #5 biaxial tension
(BT)

necking criterion, a time- and geometry-dependent necking criterion adopted from
Martínez-Donaire et al. [21] with minimal modification [4], was used to identify
the onset of necking. The determined necking limit strains were then corrected for
process-dependent effects with the method proposed by Min et al. [3].

Fracture strains were measured assuming plane-strain deformation after the onset
of necking [22]. The minor strain was measured using DIC in close vicinity to the
location of the onset of fracture, at the last frame before fracture. The thickness strain
was physically measured post-forming using a calibrated ultrasonic probe directly at
the fracture site. The major strain was then calculated assuming volume constancy.

Results and Discussion

The necking and fracture limits determined using Nakazima tests are shown in Fig. 4.
Linear and quadratic functions representing the Necking and Fracture FLCs (NFLCs
and FFLCs) are also shown in Fig. 4. It is observed that the lowest point of the necking
limit curve (NFLC) is shifted to about 4.3%minor strain. This is typical of Nakazima
test data and is effectively corrected back to plane-strain (minor strain equal to zero)
using the compensation method [3], as shown in Fig. 5.
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Fig. 4 NFLC and FFLC of 1.5mm DP600 obtained from Nakazima tests and simulation

Fig. 5 Compensated Necking FLD—Nakazima—DP600

It is also observed that the FFLC follows a trend that is similar to that of the
NFLC, where the lowest major strain limit occurs at geometry #3 (PS2). This same
trend is observed in other studies [23, 24]. The difference between NFLC and FFLC
decreases toward positive minor strains, which is justified by the fact that DP600
sheet material does not show localized necking under biaxial tension.

Since theNFLC fromFEsimulation is constructed based on the onset of necking, it
is necessary to utilize a precise approach to extract the limiting strains throughout the
simulation of Nakazima tests that can efficiently be applied for various strain paths.
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Fig. 6 Distribution of the major strain on Nakazima specimens, a, b, d, f, h numerical models and
c, e, g, i DIC results

Therefore, a criterion was determined based on the first derivative of the thickness
strain, where a sudden change in the rate of deformation occurs at the onset of plastic
instability. As described by Sarraf et al. [2], the thickness strain and its first derivative
were obtained from the numerical results. Two polynomial functions were then fitted
to the two branches of the ε̇t , and the intersection point of two bifurcation branches
was considered as the onset of the necking [2, 25] and the time associated with this
point was determined as the critical necking time. Consequently, themajor andminor
strains corresponding with the critical time were considered the limiting strains on
the FLD. Figure6 shows the distribution of the major strain on the Nakazima test
specimens obtained using numerical simulations and through DIC method from
experiments in different strain paths. It can be seen that both the location of strain
localization and the strain distribution around the neck were predicted successfully
using the combination of VmJC or mJC as the hardening function and JC as the
ductile damage model. However, the diffuse neck in the middle of the gauge area in
geometry #1 (UT) is more evident when using VmJC compared to mJC because the
VmJC reaches a plateau (zero strain-hardening) at high strains, while mJC shows
approximately constant positive strain hardening.

The geometry of the fracture and the distribution of the equivalent plastic strain on
the Nakazima test specimens predicted by the simulations are presented in Fig. 7. As
the experimental test showed, the fracture starts from the middle of the specimens for
various strain paths and propagates towards the edge of the gauge area. Asmentioned
previously, the distribution of the strain around the damaged area in Geometry #1 is
more localized when using the VmJC compared to the mJC hardening models due
to their saturated and unbounded behaviours at high strain levels.
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Fig. 7 Geometry of the fracture and distribution of the equivalent plastic strain on the FE models,
a Geometry #1 (mJC), b Geometry #1 (VmJC), c Geometry #2, d Geometry #3, and e Geometry
#5

The critical points in terms of the necking and fracture strains obtained through
numerical simulations for various strain paths are presented in Fig. 4. It can be seen
that there is a good agreement between the numerically predicted and experimentally
obtained necking and fracture strains for geometries #1 and 2. The model slightly
overestimates the necking strains for geometry #3 and significantly underestimates
the limiting strains in geometry #5. Further investigations on the evolution of damage
in biaxial stretching conditions will be carried out. It is noteworthy that the effect
of the hardening function on the prediction of the critical strains was found to be
negligible. The overprediction of the fracture strain for geometries #1, 2, and 3 can
be attributed to the fact that the critical strain at the onset of fracture can be accurately
determined based on a damaged element that is located exactly in the middle of the
fractured area while the experimental procedure relies on the last frame of the DIC
strain measurement in the vicinity of the crack initiation. Moreover, it is shown that
the post uniform deformation and fracture are microstructure- and inhomogeneity-
dependent, and incorporating these non-uniformities in a numerical model would
increase the accuracy of the simulations [26].
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Conclusions

The following conclusions can be made from the results of current research:

• the DICmethod is reliable in estimating the necking and fracture limits for Nakaz-
ima formability tests,

• the combination of mJC or VmJC hardening functions with the JC damage model
successfully predicted the limiting and fracture strains in uniaxial tension and
plane-strain testing conditions.
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FE Simulations About the Influence
of Work Hardening Derived
from Embossing Process
on Hole-Expansion of Duplex Embossed
Sheet

You Yu, Wuyang Liu, and Takashi Iizuka

Abstract Embossing process is a prevalentmethod of enhancing the flexural rigidity
of sheet metal. Also, it could realize multifunctions due to its good performances
in heat radiation, energy absorption, sound insulation, etc. It is well known that its
mechanical properties depend on the crystal texture generated by the rolling process
and subsequent heat treatment. Theoretically, formability has a good correlation
to mechanical properties. As for the apparent mechanical properties of embossed
sheets, there were many investigations conducted. However, as for embossed sheets,
the investigation of formability has not been conducted so much, yet. In order to
investigate the stretch flange deformation of duplex embossed sheet, in this study,
the FE simulations of hole-expansion for embossed sheets were conducted. Stretch
flange deformation behavior of embossed sheets with and without work hardening
was compared. Finally, the effects of preliminary work hardening and embossing
direction on hole-expansion were also discussed.

Introduction

In recent decades, in order to protect the environment, lightweight was more and
more demanded. As for lightweight, the use of sheet metal with thinner thickness
could reduce the weight to some extent. However, the flexure rigidity and formability
of thinner sheet metal are usually weaker than that of the thicker or heavier sheet
metal. In order to overcome these problems, althoughmany strategies were proposed
[1, 2], the usage of embossed sheets can be thought of as one of the most effective
methods to realize lightweight together with high rigidity and high formability.

Embossing process, which can be alternatively named the dimple process, could
be conducted using roll forming or stamping process. When a plain sheet metal
is subjected to embossing process, a periodic convex–concave structure would be
formed. In other words, cross section of the sheet becomes wavy, so the flexural
rigidity would be enhanced due to the increase of the sectional secondary moment.
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In addition, it has been reported that by giving appropriate embossing patterns,
resistance to deep drawing in the flange area decreased and the strength at the
punch shoulder increased [3]. Also, there are many functional merits derived from
embossing structures, such as heat radiation-ability, heat diffusivity, sound insula-
tion, friction reduction, etc. Thanks to thesemerits, embossed sheets are gettingmore
and more widely applied as architecture material, automotive component, and so on.
On the other hand, understanding of mechanics and formability of embossed sheet
is insufficient, and forming of embossed sheet has still been conducted mainly on
the basis of empirical ways at practical press shops. When an embossed sheet is
regarded as a kind of tailored or designed material, it would be a good attempt to
confirm whether formability of such a sheet could be discussed in the theoretical
framework for plain sheet metals or not.

As for plain sheet metals, it is well known that the mechanical properties depend
on crystal texture derived from rolling process and subsequent heat treatment. And
theoretically, formability like deep-drawability, stretchability, and hole-extensibility
has good correlations to Lankford value, work hardening exponent, and local elon-
gation, respectively. When a plain sheet metal is embossed, ‘apparent’ mechanical
properties of the sheet would be changed from those for plain sheet to new ones
depending on the quasi-uniform embossing structure. Through previous reports, it
was verified that the periodical embossing structure provided new apparent mechan-
ical properties and their new anisotropy to the sheet [4] and that the apparent plastic
anisotropy of embossed sheets emerges as a superposition of both anisotropies for
crystal texture and embossing structure [5]. It was also reported that these apparent
mechanical properties of embossed sheet changed by annealing process because
the process could almost remove the effects of work hardening experienced during
embossing [6]. Kim et al. reported that apparent yield locus of an embossed sheet
was different from those for the original plain sheet close to Tresca’s criterion and
hadmore round corner around equi-biaxial tension state [7]. Apparent elastic proper-
ties of embossed sheets have also been investigated and the difference in springback
amount of embossed sheets from that of the original plain sheet was examined [8,
9]. Moreover, improvement of energy absorption by the usage of embossed sheets
has also been attempted until now [10].

On the other hand, formability of embossed sheets has still not been studied so
much, yet. In the previous studies, deep drawing test and Erichsen test using duplex
embossed sheet metal were only attempted and the Limiting Drawing Ratio (LDR)
and Erichsen value were compared to those for original plain sheets [11, 12]. Here,
hole-expansion test of embossed sheets has still not been conducted yet and there
is no information on stretch flange formability of embossed sheets. Therefore, in
this study, FE (Finite Element) simulations of the hole-expansion test of embossed
sheets were conducted in order to obtain elementary information on stretch flange
formability of an embossed sheet. Stretch flange deformation behaviorwas compared
between embossed sheets with and without work hardening derived from embossing
process. Finally, differences in the way of hole-expansion were also discussed in
terms of the existence of preliminary work hardening and of embossing direction.
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FE Simulation Method

Duplex Embossing Process

As shown in Fig. 1, multi-punch stretching was adopted as a duplex embossing
process referring to previous studies [11, 12]. In this embossing process, many hemi-
spherical punches were arranged with a lattice pattern on both upper die and lower
die. The center of punches on one die was set to locate in the center of lattice made
by punches on the other die. The lower die was immovable, and a plane sheet was
initially put on this die. Then, the upper die, which was movable, traveled towards
the lower die, and embossing was done. The traveling stroke of the upper die was set
to be 2 h, in which h is called embossing height here and represents a degree of the
embossing.

Duplex embossing pattern formed on the sheet plane is shown in Fig. 2. All
punches used for embossing had a diameter of 2.0 mm. This pattern was a periodic
convex–concave pattern and the distance from a concavity to the nearest convexities
was 3.0 mm. An embossing-based direction (E.D.), which was used for referring
to the direction relating to embossing pattern, was defined as the direction that the
nearest convexities or the nearest concavities lined up.

Fig. 1 Duplex embossing
apparatus and embossing
process

Fig. 2 Arrangement of
multi-punches (embossing
pattern) and embossing
based direction
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Fig. 3 Schematic diagram
of hole-expansion test

Hole-Expansion Test

Hole-expansion test was simulated assuming the system shown in Fig. 3. In this
system, diameter and shoulder radius of the punch were set to be 40.0 mm and
4 mm, respectively. Die had an inner diameter of 42.0 mm and a shoulder radius of
6 mm, so the clearance on one side was 1.0 mm. Blank, which was an embossed
sheet in this study, was square with one side length of 70 mm. In the center of the
blank, a circle hole with an initial diameter do existed. The blank was held between
the die and a blank holder by the force of 25kN during a test. Then, when the punch
was progressed toward the die hole, the blank was stretched and the hole would be
expanded to a diameter d.

Finite Element Modeling

In this simulation, an isotropic material model, which obeys the von Mises yield
criterion, was used in order to consider only the influence of periodic embossing
structure and to ignoremetallurgical anisotropy.As the targetmaterial, soft aluminum
was supposed and Young’s modulus E of 69 GPa and Poisson’s ratio ν of 0.30 was
assigned. As the flow curve, a working hardening rule of Hollomon power law, σeq =
Fεeq

n, was adopted. Here, σeq and εeq denote equivalent stress and equivalent strain,
respectively. F is a strength coefficient and was set to be 147 MPa. Work hardening
exponent n of 0.27 was also adopted in this study. These material parameters are
summarized in Table 1.
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Table 1 Material
parameters, embossing
condition, and test condition

Young’s modulus E/GPa 69

Poisson ratio ν 0.30

Work hardening exponent n 0.27

Strength coefficient F/MPa 147

Initial thickness to/mm 0.80

Embossing height h/mm 0 (plain), 0.5, 1.0

Initial diameter of hole do/mm 10.0

Friction coefficient μ 0

SIMUACT13.0 was used for FE analysis of this study. Initial thickness of the
plain sheet was 0.80 mm, and in the actual simulation, a system of 1/4 size was used
in consideration of the orthogonal symmetry in the sheet plane. A solid element was
adopted and the size was set to be almost 0.20mm. The initial number of layers in the
thickness direction was six and remeshing was conducted reflecting the equivalent
strain during simulation.

Flow of the simulation is shown in Fig. 4. The whole simulation was mainly
divided into three steps. In the first step, embossing process of a plain sheet was
conducted to obtain an embossed sheet with realistic thickness distribution and local
work hardening. Three types of embossed sheet with different embossing heights
were prepared at this step. The embossing heights h were 0 (i.e. a plain sheet),
0.5 mm, and 1.0 mm, respectively. After that, in the second step, virtual annealing,
which means the removal of strain history from all elements, was performed in the
case of annealedmodel. As for the ordinal embossed sheetwith localwork hardening,

Fig. 4 Flow of the simulation
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no treatmentwas done at this step.And at the final step, hole-expansion test of emboss
sheets with the shape formed by the first step was carried out until punch stroke of
eightmillimeters. Friction coefficient between tool and sheet was set to 0 in thewhole
simulation supposing to an ideal state.

Simulation Result

Punch Load–Stroke Curves

Punch load–stroke curves obtained from FE simulations are compared between as-
processed condition and annealed condition in Fig. 5. In this figure, the curve for
plain sheet is also presented as a reference. In the case of h= 0.5mm, which is shown
in Fig. 5a, an obvious difference was seen between those two conditions. Punch load
for as-processed condition was higher in the whole stroke. Because the curve for
annealed condition showed almost the same variation as that for the original plain
sheet, it is thought that the difference seen here was derived from work hardening
that occurred during the embossing process. On the other hand, embossing structure,
of which embossing height was relatively low, looks less influential on punch load.

As for the case where embossing height was large, simulation results for h =
1.0 mm are shown in Fig. 5b. In this case, both curves for as-processed condition and
annealed condition showed similar variation. The punch load for embossed sheets
was higher than that for the original plane sheet in the small stroke region, but they
became almost the same level in the large stroke region. In addition, the punch
load for embossed sheets with high embossing height looked lower than that for as-
processed embossed sheet with h = 0.5 mm. These results would mean that amount
of work hardening derived from embossing process was no longer a definitive factor,
and that embossing structure became more dominant for hole-expansion load. The

Fig. 5 Punch load–stroke curves of specimens during hole-expansion; a h= 0.5mm, b h= 1.0mm
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rise in punch load for embossed sheet compared to plain sheet would result from
an increase in the bending rigidity. Because this hole-expansion test was the type of
punch stretching, it could be thought that, in the region of large stroke, the effect
of bending would become smaller and that deformation would occur mainly on the
punch head. Therefore, the effect of embossing structure would probably have been
smaller in this region.

Deformation Behavior

In Figs. 6 and 7, variations in the distribution of equivalent strain increment
are compared between as-processed condition and annealed condition. For each
embossed sheet, distributions of equivalent strain incrementwith three punch strokes,
which were 0 mm, 4 mm, and 8 mm, are shown. At first, in Fig. 6, numerical results
for embossed sheets with h = 0.5 mm are compared. In this figure, embossed sheets
are looked down from above die hole. A quarter-circle denoted by the broken line
indicates the inside region of the die hole and embossing directions of all sheets are
parallel to both the horizontal direction and the vertical direction.

From the initial state, in which punch stroke was 0, it can be confirmed that the
bottom of concavities existed near the hole-edge at the positions of 0°, 45°, and 90°
from the horizontal direction.When the punch stroke reached 4mm, embossed sheets
were deformeduniformly to some extent on the punch head, but four lineswith locally
high equivalent strain increment emerged. This means that deformation had occurred
mainly on these lines. Especially it is found that the largest deformation regions
appeared in vertical and horizontal directions from the bottom point of concavity at
the hole-edge in a 45° direction. Although, in this stroke, no clear difference was

Fig. 6 Variations in the distribution of equivalent strain increment of embossed sheets with h =
0.5 mm
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Fig. 7 Variations in the distribution of equivalent strain increment of embossed sheets with h =
1 mm

seen between as-processed condition and annealed condition, when the punch stroke
comes to 8 mm, some differences were seen between these two conditions.

In the case of as-processed condition, local concentration of equivalent strain
increment had taken place at four points on the hole-edge. It is thought that these
points almost corresponded to the region between a concavity and a convexity near
hole-edge and that large deformation lines appeared avoiding bottoms of concavity
and tops of convexity from these points. On the other hand, in the case of annealed
condition, local concentration of equivalent strain increment had taken place at three
points on the hole-edge. It is thought that these points correspond to the vicinity of
bottom of concavity or top of convexity. And, some local concentrations of deforma-
tion were seen in the direction connecting concavities to convexities. In embossing
process of punch stretching type, the region near the top of semi-spherical punch
would be deformed the most largely. Therefore, this region would also bring about
the largest work hardening but become the thinnest. So, it is thought that, in as-
processed sheet, the concentration of deformation occurred in the line connecting
regions where work hardening was the least, and that, in annealed sheet, it occurred
in the region around which the thickness was the least.

Next, in Fig. 7, numerical results for embossed sheetswith h= 1mmare compared
to Fig. 6. Different from the case of h= 0.5 mm, large deformation could not be seen
on the punch head in this case. Instead, local concentrations of deformation were
seen at top of convexities around die shoulder. These tendencies were not changed
so much between as-processed condition and annealed condition. This would mean
that bending or compression of bosses at die shoulder was the main deformation
in this stroke. When punch stroke comes to 8 mm, embossed sheets became to be
deformed quasi-uniformly on the punch head. At the position of 45° direction on the
hole-edge, the strongest local concentration of deformation was seen, but a net-like
deformation region appeared avoiding bottoms of concavity and tops of convexity.
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Fig. 8 Variations in anisotropy of local apparent ratio of hole-expansion; a h = 0.5 mm, b h =
1.0 mm

Even in this stage, there would not be clear differences between the two conditions,
and it seems that this is reflected in less difference in punch load–stroke relations.
And, this net-like deformation would result from structural dependence.

Anisotropy in Apparent Ratio of Hole-Expansion

In Fig. 8, variations in anisotropy of local apparent ratio of hole-expansion are
compared between as-processed condition and annealed condition. Figures 8a and
8b are the results for h= 0.5 mm and h= 1.0 mm, respectively. Local apparent ratio
of hole-expansion was calculated using the distance from hole-center to hole-edge
obtained after a test in each direction. It is seen from Fig. 8a that there was only a
little difference between two conditions. From the results for large punch strokes,
the apparent hole-expansion ratio seems to be a little smaller for annealed embossed
sheet. As for anisotropy, local apparent hole-expansion ratio was smaller in the 45°
direction from E.D than that in the 0° direction. However, the anisotropy was not so
large.

As for h = 1.0 mm, hole-expansions were smaller than that for h = 0.5 mm. As
seen in Figs. 6 and 7, in the case of h = 1.0 mm, embossed sheet on the punch head
was hardly deformed, so the small ratio of hole-expansion would be obtained. And
differing from the case of h = 0.5 mm, the apparent ratio of hole-expansion was a
little larger for annealed embossed sheet. The difference seemed to become smaller
in the progress of punch stroke, and at punch stroke of 8 mm, hole-expansion became
almost the same between two conditions. As for anisotropy, a reversal phenomenon
was seen. In the small stroke stages, contrary to the case of h = 0.5 mm, local
apparent hole-expansion ratio was larger in the 45° direction from E.D than that in
the 0° direction. The difference between 0° direction and 45° direction was getting
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smaller as punch stroke progressed, and, finally, local apparent hole-expansion ratio
in the 0° direction became larger like the case of h = 0.5 mm. Invariance of hole
diameter in small punch stroke stage would mean that some material flew in the
die-hole from flange or die shoulder portion. It is thought that some compression of
bosses at die shoulder took place and material flew in die hole less at 45° direction
in an early stage. When materials on the punch head become to be deformed in large
punch stroke stage, deformation behavior changed to that of the case of h= 0.5 mm,
so such a reversal phenomenon of anisotropy would be occurred.

Conclusions

In this paper, FE simulations of hole-expansion test of embossed sheets were
conducted, and elementary information on stretch flange formability of an embossed
sheet was investigated. Stretch flange deformation behavior was compared between
embossed sheets with and without work hardening derived from embossing process.

From the results, it was found that punch load–stroke curve was changed by the
influence of work hardening derived from embossing process. However, such an
influence of work hardening became smaller when embossing height was larger,
and, finally, embossing structure becomes the more dominant factor. Deformation
behavior was also different between as-processed embossed sheet and annealed
embossed sheet. Like results seen in punch load–stroke curve, this difference
becomes smaller for embossed sheets with larger embossing height. It was also found
that apparent ratio of hole-expansion had anisotropy depending on embossing struc-
ture. Although this anisotropy was not so large, a reversal phenomenon of anisotropy
was seen in the case of large embossing height.
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Identification and Validation of Brass
Material Parameters Using Single Point
Incremental Forming

Ehssen Betaieb, Laurent Duchêne, and Anne Marie Habraken

Abstract The identification of material parameters of a brass alloy using single
point incremental forming (SPIF) is presented. The determination of accurate law
parameters for metal sheets in the whole range of their plastic deformation field is a
challenge in order to reach efficient forming simulations of manufacturing processes.
The identification is performed using a homemade optimization code based on
Levenberg–Marquardt algorithm. To validate the previously identified material data,
an identifiability method is developed. This method consists in measuring the influ-
ence of amaterial parameter on the SPIF test by analyzing the sensitivitymatrix. Such
information permits to assess the capacity of a SPIF test to be used to identify the
material parameters. A consisting scalar (the identifiability index), concluded from
the highest and the lowest eigenvalues of the Fisher’s matrix, gives an indication
about the most appropriate SPIF tests to identify the material data.

Keywords Brass · SPIF · FE simulations · Identifiability

Introduction

Due to its high malleability and excellent corrosion resistance [1], brass became
very useful in plumbing applications, water components, and standard fittings (tubes,
drains, pipes..). The brass grade CuZn37 or also called yellow brass is known for its
formability (excellent capacity for cold working), its conductivity, and especially its
low price [2].

As stated by [3], CuZn37 is composed, according to EN 12,163:2011, of 62%–
64% of copper, 0.1% (max) of lead, 0.1% (max) of iron, 0.3% (max) of nickel, and
the rest is zinc (≈37%).

Incremental sheet forming (ISF) is a type of forming process where the final piece
is formed by a series of small successive deformations. The deformation is due to
localization of repeated contact between a tool and the sheet metal. The ISF is a
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flexible process, which can be performed with high precision using a CNC machine.
Hence, ISF stands as a remarkably slow option to classical forming processes, being
particularly suitable to form complex parts in small batch productions.

In [4], the basic elements of incremental sheet metal forming and its different cate-
gories (forming method, formed sheet, forming path and tool path strategy, forming
tool, forming limits) are discussed. One of them is the SPIF, which is the main focus
of this paper as it is the simplest version of ISF.

The identification of accurate law parameters for metal sheets in the whole range
of their elastic and plastic deformation field by just one or two tests would be an
interesting progress for the efficiency of forming simulations and manufacturing
processes. The final aim of this study is to replace a large set of classical experimental
homogeneous tests with a few tests performed by SPIF process able to reach very
large plastic strains.

An identifiability technique is proposed by Brun et al. [5] which is applied in
the environmental sciences models. The same technique is adapted here to the
mechanical modelling as already proposed by Richard et al. [6].

The current work establishes such a methodology which consists in measuring
the capacity of a SPIF test to be used for the identification of a material parameter
by analyzing the sensitivity matrix of different geometries.

Parameter Identification

A CuZn37 brass sheet of 1.0 mm in thickness has been selected. A hypothesis of
isotropy in the three directions of the sheet is currently assumed. LAGAMINE finite
element code possesses a large library of laws and elements. Its capacity to model
SPIF has been checked in previous studies [7] An elasto-platic constitutive law is
used in this paper. The elasticity is described by the linear Hooke’s law. The isotropic
hardening is depicted by the Hollomon’s law:

σ = C εn (1)

where σ and ε are the equivalent stress and equivalent strain, respectively. C and n
are the hardening parameters.

A tensile test, as specified inNBNEN ISO 6892–1, was performed on thematerial
in order to identify the isotropic hardening (Fig. 1). The test was repeated four times
to ensure reproducibility. ZWICKROELL uniaxial machine (Fig. 2a) with a capacity
of 100 kNwas used to carry out this test. Figure 2b shows the geometry of the sample.

Young’s modulus is obtained from the tensile test (E = 105 Gpa). Hollomon’s
parameters are provided in Table 1.

The identified set of parameters in Table 1 isused to create a SPIF virtual
experimental campaign which allows identifying the material data through a SPIF
test.
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Fig. 1 Stress–strain curve for CuZn37 brass

Fig. 2 a ZWICK ROELL Z100KN uniaxial machine (University of Liege); b Geometry of the
tensile test specimen (mm)

Table 1 Material data C (Mpa) n

128.21 0.2428

The Identifiability Method

An identifiability method has been developed in order to evaluate the capacity of a
characterization test (in general) or an SPIF test (in our case) to identify the material
set of parameters. This study is based on analyzing the eigenvalues of Fisher’smatrix.
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A Python script was developed to calculate the sensitivity matrix to the elasto-
plastic law used. The identifiability (conditioning) technique proposed by [5] is based
on sensitivity functions. This technique quantifies the dependence of the solution of
a numerical problem on the input of this problem. The components of the sensitivity
function at time ti are defined by the following relation:

Si j =
∂R(θ j , ti)

∂θ j

�θ j

SCi
(2)

where R is the numerical value of a target result (the vertical component of the tool
force Fz in this case), θ j is the parameter to perturb, and �θ j is the uncertainty
range of the parameter θ j . According to [8], if there is no information about �θ j , the
value of the parameter itself can be used. SCi represents typical magnitudes of the
numerical response R. In this paper, based on [9], the maximum value of the force
Fz is used for this parameter.

The Jacobian ∂R(θ j ,ti)
∂θ j

is numerically approximated using forward differences (1st
order accuracy):

∂R(θ j , ti)

∂θ j
=

R(θ j + δθ j , ti) − R(θ j , ti)

δθ j
(3)

Also, it can be calculated using central differences (second-order accuracy):

∂R(θ j , ti)

∂θ j
=

R(θ j + δθ j , ti) − R(θ j − δθ j , ti)

2δθ j
(4)

In this work, in order to minimize the number of numerical simulations, the
forward difference formula is chosen. The influence of θ j on the numerical result R
is quantified by the level of the index value δ (sensitivity ranking) computed by the
following equation:

δ j =
1

N

N∑

i=1

∣∣Si j
∣∣ (5)

whereN is the number ofmeasurement points or the number of time steps. δ j gives an
indication about the influence of the parameter θ j on the numerical result R. A high
value of δ j means that the parameter θ j has an important influence on the numerical
result, while a value of zero indicates that the latter is independent of this parameter.
Tomeasure themulticollinearity, the identifiability index (collinearity index) is given
as follows:

I = log10

(
λmax

λmin

)
(6)
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where λmax and λmin are, respectively, the biggest and the smallest eigenvalues of
Fisher’s matrix H defined by

H = ST S (7)

According to Gujarati [10], a low value of I (<2) implies a low collinearity (good
identifiability), if I is between 2 and 3, there is moderate to strong collinearity
(moderate identifiability), and if I exceeds 3, there is severe or high collinearity
(low identifiability).

Numerical Modelling

ThreeSPIF testswere simulated using theFEcodeLAGAMINE.The chosenmaterial
is a brass ZnCu37 described in Sect. 2. The same tool was used in all the simulations,
it is a spherical tool, fixed against rotation, with a diameter of 10 mm.

A cone test with a wall angle of 55° was modelled (Fig. 3). The sheet was clamped
along the outer circumferential part. Z-constant strategy was used with a step down
of 0.5 mm between two successive contours. Therefore, 60 contours were performed
during this simulation to reach 30 mm of depth.

A one-slope pyramid was also simulated as illustrated in Fig. 4. For the boundary
conditions, the squared sheet was clamped along its edges. Z-constant strategy with
a step down of 1 mm was used to carry out the 30 contours of the simulation and
reach 30 mm of depth.

A line test tries to represent a simple test of SPIF. A squared metallic sheet is
clamped along its edges and deformed plastically. Figure 5 describes the movement
of the tool during the simulation. The tool plunges into the material twice; 3 mm at
each vertical indent is chosen.

The FE meshes for the three SPIF processes are presented in Fig. 6. Table 2
summarizes the information about these three simulations. Note that RESS element

Fig. 3 Cone geometry (Guzman et al. [11])



878 E. Betaieb et al.

Fig. 4 One-slope pyramid geometry

Fig. 5 Description of the line test (Bouffioux et al. [12])

Fig. 6 Finite element meshes exploiting symmetries for the three geometries: a Cone test; b
Pyramid test; c Line test
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Table 2 Information about the simulations

Elements Contact
elements

Simulated
part

Boundary
conditions

CPU time

Cone test 1492 RESS
(solid-shell
elements)

1344
CFI3D

90° angle pie Rotational
BC*

5 h. 27 m. 48 s

Pyramid test 1058 RESS
(solid-shell
elements)

1058
CFI3D

Half of the
sheet

Rotational
BC*

2 h. 3 m. 7 s

Line test 806 RESS
(solid-shell
elements)

806 CFI3D Half of the
sheet

Symmetry
BC
X-axis (Y =
0)

0 h. 5 m. 13 s

*Rotational boundary conditions are discussed in more detail in [7]

is a solid shell element [13], while CFI3D is a contact interface element used with a
penalty Coulomb model here (3D extension of the general 2D element presented in
[14]). No friction is applied between the tool and the sheet.

Results

Inversemodelling coupledwith LAGAMINE software allows us to identify themate-
rial data (Hollomon’s parameters) referencing the virtual experimental campaign
mentioned in the previous section. The Levenberg–Marquardt algorithm is used to
iteratively adjust the set of parameters in order to minimize the objective function X:

X(θ) =
n∑

i=1

[
Rrefi − Rnumi (ti , θ)

]2
(8)

With n is the number of the measuring points, Rref is the reference curve, and Rnum

is the numerical result based on θ represents the set of parameters to optimize.
The selected SPIF test to identify the material data is the cone with a 55° for the

wall angle α (see Fig. 3). In order to minimize the cost of this operation in terms of
CPU time, the optimization in the first step was performed only on the first half of the
simulation (until 300 s). Starting with a set of parameters far from those of the virtual
experimental tests, after nine iterations of Levenberg–Marquardt (step 1) we reached
roughly the wanted experimental curve (Fig. 7a). Zooming the first part (until 100 s)
and taking into consideration the scale of the force values, we assumed that extra
Levenberg–Marquardt iterations are still required to enhance the identification.

More iterations are performed on the first four contours of the cone (step 2) in
order to achieve the virtual experimental curve (Fig. 7b). Startingwith the parameters
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Fig. 7 Iterations of Levenberg–Marquardt Algorithm: a step 1; b step 2

(C = 145.99; n = 0.3327) identified in the first step of the fitting procedure and after
11 iterations on the first 4 contours, we reached the virtual experimental results with
values of C and n (C = 128.69; n = 0.2434) approximately the same as the values
presented in Table 1.

The cumulative error of the force prediction using the parameters identified in the
last iteration of step 1, and the last iteration of step 2 is presented in Fig. 8.

The Pyramid and the Line tests were then used to validate the identified parame-
ters. Figure 9 shows the comparison between the numerical and experimental results
(Fz) for the three geometries.

From the simplest test of the SPIF (line test), to more complicated cases (cone and
pyramid tests) of this process,we analyzed the sensitivity of the vertical component of
the forming force (Fz) to the identified set of parameters. The identifiabilitymethod of
the Sect. 3was applied to the three studied geometries in order to confirm the capacity
of SPIF tests in terms of mechanical parameter identification. A first study consisted
in measuring the effect of Hollomon’s parameters (C and n) on the numerical result

Fig. 8 Cumulative error for the last iteration of: a step 1; b step 2
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Fig. 9 Comparison between numerical and experimental results: a Cone test (identification
process) and validation of the identified data set by: b Pyramid test; c Line test

(Fig. 10a). A second study allowed us to ensure the ability of these tests to identify the
material data based on the analysis of Fisher’s matrix and its eigenvalues (Fig. 10b).

The high sensitivity of C parameter in the pyramid test, according to our tests,
strongly depends on the mesh refinement.

Fig. 10 Sensitivity analysis results: a Sensitivity ranking (Eq. 5); b Identifiability index (Eq. 6)
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Conclusions

Numerical results show the capacity of the Levenberg–Marquardt algorithm to iden-
tify the material parameter of a sheet through an SPIF cone experiment (virtual here).
Note that the initial set of parameters was relatively far from the optimal solution.
The robustness of this algorithm is proved in this paper.

SPIF simulations of three different shapes were performed in this work. The
simulations present sensitivity enough to identify the material data as confirmed by
the sensitivity analysis. Results show the superiority of the cone and pyramid tests
and especially the cone test which has been already demonstrated in [9]. Note that
this ranking of the three tests is kept at the end of each step. The richness of the SPIF
platform by including other geometries and applying the helical strategy can expand
the current procedure.

The research perspectives concern more complicated constitutive laws taking into
account the kinematic hardening and the anisotropy. Such analyses could modify
the SPIF tests ranking. The ongoing real experimental campaign demonstrated also
that force prediction by such a simple model is not possible. Both anisotropy and
kinematic hardening play a role.

Additionally, preforming the SPIF tests on just one material is not enough to
validate and confirm a method. The use of another material will extend and validate
the identifiability method.
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Improvement of the Strength
of an Aluminum Liner by Beading Under
Consideration of Internal Pressure
and Low Temperatures

A. Reimer, C. Hartmann, R. Norz, P. Sturm, and W. Volk

Abstract Increasing public interest in decarbonization and regulatory requirements
to reduce emissions have led to a steady progress of hydrogen power technology in
the commercial vehicle sector in recent years. In addition to important aspects of
safety in the handling of pressurized gas liners, the driving performance or range as
well as the consideration of the lightweight construction idea are key criteria from
an economic and technical point of view. Therefore, a design of the aluminum liner
that meets the requirements is essential as an important component in the system
of hydrogen power technology. In the evaluation of different liner geometries, the
achieved stiffness and the point of occurring plastification play a decisive role. In
this paper, the influence of geometric beads on the stiffness of an aluminum liner
under internal pressure loading and cryogenic temperature conditions is investigated
by means of an FE simulation.

Keywords Hydrogen power technology · Aluminum liner · Hydroforming ·
FE-simulation

Introduction

From a European and global perspective, the transport sector is characterized by
a significant increase in energy consumption. Not only is there a dependence on
increasingly limited fossil resources but also the sector contributes to the greenhouse
effect as a contributor. In Germany, approximately 20% of greenhouse gas emissions
could be attributed to transport in 2020 [1].

According to theVDI publication [2], around 200,000 zero-emission vehicles will
have to be deployed in Europe by 2030 in order to meet the CO2 targets for heavy
trucks. Accordingly, the shares of fuel cell and battery-electric powertrains for freight
transport should reach 75% and 24%, respectively. Therefore, great efforts have been
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made in recent years to advance the development of alternative drive technologies
and fuels.

In the field of electrically powered vehicles, it is apparent that the limited range,
in particular, is a challenge for the application in heavy long-distance trucks. These
include the required battery weight, which leads to a reduction in payload, and
the time-intensive and low-power charging [2]. The weaknesses identified would be
solved by using hydrogen in fuel cell-powered commercial vehicles, as demonstrated
by trucks from Hyundai already in trial operation [3, 4].

State of the Art

The implementation of zero-emission fuel cell drive technology in the commercial
vehicle sector necessitates fulfillment of the requirements resulting from its usage.
For a long-distance truck, the requirements therefore result in high storage capacities
of around 70–80 kg of hydrogen in order to achieve ranges of approx. 800–1000 km
with one tank filling. On the other hand, there are restrictions in terms of installation
space and permissible weight, which influence both the design of the hydrogen
storage unit to be integrated and the storage technology. In addition, fast and easy
refueling is required [5].

On-Board Hydrogen Storage Technologies

In principle, a distinction can be made between three technological approaches
for mobile hydrogen storage in vehicles. One option is material-based storage of
hydrogen on the surface of solids by adsorption or in solids by absorption (metal
hydrides). Other options include physically based gaseous storage at ambient temper-
atures and pressures up to 700 bar (CGH2: Compressed Gaseous Hydrogen) and
the use of liquid hydrogen (LH2: Liquid hydrogen), which is stored at cryogenic
temperatures close to the boiling point [6].

However, in view of the above-mentioned requirements of the commercial vehicle
sector, the stated storage methods are reaching their technical limits and feasibility.
In particular, the 35 MPa and 70 MPa compressed gas storage technology (CGH2

35/70 MPa), which has already been tested in the passenger car sector, has not yet
been able to establish itself for long-distance applications. The fuel cell trucks with
35 MPa CGH2 storage technology used by Hyundai in Switzerland have a range
of 400–450 km, which is too limited for use in long-distance trucks [7]. Although
liquid gas storage technology (LH2) achieves the highest gravimetric and volumetric
storage densities, the high evaporation losses that occur during the parking time, the
losses during refueling, and the low-pressure supply capability are disadvantages
[7, 8].
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Fig. 1 Comparison of the energy densities of different vehicle storage technologies [9]

Therefore, the sLH2 technology approach (subcolled LH2) by Daimler and Linde
on the one hand, and the cryogenic compressed gas storage technology (CcH2

= Cryo-compressed Hydrogen) by BMW on the other hand were developed as
successors for the LH2 storage and refueling technology [9].

This paper focuses on BMW’s cryogenic compressed gas storage. The hydrogen
is stored at operating pressures of 350 bar and temperatures between 30 and 360 K.
In this case, the gaseous hydrogen is in a so-called supercritical state so that it is
no longer possible to distinguish between the liquid and gas phases on the basis
of the distance between the molecules. Figure 1 shows that this storage technology
can achieve superior volumetric and gravimetric storage densities compared with the
35 MPa/70 MPa compressed gas storage and lithium-ion batteries used [7, 10].

Types of Pressure Vessels and Their Manufacture

For the storage of hydrogen, the pressure vessels can be of four different types as
shown in Fig. 2.

In general, the vessels have a cylindrical shape in order to achieve themost uniform
pressure distribution possible. Metallic pressure vessels belong to type I. Type II
vessels are wrapped with a fiber–resin composite in the cylindrical area. Type III
and Type IV, on the other hand, are fully wrapped with carbon fibers embedded
in a polymer matrix. If the internal liner contributes to the mechanical strength of
the pressure vessel, it is a Type III (usually metallic liner); if it does not, it is a
Type IV tank. A Type IV design is characterized by a polymer liner, in a few cases,
an extremely thin metallic liner is also possible [6]. Although the use of carbon
fiber-reinforced plastic (CFRP) proves to be particularly advantageous in terms of
mechanical properties and weight, it also represents the most cost-intensive size of
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Fig. 2 Different types of pressure vessels [6]

the storage system. Therefore, when selecting the pressure vessel design, cost should
be considered in addition to the intended application and technical performance. For
themobile hydrogen storage systems of fuel cell-powered commercial vehicles, Type
III and Type IV can be selected [11].

The polymer liners of Type IVpressure vessels can bemade by rotationalmolding,
blow molding, or welding injection-molded domes to an extruded polymer tube.
Metal parts, such as the boss, can be inserted into the domes during the molding
process or bonded to the liner in a second step [12].

The pressure vessel of Type I and the liners of Type II, as well as Type III, can be
manufactured from three different semi-finished products [12] as shown in Fig. 3.

Different process routes are possible for the production of liners from sheet metal.
In most cases, the initial production of a hollow body is carried out by (multi-stage)
deep drawing or draw-gliding [13]. The hollow bodies are subsequently closed by

Fig. 3 Possible production routes of pressure vessels starting from three different semi-finished
products [12]



Improvement of the Strength of an Aluminum Liner … 889

incremental processes, such as (hot-) spinning or draw-forming [14, 15]. A final heat
treatment enables the adjustment of the desired mechanical properties [16].

If instead a solid billet is used as a semi-finished product, a (hot-) cup reverse
extrusion can be used to form the hollow body [13, 17]. In an additional subsequent
incremental forming process, the hollow bodies can be expanded to achieve the
targeted dimensions. Closure and final modification of the mechanical properties are
carried out in the same way as for the production of sheet metals [16].

In the production of liners from seamless tubes, only the domes are formed by
(hot-) spinning or stretch-gliding [13, 18]. Here, the initial tube diameter defines the
final diameter of the liner.

Combinations of the given process routes are also implemented, for example,
to achieve certain geometric characteristics (dimension, wall thickness distribution,
etc.) [19].

For pressure vessels that are only exposed to low pressures, thermal processes are
also used in which a tube is welded with two caps. This results in two or three weld
seams, which are potential sources of defects in the component.

Selection of Materials

When selecting suitable materials and structures for liner production, in addition to
the static anddynamic loads resulting from theoperating conditions, the compatibility
of the gas with the materials must also be taken into account. The aim must be to
prevent the risk of failure of the pressure vessel due to bursting or leakage during
operation and to ensure the technical performance of the system.

The most commonly used materials for the metallic liner are 6061 or 7060
aluminum alloys or chrome-molybdenum or INOX steels [12].

In general, metallic materials, especially steel, tend to hydrogen embrittlement,
which leads to the degradation ofmechanical properties and premature cracking. The
mechanism of hydrogen embrittlement is still a subject of research in industry and
academia in terms of improved alloy production, component composition selection,
and mechanical testing [20, 21].

Usually, the effect of hydrogen embrittlement is observed at ambient temperatures
and is negligible at elevated temperatures (>100 °C). In the case of austenitic stainless
steels used for cryogenic applications, an increased manifestation of the effect is
observed at −100 °C, which turns negligible at temperatures lower than −150 °C
[12].

In view of the kyogenic temperatures, changes in mechanical properties,
temperature-induced expansion and contraction processes and embrittlement play an
important role. Especially for liners of type III, which have a carbon fiber-reinforced
plastic wrap, expansion and contraction processes have a great influence on the
pressure vessel system.
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Approach

This paper addresses the production of large-volume aluminum liners with a volume
of around 600 L for the commercial vehicle sector. In addition, various liner geome-
tries are investigated by means of Finite Element (FE) simulations with regard to
their achieved stiffness and their point of plastification under internal pressure and
cryogenic temperature conditions. Figure 4 shows the general underlying procedure
of the paper.

In view of the liner dimensions, the forming manufacturing processes presented
in the prior state of the art reach their limits in terms of series-production capability
and robustness.

For example, the ejection of the component from the die at the end of the cup
reverse extrusion process requires a large working range for the aimed dimensions,
which severely limits the selection of suitable presses [22]. In addition, when seam-
less tubes are used as semi-finished products, the diameter is limited by the initial
diameter.

Therefore, the hydroforming process is considered a promising process for the
production of large-volume liners.

Selected Liner Geometries

A comparative study of the manufacturability and load resistance of three different
liner geometries is carried out. The classic cylindrical liner geometry is used as
a reference and compared with liners that have geometric stiffening beads in the

Fig. 4 General approach of the investigations in this paper
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Fig. 5 Geometry of the reference liner

longitudinal direction on the one hand and in the circumferential direction on the
other. The basic geometry diameter of the reference geometry according to Fig. 5 of
595 mm is retained for all designs.

The circumferential beads are intended to contribute to the increasing resistance
to compressive loads in a similar way to reinforcing rings or bands wrapped around
the shell surface. Based on the idea, that subdividing the longitudinal direction of the
cylinder into smaller segments with ends stiffened by beads, leads to a reduction in
the lever arm for the applied surface load, when internal pressure is applied. Figure 6
shows the liner geometry considered here with four circumferential internal beads,
which have a bead diameter of 490 mm.

In the case of longitudinal bead geometry, on the other hand, the principle of action
of the beads increases the second moment of inertia, which means that the deflection
can be reduced. At the same time, this means that a greater bending moment in the
direction of the longitudinal axis caused by internal pressure can be tolerated. The
four longitudinal beads of this geometry have an outer diameter of 610 mm (see
Fig. 7).

Fig. 6 Geometry of the liner with internal circumferential beads

Fig. 7 Geometry of the liner with external beads in longitudinal direction
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Manufacturability by Hydroforming

In the first step, the manufacturability of the different liner geometries in the
hydroforming process is examined using Autoform’s FEM software tubeXpert.

The total thickness and the forming limit diagram (FLD) are used as evaluation
parameters. For the wall thickness distribution, this means that the thickness must
not fall below 9 mm.

Thematerial investigated in this paper is aluminum alloy 6061 in the T4 condition.
Furthermore, the influence of a heat treatment carried out after the hydroforming
process on the later resistance to internal pressure loading is analyzed. The heat
treatment is performed at temperatures above the recrystallization temperature and
therefore leads to an elimination of work hardening.

Numerical Load Test

The liner geometries generated in tubeXpert using hydroforming are imported into
the FE software LS-DYNA together with their stress and strain tensors and their wall
thickness distribution. In the FE model, the various liners are analyzed with regard
to the thermomechanical loads occurring later during usage. For this purpose, on the
one hand, an internal pressure according to Fig. 8a is built up over the simulation
time and, on the other hand, the influence of extremely low temperature (approx.
−196 °C) on the material behavior is taken into account by using an appropriate
flow curve for the 6061-T4 aluminum alloy (see Fig. 8b) [23]. The yield curve was
approximated using a Swift/Hockett–Sherby approach and extrapolated beyond the
range of uniform strain. The fitting was done according to the least squares method.

The analysis of the resistance of the different liner geometries against the internal
pressure is carried out on the basis of the strains reached during the loading. For this
purpose, elements are selected in LS-DYNA that are located in the middle area of the

Fig. 8 a Internal pressure versus the simulated time; b Used flow curve of aluminum alloy 6061
T4 at a low temperature of −196 °C in LS-DYNA [23]
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liner, since this is where the largest stresses and strains result from the pressure during
the simulation. A jump of the strain values by two-thousandth marks the transition
from the elastic to the plastic range (yield strength Rp0.2) and is used as a failure
criterion of the liner since plastic deformation during loading must be excluded. The
pressure endured up to this point can be used as a measure of the liner’s stiffness.

Results and Discussion

The results of the process simulation using tubeXpert show that the hydroforming
process is basically suitable for producing the required large-volume aluminum
liners. Figure 9 shows an example of the FLD (a) of the reference tank geometry
and the wall thickness distribution (b). The required press force is around 7000 t
and can be applied with presses available in the industry. The requirement for a wall
thickness greater than 9 mm is clearly met over the entire cross section of the liner.

The aimof introducing beads is to increase stiffness in order to be able towithstand
higher loads. In addition to the realization of the lightweight design idea through
beading, the manufacturing costs, which as already mentioned in the state of the art

Fig. 9 a The Forming Limit
Diagram and b The wall
thickness distribution of the
reference geometries after
hydroforming by using
tubeXpert
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correlate primarily with the CFRP used, can also be reduced through lower material
needs. The results of the load simulation with LS-DYNA are shown below in Figs. 10
and 11. The results without heat treatment are shown on the right and those with heat
treatment on the left. As already mentioned, the heat treatment eliminates the work
hardening previously introduced by the hydroforming process.

Fig. 10 Effective plastic strain during pressure loading for the different liner geometries (a) without
and (b) with subsequent heat treatment after hydroforming. The red dotted line represents the change
from elastic to elastic–plastic forming behavior

Fig. 11 Overview of simulated liner geometries in LS-DYNA under internal pressure. Shows the
effective plastic strain distribution of the liner at the time when the yield strength Rp0.2 is reached.
In addition, the corresponding internal pressure loads are indicated
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An analysis of the occurring strains and the determination of the plasticizing
pressure is carried out in areas where failure would be expected in the further course
and therefore concentrates on the middle area of the liner.

A comparison of the two diagrams in Fig. 10 shows that a subsequent heat treat-
ment of the liner and an associated reduction in strain hardening generally leads to
an earlier failure, i.e. a transition from purely elastic to elastic–plastic behavior, at
lower pressures.

In the case of a heat treatment carried out following the hydroforming process,
the geometry with introduced longitudinal beads exhibits the lowest resistance and
thus also stiffness to the acting internal pressure.

The yield strength Rp0.2 is already reached a pressure of 2.2 MPa. In contrast,
failure of the reference or circumferential bead geometry occurs at a pressure four
times higher.

A similar picture in the sequence of the liner geometries with respect to the
plastification and thus failure pressures also appears in the right-hand diagram of
Fig. 10, where no subsequent heat treatment takes place. In general, consideration of
the introduced strain hardening in the load simulation leads to a later onset of flow at
higher stresses so that the critical transition from elastic to plastic behavior occurs at
higher internal pressures. The first liner to fail is the onewith longitudinal beads. This
is followed by the reference geometry before the liner with circumferential beads
fails at a pressure of 21.6 MPa. However, it is noticeable here that the difference
between reference and circumferential bead geometry is more pronounced than is
the case with subsequent heat treatment. This can be attributed to the higher strain
hardening generated during the hydroforming process.

An examination of the strain distribution in Fig. 11 illustrates very well the effect
of the bead geometries introduced compared to the reference liner. The longitudinal
beads show that they cannot contribute to an increase in stiffness and thus to an
improvement in resistance to internal pressure loading. The critical strains leading
to the fulfillment of the failure criterion occur first at the top flange of the inserted
beads. This can be explained by the smaller wall thicknesses present in these areas
after the hydroforming process. When the liner is subjected to internal pressure, the
shell surface in particular is loaded along the longitudinal axis so that it is precisely
the longitudinal beads with their lower wall thickness that represent the weak points.

In contrast, the inner circumferential beads with their effect contribute to an
increase in stiffness. Figure 11 shows the clear segmentation of the liner with the
stiffened bead ends. These lead to a reduction in the lever arm for the applied surface
load and contribute to higher compression resistance.

Conclusion and Outlook

The application of CcH2 technology for mobile hydrogen storage in the commercial
vehicle sector poses new challenges for the production and design of pressurized gas
vessels. In addition to the selection of a suitable process route for the production
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of large-volume aluminum liners for the Type III container, the thermomechanical
loads and their effects on the material behavior in particular have been insufficiently
investigated the present extent. This paper, with its simplified simulationmodels, was
intended to provide an initial discussion of the manufacturability of the required liner
dimensions in the hydroforming process and to illustrate the potential of introduced
geometric stiffening beads on the resistance of the liner to internal pressure loads.
This is also with regard to the possibility of reducing the CFRPmaterial consumption
in order to achieve further economical as well as ecological advantages in the field
of climate-friendly commercial vehicles.

The investigation into manufacturability was generally able to show that it is
possible to produce the required liner dimensions by hydroforming. The presses
available in the industry are also capable of applying the required forces,whichmeans
that robust series production is possible. The consideration that the introduction of
geometric beads leads to an increase in liner stiffness and thus an improvement in
resistance to compressive loads could be confirmed for the circumferential internal
beads. In the case of the longitudinal beads, however, the greater wall thickness
thinning in the area of the top flange results in weak points in the pressurized shell
surface so that failure occurs at low pressures.

If a heat treatment follows the hydroforming process, which eliminates the strain
hardening, then the tolerable pressures for all three liner geometries are significantly
lower than in the case without heat treatment. In general, the introduced strain hard-
ening contributes to an increase in the yield point, which has a positive effect on
the failure criterion defined here (transition from elastic to elastic–plastic material
behavior).

Further investigations are planned with regard to other materials (e.g. stainless
steel) and bead geometries. In addition, the construction of a more complex material
model that takes into account the interaction of liner material and CFRPwrapping for
the Type III pressure vessel under different loading conditions would be interesting.
Moreover, new questions arise regarding the wrapping strategy when the liner has
geometric beads.
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Influence of Loading Direction
on the Mechanical Parameters
of Pre-formed Materials in Tensile Test

R. Norz and W. Volk

Abstract In the recent years, the determination of non-proportional loading paths
has been the focus of many publications. Different models for the prediction of
necking after non-proportional loading paths have been published and validated.
Lately, also a change in loading direction has been investigated. It was found out
that next to the deformation history, a change in loading direction leads to different
Forming Limit Curves (FLC). The aim of this paper is the characterization of the
influence on the mechanical parameters in tensile test. Pre-formed tensile tests with
andwithout a change in loading direction under different strain rates and temperatures
are investigated in order to determine the influences on a micro-alloyed steel and an
aluminium alloy. Next to those parameters, the fracture surfaces are studied to assess
the different fracture modes. These results contribute to a better understanding of the
anisotropic hardening effects and the different fracture modes.

Keywords Pre-formed tensile tests · Non-proportional loading · Temperature

Introduction

To optimize forming processes, Finite Element Analyses (FEA) are widely used. To
provide accurate results, a precise knowledge of the material behaviour is essential
[1]. As complex forming processes undergo non-proportional loading paths, it is
necessary to determine the material behaviour after pre-forming [2]. Barlat et al. [3]
have shown that pre-forming, as well as a change in loading direction and load case,
have a significant influence on the stress–strain curve. The dislocation structure
plays a major role after non-proportional loading for AA1050-O material. They
characterized this anisotropic behaviour in three stages. At the beginning of the
experiment up to 2% strain, the Bauschinger effect is dominant, at higher strains, the
reorganization of dislocations, and at large strains, the texture evolution is in control.
The effect of pre-forming on the yield point and yield locus for AA6111 alloy was
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investigated by Wu et al. [4]. A change in loading direction under uniaxial tension
leads to a different shape of the yield locus. For their simulations, they modelled the
transition effect by residual stresses generated during the pre-forming. Zandrahimi
et al. [5] have shown that next to the yield point andyield locus, the uniformelongation
is influenced by pre-forming. The higher the pre-forming strain and the change in
loading direction, the earlier diffuse necking begins. This effect was also observed
for a DP800 by Tarigopula et al. [6, 7]. The larger the change in loading direction,
the bigger the transient behaviour of the pre-formed material in tensile-, shear-, and
plane strain experiments is. To describe this plastic hardening behaviour after non-
proportional loading paths, purely isotropic or kinematic hardening is not sufficient.
A mixed isotropic and kinematic hardening model was used by Larsson et al. [8] to
successfully model this behaviour in FEA.

In this paper, the effect of pre-forming and a change in loading direction on a
micro-alloyed steel HC340LA as well as an aluminium alloy AA6082 are inves-
tigated. Tensile tests with pre-formed specimens under different strain rates and
temperatures were conducted in order to quantify the influence of pre-forming,
the change in loading direction, the strain rate and temperature on the mechanical
parameters. To explain the results, the microstructure and the fracture surfaces are
studied.

Experimental Setup

The pre-forming of the specimen was done by an oversized Marciniak tool [9] on
a hydraulic Dieffenbacher press, see Fig. 1. This tool allows different pre-forming
states by varying the specimen geometry. A flat, homogeneously pre-formed area
allows the extraction of different pre-formed specimen geometries. The drawing
depth of the punch is varied to achieve a stated pre-forming strain. The specimens
were pre-formed under 0° to the rolling direction (IF0°). For the strain measurement
after pre-forming, a GOM Argus System was used. Therefore, a grid was applied
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Fig. 1 aMarciniak tool used for pre-forming and the used specimen geometries for the b uniaxial,
c plane strain, d ϕ1/ϕ2 = 0.5, and biaxial e strain state
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Fig. 2 a Major and b minor strain distribution of a plane strain pre-forming and the different
pre-forming states in comparison to the linear FLC in rolling direction (c)

by electrochemical etching on all specimens. The tensile tests at elevated tempera-
tures, 150 °C for the aluminium AA6082 and 300 °C for the steel HC340LA, were
conducted on a Zwick DUPS 1484 with a maximum force of 200 kN, while the
tensile tests at room temperature were conducted on a Zwick Z150. The strain rates
were set to a constant value of 0.001 1/s, 0.01 1/s and 0.1 1/s.

The tensile test specimens were extracted under two different directions with
respect to the initial rolling direction. Specimens without a change in loading direc-
tion are denoted as IF0°-PF0°, while specimens with a change in loading direction of
45° or 90° are denoted as IF0°-PF45° and IF0°-PF90°, respectively, see Fig. 2b. The
tensile test specimen geometry is according to DIN EN ISO 50125, with a length of
165 mm and a width of 12.5 mm.

Results

Pre-Forming

Several specimens are pre-formed in order to extract tensile test specimens. To ensure
a homogenously pre-formed area, deep drawing oil as lubrication is used. The spec-
imens are formed in a single forming operation with a constant punch speed of
15 mm/s. It can be seen that the deviation of the strains in the pre-formed spec-
imen is negligible for the extraction area of the specimen. The height of the pre-
forming strains is approximately 25% of the linear Forming Limit Curve (FLC). Per
pre-formed specimen four tensile test specimens are extracted.

In the uniaxial pre-forming state, 25% of the linear FLC are approximately 50%of
the uniformelongation. Therefore, sufficient remaining formability for theHC340LA
and the AA6082 is ensured.
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Tensile Test

To investigate the influence of pre-forming on thematerial, tensile testswith the initial
material are conducted. For theHC340LAat room temperature (20 °C), a pronounced
yield strength was found, independent of the loading direction. For the pre-formed
specimens, no pronounced yield strength is detectable. For the uniaxial pre-formed
specimen IF0°-PF0°, the flow curve is almost congruent with the reference flow
curve under 0° as it is expected. At room temperature, a significant influence of the
pre-forming state and a change in loading direction is detectable. An increase in yield
strength and a distinct reduction in total elongation can be determined for uniaxial,
the plane strain, and the β = 0.5 pre-forming with a change in loading direction. All
IF0°-PF45° and IF0°-PF90° specimens show an instant strain localization, regardless
of the pre-forming state, while for the IF0°-PF0° only, the β = 0.5 and the biaxial
pre-forming show this behaviour. It is also visible that a bigger change in loading
direction leads to a smaller total elongation (Fig. 3).

It can be clearly seen that the smaller the strain ratio β, the bigger the influence of
a change in loading direction is. For the biaxial pre-formed specimens, the change
in loading direction does not affect the flow curve, as the pre-forming is isotropic.
The immediate localization for the β = 0.5 and the biaxial pre-formed specimens
can be explained by the fact that a pre-forming of 25% of the linear FLC leads to an
equivalent strain which is beyond the uniform elongation of the material.

For further investigations, the combination with the most significant influence
is chosen. Therefore, the uniaxial pre-forming with a change in loading direction
by 90° is further investigated. The formability of the material is not affected by the
strain rate. A slight reduction can be observed for the initial material. For the uniaxial
pre-formed material, the total elongation for the IF0°-PF90° material is detectable
and an increased strength is found for the pre-formed material (Fig. 4).

The stress-overshoot for the IF0°-PF90° leads to a rotation of the stress state from
uniaxial to the plane strain state and therefore early failure [10]. An influence of the
loading direction can also be observed for a uniaxial pre-formed aluminium alloy
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specimens for the HC340LA at a strain rate of 0.001 1/s
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AA6082. The aluminium alloy is pre-formed up to 50% of the uniform elongation.
A change in loading direction leads to a decrease in formability, regardless of the
applied strain rate. Nevertheless, the influence of a change in loading direction is
significantly smaller than for the micro-alloyed HC340LA steel. A stress overshoot
can be observed for the IF0°-PF0° specimens, caused by latent hardening, while
a cross-loading contraction effect is visible for the IF0°-PF90° specimens. These
results are in good agreement with those from Manopulo et al. [10]. The material is
not strain rate-sensitive, as expected for an AA6082 alloy (Fig. 5).
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Tensile Tests at Elevated Temperatures

One explanation for this behaviour is the increase in dislocation density and the
orientation of those dislocations [11, 12]. At elevated temperatures, the annihilation
of those dislocations is increased for aluminiumalloys aswell as iron.At temperatures
of T /Tm > 0.15, the dislocation annihilation is increased [13, 14]. Those elevated
temperatures support the overcome of obstacles and therefore the dislocations can
move more easily.

The strength for the HC340LA is not affected by the increased temperature while
the formability of the initial material is increased. The pronounced yield strength has
vanished and a PLC—effect occurs at low strains. At this temperature, an increased
annihilation rate is observed by Malgyin [14] for BCC-materials. This is due to
increased diffusion of the interstitial atoms [15]. Nevertheless, the pre-formed spec-
imen does not show an increased formability. For the aluminium AA6082, a signif-
icantly lower strength and a significantly increased formability can be observed for
the initial material. The pre-formed specimen shows a decrease in strength but no
increase in formability. Both materials show a decreasing Young’s modulus (Fig. 6).

The fact that the formability of the pre-formedmaterial is not increased at elevated
temperatures leads to the conclusion, that the dislocations play a role for the initial
material but have only little to no effect on the pre-formed material. Hence, the
microstructure and the fracture surfaces of the two materials are investigated.

Microstructure Analysis

The microstructure of the micro-alloyed steel HC340LA shows a ferritic matrix
with small amounts of coagulated carbides. For the specimens with no change in
loading direction, the grains are elongated in loading direction, see Fig. 7. The IF0°-
PF90° specimens show biaxial formed grains. This effect is more pronounced for
the HC340LA in comparison to the aluminium alloy AA6082. The silver and black
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Fig. 6 Tensile tests at elevated temperatures for the HC340LA and the AA6082 at a strain rate of
0.001 1/s
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Fig. 7 Microstructure of the tensile test specimen at different temperatures after fracture

areas in the microstructure of the AA6082 are non-metallic inclusions, which are
removed by the etching process. The investigated area is approximately 5 mm away
from the fracture zone because in the fracture zone, all grains are elongated in the
tensile test loading direction and no differences are detectable.

The fracture surfaces for the uniaxial pre-formed specimens are shown in Fig. 8. A
significant increase in voids is detectable for the surfaces of the HC340LA specimens
with a change in loading direction. The increased number of voids leads to an early
failure of the specimens as the cross section of the tensile test specimen is reduced and
therefore a local increase in stress occurs. For the AA6082, the fracture is initiated
by cracks inside the hard and brittle inclusions, see Fig. 9. Therefore, only small
voids occur before fracture.
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Fig. 8 Microvoids at the fracture surface for the HC340LA and the AA6082 at different
temperatures
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50 µm

Fig. 9 Brittle fracture inside the inclusions before crack initiation

The significant amount of voids at the fracture surface for the IF0°-PF90°
HC340LA specimens indicates that damage plays an important role after a change in
loading direction. For the aluminium alloy AA6082, only small differences between
the IF0°-PF0° and the IF0°-PF90° specimens are visible.

Conclusion and Outlook

In this paper, the influence of different pre-forming states and a change in loading
direction on the flow curve are investigated. A micro-alloyed steel HC340LA and an
aluminium alloy AA6082 are therefore tested. It is found that a change in loading
direction has an influence on the total elongation of the material. This effect is occur-
ring especially when a uniaxial or a plane strain pre-forming state is present. The
formability can be enhanced when higher strain rates are applied for the HC340LA
material, where the strain rate has almost no influence on the formability of pre-
formed AA6082 specimens. Tensile tests at elevated temperatures show that the
formability of the initial material is increased. The pre-formed specimens and the
influence of a change in loading direction are not affected by an increased tempera-
ture. The reason for the observed material behaviour is found in the microstructure
of the material. During pre-forming, the microstructure of the material is affected
and the grains are elongated in loading direction. If a change in loading direction in
the following tensile test takes place, the grains are stretched perpendicular to the
initial forming direction. The fracture surfaces show that a change in loading direc-
tion leads to an increase in void size and number for the HC340LA steel. The fracture
surfaces of the aluminium alloy AA6082 show only a small increase in void number.
This observation is in good agreement with the results from tensile test, where the
HC340LA, with its very pure microstructure, is more sensitive to a change in loading
direction than the aluminiumwith its hard and brittle inclusions.Nevertheless, further
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investigations are necessary to gain a deeper understanding of the different mech-
anisms in the pre-formed micro-alloyed steel and the aluminium alloy, which lead
to the different material behaviours in tensile test. In addition, more materials have
to be investigated to determine the dependency of the mechanical parameters on the
loading direction. Especially steels with hard and brittle inclusions like dual-phase
steels have to be investigated.
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Microstructure Modelling of the HEC
Behaviour of a Novel Vanadium DP980
Cold Rolled Alloy

Bruce Williams, Khaled Abu-Samk, Jia Xue, Babak Shalchi Amirkhiz,
and Colin Scott

Abstract Cold rolled high-strength dual-phase (DP) ferrite/martensite steels are the
most commonly used advanced high-strength steels (AHSS) in automotive body in
white applications, particularly for components where good formability is required.
However, these alloys have limitations for parts where high stretch flange formability
is required. The latter is usually characterised by the hole expansion coefficient
(HEC). We have recently developed a vanadium microalloyed DP980 steel with
tensile properties that are stable over a wide range of intercritical annealing (IA)
temperatures. Interestingly, the HEC behaviour shows a strong IA dependence. We
propose that this is related to a complex combination of microstructural parameters
including ferrite grain size, martensite fraction, vanadium precipitate distribution,
and, in this particular case, to the fraction of epitaxial ferrite formed during fast
cooling. For as-quenched DP steels, it is well established that fracture initiates by
void nucleation at the ferrite/martensite interface due to strain incompatibilities.
The microstructural parameters can be optimised to reduce the local triaxiality at
these interphase boundaries and hence reduce the void nucleation and growth rate
during straining. For an improved understanding of this effect, finite element (FE)
simulations at both the continuum and local scale were carried out. Continuum FE
simulations of the HEC test were performed to capture the global state of stress and
strain at fracture. A model was used in which the effective strain at fracture was
dependent on stress triaxiality and Lode angle. The stress and strain state predicted
at failure in the continuum model was then used as the boundary condition for local
FE models of two different DP microstructures. The results of the local FE models
are linked to the measured HEC response.

Keywords Hole expansion coefficient · Dual-phase steel · Microstructure · Finite
element analysis
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Introduction

Dual-Phase (DP) steels with good strength and tensile elongation have been utilised
for lightweighting in-vehicle body-in-white (BIW) components for more than
30 years. However, there is still a need to improve the fracture response of these
alloys under a variety of loading conditions, particularly those encountered in parts
that require good stretch flange formability. This requires an improved understanding
of the interaction between the ferrite and martensite structure and damage mecha-
nisms. In untempered DP steels, microvoids first nucleate at ferrite–martensite inter-
faces, primarily related to strain incompatibilities caused by the large difference in
strength between the two phases. This difference between the soft ferrite and hard
martensite strengths can be quantified by the Phase Strength Ratio (PSR) and it can
be shown that there is a benefit in reducing this ratio.

Recently Scott et al. [1, 2] and Pushkareva et al. [3] described a vanadiummicroal-
loyed (DP-V) steel that was shown to have improved ductility without a loss of
strength compared to a reference DP steel with no V additions. Approximately
0.16 wt.% V was added to a reference DP composition, resulting in significant
refinement of both the ferrite and martensite grain sizes. After cold rolling and
continuous annealing V(C,N), precipitates in ferrite grains were smaller and much
more numerous than those observed in the martensite phase. This led to selective
precipitation strengthening of the ferrite phase (hence to a lower PSR ratio) and
improved ductility, without loss of strength. It was shown in [1, 3] that reducing
the PSR by tempering the martensite phase is much more efficient than selectively
strengthening the ferrite for improved failure performance. In other words, reducing
the mean PSR by strengthening ferrite does not greatly improve fracture resistance.
It is noted that PSR is far from being the only microstructure parameter controlling
DP damage response and is possibly not even the most important. For example, the
martensite fraction and distribution seem to have a larger impact on failure. In the
nano-indentation studies, it was shown that neighbouring martensite islands in as-
quenched DP can take an extremely wide range of hardness values (3–10 GPa). This
range is much bigger than could be achieved by any realistic ferrite strengthening
mechanism (~1 GPa). Consequently, in the as-quenched condition, there are always
going to be critical local configurations for damage initiation around the hardest
martensite islands. Now, temper softening kinetics are known to be the fastest for
very hard (high carbon) martensite. This means that tempering is a much more effi-
cient way to preferentially eliminate the most critical local configurations where
damage is initiated.

It is known that the fracture response of ductile metals is dependent upon stress
triaxiality and Lode angle. The damage and fracture response of DP980 has recently
been studied byPark et al. [4] using an anisotropic fracturemodel,Wang et al. [5]with
the Oyane fracture model, Pack et al. [6] using a modified Hosford–Coulomb model,
and Darabi et al. [7] using the Modified Mohr–Coulomb (MMC) fracture model.
In these studies, a number of mechanical tests were performed using tensile, shear,
notched, and biaxial test geometries to produce and range of loading conditions. The
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experimental results were used in combination with FE simulation and optimiza-
tion methods to determine fracture model coefficients for DP980. One commonality
between the fracture models was that they were all dependent on stress triaxiality
but considered only the global and not the local response.

To gain a better understanding of the influence of the microstructure on the stress
triaxiality of dual-phase steels, local modelling was carried out in the current work.
A recently published structure–properties model for DP steel was used to obtain the
local stress versus strain response of the ferrite and martensite phases. The stress and
strain states applied in the local model were determined by first performing global
finite element simulations of the Hole Expansion (HE) test.

Dual-Phase Vanadium Alloyed Steel

Material, Processing, Annealing, and Tempering

Several DP-V ingots were produced at CanmetMATERIALS (CMAT) using a
vacuum induction furnace. The chemical composition was Fe with (0.14–0.18) C,
(1.7–1.9) Mn, 0.2 Si, (0.03–0.7) Cr, (0–0.14) Mo, 0.15 V, and (0.06–0.08) N. The
ingots were then processed to 1 mm strips on the CMAT hot and cold pilot rolling
mill. Hot and cold rolling parameters can be found in [1, 2]. Following cold rolling,
a continuous annealing simulator (CASIM) was used to simulate processing on both
continuous annealing (CAL) and galvanising (GI) lines. From each annealed blank
(200 mm × 100 mm), either two (100 mm × 100 mm) HE coupons or four 12.5 mm
× 50 mm tensile specimens were cut for testing. Physical GI annealing simulations
were carried out using an infrared furnace. Strips were intercritically annealed at
either 750, 800, or 810 °C for 100 s followed by fast gas cooling at approximately
30 °C/s to 460 °C. After holding for 200 s, the strips were gas quenched to room
temperature at an initial rate of about 20 °C/s. Additional CAL simulations were
made on strips which were water quenched after holding 100 s at 750 and 800 °C.
In all cases, the heating rate was 4 °C/s.

Tensile and Hole Expansion Tests

HE tests were performed using the standard test procedure outlined in ISO16630 [8].
Prior to performing the HE tests, a 10 mm diameter hole was punched in the 1 mm
thick sheet (using a 10.3 mm diameter die). A four-post punch fixture with linear
bearings ensured strict alignment of the punch and die system when punching the
holes. The HE test was carried out at a punch displacement rate of 0.1 mm/s with a
camera frame rate of 10 Hz. After testing, the images were examined and the Hole
Expansion Coefficient (HEC) was calculated based on the first through-thickness
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crack wider than about 0.1 mm. The images at which the HEC was calculated for
the 750 and 810 °C GI samples are shown in Fig. 1.

The engineering stress versus strain response of tensile specimens is shown in
Fig. 2a. The corresponding HEC versus intercritical annealing (IA) temperature
results are shown in Fig. 2b with four–five repeats shown per condition. The tensile
responses for the 800 and 810 °C GI conditions are very similar with only a small
decrease in elongation of about 2% at 810 °C. However, there was a significant
improvement in HEC from an average of 17%, 27%, and 37% between 750, 800,
and 810 °C, respectively. As expected, quenching increased the tensile strength and
decreased the uniform elongation. However, there was only a small decrease in HEC
for the 750 and 800 °C quenched samples (16% and 24%, respectively) compared
to samples that were not quenched. These results confirm that there is no correlation
between elongation in a tensile test andHEC. Consequently, it is important to capture
the stress and strain state from HE testing in modelling efforts.

a) 750 °C GI b) 810 °C GI

Fig. 1 Images showing crack formation of 1 mm through the thickness of DP-V sheet

Fig. 2 a Engineering stress versus strain and bHole Expansion Coefficient (HEC) versus IA anneal
temperature response of DP-V
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Microstructure

An FEI Osiris FEG-S/TEM equipped with a Super-X EDS detector system was used
to analyse themicrostructure of the DP-V steel. Figure 3a shows a STEMbright-field
micrograph of aDP-V sample after GI annealing at 800 °C. Ferrite grains appear light
and martensite grains appear dark. The image is superimposed with V and Mn EDX
maps. The red dots indicate fine V(C,N) precipitates mainly within the ferrite grains
with fewer, coarser particles in the martensite grains. These features are detailed
further in [1–3].

An interesting result is observed in the EDS map of Mn in Fig. 3b. The Mn-
rich martensite grains can be readily distinguished. However, two distinct types of
ferrite are now noticeable. The original intercritical ferrite, FI, grains, and then new
epitaxial ferrite, FE, which has grown outwards fromFI into the surrounding austenite
during the first seconds of the fast gas cooling step. The epitaxial ferrite can grow
very quickly as there is no nucleation barrier to overcome. Only carbon has time to
partition so the FE regions are clearly revealed byMn enrichment within ferrite in the
vicinity of the martensite islands. Figure 2a showed there was a decrease of tensile
strength of about 83 MPa between 750 and 810 °C GI cycles. This seemed counter-
intuitive as the martensite fraction should be higher at the higher IA temperature.
However, a significantly larger amount of epitaxial ferrite formed during gas cooling
from 810 °C leading to an overall lower strength.

The primary damage mechanism in DP steel is void nucleation, growth, and
coalescence at ferrite/martensite boundaries due to strain incompatibilities. It is
suggested that the combination of FI, FE, and M phases leads to an improved distri-
bution of stress and strain leading to an improved fracture response. This will be

Fig. 3 a STEM bright-field micrograph and b EDS map of Mn for DP-V microstructure
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explored below using local micromechanical modelling based on an accurate state
of stress and strain obtained from global FE modelling of the HE test.

Global and Local Finite Element Simulations of DP-V Steel

FE Model of Hole Expansion Tests

The HE test was modelled in Abaqus using approximately 1,000 axisymmetric
elements with an element size near the location of failure of 0.14 mm. The flow
stress of the material was described by σ̃ = 542(1 + 446.2ε p)

0.216 which was based
on the 810 °C anneal sample shown in Fig. 2a and extrapolated to a higher effec-
tive plastic strain, ε p. Neither anisotropic deformation nor anisotropic fracture as
discussed by Darabi et al. [7] was considered.

The MMC model used in the current work is given by [7, 9]
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where C1, C2, C3, A, and n are material constants. The strain to initiate fracture, ε f ,
depends on stress triaxiliaty, η, and Lode angle, θL . The stress triaxiality is given by
the mean stress divided by the effective stress (η = σm/σ̃ ). In the models of Pack
et al. [6] and Darabi et al., [7] elements are deleted when the damage equals unity and
the material softens from the onset of plastic strain with the damage rate increasing
near failure. The slightly alternative approach detailed by Paredes et al. [9] was used
in the current work. In this model, damage accumulates from the onset of plastic
strain but the element is not softened until an initial damage, D0, is reached. Then,
the strength of the element is weakened according to� = [(Dc − D)/(Dc − D0)]

m

until a critical damage level, Dc, is achieved when the element is deleted from the
model. The model coefficients used for DP980 are given in Table 1 and the D0 and

Table 1 MMC fracture model coefficients for DP980

Model A n C1 C2 C3 D0 Dc m

MMC (Darabi et al. [7]) 1695.12 0.153 0.15 900 0.925 0 1 –

MMC-current 446.2 0.216 0.23 205 0.925 1 1.8 0.1
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Dc curves for a normalized Lode angle of unity are shown in Fig. 6. The model
was implemented as a user-defined subroutine in Abaqus according to Simha and
Williams [10].

A contour plot of stress triaxiality predicted just before the first element deletion is
shown in Fig. 4. The predicted force versus punch displacement profile is compared
to corresponding experimental data in Fig. 5 showing reasonable agreement with
the 810 °C annealed tests. The effective strain versus stress triaxiality profile taken
from an element near the location of failure is shown in Fig. 6 and compared against
the fracture envelope of DP980 for a normalized Lode angle of unity. The stress
ratio during loading at an element on the hole edge was about σ

∧

xx : σ
∧

yy : σ
∧

zz =
1.0:0.0:0.0 with a stress triaxiality of 0.33. The strain ratio was about ε

∧

xx : ε
∧

yy : ε
∧

zz

= 1.0:−0.43:−0.57 with an effective strain of 0.33 at first element deletion. These
conditions are close to uniaxial tension (with the major load in the circumferential
direction). These stress and strain conditions were applied in the local models. Away
from the edge, the stress and strain state approaches equi-biaxial tension with a
triaxiality of about 0.66. The x, y, and z directions correspond to the circumferential,
radial, and thickness directions, respectively.

punch die

Fig. 4 Contour plot of stress triaxiality predicted in HE test

Fig. 5 Predicted versus
measured load profile from
HE test
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Fig. 6 Fracture envelope for
DP980

Microstructure Modeling of DP980

FE was used to assess how the stress distribution is influenced by the ferrite and
martensite phases. Although FE grains cannot be classified as a new phase, distinct
mechanical properties of FI and FE phases were specified in the models such that
a three-phase material was essentially modelled. Duchaussoy et al. [11] detail a
method, referred to as ASTAR, of using crystal orientation mapping to obtain grain
structures from TEM images. This method was not available in the current work so
a representative microstructure based on Fig. 3 was modelled. SEM-EBSD images
of the grain structure should also be considered for FE modelling.

Allain et al. [12] detail a structure–properties model that characterizes the stress
versus strain response of ferrite and martensite in DP steel. The true stress versus
strain responses shown in Fig. 7 used for the ferrite (FI) and martensite (M) phases in

Fig. 7 Stress versus strain
response of FI, FE, and M
phases compared to the bulk
behaviour
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the local FE model were based on the local responses predicted from the structures–
properties model for a DP-V steel in [1]. Also shown is the global response for the
810 °C GI material. The epitaxial ferrite (FE) was taken to be slightly softer than
intercritical ferrite (FI) due to lower precipitation strengthening. An estimated stress–
strain response of the FE phase is seen in the figure, which was based on the ferrite
stress–strain response in a DP steel with no V additions as presented in [1].

Two-phase and three-phase microstructures were modelled based on the
microstructural images shown in Fig. 8. OOF2 [13] was used to generate an FE
mesh from the images. The meshes comprised about 15,000 solid elements with one
element through the thickness (in the z-direction). Simulations were performed using
the explicit solver in Abaqus. Displacements were applied to the surface edges to
produce a strain ratio of about ε

∧

xx : ε
∧

yy : ε
∧

zz = 1.0:−0.43:−0.57 with a stress ratio
of σ

∧

xx : σ
∧

yy : σ
∧

zz = 1.0:0.0:0.0. In some simulations, it was necessary to enforce the
z-strain to prevent premature localization to achieve a large effective strain of 0.33.

Predicted contour plots of stress triaxiality (TRIAX) for the two- and three-phase
simulations are shown in Figs. 9 and 10 for an effective strain of 0.02 and 0.06,
respectively. The figures indicate a large variation in stress triaxiality from less than
−0.02 to some local regions with a value greater than 1.4. Localization occurred
early in simulations with no z-constraint (z-free) as highlighted in Fig. 10. The strain
levels at which localization occurred were well below the predicted effective strain
at failure in the HE tests of about 0.33. To produce this level of effective strain
without localization, a small constraint was necessary in the z-direction (thickness).

FI

M

FE

M

FI

a)
                 

b)

Fig. 8 Representative of a 2-phase (FI and M) and b 3-phase (FI, FE, and M) microstructure

Fig. 9 Contour plot of triaxiality at an effective strain of 0.02 (z-free): Left 2-phase, Right 3-Phase
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localization

Fig. 10 Plot of triaxiality at an effective strain of 0.06 (z-free): Left 2-phase, Right 3-Phase

The predicted triaxiality at an effective strain of 0.33 is compared between the two-
and three-phase microstructure in Fig. 11. The microstructures are elongated in the
x-direction but compressed in y- and z-directions. Triaxiality is predicted to be higher
in the ferrite phase. For the three-phase microstructure, the triaxiality between the
martensite and ferrite (FI and FE) phases is slightly greater than for FI alone and the
local regions of high triaxiality are more apparent. The triaxiality averaged over the
microstructure increased slightly to 0.49 for the three-phase simulation compared to
0.44 for the two-phase simulation. This trend is unexpected and may be attributed to
using a lower strength FE phase. Further work is required to understand the strength
of FE and correlate the shift of triaxiality to the fracture response of the material.

Conclusions

Previously, it was shown that V precipitates in Dual-Phase steels (DP-V) produce
a more efficient phase strength ratio by selectively increasing the ferrite strength
leading to improved fracture resistance. In the current work, the role of intercritical
annealing was further examined for DP-V steel. It was found that the Hole Expansion
Coefficient (HEC) increased from an average of 17–37% when performing a GI
annealing sequence at either 750 °C or 810 °C, respectively. This large increase in
HEC was accompanied by only a slight decrease in tensile strength of 83 MPa, from

Fig. 11 Plot of triaxiality at an effective strain of 0.33 (z-constrained): Left 2-phase, Right 3-Phase
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1161 to 1078 MPa. TEM investigations revealed an Mn-rich epitaxial ferrite (FE)
zone formed between the M and intercritical ferrite (FI) phases. Local FEA analysis
of themicrostructurewas performed to study the stress triaxiality during deformation.
Global FEA of the HE test was first performed to obtain the stress and strain state
near the location of failure and was then applied in the microstructural FEA model.
Though FE was not a distinct phase, it was treated as such in the local FEAmodel and
was prescribed a lower strength than the FI zone due to lower precipitation hardening.
A slight shift in stress triaxiality was predicted between the two-phase (M and FI)
and three-phase (M, FI, and FE) microstructures. Further FEA analysis is required to
correlate local triaxiality to fracture.
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Numerical Description of the Physical
Properties of Stretch Web Connectors
in Progressive Die Stamping

Florian Steinlehner, Annika Weinschenk, Sven Kolb, Stefan Laumann,
and Wolfram Volk

Abstract The design of the strip layout and in particular, the geometry of the stretch
web connector in progressive die stamping has so far been predominantly experience-
based aiming for material utilization and cost optimization. Disruptive vibrations of
the highly dynamic transportation of the strip can lead to reduced part quality and
at worst, to a component collision and a damaging of the tooling. Therefore, the
stroke rate and the production rate often need to be reduced. A physical model is
developed, which describes the mechanical properties of the stretch web, taking the
requirements of the progressive die stamping process into account. These proper-
ties are material- and geometry-dependent and are determined by a finite element
model, which is validated by experimental tensile and impact modal testing. Based
on the most common stretch web shapes found in industrial applications, a study of
the influence of the stretch web geometry on its physical properties for the use of
progressive die stamping is conducted to.

Keywords Progressive die stamping · Stretch web connector · Sheet metal
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Introduction

The aim of this work is to optimize the geometrical design of stretch web connectors
used in progressive die stamping tools regarding their specific application and the
requirements of the produced product. Therefore, the requirements of stretch web
connectors which are derived from the progressive die stamping process itself and
the produced part are described by a physical model. The physical characteristics of
the stretch web connectors are experimentally and numerically determined using a
tensile and an impact modal test. The obtained properties of different stretch web
designs can afterwards be used to choose a suitable connector for a given product.

Progressive Die Stamping

Progressive die stamping is mainly used for high-volume production and is therefore
designed to operate at a high speed rate. Due to the high acquisition costs of a
progressive die, the design of the tooling and of the strip layout is often made in an
early stage and often can not be changedwhile in operation. A tooling for progressive
die stamping consists of several single stages through which a coiled strip material
runs progressively while the part is produced. Each of the tooling stages performs
one or multiple operations on the part and has different requirements. Operations
performed to produce the product are, for example, deep drawing, piercing, coining,
and cutting. The produced part usually remains connected to one ormore carrier strips
via stretch web connectors throughout the forming process. Pilot holes are often used
to position the strip via pilot punches in their exact position on the single stages and
are usually integrated into the carrier strip or the stretch web connector. Feeding
machines are used to move the strip through the tooling. This feeding requires a
lifting of the whole strip if the strip has areas with any three-dimensional structures,
e.g. deep-drawn cups on it. The components of a progressive die strip are shown in
Fig. 1 [1–4].

Requirements of Stretch Web Connectors

The design and development of progressive dies and the used geometry of the stretch
web connector still lie largely in the hands of artisans and craftsmen. Nowadays,
the design focuses to a high degree on material utilization and does often not
take process-specific requirements into account. There are various requirements on
the stretch web connector due to the specific processes. For accuracy and feeding
aspects, a high stiffness in the connection between the carrier and the part is desired
to suppress vibrations and inertial effects while transporting the strip through the
tooling. Nevertheless, vibrations and disturbances can still occur randomly or due
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Fig. 1 Components of a progressive die tooling and a progressive die strip

to the process. A high overall damping on the strip is desired to help regulate
the vibrations and to stabilize the feeding process. Forming operations often have
their own specific requirements, such as the retention capability, which is strongly
dependent on the actual process. For deep drawing operations, material flow of the
surrounding material and a high deformation capability is preferred, whereas a
strong restraining force is favoured for a stretch forming process. Due to safety
reasons, a high overall strength of the stretch web is desired to keep the strip in its
exact position and to avoid collisions with the surrounding tooling components.With
an asymmetrically placed stretch web connector, which is often used due to spatial
constraints and the utilization of material, cross forces can occur. Such forces will
tend toweaken the stretchweb in terms of its stiffness and damping behavior. Besides,
they can lead to a disruptive motion and reduced part-accuracy. Cross forces are
defined here as any force that is not parallel to the loading force The following charts
in Fig. 2 show some of the specific requirements for exemplary applications with
normalized attributes on each of its axes [2].With the help of a physical description, a
finite element analysis (FEA) model is used to generate a property chart for different
stretch web geometries to find a suitable design for a given use case, taking all
physical requirements into account.
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Fig. 2 Spider charts showing the required properties for exemplary applications in progressive die
stamping

Physical Model Properties of the Stretch Web Connector

Next to the material’s characteristics, the behavior of a stretch web connector is
mainly determined by its geometry. To specify a suitable stretch web design with
an approach focused on the requirements of the part, the description of the physical
model must be geometrically independent and generally valid. In this work, a spring–
damping system with a single degree of freedom is used to describe the connector
properties in all three dimensions in space. Thereby, the part can move in every
direction on the strip within adjustable ranges. The physical model for a strip with
two outer carriers is shown in Fig. 3.

The substantial requirements of stretch web connectors make it necessary to
describe the strength, stiffness, cross forces, retention, deformation capability, and
damping properties of the spring and the damper system:

damping
coefficient d spring

stiffness k

carrier

part

y

x

Fig. 3 Visualization of the physical model used to describe the geometrically independent stretch
web connector with the help of a spring–damper system with a single degree of freedom
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Physical Properties of Stretch Web Connector Derived
from Part Requirements

In general, the stiffness of a structure is specified as the force needed for deformation
along a certain axis. It can be obtained by the derivation of the force–displacement
curve as dF

dx . For small deformations where no plasticity occurs, the stiffness of an
ideal material can be modelled via Hooke’s law, as seen in Eq. (1).

σ(x) = Eε(x) (1)

For larger deformations, however, as plasticity begins to develop, this relationship
becomes non-linear and difficult to express in a mathematical model [5]. Addition-
ally, geometric structures often result in non-linear stress–strain relationships, as
deformations become increasingly complex.

The retention force is physically very similar to the stiffness, although its value is
dependent on the current forming process and the actual force from the stretch web
that is restricting the material from flowing into the die. The retention is specified
as the force in the opposite direction of the material flow FRetent ion. The strength
of a material describes the maximum stress it can withstand before material failure
occurs at x f ai lure. It is usually evaluated experimentally using standardized tests,
although more complex geometric structures can influence the ultimate strength of
a structure, necessitating further tests with specific geometries.

The deformation capability of a structure can be defined as total elongation
until failure �xde f ormat ion. This parameter mainly depends on the total amount of
material used in the structure and is thus highly geometry-specific.

Cross forces can also be obtained via the force–displacement curve and are
measured as their maximum value at the occurring axis FCF,i . For a generic mass
oscillator with one degree of freedom, the basic equation of motion can be written
as shown in Eq. (2) [6].

mẍ + dẋ + kx = 0 (2)

where m = mass, d = dampingcoefficient, k = stiffness
This equation can be rearranged to Eq. (3).

ẍ + 2Dω0 ẋ + ω0
2x = 0 (3)

using ω0 =
√

k
m and D = d

2
√
km

[6].
D is called damping ratio, and it can be used to characterize the global damping

properties of a system as follows:
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D = 0
Undamped system

0 < D < 1
Underdamped system

D = 1
Critically damped system

D > 1
Overdamped system

A solution of the differential Eq. (4) is given by [6]

x(t) = e−Dω0t

[
x0cosωt + v0 + Dω0x0

ω
sinωt

]
(4)

where ω = ω0

√
1 − D2.

This equation can be interpreted as a periodic oscillation multiplied with an expo-
nentially decaying termgoverned by D, describing the dampedoscillation of a system
at one frequency [6].

For more complex systems, however, modelling via a damped oscillator with
singular mass and one degree of freedom is often not sufficient to represent the
physical behavior of the system due to nonlinearities. This yields the necessity for
more sophisticated damping models.

A model widely used in FEA is called Rayleigh damping. This model relies on
two coefficients,α and β, which describemass- and stiffness-proportionate damping,
respectively. The relationship between the damping ratio and Rayleigh damping
coefficients is given by Eq. (5).

D = α

2ω
+ βω

2
(5)

The Rayleigh coefficients α and β can be adjusted to match experimentally eval-
uated damping behavior at one or two natural frequencies using ωi = 2π · fi . The
geometries discussed in this paper mostly show one dominant natural frequency and
a fewmuchweaker frequencies, whichmakes the Rayleigh dampingmodel a suitable
choice in this context [7].

Specimen Geometry and Approach

There are five general basic types of stretch web geometries, used for industrial
applications. Those stretch web geometries are following referred to as I-type A,
O-type A, S-type A, U-type A, and L-type A due to their geometrical resemblance to
alphabetic letters. The idealized geometries are shown in Fig. 4.

The test specimens for thiswork are the basic types shownabove and somevariants
of the I-type and the O-type. With the help of the validated finite element model, the
investigation of unknown geometries is possible. Each of the stretch web geometries
has advantages and disadvantages, which make them suited for different use cases.
Themost common stretchweb geometry is the I-type, because of its simplicity and its
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I-type A O-type A S-type A U-type A L-type A

I-type B O-type B O-type CI-type C

80
 m

m

40
 m

m

45 mm
60 mm

Stretch web 
space

Fig. 4 Industrially used basic types (I, O, S, U, and L) for stretch web geometries and their variants

high space and material utilization. The O-type is used in many different variations
to achieve higher retention and stiffness. In contrast, the S-type, the U-type, and the
L-type behave very similarly and allow the structure to behave more elastically and
give more flexibility to the process.

Experimental and Numerical Test Setup

The test specimens were experimentally and numerically investigated using tensile
test and impact modal test. For the experimental tensile test, a universal testing
machineZ150TL, ZwickGmbH&Co.KG,Ulm,Germany,was used. The numerical
tensile testing was implemented using the FEA software Abaqus FEA, Dassault
Systèmes, Vélizy-Villacoublay, France. The setup of the experimental and numerical
tensile test is shown in Fig. 5.

The test specimens are clamped on both ends, allowing deformation of the stretch
web connector. For the experimental testing, mechanical clamping jaws are used to
fix and move the clamped parts, whereas boundary conditions on the nodes are used
for the FEA testing. The experimental testing in Y-direction is used to validate the
finite element model. This model is used to investigate the stretch web’s behavior in
X-, Y,- and Z-directions.

The experimental impact modal testing is done using a vice to clamp the section
of the carrier and a small hammer to provide an impulse into the area of the test spec-
imen representing the part. The impulse is in Y-direction and the system’s vibration
response is measured in the same direction with a laser vibrometer Polytec CLV-
2534, Polytec GmbH, Waldbronn, Germany. Boundary conditions on the nodes are
used to fix the carrier and to induce the impulse on the part side of the specimen
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Fig. 5 Test setup for the experimental and numerical tensile testing and impact modal testing

in the Z-direction. The system’s response to the impulse can be measured in X-,
Y-, and Z-directions with FEA. The damping is modelled using Rayleigh damping
parameters calculated via the approach in Chap. 2, with f1 = 1.0 Hz and f2 being the
experimentally obtained dominant natural frequency of each structure. The testing
parameters for the experimental and numerical tensile and impact modal test are
shown in following Table 1.

Table 1 Testing parameters for experimental and numerical tensile test and impact modal test

Tensile testing Impact modal testing

Experimental testing

Load case Y Load case Z

Output Y Output Z

Drawing velocity 0.1 mm/s Sampling frequency 38,400 Hz

Numerical testing

Solver Abaqus/Standard Solver Lanczos

Element type C3D8R, C3D6 Element type C3D8R, C3D6

Load case X, Y, Z Load case X, Y, Z

Output X, Y, Z Output X, Y, Z

Drawing velocity 40 mm/s Sampling frequency 38,400 Hz
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Table 2 Mechanical and chemical properties of the testing material AA5182

Mechanical
Properties

Rp0.2(MPa) Rm (MPa) Aeq (%) A80(%) n5(–) r10(–)

135 280 22 25 0.3 0.63

Chemical
Properties

Si Fe Cu Mn Mg Cr Zn Ti other

0.2 0.35 0.15 0.2–0.5 4.0–5.0 0.1 0.25 0.1 0.05

AA5182 with a sheet thickness of 1.5 mm was used for the experimental and
numerical testing of the stretch web connectors. The material was characterized by a
tensile test [8] and a Nakajima test [9]. The mechanical properties and the chemical
composition of the material are shown in Table 2.

Validation of Numerical Model with Experimental Data

To validate the numerical model, the basic type stretch web connectors (I-, O,-. S,-
. L-, and U-type A) are compared with the experimental results of the tensile and
the impact modal testing in following Fig. 6. The force–displacement curve from
the tensile testing gives information about the strength, the retention, the elasticity,
and from the curves’ derivative, the stiffness. The global dampening parameter of
the stretch web connector can be calculated from the decay curve produced by the
impact modal testing.

The force–displacement curves of the numerical model are a good representation
of the experimental data. The first 60% of the displacement are particularly well fitted
and are the most relevant area of operation of stretch web connectors, as a certain
safety factor must be considered while designing the stretch web geometry, to ensure
a maximum displacement less than x f ailure. One anomaly occurs for the O-type
specimen. Here, the material failure in the experimental test takes place in one of the
two strands of the oval-shaped area, whereas the failure in the numerical test occurs
in the single-stranded part of the stretch web just before the carrier strip, outside the
oval-shaped area. This behavior has to be taken into account when recommending
and choosing an O-type stretch web connector for a given product.

Results of the Physical Properties of the Stretch Web
Specimen

The physical properties of the test specimens as described in Chap. 2 are evaluated
with the validated numerical model and visualized in the spider charts in Figs. 7,
8 and 9 for each test specimen. In general, a point further outside the center of the
diagram indicates a higher value for each property, with the exception of cross forces.
As these are generally undesired, a point further outside indicates lower cross forces.
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Fig. 6 Comparison of the experimental and numerical results of the tensile test and the impact
modal test

To determine the physical properties the results of the tensile test are shown as force–
displacement curves with the pulling force acting in X-, Y-, and Z-directions, and the
resulting reference forces are measured in X-, Y-, and Z-directions, respectively. The
damping factors are obtained by measuring the systems’ response in X-, Y-, and Z-
directions to an applied single force impact on one side of the stretch web connector
in Z-direction. All magnitudes obtained from the tensile and impact modal testing
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Fig. 7 Numerical results of the tensile and impact modal test for test specimens I-type A, I-type
B, and I-type C for three load cases in X-, Y-, and Z-directions and derived properties shown in a
spider chart

to describe the physical properties shown in the spider charts are normalized, to the
maximum occurring value of each property.

I-Type

The I-type stretch web geometry is characterized by its immediate reaction to an
applied force. Therefore, the retention of the structure is high for small displacements.
The specimen also shows a high overall stiffness but has little deformation capability.
The results of the numerical tensile and impact modal testing for the three I-type
specimens are shown in following Fig. 7.

All I-type geometries have relatively large damping coefficients, and due to
symmetry, I-type A shows almost no reaction in X-direction upon impact compared
to the other two variants Due to the immediate reaction, the capability to modify the
force–displacement curves by altering the geometry is limited. A huge advantage of
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Fig. 8 Numerical results of the tensile and impact modal test for test specimens O-type A, O-type
B, and O-type C for three load cases in X-, Y-, and Z-directions and derived properties shown in a
spider chart

this stretch web geometry is the fact that it is easy to implement and can be designed
with a high degree of material utilization. However, as specimen I-type C shows, the
cross forces become very high when an offset angle is used, which makes it useable
on only a small range of variants.

O-Type

One disadvantage of the O-type specimen is the need of another punch for cutting
the hole in the stretch web geometry when realizing this stretch web in the tooling.
However, the drawback of this additional operation is compensated by increased
flexibility in the behavior of the connector. By changing the geometrical parameters
of the oval-shaped hole, one can shift the location of maximum stiffness, maximum
retention, and damping to a displacement level, where those properties are desired.
O-type B shows the stiffest behavior at a displacement of 25 mm, whereas theO-type
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Fig. 9 Numerical results of the tensile and impact modal test for test specimens S-type A, U-type
A, and L-type A for three load cases in X-, Y-, and Z-directions and derived properties shown in a
spider chart

C specimen has the same amount of stiffness already at a displacement of 5 mm.
Medium retention forces are present from the beginning of the load. Furthermore,
the cross forces and themulti-axial stability can be influenced, by changing the shape
of the connector. The O-type damping coefficients are in a similar range as the I-
type geometries, which are relatively high. Due to their symmetric properties, all
O-type variants show hardly any reaction in the X-direction upon impulse excitation.
The results of the numerical tensile and impact modal testing for the three O-type
specimens are shown below in Fig. 8.

S-, U-, and L-Type

The characteristics of the S-, U-, and L-type stretch web connectors are very similar,
as all possess a very high deformation capability. In contrast to the I-type (< 5 mm)
and the O-type (<10 mm) the S-, U-, and L-type geometries can undergo a very
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large deformation with little retention before the stiffness increases. These high
deformations are rarely reached during operation. The S-type geometry has a narrow
range of displacement where the stiffness is higher at around 30 mm, whereas the L-
type specimen becomes stiffer at 15mmand still retains some deformation capability.
The S- andU-type stretch web connectors show no cross forces for any load case but
have negligible stiffness and retention behavior in X- or Z-direction. In contrast, the
L-type connector causes higher cross forces due to the moment resulting from the
lever arm of the applied forces. This can be used in cases where multi-axial behavior
in X-, Y-, and Z-directions is more important. The S-, L-, and U-type geometries all
display much weaker damping compared to the I- andO-types. This can be attributed
to the increasing length of the structures through which vibrations propagate. The
results of the numerical tensile and impact modal testing for the S-, U-, and L-type
specimens are shown in following Fig. 9.

Conclusion

The results show that it is possible to fully describe the stretch web connector’s
behavior with its physical properties using a validated finite element model. The
physical properties stiffness, retention, damping, elasticity, and cross forces can be
used to estimate the usability of stretch web connectors for typical products for deep
drawing, high accuracy, or fast running progressive die stamping applications.

In general, the O-type geometry shows the best flexibility, when an adaption of
the requirements is considered. Nearly all physical properties can be influenced by
the design of the oval-shaped hole. For operations where the material is subjected to
large deformations, a U-type geometry offers a good amount of flexibility and has
lower cross forces compared to the L-type specimen. The S-type shows very similar
behavior compared to theU-type but lacks stiffness in cases where little deformation
occurs on the stretch web. Due to its simplicity, the I-type is a good all-around choice
and has advantages in punch design and material utilization. All variants of the I-
and O-type geometries display relatively strong damping behavior compared to the
other types, making them more suitable for preventing the propagation of harmful
vibrations into the carrier strip, whereby the symmetrical variants are especially well
suited due to their minimal X-directional response to Z-directional impulses.

The developedmodel and description of the physical stretchweb properties can be
used to test unknown geometries and to estimate the feasibility of certain designs and
their suitability for specific products. A database with the most important physical
properties can be created to choose a suitable stretch web geometry in the designing
phase of a progressive die tooling.
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Numerically Coupled Tools
for Double-Sided Incremental Sheet
Forming

Vincent Raymond and Jean Savoie

Abstract Research on incremental sheet forming started decades ago but has not
yet found its momentum. To become a mainstream technology, two key enablers
are required: geometrical accuracy and usability. The added formability and accu-
racy provided by double-sided incremental forming (DSIF) is a promising improve-
ment but comes with additional challenges, such as toolpath definition. This paper is
presenting a novel strategy to determine tool positioning without using a squeezing
factor, sine law, or other conventional techniques. First, the master toolpath is calcu-
lated with CAM software. Then, a coupling between the master and the slave is
numerically imposed to precisely simulate their positions while ensuring continuous
contact and a variable support force. Upstream deformations are thus minimized
throughout the complete forming of the part. This strategy was applied to a step cone
geometry, and the numerical results show only slight deviations from computer-aided
design (CAD).

Keywords Sheet metal · Dieless · Incremental · Double-sided · Robotic · Toolpath

Introduction

The idea of forming sheet metal without die emerged more than 50 years ago [1] and,
since then, generated more than 100 patents worldwide, but there is still no mature
enough technology for straightforward industrialization. Former variants, such as
single-point incremental sheet forming (SPIF) and two-point incremental forming
(TPIF) do not offer the accuracy or the flexibility required by most applications.
Many different strategies, such as numerical compensation [2] and warm forming
[3], can be used to improve geometrical accuracy but the strain distribution is not
perfectly controlled, especially for complex geometries with small radii. In order to
improve formability and accuracy, Meier et al. [4] and Maidagan et al. [5] tested in
2007 the double-sided incremental forming (DSIF) variant where two tools are used
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to create localized deformations. DSIF is now an active field of research andmultiple
groups have published promising results (see Ref. [6] for an exhaustive review). This
variant is more complex since a second synchronous tool path is required to form the
part. Any loss of contact critically reduces formability and accuracy since induced
deformations are no longer localized. Defining toolpaths that preserve a continuous
contact between the blank and the tools is a major challenge since the blank thickness
evolves throughout the process. To predict the thickness, the sine law is known to
be inaccurate, even with a squeezing factor [7]. A modified sine law model with
additional parameters was proposed and successfully tested on a single geometry by
Moser et al. [8]. However, the model requires iterative fitting specific to the material,
tools, geometry, etc., which is a drawback for prototyping. A different solution is
to add actuation to the forming tools to compensate for the thickness variations
[9]. This additional degree of freedom needs to be closely controlled and may lead
to an imprecise coupling due to tool compliance and/or dynamic effects. To avoid
the thickness prediction requirement, a new innovative variant called ADSIF was
introduced by Kiriden et al. [10]. The principle is to first form inside features and
progress toward the external periphery of the part in order to only form a newmaterial
with the original blank thickness. The downside is that it requires smaller toolpath
increments and the accuracy for steep walls is still being investigated [11]. Thus, a
gap remains for toolpath generation and sheet thickness prediction in DSIF.

This paper will present a new DSIF strategy to numerically impose the coupling
and avoid loss of contact using a preprocessing step based on FEA. First, the basics
of the coupling model are explained in Tool Coupling section, then the implemen-
tation methodology, including material characterisation, is detailed in Methodology
section. Finally, simulation results are presented in Results section.

Tool Coupling

In the proposed methodology, the relative orientation between the master and the
slave is ensured bymodeling numerically the coupling of the toolswith a translational
joint. The master tool position and orientation as a function of time are prescribed.
Master rotation will force the slave to maintain a specific orientation with respect to
the master for each forming increment. A force F⇀ is then applied along the joint to
ensure contact between the two tools and the blank (the slave is free to move along
the joint). In this first proposed method, the direction of the force is coincident with
the vector between tool centers and translational joint (see Fig. 1). The orientation
of the translational joint has to be set and doesn’t have to be necessarily aligned
along with the contact normal n⇀. Results from a previous work byMeier et al. [12]
showed that a positive offset θ1 relative to the normal of the nominal geometry is
beneficial for both formability and conformation with the CAD.

In the second method, the configuration decouples the force directions by adding
a second master (see Fig. 2). The translational joint in this case is between Master 2
and the slave, along which the force is applied. The slave position is now controlled
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Fig. 1 Schematic definition method 1: force along with tool centers

Fig. 2 Schematic definition method 2: independent force orientation

by the translational joint and master 2, positioned at a specific distance from Master
1 defined by the following relation:

‖−→d ‖ = (2 · R + k)(sin(θ1) + sin(θ2)) (1)

where R is the tool radius and k the initial sheet thickness. The vector
−→
d is perpen-

dicular to the geometrical normal n⇀ at the location of master 1. For simplification,
its magnitude (Eq. (1)) is approximated by considering the triangle, formed by θ1
and θ2, isosceles, and neglecting the sheet thickness variation as well as the angle
through the thickness. Master 2 is rotated by θ2 around an axis originating at its
center, perpendicular to the plane defined by vectors n⇀ and F⇀. The larger the

magnitude of
−→
d and

⇀

F , the more bending will be imposed on the work piece during
forming. The purpose of this bending is to improve formability and reduce springback
[9].



940 V. Raymond and J. Savoie

Fig. 3 AA5182-O strain
rate sensitivity
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Methodology

Material Characterization

The selected material was AA5182-O. Material properties were measured at room
temperature on an MTS Alliance RT100 with TestSuite software at two different
strain rates: a slow standard rate of 0.0005/s and a faster rate of 0.05/s since materials
with high Mg content, such as 5182, display negative strain rate sensitivity at room
temperature (see Fig. 3). Strain rates for the incremental sheet forming process were
estimated to 1/s, however, the properties at such high rates were not yet measured.
For this study, the difference was considered negligible. As the maximum strain
during forming exceeds the experimental range, the experimental curves at 0.05/s
were extrapolated up to a true strain of 3 using a strain rate sensitive rigid-plastic
crystal plasticity code [13]. Anand hardening law [14] implemented at the slip system
level was used (see Fig. 4).

Friction coefficients between the aluminium workpiece and the steel tool were
measured using a CETR ball-on-disk apparatus with CETR Data viewer software.
Several petroleum-based and water-based lubricants were tested. The measured fric-
tion coefficients ranged between 0.09 and 0.11. A value of 0.10 was used in finite
element models.

Master Toolpath Definition

To test the coupling strategy, a step cone geometry was first used. It was created
with relatively steep walls, small radii, and flat sections to help quickly assess the
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Fig. 4 Modeling
AA5182-O, with high strain
extrapolation
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efficiency of the coupling law: final perpendicularity is linked to the quality of the
support throughout the forming. The dimensions are given in Fig. 5.

The next step was creation ofMaster 1toolpath with a commercial CAM software.
Figure 6 shows a section view of the path followed byMaster 1 tool center point (blue)
inside the step cone geometry (shaded grey). The diameter of the forming tool was
10mm, using Z-level contours with straight transitions, 0.15 mm axial step for walls,
and 0.1 mm radial step for flat sections. No toolpath was generated for the bottom
flat surface (∅ 24 mm surface). The output was a generic NC-code file.

Fig. 5 Step cone geometry dimensions
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Fig. 6 Section view, master 1 toolpath (thin lines)

Preprocessing

To impose the tool coupling, Master 1toolpath needs to be discretized in points.
This discretization is required to control the forming tool in the simulation and then,
in the robotic controllers. A custom NC-code interpreter function was developed
for that purpose. The code reads sequentially the NC commands and subdivides
each movement using a specific increment, for this particular case: 0.5 mm. For
simplification, a constant non-dimensional velocity between points was used. Once
completed, the list of point coordinates as a function of time (t) is passed to a
custom parallel point-to-CAD function. Based on Open CASCADE, this second
function takes each point individually and finds the minimum distance from the final
geometry to create normal vectors. To avoid dynamic effects or erratic movements,
orientation gradients must be minimized by selecting an appropriate discretization
increment and using a rich representation of the geometry (untessellated). Finally, a
third function creates all the positioning and orientation of the two master tools in
multiple tables using a specific LS-DYNA card named “*DEFINE_CURVE”. This
last function has several options to control the coupling of the tool by specifying the
following relations: θ1(t), θ2(t), and ‖−→F ‖(t). Those relations were parametrized
to create additional support through position and orientation variation of Master 2
entity, creating more bending when forming the walls and maintaining flatness in
the plateaus. The slave trajectory is thus numerically coupled with the master to
ensure continuous contact and a variable support force while minimizing upstream
deflections during forming.
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Simulation

The proposed coupling strategy implies a mandatory simulation step. The position
and orientation of master tools 1 & 2, calculated in Preprocessing step, are used as
inputs for the simulation in order to predict the slave position with respect to the
imposed constraints and local sheet thickness. The first master tool and the slave
form the blank, while master 2 is only an entity required to create a joint to respect
the pre-defined force orientation. In subsequent steps not presented in this paper,
master 1 and slave tool positions and forces are exported and post-treated to control
the actual robotic forming of the part.

For the simulation, LS-DYNA version R11.0.0, double-precision, MPP,
explicit solver was run with 19 cores on a desktop computer. The blank was
meshed with 30,375 deformable fully integrated solid elements (1.25 mm
elements, two elements through the thickness). Material behaviour was
modeled with MAT24 (piecewise linear plasticity). The 10 mm master and
slave tools are modelled with rigid shell elements (about 1.25 mm) with a
dynamic and static friction coefficient of 0.1. The joint between master and
slave is set with the card “*CONSTRAINED_JOINT_TRANSLATIONAL”.
All translational and rotational degrees of freedom are defined by
“*BOUNDARY_PRESCRIBED_MOTION_RIGID” and “*BOUNDARY_
PRESCRIBED_ORIENTATION”, respectively. The slave forces were imposed
along the joint with “*LOAD_RIGID_BODY”. For the contact, several options are
available. However, none is really optimized for increment sheet forming for which
the elements in contact continuously change (most options are designed for conven-
tional stamping simulations). The option “*CONTACT_FORMING_ONE_WAY”
is more adapted for such contacts but can be noisier. After multiple trials,
“*CONTACT_AUTOMATIC_SURFACE_TO_SURFACE” was chosen because
of its numerical stability while fulfilling DSIF requirements. For the boundary
condition of the blank, all the nodes within the clamping region are fixed (all DOF).
The total computational time, using a speed scaling factor of ~1,000, was 65.5 h on
a workstation with 2 Intel Xeon CPU E5-2660 v3 2.60 GHz and 64 Go RAM. An
example of the model is depicted in Fig. 7, where the mesh size, the contact, and
tool coupling behaviour can be observed.

Fig. 7 Simulation model near completion, with coupled master (inside) and slave (outside)
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Results

To validate the geometrical accuracy, nodal positions from the final simulated state
were compared to the CAD.Note that only the upper nodes (towardsmaster toolpath)
from the solid elements are presented. Additionally, since the part is axisymmetric,
nodal coordinateswere converted to a polar coordinate system for 2D section plotting.
The final geometrical accuracy for section views normal to X and Y axes are shown
in Figs. 8 and 9, respectively. The simulation produces very accurate results, and
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Fig. 8 Final state, nodal positions, section normal to X
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Fig. 9 Final state, nodal positions, section normal to Y
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Fig. 10 Error distribution, 11 mm < polar coordinate R < 79 mm

only minor deviations can be observed for both methods. The plateaus are straight
and the wall angles are nearly perfect. Method 1 consistently produces steeper walls
for all steps, while Method 2 produces slightly different wall angles. This is directly
linked to the level of support throughout the forming: finding the right support force
evolution ‖−→F ‖(t) is critical, especially for Method 2. All sections studied showed
similar results.

To better quantify the deviations from CAD, the minimum distance between the
ideal surface and all upper nodes (within the forming range) was evaluated. As shown
in Fig. 10, the numerical deviations are small. The simulated accuracy is smaller than
±0.9 mm with Method 1 and smaller than ±0.7 mm with Method 2. This is with a
single pass, without iterative experimental correction loops. Experimental trials will
determine the final achievable accuracy.

Another way to visualize the coupling efficiency is to look at the plastic strains
(see Fig. 11). Larger deformations are, as anticipated, localized in steep wall regions.
The maximum strain for Method 1 is 1.57 and 1.70 for Method 2, both located in
the deepest wall. In the first wall, less deformation is observed in Method 2 since
the predicted angle is shallower than the theoretical one (CAD), clearly observable
in the section plots.

As seen in Fig. 7, significant thinning is observed. A multi-step forming method-
ology could help reduce thickness variation by distributing more uniformly the
deformation.
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Method 1 Method 2 

Fig. 11 Plastic strain results, methods 1 and 2 comparison

Conclusion

The aim of this modeling effort was to find a methodology suitable for DISF that
would not rely on numerous experimental trials, and ultimately reduce the lead time to
formand test newprototypes. Thiswas accomplished by using a numericalmodel that
couples the forming tools within FEA. The proposed methods reproduce the CAD
shape of the step cone with good precision. The maximum predicted geometrical
errors with Method 2 is better than ±0.7 mm, which is relatively small and could
be further improved by optimizing the force profile. Such results give confidence
that experimental implementation of the simulated toolpath will yield parts with
acceptable geometrical tolerances, even after taking into account robotic errors.

Ongoing and Future Work

The new methods will be extensively tested by varying the force amplitude and its
direction to better understand howmuch andwhere bending is beneficial. Amesh size
sensitivity analysis is also currently being performed to assess its effect on geometry,
forming forces, and strains. To validate model assumptions, SPIF experiments on a
CNCwill be carried out for forces, strains (digital image correlation), and springback
comparison.

In parallel, experimental implementation of the calculated toolpath will be
completed on NRC robotic DISF workbench (see Fig. 12). Development of robotic
calibration, compensation, and synchronisation is still being investigated to elim-
inate compliance effects and minimize toolpath deviations. If experiments are
successful, the proposed methods will be applied to more complex industrial shapes
for robustness assessment.
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Fig. 12 NRC ongoing DSIF
experimental tests, step cone
geometry
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Overcoming Major Obstacles
of Springback Compensation
by Nonlinear Optimization

Luca Hornung, Sebastian Denz, and Vojtech Cvrcek

Abstract The compensation of die surfaces to obtain parts that are dimensionally
accurate after springback involves numerous serious challenges. In this article, we
introduce a nonlinear optimization technique on mesh level that extrapolates a vector
field defined in certain nodes to the whole mesh respecting defined constraints. This
method is especially defined to preserve arc lengths as good as possible within the
extension procedure.We apply this technique to all steps required in a compensation,
the compensation of the blank against a target surface, the smoothmodification of the
tool surfaces, the treatment of undercut, and the application of fixing and symmetry
constraints. Finally, we prove the flexibility of our vector field extension with an
application to the offset problem of low-qualitymeshes. Last but not least, we discuss
practical examples simulated in the commercial code Stampack Xpress.

Introduction and State of the Art in Springback
Compensation

Springback occurs when the press opens and the elastic energy is released. This
deformation results in deviations to the formed parts, that are often out of the allowed
dimensional tolerance range. Usually, this is measured by comparing the final part
after springback with the desired nominal part. Although there are many ways to
reduce the springback effect like increasing blank holder forces, drawbead restraining
forces, or introducing further plasticity in the part by reinforcement beads, springback
cannot be fully eliminated. Thus, a common approach to get parts in dimensional
tolerance is to modify the die surfaces by the amount of springback in opposite
direction to the springback. The assumption of this approach is that the springback
remains the same within this small modification and thus, the part is in tolerance.
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In a ground-breaking work, Gan and Wagoner [2] introduced the so-called
Displacement–Adjustment (DA) method that iterates several comparisons between
target geometry and springback geometry in combination with the corresponding
adjustments in the sheet and in the tool geometry. Several improvements to this
method have been developed. Amongst others, we mention the smooth displacement
adjustment method (SDA) by Petzoldt et al. [4]. This method improves the (DA)
with an approximation method that provides continuous compensation displacement
fields and a smooth extension from the blank area to the tool area. These two prop-
erties of the method are essential for a good compensation and will also play a huge
role in our approach.

All these approaches are based on the following simple iterative idea that is visu-
alized in Fig. 1. Imagine we have the springback geometry Sj after the j-th iteration,
wemeasure the j-th displacement field Dj from target geometry to springback geom-
etry. Then, we adjust the geometry C j before springback by the vector field −D j to
get the compensated geometry C j+1 of the next, the ( j + 1)-th, iteration.

A more recent and remarking approach for springback compensation is the phys-
ical displacement adjustment method by [1]. Their method is not based onmodifying
the blank node by node, but they deform the blank with forces normal to the blank in
an additional elastic finite element simulation until they reach their desired compen-
sated shape. The major advantage of this approach is that it preserves arc lengths
and surface areas within the compensation process. They show that this enhanced
method results in an improved compensation convergence compared to the existing
commercial codes.

Major Challenges in Springback Compensation

Before we show the details of our approach, we first repeat the major challenges of
springback compensation.

(1) Have a robust sheet metal forming process.
(2) Have an excellent springback prediction result.

Fig. 1 Left distance to target after springback S j . Right compensated geometry C j+1
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(3) Compensate the blank against a given target preserving arc lengths.
(4) Mapping the compensation from the blank to the tool surfaces.
(5) Applying constraints, for example, in the blank holder area.
(6) Remove undercut in compensated sidewalls.

Obviously having a solution for the challenges (1) and (2) is critical before coming
to compensation. However, in this article, we focus on a new approach to solve chal-
lenges (3)–(6) with a vector field extensionmethod based on a nonlinear optimization
method that is described in the next section. Later on, we apply this quite general
method step by step to overcome challenges (3)–(6).

Smooth Vector Field Extension by Nonlinear Optimization

We start with a triangular surface mesh S and a vector field V given in a subset of all
nodes in the mesh. We assume that the magnitude of V is small compared to the size
of the triangulated surface. Our method extends this vector field to a smooth vector
field V ∗ defined on the whole surface S (Fig. 2).

The first step is to formulate the minimal conditions we have on our extension
field V ∗.

(1) V = V ∗ on the set of nodes where V is defined.
(2) The extended vector field V ∗ should be defined in a way that the surface with

node coordinates S + V ∗ should be as close as possible to the surface with
node coordinates S, i.e., the difference of mesh triangle sizes l and internal
mesh triangle angles α between S and S + V ∗ should be as small as possible.

(3) Additional linear equality constraints of the form AV ∗ = B or linear inequality
constraints of the form AV ∗ ≤ B for all choices of V ∗, where A is a kxnmatrix
and B is a k-dimensional vector. Here, n is the number of nodes in S and k is
the number of constraint nodes (Fig. 3).

Condition (1) describes the need to extend the vector field from a predefined
base. Condition (2) leads to a nonlinear minimization problem. We use it to define a
nonlinear functional ϑ of the form

Fig. 2 Left vector field V in few nodes (black). Right extended vector field V ∗(red)
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Fig. 3 Angles and lengths,
to be changed as little as
possible
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with a given error functionϑ1,T andϑ2,T on each triangle T in S. These error functions
depend on the displacement field V ∗ or more precisely on the triangle size changes
and triangle angle changes in each triangle of the surface when we compare the
surfaces with node coordinates S with the surface with node coordinates S + V ∗.
Condition (3) is not physically motivated. It is chosen as the maximum a state-of-
the-art optimization solver allows. We will use this flexibility in our application to
solve real-world problems. We solve this optimization problem with a constrained
trust region solver with an initial guess given by a smoothed version of V ∗ = V ,
where V is defined and V ∗ = 0 in the other nodes.

The upside of this procedure is that due toCondition (2) it provides by construction
a result displacement field V ∗ that provides a result surface S + V ∗ that is smooth
from triangle to triangle. Moreover, Condition (2) allows just minimal arc length
deviations, a fact we need in our application to come closer to the great benefit of
the physical compensation method, the length-of-line preservation, by Birkert et al.
[1] than the traditional methods.

The application shows that our method is also stable in case of non-smooth input
meshes S. However, due to convergence issues, this method is not applicable when
the basic vector field V deforms the initial surface mesh too much. Hence, this
approach is not applicable to general mesh morphing. Nevertheless, it turns out that
it is sufficient for the springback compensation challenges and for offsetting die
surface meshes by a sheet thickness. Before we show how to apply our extension
method, we show an example where the arc length preservation is well illustrated.
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Fig. 4 Left vector field V on the surface S. Right comparison of the arc lengths between S and
S + V ∗.

Example: Windshield Cover

We take a 1 m large sheet metal part; a windshield cover; as surface S and we choose
V in a simple way. V is defined in two nodes, one in the centre of the part and one
in the centre of the arc highlighted in Fig. 4. We set V = 0 in the centre of the part
and V is a deformation in −z direction by length 20 mm in the centre of the arc.
Our extension procedure yields a deformation vector field V ∗ defined on the whole
surface and we compare the arc lengths of the surface S and the surface S + V ∗.
The arc length changes in this deformation process from 218.07 mm on the initial
surface to 218.12 mm on the result surface.

Application of Vector Field Extension to Springback
Compensation

Nomatter howdifficult springback is in practical applications, itsmagnitude is always
small compared to the part size and the springback deformation is always smooth.
Thus, it turns out that even for huge springback magnitudes occurring ,for example,
in large automotive parts, the method provides excellent results. The key is to define
the constraints in an appropriate way depending on what we want to achieve. Hence,
we treat challenges (3)–(6) one by onewith a different choice of the predefined vector
field V , the area where V is defined and the constraints we impose.

Compensate the Blank Against a Target

It is well known [3] that springback can be compensated very well when the spring-
back direction is normal to sheet, whereas it has limitations when the springback
direction is more tangential to the sheet. Our approach is to choose V in the area
where the springback is perpendicular to the sheet up to a tolerance (Area A). In this
area, we set V as the inverted distance vector field from blank to target. The rest of
the nodes are unconstrained (Area B). Our optimization scheme yields an extended
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Fig. 5 Left springback perpendicular to blank in area A. Right compensation field V in area A

vector field V ∗ and we take S + V ∗ as the compensated blank surface. In simple
terms, we use the conventional displacement–adjustment method described in Fig. 1
in the areas where springback is almost perpendicular to the blank and treat the other
areas with the optimization scheme (Fig. 5).

Extend the Compensation from the Blank to the Die Surfaces

In this step, the challenge is that typically the die surfaces are larger than the blank.
Once we know how to compensate the blank, we map the compensation field from
the blank to the area on the die that is in contact with the blank. Afterwards, we call
our optimization algorithm with given displacement V in the area close to the blank
and without constraint in the rest of the die. As a result, we get a smooth extension
V ∗ of the compensation field to the whole die surface (Fig. 6).

Application of Constraints

Fixed areas, in real-world cases typically the blank holder area, can be obtained by
defining V = 0 on the area to be fixed and to set an unconstrained smoothing zone
around the fixed area as in Fig. 7. Outside the fixed area and the smoothing zone, V
is defined as in Sect. “Compensate the Blank Against a Target”. The optimization
scheme then lets the fixed area fixed and provides a smooth extension to the rest of
the part.

More sophisticated constraints, like a symmetry constraint in a certain area, can
be achieved by using Condition (3) of our optimization scheme. Here, we enforce a
symmetry in a predefined area and leave an unconstraint smoothing zone around the
area with a symmetry condition.
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Fig. 6 Grey die before compensation, V is given by blue vector field, red zone is where V is not
defined. Yellow die after compensation

Remove Undercut in Sidewalls

The linear inequality constraints are applied to remove the undercut, which is a
constraint in our optimization scheme especially designed for sidewall areas. With
this approach, we can treat areas that do not have undercut before the compensation

Fig. 7 Symmetric part fixed in the middle. Red zone is where V is not defined
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and fall into undercut during the compensation procedure. To detect areas that fall
into undercut, we take the following simple but useful criterion. We check in each
node the normal vector n at node, and we say that a node has undercut if and only if
the condition nz > 0 before compensation and nz < 0 after compensation holds true.
This description can be used to define a constraint as in condition (3) together with
an unconstraint smoothing area around the undercut zone. The optimization scheme
forbids vector fields V ∗ leading to a surface S + V ∗ with undercut. To get a smooth
result, it is necessary to give an unconstraint smoothing area around the undercut
area (Fig. 8).

Example: Springback Compensation of B-Pillar

We apply our method to compensate the springback of a B-Pillar. In this part, two
iteration loops are sufficient to match the given tolerance ±0.7mm. We see that the
distance to the target is not monotonously decreasing, but that the part that is initially
above the target is then below. However, the absolute distance values are decreasing
in a satisfactory way (Fig. 9).

Example: Flatness Tolerance in a Rear Wall Panel

The following example is a joint work with Pengfei GmbH Deutschland, a
subsidiary of China-based Pengfei Group (www.pengfei-mold.com) withmore than
2300 employees producing about 1000 tools per year for a worldwide customer base.

Fig. 8 Left vector field that avoids nz < 0, Red zone is unrestricted smoothing zone.Right Result
after undercut removal

http://www.pengfei-mold.com
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Fig. 9 Displayed is the distance to the target in each iteration loop

It is 345 mm large and 1.2 mm rear wall panel made of HX420LA. The challenge in
this part is a flatness tolerance ±0.25 mm in the outer area, which is more than ten
times smaller than the amount of springback. To compensate this springback from
a simulation point of view demands a high accuracy of the forming simulation, an
extremely precise prediction of springback and a good compensation algorithm. We
choose Stampack’s solid element technology with three elements across the thick-
ness. The iterative application of our compensation algorithm converges in a base
simulation and three correction loops to the desired accuracy (Fig. 10).

Example: Remove Undercut

The following example is an application of the undercut removal introduced in
Chapter 3.4. It is a bracket made of the AHSS high-strength steel CP1400 with
springback of 2.51mm in the base simulation. Themain difficulty is the vertical wall,
that would fall into undercut in a naive compensation (Figs. 11 and 12). However,
for production, it is mandatory to have tools without undercut and we have to apply
our undercut removal. The convergence is again not monotone, the first correction
is an overcompensation where just the absolute values are reduced. After the second
correction loop, the part is in the required tolerance of ±0.5mm and, after another
loop, we end up with a part that is after springback just 0.18mm away from the target.

Fig. 10 Displayed is the distance to target each compensation loop
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Fig. 11 Displayed is the distance to target each compensation loop

Fig. 12 Left: blank without
undercut removal. Right:
blank with undercut removal

Application of Vector Field Extension to Offsetting
to Low-Quality Meshes

Another application of our extrapolation technique is the offset of low-quality trian-
gular surface meshes by a small length. In applications, the offset length is typically
the thickness of the sheet. Basically, offsetting a surface means to move each node
in normal direction by the offset length L . Especially, when working with non-
smooth tessellations, we face a huge problem. These meshes contain triangles with
side lengths less than 0.002 mm, whereas we need an offset of 1–2 mm. A simple
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offset in normal direction would result in huge element distortions in these triangles
(Figs. 13 and 14).

We approach this difficulty by covering the whole surface with patches. In each
patch, we choose one nodewith a well-defined normal. Next, we set V = normal∗L
in these nodes. Then, we extend V to a smooth vector field V ∗ in the whole surface
and obtain the offset surface S + V ∗.

It turns out that the limitation of our approach is the offset of sharp edges andmore
severely, the offset of a radius R by L > R in contractive direction. In these cases,

Fig. 13 Low-quality mesh

Fig. 14 V Defined in one
node per patch
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Fig. 15 Green: Offset by offset-length R/2. Orange: Offset by offset-length R with sharp edge

our approach fails due to triangle distortions in the offset surface. The borderline
case L = R gives in theory a sharp edge (see Fig. 15). In practical examples, we
see that our approach is only stable when we have L < 0.9 ∗ R. However, in typical
sheet metal applications of automotive panels, this limitation is not that severe, since
in these parts, we typically have radii much larger than the sheet thickness.

Conclusion and Future Work

We introduced a new approach to springback compensation. In the classical methods
like the displacement–adjustment method, it was necessary to define for every node
the appropriate compensation vector. In contrast, our method defines the compensa-
tion vectors just in those areas where springback is normal to the sheet and lets the
optimization scheme finalize the job. We highlighted that this optimization method
has the flexibility to extend the compensation from the blank to the larger die, to
constrain defined areas and to remove undercuts in vertical walls. Finally, we apply
the optimization scheme to the offset problem of non-smooth meshes. The limitation
of our method is that a surface mesh cannot be deformed too much compared to
the topology of the initial mesh. However, both springback compensation and offset
of about 1–2 mm in automotive sheet metal parts do not require a general mesh
morphing.

Themethodwe propose is implemented in the commercial code StampackXpress.
Still open is a detailed comparison between our approach and the other commercial
and non-commercial methods to distinguish the strength and weaknesses of each
method. However, we are confident that our springback compensation by nonlinear
optimization opens a new way of thinking about springback compensation.
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Sheet Metal Forming Simulation System
Strongly Coupled with Die Tool
Deformation

Masahi Arai and Naoki Ichijo

Abstract Deformation of die tools caused byhigh pressing force has been concerned
in a practical sheet metal forming process. The deformations introduce changes in the
contact condition between the die faces and the work-piece, affecting product quality
such as formability, springback, and surface deflection. To research these issues, we
have developed a system that performs stamping simulation considering the tool
deformation. Whereas increases in time for modeling and calculation are typical
problems with computing structural behavior of the tools, both can be drastically
reduced in this system by a model reduction technique, in which fine die face mesh
is coupled to coarse solid mesh. Additionally, this system provides a feature to create
simple structure shapes, then simulations canbeperformedwithout practical complex
shapes. We present some examples of applying this system to automotive parts. The
results demonstrate that the consideration of the tool deformation affects the draw-in
of work-piece and improves springback prediction, and the developed system can
suppress the increase in lead time of the simulation.

Keywords Sheet metal forming · Tool deformation · Elastic die · Springback ·
High tensile strength steel

Introduction

Deformation of die tools caused by high pressing force has been concerned in a
practical sheet metal forming process. The deformations introduce changes in the
contact condition between the die faces and the work-piece, affecting product quality
such as formability, springback, and surface deflection. Moreover, the use of high
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tensile strength steel has been increasing in recent years. This means that forming
conditionhas becomemore severe and the tool deformation is of evengreater concern.

To address such a concern, restraining the deformation by rigidifying the tools
would be ideal, but difficult to achieve. This is because practical die manufacturing
involves various requirements such asmanufacturing cost, energy-saving, and facility
restrictions. Therefore, weight and stiffness of the tools are limited and the die design
requires to handle the tool deformation.

FE simulation could be effective to study this issue. Sheet metal forming simula-
tion has been already widely used in the die design process. However, the tools
are generally assumed to be rigid in the simulation. Thus, simulation methods
considering the tool deformation have been desired to be established.

Conventional Methods to Consider Tool Deformation

Several numerical methods have been proposed to consider the elastic behavior of
die tools.

The most typical method is to model the tool structure with elastic solid elements
and calculate deformations of work-piece and tools simultaneously [1–6]. In this
method, the structure models can capture realistic behavior because the shape of the
tools sequentially updating. This leads to higher prediction capability.However, a fine
solidmesh is required to achieve faithful geometry of the die face, andmeshing of the
structure models requires advanced skill and large operation time. Furthermore, an
increase in the number of solid elements results in a significantly large computational
time.

A method that considers the tool deformation only at a specific moment is also
widely used [7]. It can be called the weak coupling method. This method consists
of three steps. First, a normal forming simulation is performed with rigid tools.
Second, obtained contact force distribution of the die faces at a specific moment is
mapped to solid structure models. Then a static simulation is performed to calculate
the deformation of the structures. Third, the shapes of the rigid die faces are updated
with the displacement of the static structural simulation, and the forming simulation
is performed again. In this method, the accuracy is improved efficiently by limiting
the deformation state to a moment when the contact force increases, such as at the
bottom dead center. If a mapping system is used, there is no need to match the mesh
patterns between the die face and the structure. This reduces the difficulty of solid
meshing. However, the calculation time contains still an issue because the forming
simulation must run twice.

As an advanced version of the weak coupling method, Vrolijk et al. proposed a
method in which the forming simulation and the structural analysis are performed
in parallel [8]. In this method, the contact force distribution calculated in forming
analysis using the dynamic explicit scheme is mapped to the structural analysis
model every few cycles. The tool deformation is calculated in implicit solver, and
the die face shape is updated according to the displacement of structural analysis.
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This method can capture the tool behavior more accurately than the offline weak
coupling above, updating the die face shape multiple times. However, if the update
cycle is shortened, an increase in time for the coupling processing is concerned,
because the coupling is achieved through the mapping. Additionally, some care must
be taken for the boundary conditions in the implicit analysis.

Haufe et al. proposed a method using modal analysis and static condensation [9].
In this method, behavior of the tool structure is represented by the superposition
of linear modes, and the degree of freedom inside the structure is reduced by static
condensation to save computational time. However, thismethod involves some issues
in practical use: Eigenmode analyses of the structure models must be conducted in
advance. The behavior of tool structure depends on the number of modes to be
considered. The calculation time increases when the number of the modes increases.

Issues in Die Design and Manufacturing Process

Shifting the focus from the numerical methods to a die design process exposes other
big issues in considering the tool deformation. The design validation by stamping
simulation is usually conducted in parallel with the die face design. However, the
structural design of the die tools is usually started after the die face design has been
almost completed. That is, during the phase in which the simulations run frequently,
the tool deformation cannot be considered because the structural data is not available.
Moreover, at the time the data is available, the design study is coming to an end, and
the simulation must be performed in a very short time. To overcome these issues in
the design process, several improvements are required: faster calculation time, a way
to assemble the tool structure models quickly, and a way to prepare structure models
even in the early stages of the die design.

As described above, there still remain some challenges in conducting the stamping
simulation considering the tool deformation. This study aims to solve these chal-
lenges. In this paper, we propose a method to consider the tool deformation while
saving time and try to put that method to practical use. Additionally, we have devel-
oped a system that can assemble die structure models in stamping analysis quickly
and create simple structure shapes based on the die faces. This system has been
implemented in JSTAMP, an integrated forming simulation system, and applied to
automotive parts to verify the benefits.
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Model Reduction Technique by Coupling Coarse Solid
and Fine Shell

Here,we propose a numericalmethod to consider tool deformationwhile saving time.
In our method, the deformations of work-piece and tools are calculated simultane-
ously, as in the conventional typical method. Although the conventional method is
extremely time-consuming, amodel reduction technique can solve this issue. Figure 1
shows the schematic view of this technique. In this technique, the FE mesh of the
structure used for calculating its deformation is modeled with elastic solid elements,
and the FE mesh of the die face used for calculating the contact with the work-
piece is modeled with shell elements having no rigidity. Both are coupled so that the
deformation of the die face follows the deformation of the structure model. Specif-
ically, the relative coordinates of the nodes on shell elements are constrained to the
corresponding solid element surface using a kind of contact condition. Although
the concept of this technique was introduced by Haufe et al., it is mentioned that
“great care” must be taken in the setting of contact conditions to combine different
meshes as intended [9], and applying this technique to practical models has been
difficult. Thus, we have developed a system that can apply this technique robustly
and succeeded in putting it to practical use.

The greatest advantage of thismethod is that differentmesh patterns can be applied
to the die face and the structure. It is easy to assume that themodel resolution required
for structural analysis of tools is different from that for the contact calculation with
work-piece. In the structural analysis, it is expected to capture the global deformation
of the tools. Fine meshes are thus unnecessary, and the solid element size can be
increased accordingly. This can remarkably reduce the number of solid elements and
the difficulty of meshing. In contrast, the die faces with fine shell elements ensure the
accuracy of the contact calculation with the work-piece. Additionally, the setup is
quite simple because there is no need to process mapping, which is used in the weak
coupling, and the entire model is calculated using the dynamic explicit scheme.

Tool Structure
(Coarse Solid)

Die Face 
(Fine Shell)

Constraint

Distance between a node on shells 
and a solid surface is constant.

Fig. 1 Schematic view of the model reduction technique
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Feature for Assembling Structure Models

To conduct a simulation considering tool deformation in a short time, the struc-
ture models must be assembled quickly in addition to reducing the calculation time.
The developed system thus provides a feature to assemble the structures based on
a rigid tool model. Usually, the setup of the contact surfaces between the die tools
is the most time-consuming in assembling the structures. Specifying the contact
areas of the structures is effective to stabilize and speed up the contact calculation,
but it takes a lot of time to extract the contact surfaces from the FE meshes. Addi-
tionally, converting boundary conditions such as load and constraint from rigid tool
model to deformable toolmodel is cumbersome andmistakable. The system provides
commands to perform these tasks easily and reliably. Figure 2 shows an example of
contact surfaces of the structures extracted using this system. These commands can
reduce the time for pre-processing markedly.

Feature for Generating Simplified Shape of the Tool
Structure

Next,we introduce a feature to create a simplified shape of the tool structure.With this
feature, a volume can be created by simple geometric processing such as extrusion
based on the die face. Figure 3b shows an example of the simplified shape created.
Although creating details such as cast hole and ribs is unsupported currently, the
system provides commands to create a volume after changing the outer shape of the

Fig. 2 Contact surfaces
between die tools
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(a) Die face model (b) Simplified shape structure (c) Detailed shape structure

Fig. 3 Example of die tool structure model

die face and to specify the positions of the cushion pins, the guide slides, and the
distance blocks. This allows the boundary conditions to be set according to the actual
conditions. We think that even such a model can sufficiently capture the tendency
of the overall behavior of the structure despite a rough approach. This system thus
enables simulation considering the tool deformation even before designing the die
structure.

Feasibility Study of the Proposed Method

Now, we report the feasibility of the proposed method with a drawing process of
a fender panel shown in Fig. 3. Several simulations are performed and compared
here. Table 1 shows the test cases. Case 0 is a standard rigid tool model, Case

Table 1 Test cases of feasibility study

ID Tool Modeling

Meshing Shape Remarks

Case 0 – – Rigid tool

Case 1 Fine mesh Detailed shape Conventional typical method

Case 2 Coarse mesh Detailed shape Proposed method

Case 3 Coarse mesh Simplified shape Proposed method
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1 is a deformable tool model using the conventional typical method, Case 2 is a
deformable tool model using the proposed method with the detailed shape, and Case
3 is a deformable tool model using the proposed method with the simplified shape.
Figure 4 shows the mesh pattern of Case 3 as a sample of the coupling technique.

First, some information related to the solid models and the pre-process is shown.
Figure 5a shows the operation time for the solid meshing. The meshes were

generated in the following procedures using a general-purpose mesh generator: the
surface mesh of the structure was first generated, and then tetra elements were gener-
ated inside. The fine mesh–detailed shape model used in Case 1 took 5.3 h for the
meshing. The coarse mesh–detailed shape model used in Case 2 took only 0.5 h,
which was about 1/10 of Case 1. Case 3 is excluded because the mesh generation is
included in the pre-process.

Figure 5b shows the number of solid elements. Case 2 andCase 3, in which Coarse
meshes are used, have only 1/13 and 1/16 as much elements as Case 1, indicating a
drastic decrease in solid processing.

Figure 6 shows the operation time for assembling the deformable tool models
based on the rigid toolmodel (Case 0). InCase 1, a general-purpose pre-processorwas

+

(a) Die tool structure: coarse solid (b) Die face: fine shell (c) Coupled Model

Fig. 4 Coupling of coarse solid and fine shell

(a) Operation time for solid meshing (b Number of solid elements

Fig. 5 Property of solid structure model
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Fig. 6 Operation time for assembling tool models

used, and operations such as extracting contact surfaces between tools and converting
boundary conditions are included. This represents the standard way to assemble a
conventional typical model. Case 2 took much less time than Case 1, because the
most of operations were automated by using the developed system. The system was
also applied to Case 3. Although the operation to create the simplified shapes is
included, the time is greatly saved.

Subsequently, simulation results are introduced.
Figure 7 shows the calculation time of each case. Case 1 took 6.8 times longer

than Case 0, exhibiting it was very time-consuming. Case 2 took 1.6 times longer
and Case 3 took 1.4 times longer than case 0, indicating its time efficiency.

Figure 8 shows the draw-in at the edges of work-piece. Maximum difference of
about 10 mm is observed between the cases in which the deformation is considered
and the case in which the deformation is not considered. Moreover, the lines of Cases
1, 2, and 3, in which the deformation is considered, are almost overlapped, indicating
that the results are almost the same.

In summary, this investigation demonstrates the following: The proposed coupling
technique can be applied to the practical model and calculated in a reasonable time.
The developed system allows quick setup of the deformable tool model. Consid-
eration of the tool deformation affects the draw-in of the work-piece. The mesh
resolution and the shape roughness of the structure have little effect on the draw-in.



Sheet Metal Forming Simulation System Strongly Coupled … 971

1.86

12.65

2.92 2.67

0
2
4
6
8

10
12
14

Case 0 Case 1 Case 2 Case 3

Fine
Detailed

Coarse
Detailed

Coarse
Simplified

Rigid Tool Deformable Tool

H
ou

rs

Fig. 7 Calculation time (MPP 32 cores)

Application to an Actual Automotive Part

Next, an example of applying this system to an actual automotive part is shown. Here,
the effects of tool deformation and shape roughness on springback predictions have
been investigated by comparing simulation results with a tryout result. A bending
process of the front floor center panel shown in Fig. 9 was employed. The material of
work-piece is 590 MPa high-tensile strength steel with 1.1 mm thickness. Figure 10
shows the configuration of the die tools. The upper tools are composed of a pad, a
bending die, and a die holder. The lower tools are composed of a punch and a punch
holder.

Table 2 shows test cases. Case 0 is a rigid tool model. Case 1 is a deformable tool
model with coarse mesh and detailed shape. Case 2 is a deformable tool model with
coarse mesh and simplified shape.

Figure 11 shows the springback evaluation of the simulation results. Shape devi-
ation between the tryout panel and the simulation results after springback was

1 2
3

4

13

12

11

5

6

7 
8

9 
10 

Measurement point

Fig. 8 Draw-in at the edges of work-piece
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Fig. 9 Front floor center panel

Pressure Pad

Punch

Punch Holder

Die Holder

Bending Die

Fig. 10 Die tool configuration

Table 2 Test cases of springback evaluation

ID Tool modeling

Meshing Shape Remarks

Case 0 – – Rigid tool

Case 1 Coarse mesh Detailed shape Proposed method

Case 2 Coarse mesh Simplified shape Proposed method
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Fig. 11 Shape deviation between the tryout panel and the simulation results after springback

measured and classified into several ranges. The percentage of the area occupied
by each range is illustrated. It can be seen that the accuracy of springback prediction
is largely improved by considering the tool deformation, and the simplified shape
model has almost the same accuracy as the detailed shape model.

Conclusion

In this study, we have proposed the method to perform stamping simulations in
consideration of the tool deformation while suppressing the increase of the lead
time and have succeeded in practical use. Moreover, we have developed the system
for assembling the structure models quickly and for generating simplified structure
shapes. This system has been implemented in JSTAMP and applied to automotive
parts to verify the proposed method. Our results show the following: The proposed
method can be applied to the practical model and calculated in a reasonable time.
The developed system allows quick setup of the deformable tool model. The consid-
eration of the tool deformation affects the draw-in of the work-piece and improves
the springback prediction although the mesh resolution and the shape roughness of
the structure have little effect.
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Notably, the deformation behavior of the actual die tools during stamping has
not been sufficiently analyzed yet because of the difficulty of measurement. That
is why the simulation can contribute a lot to examining the tool behavior, and we
believe that the developed system can help it. We will keep making efforts to clarify
the mechanism by which the deformation of the tool affects the panel quality and to
realize rational structure design.
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