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Foreword

Human-computer interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, as well as having more impact on people’s everyday life, as an
ever-growing number of human activities are progressively moving from the physical to
the digital world. This process, which has been ongoing for some time now, has been
dramatically accelerated by the COVID-19 pandemic. The HCI International (HCII)
conference series, held yearly, aims to respond to the compelling need to advance the
exchange of knowledge and research and development efforts on the human aspects of
design and use of computing systems.

The 24th International Conference on Human-Computer Interaction, HCI
International 2022 (HCII 2022), was planned to be held at the Gothia Towers Hotel
and Swedish Exhibition & Congress Centre, Goteborg, Sweden, during June 26 to
July 1, 2022. Due to the COVID-19 pandemic and with everyone’s health and safety in
mind, HCII 2022 was organized and run as a virtual conference. It incorporated the 21
thematic areas and affiliated conferences listed on the following page.

A total of 5583 individuals from academia, research institutes, industry, and
governmental agencies from 88 countries submitted contributions, and 1276 papers
and 275 posters were included in the proceedings to appear just before the start of
the conference. The contributions thoroughly cover the entire field of human-computer
interaction, addressing major advances in knowledge and effective use of computers in
a variety of application areas. These papers provide academics, researchers, engineers,
scientists, practitioners, and students with state-of-the-art information on the most recent
advances in HCI. The volumes constituting the set of proceedings to appear before the
start of the conference are listed in the following pages.

The HCI International (HCII) conference also offers the option of ‘Late Breaking
Work” which applies both for papers and posters, and the corresponding volume(s) of
the proceedings will appear after the conference. Full papers will be included in the
‘HCII 2022 - Late Breaking Papers’ volumes of the proceedings to be published in
the Springer LNCS series, while ‘Poster Extended Abstracts’ will be included as short
research papers in the ‘HCII 2022 - Late Breaking Posters’ volumes to be published in
the Springer CCIS series.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution and
support towards the highest scientific quality and overall success of the HCI
International 2022 conference; they have helped in so many ways, including session
organization, paper reviewing (single-blind review process, with a minimum of two
reviews per submission) and, more generally, acting as goodwill ambassadors for the
HCII conference.



vi Foreword

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my
appreciation to Abbas Moallem, Communications Chair and Editor of HCI International
News.

June 2022 Constantine Stephanidis
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Preface

The 19th International Conference on Engineering Psychology and Cognitive
Ergonomics (EPCE 2022) is an affiliated conference of the HCI International
Conference. The first EPCE conference was held in Stratford-upon-Avon, UK in 1996,
and since 2001, EPCE has been an integral part of the HCI International conference
series. Over the last 25 years, over 1,000 papers have been presented in this conference,
which attracts a world-wide audience of scientists and human factors practitioners. The
engineering psychology submissions describe advances in applied cognitive psychology
that underpin the theory, measurement and methodologies behind the development
of human-machine systems. Cognitive ergonomics describes advances in the design
and development of user interfaces. Originally, these disciplines were driven by the
requirements of high-risk, high-performance industries where safety was paramount,
however the importance of good human factors is now understood by everyone for not
only increasing safety, but also enhancing performance, productivity and revenues.

One volume of the HCII 2022 proceedings is dedicated to this year’s edition of
the EPCE Conference and focuses on topics related to the human-centered design of
equipment and human performance in the working environment. Application areas
encompass human-robot interaction, wearable devices and web-interfaces. The working
environment can be particularly demanding. Modern technology has resulted in new
manifestations of stress at work. This is addressed in a number of papers covering its
identification, measurement and mitigation. The aerospace environment is particularly
demanding of the performance required of both equipment and its users. The last two
years during the global pandemic have placed additional stresses on staff. These issues
are covered in several papers in the final section of the proceedings, along with descrip-
tions of various non-intrusive physiological measures for assessing cognitive load and
performance and the evaluation of new flight deck interfaces.

Papers of this volume are included for publication after a minimum of two single—
blind reviews from the members of the EPCE Program Board or, in some cases, from
members of the Program Boards of other affiliated conferences. We would like to thank
all of them for their invaluable contribution, support and efforts.

June 2022 Don Harris
Wen-Chin Li
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Effects of Filled Pauses on Memory
Recall in Human-Robot Interaction
in Mandarin Chinese

Xinyi Chen'@®, Andreas Liesenfeld?®, Shiyue Li'®, and Yao Yao!(®)

! The Hong Kong Polytechnic University, Hung Hom, Hong Kong
xysimba.chen@connect.polyu.hk, {shiyuel.li,y.yao}@polyu.edu.hk
2 Radboud University, Nijmegen, Netherlands
andreas.liesenfeld@ru.nl

Abstract. In recent years, voice-Al systems have seen significant
improvements in intelligibility and naturalness, but the human expe-
rience when talking to a machine is still remarkably different from the
experience of talking to a fellow human. In this paper, we explore one
dimension of such differences, i.e., the occurrence of disfluency in machine
speech and how it may impact human listeners’ processing and memory
of linguistic information. We conducted a human-machine conversation
task in Mandarin Chinese using a humanoid social robot (Furhat), with
different types of machine speech (pre-recorded natural speech vs. syn-
thesized speech, fluent vs. disfluent). During the task, the human inter-
locutor was tested in terms of how well they remembered the information
presented by the robot. The results showed that disfluent speech (sur-
rounded by “um”/“uh”) did not benefit memory retention both in pre-
recorded speech and in synthesized speech. We discuss the implications
of current findings and possible directions of future work.

Keywords: Human-robot interaction - Humanoid robot -+ Spoken
disfluency

1 Introduction

With the development of smart phones and smart home devices, voice user inter-
face (VUI), such as Alexa, Google Assistant and Siri, has been increasingly
widely used in people’s daily life. People speak with these devices mostly for
tasks such as playing music, searching without typing, and controlling smart
home devices [1]. However, human users may encounter problems communicat-
ing with such devices even in such relatively simple interactions [2]. One side of
the problem is that natural human speech comes with many subtle features that
aid action formation and scaffold successful communication, such as response
tokens, interjections, and other short, time-sensitive cues [3]. Many automatic
speech recognition (ASR) systems are still blind to such liminal signs, which may
cause problems computing speaker intention and rendering the voice assistant

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
D. Harris and W.-C. Li (Eds.): HCII 2022, LNAI 13307, pp. 3-17, 2022.
https://doi.org/10.1007/978-3-031-06086-1_1
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unable to provide appropriate responses. Thus, efforts have been devoted to draw
attention to more features of human speech, tackling questions such as detecting
disfluency in speech [4] and tuning the voice assistant system accordingly [5,6].
Another side lies in how these devices sound. One common complaint is the way
they speak is “robotic”, and that this unnaturalness affects communicative suc-
cess. An increasing amount of research [7,8] looks into design strategies to make
VUI voices more feature-rich and adaptive to interactional cues. For example,
there have been multiple attempts to enable voice-Al systems to better mimic
disfluency, hesitation, and timing of natural talk [9-14].

Device related considerations aside, whether humans will exhibit the same
behavior in human-robot interaction as they interact with a human companion is
still in question. One approach is to aim for a humanoid social robot design that
strives to mimic HHI (human-human interaction) based on models of ostensi-
ble communicative behavior, assuming that robots with human-like appearance
and behavior might eventually be perceived as human-like conversational part-
ners [15]. Furthermore, in terms of speech, there are studies showing that humans
tend to adjust their speech rate [16] and exhibit phonetic alignment [17] towards
voice Al Nevertheless, [18] found that when working on a picture naming task
with a robot partner, human talkers did not show the partner-elicited inhibitory
effects reported for the same task when speakers were paired with a human
partner.

Speech and voice effects in human-robot interaction have been widely investi-
gated. For example, [19] has manipulated a female-like humanoid robot’s speech
in three aspects, voice pitch, humor, and empathy. They found that the voice
pitch significantly affected the perceived attractiveness of the robot. Humour and
empathy also positively affected how the users perceived the interaction. [20]
compared three voices, human voice, humanoid voice, and synthesized voice.
Human participants gave human voices higher scores on appeal, credibility, and
human likeness except for eeriness. Moreover, more similarity to human voice in
synthesized voice was rated as more likable.

We mainly look at the voice aspects in this study, specifically, we ask the ques-
tion of how people would behave when they hear robot speech with filled pauses.
Disfluency is an important feature of human conversation. Inter alia, human
conversationalists can use disfluency to mark upcoming utterances for various
communicative purposes. For instance, there are studies showing that disfluency
can benefit listener comprehension [21-24], and improve memory recall [23,25].
Among the different disfluency types, filled pause, also called “filler”, is a fre-
quently investigated type and also has been found [26,27] to facilitate memory
recall, but [28] has failed to replicate this effect in their online experiments. In
the current study, we attempt to replicate the memory recall experiment with
human-computer conversations. We hypothesize that the same memory advan-
tage associated with disfluency would be observed when a robot conversational
partner produces disfluent speech. Since the existing text-to-speech (TTS) sys-
tems may not be able to produce natural-sounding disfluent speech, we included
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both pre-recorded speech produced by a human reader and the synthesized
speech generated by a TTS system.

2 Methodology

We used a humanoid robot Furhat [29], a talking head that can display realistic
facial features both static and in motion (i.e., lip movements, blinking, and
facial expressions such as smiling or frowning) through an internal projector.
Using a built-in camera, Furhat can track human speakers in its surroundings
and turn itself toward the interlocutor during speech. [30] has discussed the
advantage of physical robots in interaction with people compared with virtual
agents in multiparty and dyadic settings, with more timely turn-taking. Another
study [31] investigated how different kinds of counterparts influence people’s
decisions based on trust. It was found that, with the same speaking material,
compared with a light-emitting audio computer box, a realistic humanoid robot
inspired more trust in human participants when the artificial agent was perceived
very similar to a human being.

We mainly looked at the memory retention performance of human partici-
pants in a human-robot dialogue in Mandarin Chinese. During the interaction,
Furhat told three short stories and asked the human listener questions about
the details. For the experiment, a 2 (Furhat voice: pre-recorded natural voice vs.
synthetic voice) x 2 (Presence of disfluency: fluent vs. disfluent) between-subject
design was used.

Natural speech was recorded by a female Mandarin speaker in her 20s (i.e.,
the reader), while synthesized speech was generated using the Amazon Polly
TTS system with the Zhiyu Chinese female voice. Disfluent speech was featured
by the insertion of fillers “um” and “uh” at utterance-initial positions every two
or three sentences. There is no added surrounding silence, consistent with the
findings in [32] of fillers’ environment in Mandarin Chinese. Each participant
was randomly assigned to one of the four conditions. Mean memory accuracies
were compared across conditions. In the space below, we report more details of
the experimental methods.

Table 1. Story duration (seconds) by experiment condition

Experiment condition Story 1| Story 2| Story 3

Pre-recorded speech | Fluent 79 79 121
Disfluent | 82 81 124

Synthesized speech | Fluent 91 84 123
Disfluent | 93 89 126
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2.1 Participants

All the participants are native Mandarin speakers from Mainland China recruited
from a local university in Hong Kong. The study was approved by the ethics
committee of the Hong Kong Polytechnic University, and all participants gave
written consent prior to the experiment. None of the participants studied lin-
guistics, psychology, or computer science; in general, the participants had little
or no experience interacting with a humanoid robot, although some had used
their smart phone voice assistants or interacted with a robot “waiter” bringing
takeout, but not experienced users of social robots. In this paper, we report the
results with 71 participants (28M, 43F; 18-36 y.o., mean = 23.93, sd = 4.40), 18
each for the two fluent conditions and 19 each for the two disfluent conditions.

2.2 Materials

The critical materials of this experiment are three stories for the memory test: a
short story about the Little Prince (Story 1), a fantasy story constructed by the
authors (Story 2), and a short story from Alice in the Wonderland (Story 3) that
was translated from one of the stories used in [26]. Each story had a few hundred
Chinese characters (Story 1: 293; Story 2: 324; Story 3: 499). The story duration
by experiment condition is in Table 1. In the disfluent version, “um”/“uh” was
inserted at utterance-initial positions every two or three sentences with equal
chance between the two markers. Both Story 1 and Story 2 were followed by
two multiple-choice questions (each with four choices) regarding some factual
detail presented in the story (e.g., “What is the nationality of the author of Lit-
tle Prince? American, British, German, or French?”). Sentences that contained
answers to the questions all appeared with an utterance initial “um”/“uh” in
the disfluent version of the story. After hearing Story 3, the participant would
be asked to retell the story with as much detail as they could remember. Six
(out of 14) plot points in Story 3 occurred with an utterance initial “um” /“uh”
in the disfluent version (crucial), while the remaining 8 plot points did not vary
between the fluent and disfluent versions (control).

The natural speech stimuli were recorded in a soundproof booth, using an
AKG Cb520 head-mounted microphone connected to a UR22MKII interface.
Before the recording, the reader listened to a sample of the synthesized speech so
that she could match in speech rate and style in her own production. To create
natural disfluent stimuli, we elicited naturally produced tokens of “um” and “uh”
by asking the reader to retell the stories from memory, and then inserted the
clearest disfluency tokens to the designated locations in the fluent productions.

The TTS system was overall successful in generating fluent synthesized
speech, but the synthesis of disfluent speech proved to be challenging. This is
not surprising, given the well-known difficulty in modeling of naturally produced
disfluencies in TTS systems. When conventional spellings of disfluency mark-
ers (“um” /“uh” /<& /Wi /“EE? /“BE” ) were inserted into the Chinese text, the
resulting synthesized speech was so unnatural that intelligibility was greatly
compromised. We ended up using two third tone characters “E” (for “um”) and
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“E % (for “uh”) for most fillers which gave the best synthesis results among all
the characters with similar pronunciations. And two first tone characters “/&”
and “I1” each once in the second story, because in these two places, the two
third tone characters sounded too loud and abrupt. Disfluency tokens are usu-
ally lengthened in speech, so we adjusted the speech rate at word level for these
disfluency tokens separately, we were able to keep consistency in the story level.
The duration of the pre-recorded filler and synthesized fillers are presented in

order in Table 2.

Table 2. Filler duration (milliseconds) in order in each story

Pre-recorded | Synthesized
Storyl_um_1 | 800 460
Storyl_um_2 | 460 430
Storyl_uh_1 | 730 500
Storyl_uh_2 | 570 500
Storyl_uh_3 | 640 450
Storyl_um_3 | 640 550
Story2_uh_1 | 740 400
Story2_um_1 | 730 430
Story2_uh_2 | 480 450
Story2_um_2 | 490 300
Story2_um_3 | 460 430
Story2_uh_3 | 640 510
Story3_um_1 | 730 340
Story3_uh_1 | 750 350
Story3_uh_2 | 640 440
Story3_um_2 | 510 360
Story3_uh_3 | 640 370
Story3_um_3 | 620 340

2.3 Procedure

The human-computer dialogue task occurred in a soundproof booth, with Furhat
(410 mm (H) x 270 mm (W) x 240 mm (D)) placed on a table against the wall and
the participant seated in a chair about 85cm away, facing Furhat and roughly
at the same eye level. The session was recorded by two video cameras, placed on
nearby tables and directed at Furhat and the participant, respectively. The par-
ticipant’s verbal responses were also recorded by Furhat’s built-in microphone.
After the participant sat down, upon detecting the presence of the participant,
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Furhat would “wake up” from the sleep state and initiate the dialogue routine.
The routine consisted of five sections, all led by Furhat: (1) greeting and self-
introduction (e.g., “My name is Furhat. We will play a game today.”), (2) small
talk (e.g., “Have you spoken to a robot before?”), (3) practice multiple-choice
questions (e.g., “Which one of the following is a Chinese musical instrument?”),
(4) story telling and memory test (e.g., “Next, I will tell you a story and then ask
you some questions.”); (5) ending (e.g., “Thank you. The task has completed.
You can leave the room now.”).

A complete session lasted about 15min. The critical section for analysis is
(4), which contains all three stories. The preceding sections (i.e., (1)—(3)) serve
to familiarize the participant with the interaction with Furhat. Throughout the
conversation, Furhat’s speech was accompanied by constant lip movements and
occasional facial expressions (e.g., smiling, eyebrow movements). For compre-
hension, Furhat used the Google Cloud speech-to-text system; when recognition
failed, we designed subroutines for Furhat to ask for maximally two repetitions
from the participant for each response. Based on the participant’s responses to
multiple-choice questions in sections (3) and (4), Furhat would keep track of and
report the participant’s cumulative points after each answer.

After the dialogue task completed, the participant would leave the booth and
complete a poststudy interview with a human researcher, where the participant
would evaluate their experience of interacting with Furhat and provide ratings
of naturalness and friendliness for Furhat’s speech.

3 Results

3.1 Memory and Recall Accuracy

We had 74 participants in total, 1 was excluded because of lower than chance
level performance, 2 was excluded because they have a linguistic background.
We analyzed the accuracy of the remaining 71 participants’ verbal responses
in the memory recall test. For the multiple-choice questions after Stories 1 and
2, a correct answer gets 1 point and a wrong answer gets 0. If the participant
answered wrong first and then changed to the correct answer, they would get
a half point. For Story 3, we followed the grading rubrics in [26], the partici-
pant gets 1 point for the correctly remembered plot and 0 otherwise. The total
points were divided by the number of questions (or plot points) to derive accu-
racy scores in the range of 0-100%. We built generalized mixed effects models
(using the lmed package [33]) to examine the effects of disfluency (fluent vs.
disfluent) and type of speech(pre-recorded vs. synthesised) and their interaction
on response accuracy, with by-participant and by-question/plot random effects.
Naturalness and friendliness ratings are modeled separately in ordinal logistic
regression models (using the MASS package [34]) with similar structure as the
accuracy models. Figure 1 and Fig. 2 plots the mean accuracy scores by experi-
mental conditions.

As shown in Fig. 1, overall, participants’ response accuracy for the multiple-
choice questions in stories 1 and 2 (mean accuracy = 73.37%, baseline = 25%)
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is much higher than the retelling in story 3 (mean accuracy = 48.31%) in Fig. 2.
In addition, when we look at the accuracy result in crucial and control groups
in Fig.3 we observe similar patterns across stories: (1) when Furhat produces
synthesized speech, disfluent speech seems to elicit lower accuracy rates; (2)
in the retelling task of story 3, the general accuracy rate is higher in crucial
conditions than in control conditions. Neither of these patterns reached statistical
significance (ps > 0.05).

Control | | Crucial
70

STYLE

Fluent

Disfluent

Story 3 Accuracy rate(%)

Pre-recorded Synthesized Pre-recorded Synthesized

VOICE

Fig. 3. Mean accuracy scores (%) of retelling story task by group in story 3

Comparing Memory and Recall Accuracy Across Tasks. Comparing the
accuracy result between fluent and disfluent conditions in Fig.1 and in Fig. 2,
we see that the trend in the pre-recorded voice condition of story three is oppo-
site than the three other scenarios where the accuracy rates are generally lower
in disfluent conditions. Not only we did not see an evident gap between flu-
ent and disfluent conditions, in this case, we see a very slight advantage in the
disfluent condition (about 0.8%). This reverse trend made us wonder how dif-
ferent it is between story three and the two previous stories. We carried out an
additional analysis adding a third explanatory variable story besides voice (pre-
recorded natural voice vs. synthetic voice) and the presence of disfluency. We
again employed a generalized mixed effects model [33] to examine the three inde-
pendent variables and their interaction on response accuracy, with by-participant
and by-question/plot random effects. random effect. No statistically significant
(p < 0.05) main effect or interaction effect was observed, but at the 0.1 signif-
icance level, there is a main effect of story three (8 = —1.19,p = 0.0977), the
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accuracy was lower in story three and higher in stories one and two, and an
interaction of synthesized voice and story three: in fluent speech, the difference
between synthesized voice and pre-recorded voice is lower for story three than
for stories one and two (f = —0.84,p = 0.0902). We also employed a linear
mixed effects model [33] to examine the three independent variables and their
interaction on response accuracy, with by-participant as the random effect. We
obtained a significant main effect of story three (ps < 0.001), but no statistically
significant interaction effects were observed.

3.2 Post-study Interview Results

Figures4 and 5 shows the naturalness and friendliness scores obtained from the
post-study interviews. The naturalness rating did not differ much across con-
ditions except for the lowest rating for disfluent synthesized speech, suggesting
that the participants were indeed sensitive to the unnaturalness of synthesized
disfluent speech. Meanwhile, for friendliness rating, fluent pre-recorded speech
tends to be more preferred over disfluent pre-recorded speech. In contrast, the
opposite trend seems present for synthesized speech, suggesting a possible com-
pensation for the phonetic awkwardness of disfluent synthesized speech, although
neither trend reaches statistical significance.
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Fig. 4. Mean naturalness scores by experimental condition.
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Fig. 5. Mean friendliness scores by experimental condition.

4 Discussion

This study aims to investigate whether disfluency in machine speech may influ-
ence human listeners’ memory retention of linguistic information. Looking at
Fig. 1 and Fig. 2, what stands out in these two figures is the general pattern of
better accuracy in the fluent speech condition than in the disfluent speech condi-
tion. However, this advantage of fluent speech over disfluent speech seems to be
subdued in the retelling task (story 3) with pre-recorded natural speech. Recall
that the existing literature shows mixed findings regarding the disfluency advan-
tage in memory and recall. While some studies (e.g., [26]) found better memory
performance when exposed to disfluent speech, others found null effects. Our
results contribute further data to the complexity of the (dis)fluency effects on
memory retention. To account for the observed results, we propose that there
are two competing forces: on one hand, disfluency in speech may lead to height-
ened attention from the listener and therefore boost recall performance (i.e., the
disfluency advantage); on the other hand, disfluencies may also cause disrup-
tions in speech comprehension and thus hinder the processing and memorizing
of the information (i.e., the disfluency disadvantage). Both forces co-exist in any
speech comprehension task, but their relative strengths may differ as a function
of speech naturalness (especially regarding the disfluency tokens), nature of the
memory task (and task difficulty), and other factors. In a given task, if the dis-
fluency advantage overwhelms the disfluency disadvantage, we should observe
overall better memory performance with disfluent speech; on the contrary, if the
disfluency disadvantage overwhelms the disfluency advantage, we should observe
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overall worse performance with disfluent speech; if the disfluency advantage and
disadvantage are similar in strength, we would observe a null effect of disfluency
on memory performance.

If we compare the current study with that of [26], the experimental design
of [26] is most similar to the condition of story retelling task (story 3) with pre-
recorded fluent/disfluent speech in the current study. Importantly, it is also in
this condition where we observed the least amount of overall disfluency disadvan-
tage (or the highest level of disfluency advantage). In the rest of this section, we
discuss possible reasons why other experimental conditions show a lesser degree
of disfluency advantage in comparison.

4.1 Task Differences

Two memory tasks were used in the current study. In the first two stories (stories
1 and 2), the participants answered the multiple-choice questions, whereas for
story 3, the participants were asked to retell the whole story. The two tasks
differ significantly in terms of the nature of the task and the level of difficulty.
Answering multiple-choice questions mainly requires recognition memory [35],
as the listener chooses the choice that best matches the information extracted
from memory as the most plausible answer to the question. In a retelling task,
however, the listener needs to not only extract information from memory but also
bind the information together, which often requires information reorganization
and is thus a more challenging memory task.

In the current study, the participants achieved significantly higher accuracy
in the multiple-choice task (stories 1 and 2) than in the retelling task (story 3).
This is in line with the task differences discussed above. Furthermore, we also
observed a more evident trend of disfluency disadvantage (i.e., higher accuracy
with fluent speech than with disfluent speech) in the easier, multiple-choice task
than in the retelling task. This indicates that when the task is easier, the dis-
fluency disadvantage overpowers any potential disfluency advantage related to
heightened attention, probably because an easier task does not require a high
level of attention after all.

4.2 Synthesized Filled Pauses

In the more difficult story retelling task of this study, where memory perfor-
mance may be more sensitive to attention levels and thus more likely to show
a disfluency advantage, we still observed a trend of overall disfluency disadvan-
tage with synthesized speech, but with pre-recorded natural speech, this trend
seems to have disappeared, suggesting that the disfluency advantage is strong
enough to cancel out the disfluency disadvantage. We argue that the discrep-
ancy between the results from synthesized speech and those from pre-recorded
natural speech is mainly due to the perceptual unnaturalness of the synthesized
disfluency tokens (filled pauses) in the former condition.

Compared with the naturally produced filled pauses, the synthesized ones
used in the current study are different in several acoustic dimensions. Most



14 X. Chen et al.

importantly, the synthesizer we used did not have a separate module for synthe-
sizing disfluency tokens, so we had to generate filled pauses by synthesizing real
words that are phonetically similar. Previous studies have shown that naturally
produced filled pauses should be longer than phonetically similar real words. In
the current study, the pre-recorded natural filled pauses are clearly longer than
the synthesized ones (see Table 2), and the filled pauses used in previous studies
like [26] and [36] were even longer (e.g., the “um” tokens used in these studies
were longer than 1000 ms). In addition to duration, the vowels in the synthesized
filled pauses of the current study may also pose naturalness concerns. In natu-
rally produced speech, the vowels in “um” and “uh” are not exactly the same as
[a] or schwa in real words; [11] demonstrates that it is preferable to use a distinct
phone (i.e., one that is different from the sounds of real words) when synthesizing
filled pauses. Given both the shorter duration and the less-than-natural sound-
ing vowels, it is not surprising that synthesized disfluent speech received the
lowest naturalness ratings from the participants of the current study, compared
with pre-recorded fluent and disfluent speech and synthesized fluent speech (see
Fig. 4).

Given the low naturalness of the synthesized filled pauses, the disadvantage
associated with disfluency may be exacerbated, as listeners experience greater
disruptions and confusion in speech comprehension and information processing,
which in turn leads to memory difficulties. In some sense, the comprehension of
unnatural disfluent speech may be comparable to the comprehension of heavily
accented speech. As found in [37], when the acoustic signals substantially deviate
from listeners’ expectations for the upcoming message, cognitive resources will
be strained, and verbal working memory and cognitive control will be impaired.

Finally, the literature has also shown that in naturally produced spontaneous
speech, the distribution of disfluencies is often related to planning difficulties
and the accessibility of the upcoming linguistic units. Correspondingly, listeners
may use the presence of disfluencies to predict the content of the upcoming
message (e.g., [22]). In the current study, disfluency tokens are inserted roughly
equidistantly in the stories, without considering the accessibility of the following
noun or verb. We suggest that this design may also cause some disruption in
speech comprehension for both pre-recorded and synthesized speech, and hence
undermine the potential benefit of disfluency on memory retention.

4.3 Naturalness vs. Friendliness

In the post-study interview results, we observe a discrepancy between the natu-
ralness ratings and the friendliness ratings. Specifically, the synthesized disfluent
condition sees the lowest ratings in naturalness but the highest ratings in friend-
liness, compared with all the other three conditions. It is not yet clear to us why
a less natural sounding robot would sound more friendly to the user. Is it because
human interlocutors feel less intimidated by a disfluent and less natural sound-
ing robot partner? We hope to explore a wider spectrum of user evaluations of
robot speech (e.g., [12]) and human-computer interactions in the future.
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5 Conclusion

In this study, we investigated the influence of disfluency in robot speech on Man-
darin listeners’ memory retention. We used a human-computer dialogue task,
with a humanoid robot Furhat implemented with two types of robot voice (pre-
recorded natural speech and synthesized speech). For the memory test, human
listeners were asked to either answer multiple-choice questions or retell the story
they have just heard. Our results showed that in three out of the four experi-
mental conditions (multiple-choice with pre-recorded voice, multiple-choice with
synthesized voice, story retelling with synthesized voice), there is a trend for
lower memory accuracy with disfluent speech, evidencing a disfluency disadvan-
tage. Only in one condition, i.e., story telling with pre-recorded voice, did we see
an overall null effect of disfluency, suggesting that the disfluency advantage was
cancelled out by the potential benefit of disfluency.

Although we did not find a clear effect of disfluency advantage, as showed
in [26], our results do suggest that the effect would be more likely observed
using natural-sounding disfluent speech and a challenging memory task like story
retelling (which is also what [26] used).

Our results with disfluent synthesized speech join the existing literature on
the processing of robot speech disfluency (e.g., [38,39]) in showing that disfluent
synthesized speech is harder for human listeners to process than fluent synthe-
sized speech is, probably due to low naturalness.

In future research, we hope to continue to explore the effects of disfluency in
robot speech on human listeners’ speech comprehension.
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Interactions through displays, such as online presentations and parties, are
becoming increasingly popular. In the future, it may be common to interact
with others using large displays that show whole bodies (Fig. 1). These potential
future online interactions will offer opportunities to gauge other people’s char-
acteristics through display images. In formal, real-world scenarios, it is essential
to make a favorable impression on others, and this is likely to remain important
in the online space. In this paper, we consider how observers alter their behavior
when perceiving unfamiliar subjects’ characteristics through display images in
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Abstract. We investigated how the observer’s gaze locations tempo-
rally shift over the body parts of a subject in an image when the observer
is tasked to evaluate the subject’s characteristics. We also investigated
how the temporal changes of the gaze locations vary when different char-
acteristic words are contained in the tasks. Previous analytical studies
did not consider time-series gaze locations, although they did determine
that the initial location that the observer’s gaze fixates on is the sub-
ject’s face. In our analysis, we assigned characteristic evaluation tasks
to observers and measured their gaze locations temporally while they
viewed human images. We computed the distance from the observer’s
gaze location to the subject’s body part at each time point and eval-
uated the temporal difference of the distances between the tasks. We
found that the observer’s gaze fixated on the face initially and shifted to
the upper and lower body parts. We determined a common pattern of
time-series signals of gaze locations among many participants and indi-
vidual patterns among a few participants. Furthermore, we found that
the temporal changes of the gaze locations became similar or dissimilar
according to the characteristic words contained in the tasks.
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G,

Online presentation Online party

Fig. 1. Future interactions on large displays, in which people use their whole bodies.
We consider that people hold online presentations and parties when far away from each
other. Observers have more opportunities to perceive subjects’ characteristics through
images on large displays. In these opportunities, conveying the characteristic that the
observers feel favorable is essential, as well as the interaction in real space.

In real-space interactions, observers obtain a large amount of information
through vision when they evaluate the characteristics of other people [2,10,11,
13]. These visual functions play an important role when evaluating subjects’
characteristics on display images. In this study, we consider gaze behavior as a
visual function. Specifically, we consider the case in which observers direct their
gaze to a subject’s face, upper body, lower body, and other body parts.

In analytical studies [7,14] in cognitive science, researchers investigated the
initial gaze locations of observers performing characteristic evaluation tasks.
These researchers reported that the gaze first fixates on subjects’ faces in images.
Based on this observation, we can assume that the face is an important cue in
evaluating subjects’ characteristics. However, in these analytical studies, the
researchers did not investigate how gaze locations temporally shift over other
body parts after the observer first looks at a face.

In this study, we investigated how the gaze locations of observers, who are
tasked to evaluate characteristics, temporally shift over body parts after the
observer first looks at a face. We also investigated whether the temporal changes
of the gaze locations varied when the characteristic word included in the task
changed. To achieve this, we displayed a stimulus image containing a subject on
the display screen. We measured the time series of gaze locations of an observer
looking at the stimulus image. We assigned observers the task of evaluating a
characteristic word and asked them whether they considered the word to match
the stimulus image. We calculated the distance from the body part of the subject
in the image to the gaze location measured from the observer and evaluated the
time-series signals of the distances. The experimental results demonstrated that
the observer’s gaze fixated on the face initially, and moved away from the face
and variously to the upper and lower body parts as time passed. We found a
common pattern of time-series signals of gaze locations among many participants
and individual patterns among a small number of participants. We also found
that some of the characteristic words included in the tasks had similar time-
series signals to the gaze locations, whereas others did not have those of the
gaze locations.
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Fig. 2. We assumed that the gaze location of the observer shifted over the body parts
of the subject in the image as time passed when the observer was tasked to evaluate
characteristic words W4 and Wp.

2 Analysis of Temporal Changes of the Gaze Locations

2.1 Hypotheses

We formulated hypotheses to analyze the time-series signals of the gaze locations
measured in the task of evaluating characteristics of human images as follows:

H1: When the participants are tasked to evaluate the characteristics of subjects,
the participants’ gaze locations temporally shift from the faces of the subjects
to other body parts.

H2: When the characteristic words included in the task change, the time-series
signals of the gaze locations described in Hypothesis H1 change.

In this study, we define the gaze location as the point where the gaze direction
vector intersects the stimulus image on the display screen at a certain time.

First, we present a specific example (Fig.2(a)) of what is expected for H1.
We consider the case in which a task containing characteristic word W4, such
as gentle or intellectual, is assigned to a participant. We consider that the gaze
first fixates on the subject’s face, as described in [1,7-9,12,14,15]. Then the
gaze location shifts from the face to other body parts, such as the chest, as time
passes. When we assign a task with another characteristic word Wp, we consider
the gaze locations to shift differently over time, as shown in Fig.2(b). Second,
we present a specific example of what is expected for H2. When we compare the
time-series signals of the gaze locations between Figs. 2(a) and (b), we consider
that the gaze location at each time point differs because of the difference in the
characteristic words included in the tasks. To confirm these two hypotheses, we
design an experimental method for measuring and analyzing gaze locations. We
describe the details below.
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2.2 Task

We explain the characteristic words contained in the task. We use characteristic
words that often apply to formal scenarios in which many people share social
conventions. Specifically, we target characteristic words used in formal scenarios,
such as presentations and parties. Note that formal scenarios make people likely
to hope to make a positive impression on another person; hence, we exclude
words that express negative characteristics.

We had a free discussion to select the characteristic words that fit formal
scenarios. As a result, we chose the following six characteristic words used in our
analysis:

Gentle

— Ambitious
— Unique

— Rich

— Intellectual
Stylish

In our analysis, we assign observers the task of evaluating the characteristic
words used in the formal scenario to measure the observers’ gaze locations. The
tasks are as follows:

T1: Do you feel the subject is gentle?

T5: Do you feel the subject is ambitious?
T3: Do you feel the subject is unique?

T4: Do you feel the subject is rich?

Ts: Do you feel the subject is intellectual?
Ts: Do you feel the subject is stylish?

We asked the participants to complete each task by answering yes or no in
our analysis.

2.3 Stimulus Images

We describe the details of the stimulus images observed by the participants.
For each participant, we used 100 stimulus images containing subjects. Figure 3
shows a sample of the stimulus images used in our analysis. We only used images
containing standing subjects, which are often encountered in formal scenarios,
such as poster presentation areas and standing party receptions. The hands and
feet were not aligned between the subjects. We assumed that the subject’s body
area was visible from head to toe and that the subject’s face was close to the
front. We excluded sitting and supine postures. We used only one subject per
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Fig. 3. Sample of stimulus images used in our analysis.

stimulus image. We set the ratio of female to male subjects to 1:1, with 50 males
and 50 females. We chose the subject’s clothing to be appropriate for formal
scenarios such as presentations and parties. We set the subject’s facial expression
to either smiling or neutral. We assumed that there was no background object in
the stimulus image that was more prominent than the subject. We also assumed
that there were no other objects in front of the subject. We resized the image
to 972 pixels in height. We maintained the aspect ratio of the original image.
The average size of the image width was 447.2+ 82.5 pixels. We collected images
from the photo website’.

! https://www.photo-ac.com/.
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Fig. 4. Experimental settings for gaze measurement.

2.4 Settings

Twenty-four participants (12 males and 12 females, with an average age of 22.0+
1.2 years old, Japanese students) participated in the study. We fully explained
the disadvantages of gaze measurement to the participants and obtained their
consent on a form. The participants and the subjects in the stimulus images were
not directly acquainted with each other. During gaze measurement, we required
the participants to complete all tasks (T1,...,Ts). The procedure followed by
the participants performing tasks is described in Sect. 2.5.

In this section, we describe the settings for our analysis. The participant was
seated on a chair at a distance of 65 cm horizontally from the display screen. The
height of the chair was 44 cm from the floor. The eye height of the participant was
between 110 and 120 cm from the floor. We used the settings shown in Fig. 4
to measure the gaze locations of the participants. We displayed the stimulus
image on the 24-in. display screen (AOC G2460PF, resolution 1920 x 1080 pixels,
refresh rate 59.94 Hz) to measure the gaze locations. Figure 5 shows examples of
the stimulus images on the display screen. We displayed the stimulus images at
random locations on the screen to avoid center bias [3,4]. We used Gazepoint
GP3 HD as the gaze measurement device. The sampling rate of this device was
150 Hz. In practice, the interval of the measurement time of the gaze location
varied. Thus, we resampled at 60 Hz to make the interval equal using bilinear
interpolation.
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9

Fig. 5. Examples of stimulus images displayed on the screen.

As a preliminary experiment, we evaluated the gaze measurement error using
these settings. We showed reference images containing six reference points with
known locations to seven people on the screen. The average error from the ref-
erence points to the gaze locations was 71.4 £ 32.0 pixels.

2.5 Gaze Measurement Procedure

We used the following procedure to measure the gaze locations of the participants
in our analysis.

P;: We randomly selected one participant for gaze measurement.

P,: We randomly set the order of tasks (T1,...,Ts) to be assigned to the par-
ticipant.

P3: We explained the task given to the participant, and the measurement pro-
cedure.

P,: We displayed a gray image on the screen for one second.

P5: We randomly selected one stimulus image from all the stimulus images,
without overlap.

Ps: We displayed the selected stimulus image on the screen for six seconds and
recorded the time-series gaze locations of the participant.

P7: We displayed a black image on the screen for three seconds.

Ps: We asked the participant to provide an answer for completing the task
explained in Pj.

Py: We repeated the procedure from P, to Pz until we used all the stimulus
images.

Pig: We repeated the procedure from Ps to Py until all tasks were completed
according to the task order set in Ps.

Py1: We repeated the procedure from P; to Pjg until all participants had com-
pleted the tasks.

2.6 Body Parts Used in Our Analysis

The subjects in the stimulus images used in our analysis were in standing pos-
tures, as described in Sect.2.3. The subjects’ hands and feet were freely posi-
tioned. When the subjects in the images were in various standing postures, the
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Fig. 6. (a) Body parts used for our analysis. (b) Examples of the body parts detected
from the stimulus images.

positions of the body parts differed between the stimulus images. Thus, we can-
not directly compare the measured gaze locations between the stimulus images.
We considered detecting body parts from the stimulus images and calculated the
relative distances between the body parts and the gaze locations. We explain how
we calculated the distance in Sect. 2.7.

In this section, we explain body parts b € {by,--- ,b12} in Fig.6(a) used in
our analysis. We used 12 body parts: the nose in the center of the head region,
the right and left shoulders in the torso region, the waist, two right and two left
joints in the arms, and two right and two left joints in the feet. To detect the
body parts of the subjects in the stimulus images, we used OpenPose [5]. Note
that we excluded body parts with close distances between joints, such as palm
joints and toe joints, and used only body parts with far distances between joints.
Figure 6(b) shows examples of body parts detected in the stimulus images.

2.7 Calculation of the Temporal Changes of the Gaze Locations

In our analysis, we used the distance from the measured gaze location to the body
part. We describe the method used to calculate the distance below. Suppose gaze
location x(t,i,T, X') measured at time ¢ when participant i observes stimulus
image X when task T' € {T},--- ,Tg} is given. Distance d(t,b,i, T, X') from gaze
location x(t,,T,X) to location p(b, X') of body part b of the subject in the
stimulus image is expressed as
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Task T: | feel . "V

impression W,. | . L]

f [ Left shoulder b
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Fig. 7. Calculating distance d(t, bs, 4, T, X) of time ¢ between gaze location x(t,i, T, X)
and left shoulder location p(bs, X).

. D ,
A(t, 0,1, T, ) = Soll@(t,i, T, X) = p(b, &)l (1)

We use the L2 norm as the distance metric. Let Dy be the distance from the
midpoint of the left and right shoulders to the waist point on each stimulus image,
and let Dy be the average value of Dy computed from all the stimulus images.
In our analysis, Dy was 250.0 pixels. As an example, the case of measuring
distance d(¢,bs, i, T, X) for left shoulder b3 is shown in Fig. 7.

Next, using the set S containing all the stimulus images, we calculate the
average distance for body part b at time ¢ as

1
d(t7baZ7T) = Y Z d(tvbaivTa X)’ (2)
xes

where X is the number of stimulus images. In our analysis, we measured the gaze
location at 60 Hz for 6 s; hence, the total number of gaze locations sampled in
the procedure Py of Sect. 2.5 was 360. We had to pay attention to eye blinking,
which often resulted in times when the gaze location was not measured. In this
case, we did not include times that corresponded to blinking when we calculated
the distance.

Finally, we refer to the time-series signal for which the values of distance
d(t,b,i,T) at each time point ¢ were aligned in the time direction as the temporal
change of the gaze locations.

3 Experimental Results

3.1 Analysis of the Average Temporal Changes of the Gaze
Locations

We investigated hypothesis H1 described in Sect. 2.1 by computing the average
temporal changes of the gaze location using distance d(¢,b) of time ¢ between
the measured gaze and each body part b as follows:
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Fig. 8. Average temporal changes of the gaze location for each body part b. Average
distance d(t,b) at each time point ¢ was computed from the results for all tasks and
participants.

ZZdtsz (3)

TET €L

where d(t,b,4,T) is the distance in Eq. (2), T is the set of tasks {T1,--- , T}, I
is the number of participants, and Z is the set containing all participants.

Before evaluating distance d(t, b), we checked distance d(t,b,i,T) calculated
from the symmetrical body parts. Differences in the distance were minimal
between the right and left shoulders, between the right and left elbows, between
the right and left wrists, between the right and left knees, and between the right
and left toes. Thus, we averaged the distances between the left and right body
parts for symmetrical cases. In our analysis, to calculate the distance, we used
the following body parts: shoulder Bs 3, elbow By 5, wrist Bg 7, knee By 19, and
toes 311712.

Figure 8 shows the average temporal changes of the gaze location using dis-
tance d(t,b) for each body part b. The vertical axis represents the magnitude of
the value of d(t,b). If this magnitude is small, the gaze location is close to the
body part location on average. The horizontal axis represents time ¢ when the
gaze location was measured.

Between ¢t = 0 s and 0.3 s, there was a period when the average distance was
almost unchanged. We consider that the participants’ brains worked to respond
in some way to the stimulus image in this period. After t = 0.3 s, the average
distance for the nose b; continually became smaller, reaching a minimum distance
at 0.6 s. We consider that the participants shifted their gaze to the subject shown
at a random position on the display screen and started to observe the subject’s
face. This result shows the same tendency as the results in previous analytical
studies [7,14]. After ¢ = 0.6 s, the average distance for the nose b; tended to
increase toward 3.1 s, and this increase gradually became smaller. By contrast,
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the average distance for the toes b11,12 tended to decrease, and this decrease
gradually became smaller. We did not determine any particular body part for
which the average distance was extremely small in this period. Between t = 3.1's
and 6 s, the average distance for the nose b; gradually decreased, and conversely,
the average distance for the toes b11,12 gradually increased.

We summarize the results of our analysis of hypothesis H1. The participants
not only looked at the face at all times but also observed other body parts
in addition to the face after first looking at it. However, we cannot say that
the body part where the gaze fixated was common among the participants or
stimulus images. We confirmed that the gaze locations variously shifted to upper
and lower body parts over time.

3.2 Temporal Changes of the Gaze Locations of Each Participant

We evaluated the temporal changes of the gaze locations of each participant. We
computed distance d(t, b, ) of participant i as

d(t,b,i) = é > d(t,b,i,T), (4)

TeT

where d(t,b,4,T) is the distance in Eq. (2) for each task T and 7 is the set
of tasks {71, -+ ,Ts}. We used seven body parts b as follows: nose, shoulders,
elbows, wrists, waist, knees, and toes.

We applied hierarchical clustering to visualize the temporal change patterns
of the gaze location. First, we computed distance d(t,b, ) using Eq. (4) at body
part b for time ¢ for each participant ¢ by averaging the distances for all stimulus
images and all tasks. Next, we generated a matrix with d(¢,b,i) elements for
each participant. The size of the matrix was 360 x 7. Each matrix corresponded
to a specific participant. We used the Frobenius norm as the distance metric
between matrices. We set the number of clusters to four.

We applied hierarchical clustering to the temporal changes of the gaze loca-
tions of 24 participants and found that 17 belonged to cluster 1, 3 to cluster
2, 2 to cluster 3, and 2 to cluster 4. Figure 9 shows the representative temporal
change of the gaze location for one participant in each cluster. The vertical axis
represents the magnitude of d(t,b,7). A small value indicates that the gaze loca-
tion was close to the location of body part b. In the figure, we show the temporal
changes of gaze location for one of the participants of the pair with the smallest
norm in each cluster. Figure 9(a) shows the temporal change of the gaze location
in cluster 1, which included most participants. In this cluster, participants not
only looked at the face at all times but also observed other body parts after first
looking at the face. The remaining clusters are shown in Figs. 9(b)—(d). Although
the number of participants that belonged to the cluster was small, each cluster
demonstrated an individual pattern of temporal change of gaze location. In clus-
ter 2, the participants’ gaze first gathered at the nose and continued to stay near
the face. In clusters 3 and 4, the participants shifted their gaze more to the lower
part of the body, such as the feet, compared with the results in cluster 1. From
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Fig. 9. Temporal changes of gaze locations d(t, b, 7) for representative participant i. We
performed hierarchical clustering using all participants.

these results, we believe that there was a common pattern of temporal change of
gaze location among many participants and individual patterns among a small
number of participants.

3.3 Comparison of the Temporal Changes of the Gaze Locations
Between Characteristic Words

We investigated hypothesis H2 described in Sect. 2.1 by visualizing the differences
in the temporal change of the gaze locations between tasks containing different
characteristic words. In this analysis, we focused on the body part of the nose
b1. We computed distance d(t, by, T) for each task T' € {T1,...,Ts} as

1
d(t, b1, T) = 3 > d(t,b1,i,T), (5)
i€l

where d(t, by,4,T) is the distance in Eq. (2), I is the number of participants, and
7 is the set containing all participants. Figure 10 shows the time-series signals of
distance d(t, b1, T). Between t = 0's and 0.6 s, the distances were almost common
among all tasks. Between 0.6 s and 6 s, the distances increased and decreased
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Fig. 10. Visualization of the temporal changes of the gaze locations d(t, b1, T) for each
task T € {T1,...,Ts} of each characteristic word. We computed these temporal changes
for the body part of the nose b;.

Table 1. We computed the distance matrix between the task vectors using the temporal
changes of the gaze locations d(t, b1, T). T1: Gentle, T>: Ambitious, T3: Unique, T4: Rich,
Ts: Intellectual, Ts: Stylish.

T Ty T3 Ty Ts Ts
T 10 254.5 |1040.2 | 1548.1 | 512.9 |1562.6
T51254.5 |0 823.2 |1325.5|302.6 |1348.8
T511040.2|823.2 |0 536.5 |547.7 |537.3
Ty |1548.1]1325.5|536.5 |0 1049.8 | 218.8
T51512.9 [302.6 |547.7 [1049.8|0 1070.4
T | 1562.6 | 1348.8 | 537.3 | 218.8 |1070.4 |0

over time for all tasks. Additionally, there were differences in the timing of the
increase and decrease among the tasks. The experimental results demonstrated
that the tendency was similar in all tasks; that is, the gaze locations approached
the nose first and then left. We found that the timing of the gaze shift after the
participant looked at the nose differed between tasks.

We further investigated the differences in the temporal changes of the gaze
locations. We generated a task vector for each task’s d(t, by, T) values, arranged
in ascending order at time t. We calculated the distance matrix between the
task vectors using the L2 norm. Table 1 shows the distance matrix between the
task vectors. We applied the metric multidimensional scaling (MDS) [6] to the
distance matrix and placed the task vectors on a two-dimensional plane, as
shown in Fig.11. The distance between gentle T; and ambitious T was small,
which indicates that the temporal changes of the gaze locations were similar to
each other. Similarly, the distance between rich T, and stylish Tg was small,
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Fig. 11. Results of placing each temporal change of the gaze location for each charac-
teristic word on a two-dimensional plane. We calculated metric MDS using the distance
matrix of the task vector.

which indicates that the temporal changes of the gaze locations were similar to
each other. T and T, were placed further away from T, and Ty, which indicates
that the temporal changes of the gaze locations were not similar. In particular,
the distance between T7 and Ty was the largest. For the unique T3, there was
nothing placed particularly close to it. The intellectual 75 was placed close to
Ts. From the results of our analysis into hypothesis H2, we found that there
were words with similar and dissimilar temporal changes of the gaze locations
among the characteristic words included in the tasks. This suggests that changes
in characteristic words probably cause differences in the temporal changes of the
gaze locations.

4 Conclusions

We investigated how observers temporally view the body parts of subjects in
images when they are assigned a task to evaluate characteristics. We also inves-
tigated whether the temporal changes of the gaze locations differed when the
characteristic words in the task changed. We calculated the distance from the
body part of the subject in the image to the measured gaze location. We com-
pared the time-series signals of the calculated distance. From the experimental
results, we confirmed that the observer’s gaze initially fixated on the face, then
moved away from the face and variously shifted to the upper and lower body
parts as time passed. We also confirmed a common pattern of temporal change of
gaze locations among many participants and individual patterns among a small
number of participants. Furthermore, we determined characteristic words with
similar and dissimilar temporal changes of the gaze locations.

In future work, we will analyze the temporal changes of the gaze locations
measured using various characteristic words. We will also expand our analysis to
various subjects’ appearances, such as age, body shape, and race, in the stimulus
images.
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Abstract. The efficiency and convenience of gesture shortcuts have an impor-
tant influence on user experience. However, it is unknown how the number of
permitted swiping angles and their allowable range affect users’ performance and
experience. In the present study, young and old users executed swiping in multiple
directions on smartphones. Results showed that multiple allowable angles resulted
in slower swiping speed and poorer user experience than the single allowable
angle condition. However, as the number of allowable angles increased, only old
users showed a significant decrease in swiping accuracy. Vertical-up and upper-
right swiping were faster than swiping in the horizontal directions. Furthermore,
narrower operable range of swiping only reduced swiping accuracy in the tilted
direction. Though old users performed worse on swiping than younger users, their
subjective ratings were more positive than younger users’. Suggestions on how to
design swiping gestures on the human-mobile interface were discussed.

Keywords: Gesture shortcuts - Swipe gestures - Swipe angle - Age difference -
User experience

1 Introduction

Touchscreen mobile phones have become an essential tool for people’s daily life because
of their powerful functions associated with communication, consumption and entertain-
ment. It has been shown that in 2020 the average smartphone user had 40 applications
installed on their phone [1]. Using touchscreen gestures is the most common way for
users to interact with their phones. Among the commonly used touchscreen gestures
(e.g., tapping, swiping, rotating, zooming), the swiping gestures is the most frequently
used. For example, by swiping up from the bottom edge of the screen, users can return to
the phone’s home screen while using an app. Moreover, swiping inward from either the
left or right edge of the screen has been used as a shortcut for going back to the previous
screen at any point.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
D. Harris and W.-C. Li (Eds.): HCII 2022, LNAI 13307, pp. 33-48, 2022.
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Phone designers may hope to provide as many shortcut gestures or swipe gestures
as possible to execute important commands quickly. One possible approach to achieve
this goal is to divide the operating area into sections by angles and associate different
swiping directions with different commands. However, two crucial issues arise for this
approach.

Firstly, it is problematic for users to differentiate between those gestures on a typical
mobile phone with a limited screen size. Studies in which users operated on tablets and
pads with relatively larger touching space revealed that swipes in the vertical direction
were associated with slower swiping speed and worse subjective ratings of gestures
compared to horizontal swipes [2, 3]. Nevertheless, a study on smartphones showed
a different result. Warr and colleagues compared users’ performance and subjective
evaluation of vertical and horizontal swipes and found that the vertical swipes were on
average faster and less frustrating [4]. These studies imply that the allowable operating
space and direction of swipes do play a role that affects swiping performance.

Secondly, differentiating between multiple operations in one interface will lead to
increased cognitive load and a higher probability of misoperation. It is well known that
users always prefer simple gestures with reduced cognitive loads and quick shortcuts
which can easily access the target interface [7-10]. Evidence that high cognitive load
decreases performance also comes from studies on age differences [5, 6]. For example,
Nathalie and colleagues found that the elderly showed significantly longer time and they
needed additional assistance when performing tasks (e.g., change font size, set timer) on
a smartwatch by gestures [5]. By examining the operating performance of two types of
touchscreen gestures (e.g., double-tapping, dragging) to switch off an alarm, researchers
also found that the task completion time increased with age [6].

Therefore, the primary purpose of the present study is to explore how the number of
permitted swiping/sliding angles and the allowable scope for swiping would influence
task performance and user experience. We also studied the effect of different swiping
angles and age-related differences on the swiping task performance.

2 Materials and Method

2.1 Users

Twenty young phone users (9 males; mean age = 24.25 years, SD = 2.34, age ranged
between 21-29 years) and 20 old users (10 males; mean age = 65.15 years, SD = 3.45,
age ranged between 6075 years) who had normal or corrected-to-normal vision took
part in the experiment for a cash reward. They were all right-handed and both groups
had similar experiences in using touchscreen mobile phones. All users signed informed
consent form before the experiment and received cash rewards after the experiment.

The study was approved by the institutional review board of the Institute of Psy-
chology, Chinese Academy of Sciences. All procedures were performed by relevant
guidelines and regulations.

There were three experimental levels: a gesture allowing only one swiping angle with
the range of 45° (level of 1-45 thereafter), a gesture allowing only one swiping angle
with the range of 90° (level of 1-90 thereafter), and a gesture allowing five different
swiping angles and each had a range of 45° (level of 5-45 thereafter). The number
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of angles (1-45 vs. 5-45) and the allowable swiping range (1-45 vs. 1-90) were both
within-subjects variables.

There were a total of 5 specific swiping directions (as shown in the Fig. 1a): swiping
vertically up, swiping to the upper left corner (upper left), swiping to the upper right
corner from the bottom edge of the screen (upper right), and horizontal swiping left
(horizontal left) and right (horizontal right).

The primary dependent variables were reaction time, response accuracy, and swiping
speed. Fatigue, emotional experience, and general evaluation (e.g., perceived usability)
of gestures were recorded serving as key dependent variables.

2.2 Apparatus and Materials

Users were instructed to perform the swiping task and rate their fatigue and emo-
tional experience on a HUAWEI nova 8 SE mobile phone with a 6.53-in. screen and
Android 10.0. A gesture evaluation survey was completed on the laptops with a 14-
in. screen for evaluating the usability of gestures. Each statement was measured on a
7-point Likert scale ranging from 1 (strongly disagree) to 7 (strongly agree). In addi-
tion, users were asked to answer three general questions indicating the likelihood to use
each gesture in the real-word interaction, the possibility to recommend every gesture
to other users and whether they were satisfied with the gesture, “0” means “absolutely
impossible to reuse/recommend and very dissatisfied”, and “10” means “very likely to
reuse/recommend and very satisfied”.

A standard Visual Analogue Scale (VAS) was used to assess current fatigue, rang-
ing from O (relaxed, not tired) to 10 (very tired). Users were also instructed to rate the
statement along the dimensions of valence and arousal; ratings for positive emotion
were scored from 0 (very unpleased/uncomfortable) to 10 (very happy/comfortable)
and negative emotion was scored from 0 (very not discouraged/fidget) to 10 (very dis-
couraged/fidget). Ratings for arousal were scored from one (very calm) to 10 (very
aroused).

2.3 Procedure

Users learned the gestures of different angles and ranges via videos to familiarize them-
selves with how to perform each gesture in the experiment. Users were allowed to
practice the gestures until they understood the task instructions and all gestures. After
the practice, baseline fatigue, emotional valence, and arousal were measured before the
task began.

There were two critical experiment blocks, which were further divided into 10 sub-
blocks. Each subblock consisted of conditions that allowed either 1 or 5 different swiping
angles, showing in random order. Swiping ranges were manipulated between two blocks.
Users were instructed about the number of angles and angle range allowed in the upcom-
ing task. As soon as the message “Start to swipe” appeared in the center of the screen,
the user had to perform the gesture as quickly and accurately as possible. All users held
the mobile phone with their left hand while using the right thumb finger to finish the
swiping task. Users received right or wrong feedback for their responses. The same trial
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would be repeated if the response was wrong. After a second interval, the next trial
began. Breaks were allowed between subblocks (Fig. 2).
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Fig. 1. (a) Five swipe angles in the experiment. (b) An example of the condition of 1-45 in the
experiment. In this examplar, users were instructed to execute a vertical-up swipe from the bottom
edge of the screen. Vertical swipes were only allowed within the yellow sector. It is defined as a
correct swipe if the swiping track of the subject is always within the yellow area (b1); otherwise,
it is a wrong swipe. (b2) The yellow area was not presented in the formal stage of the experiment.
(Color figure online)
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Fig. 2. Timeline of a trial in the formal stage of the experiment. In this examplar, users were
instructed to execute a vertical-up swipe from the bottom edge of the screen. There were five
allowable swiping angles in this examplar.

Scales of fatigue and emotions were filled out once after the two critical blocks
respectively. Once the task was completed, users completed the gesture evaluation survey.
It took about 45 min to complete all the tasks.

3 Results

All data were analyzed using R version 3.6.2 (R Core Team, 2019).
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3.1 The Analysis of the Allowable Number of Angles

It should be noted that only the data of the level of 1-45 and 5-45 were included in the
analysis of the allowable angle number, while the data of level 1-90 were excluded. A 2
(number of angles: 1 angle, 5 angles) x 5 (vertical up, upper left, upper right, horizontal
left, and horizontal right) x 2 (age: younger, older) three-way ANOVA with mixed
measurements was employed to compare the effect of the number of angles, specific
angle, and age on reaction time, accuracy and speed.

Reaction Time. Descriptive statistical result for reaction time is illustrated in Appendix
A. In the analysis of reaction time, trials with a precision error or out of three standard
deviations were excluded (0.55% of the data). There was no significant main effect on the
number of angles (F = 0.74). However, the main effect of specific angle was significant,
F4, 152) =2.73, p = .031, n[% = 0.07. Post-hoc analysis revealed that reaction time
was longer for horizontal left than for vertical up swipes (p = .040). The main effect
of age was also significant, F(1, 38) = 26.52, p < .001, 77,% = 0.41, with on average
longer reaction time in the older group (mean reaction time of 667 ms) compared to the
younger group (382 ms). No significant interaction was found between the factors on
reaction time.

Accuracy. Descriptive statistical result for the accuracy is illustrated in Appendix B.
There was a significant main effect of number of angles, F(1, 38) = 33.6, p < .001, r;lz,
= 0.47, with higher accuracy for level 1-45 (99.41%) than level 5-45 (96.50%). The
main effect of specific angle was significant, F (4, 152) = 4.91, p < .001, 77[2, =0.11.
Post-hoc analysis revealed that the accuracy of vertical up was higher than that of upper
left (p < .001) and upper right (p = .040). The effect of age was also significant, F(1,
38) = 8.32, p = .006, 77[2, = 0.18, with higher accuracy for the younger group (mean
accuracy of 98.96%) compared to the older group (96.95%).

As Fig. 3 showed, we found a significant interaction between the number of angles
and age, F'(1,38) =10.62, p = .002, 171% = 0.22. Post-hoc analysis revealed that accuracy
was not different between level 1-45 and level of 5-45 (accuracy was 99.60% for 1-45
and 98.33% for 5-45; p = .081) in the younger group. However, the accuracy in level
1-45 (99.23%) was significantly higher than level 5-45 (94.68%) in the older group
(p < .001).

Speed. Descriptive statistical result for the speed is illustrated in Appendix C. In the
analysis of speed, trials with a precision error were excluded. There was a significant
main effect of the number of angles, F(1, 38) = 23.58, p < .001, ’)12; = 0.38, with
higher speed for level 1-45 (1.76 px/ms) than level 545 (1.59 px/ms). The main effect
of specific angle was significant, F'(4, 152) = 68.12, p < .001, 1712, = 0.64. Post-hoc
analysis revealed that there was no difference in the speed between vertical up and
upper right (p > .999), and they both associated with higher speed than other specific
angles (all p < .05); the speed of horizontal left was not different with horizontal right (p
=.104) and they both were lower than other angles (all p < .05). The main effect of age
was also significant, F(1,38) =6.07,p = .018, 77[2, = 0.14; younger users (mean speed of
1.94 px/ms) performed the swiping gestures more quickly compared to the older users
(1.41 px/ms).



38 J. Jiang et al.

1.007

0.984

Age group
older

@ younger

Mean accuracy

=]
©
-]

0.944
1-45 545
Angle number
Fig. 3. Mean accuracy as a function of the number of angles and age group. Red and blue dots
represent mean accuracy in the older and younger users, receptively. Error bars indicate standard
error of the mean.

As Fig. 4 showed, number of angles interacted significantly with specific angle, (4,
152) =2.68, p = .034, 77[% = 0.07. Post-hoc analysis showed that the speed of level 1-45
was higher than level 545 in the angle upper left, upper right, horizontal right, and
vertical up (all p < .05), while there was no difference between the speed of two angle
numbers in the angle horizontal left (p = .135).
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Fig. 4. Mean speed as a function of specific angle and angle number. Triangles and squares

represent mean speed of levels of 1-45 and 5-45, respectively, in different specific angles. Error
bars indicate standard error of the mean.

Importantly, as Fig. 5 showed, age interacted significantly with specific angle, F(4,
152) = 6.23, p < .001, 77,% = 0.14. Post-hoc analysis revealed that the younger users’
speed was faster than the older users in the angle of vertical up, horizontal right, upper
left, and upper right (for vertical up, upper left, upper right, p < .05; for horizontal
right, p = 0.063). Similar speed was found between the two age groups in the angle of
horizontal left (p = .322).

Subjective Ratings. A 2 (number of angles: 1 angle, 5 angles) x 2 (age: younger,
older) two-way ANOVA with mixed measurements was employed to compare the effect
of the number of angles and age on gesture evaluation scores and fatigue and emotional
indicators.



Swiping Angles Differentially Influence Young and Old Users’ Performance 39

&)

25 ‘
_— o
»
£
R
o
; 2.0 Age group
S older
Q @
n ®- younger
c @
815 -
= ©

|
1 01 T T T T T
vertical horizontal left horizontal right upper left upper right

Specific Angle
Fig. 5. Mean speed as a function of specific angle and age. Red and blue dots represent mean

accuracy in the older and younger users, receptively. Error bars indicate standard error of the mean.
(Color figure online)

Gesture Evaluation Scores. Descriptive statistical result for the gesture evaluation
scores is illustrated in Appendix D. As shown in Fig. 6, all gesture evaluation scores of
level 1-45 were higher than level 545 (all p < .05). In addition, scores of older users
were higher than that of younger users (all p < .05), except ease of learning (p = .941)
and generalization (p = .333). The two-way interaction between the number of angles
and age did not reach significance on any gesture evaluation score (all p > .05).
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Fig. 6. Gesture evaluation scores as a function of the angle number. Triangles and squares repre-
sent gesture evaluation scores of levels of 145 and 545, respectively, in different specific angles.
Error bars indicate standard error of the mean.

Fatigue and Emotional Experience. Descriptive statistical result for the rating scores
of perceived fatigue and emotional experience before and after the task is illustrated
in Appendix D. Rating score of fatigue and emotional experience was adjusted (by
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subtracting) for their baseline, indexing a difference or changes of the score pre- and
post-task for each variable. There was a significant main effect of number of angles on
negative emotion, F (1, 38) = 5.52, p = .024, 77[2, = 0.13. Scores of negative emotion
were increased more dramatically, with a larger change for the level of 5-45 compared
to 1-45.

Particularly, as shown in Fig. 7, number of angles interacted significantly with age
on the changes of negative emotion, F (1, 38) = 5.96, p = .019, '71% = 0.14. Post-hoc
analysis showed a significantly higher increment of negative emotion in level 1-45 than
level 545 for the younger group (p = .002), whereas the effect for older users did not
reach significance (p = .948). Moreover, the number of angles interacted significantly
with age on the increment of emotional arousal, F(1, 38) = 5.01, p = .031, 171% =0.12.
Post-hoc analysis revealed a marginally larger change of emotional arousal in level 545
than level 1-45 for the younger group (p = .056), whereas the effect for older users did
not reach significance (p = .240).
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Fig. 7. Changes of negative emotion (left) and emotional arousal ratings (right) as a function of
angle number and age. Red and blue dots represent mean accuracy in the older and younger users,
receptively. Error bars indicate standard error of the mean. (Color figure online)

3.2 The Analysis of Allowable Angle Range

It should be noted that only the data of the level of 1-45 and 1-90 were included in
the analysis of the allowable angle range, while the data of level 545 were excluded.
A 2 (angle range: 145, 1-90) x 5 (specific angle: vertical up, upper left, upper right,
horizontal left, and horizontal right) x 2 (age: younger, older) three-way ANOVA with
mixed measurements was employed to compare the effect of the allowable angle range,
specific angle, and age on reaction time, accuracy and speed.

Reaction Time. In the analysis of reaction time, trials with a precision error or out of
three standard deviations were excluded (0.50% of the data). There was no significant
effect of angle range (F = 0.009), neither was the specific angle (F = 2.15, p = 0.077).
However, the main effect of age was significant, F(1, 38) = 29.73, p < .001, 77[% =0.44,
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with longer reaction time for the older group (mean reaction time of 693 ms) compared
to the younger group (377 ms). No significant interaction was found between the factors
on reaction time.

Accuracy. There was a significant main effect of angle range, F(1,38) =5.29, p =.027,
17[% = 0.12, with higher accuracy for the level of 1-90 (99.83%) than 1-45 (99.41%). The
main effect of age was also significant, F(1, 38) =4.62,p = .038, 171% =0.11, with higher
accuracy for the younger group (mean accuracy of 99.80%) compared to the older group
(99.44%). The main effect of the specific angle did not reach significance (F = 1.31, p
=.270) (Fig. 8).
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Fig. 8. Mean accuracy as a function of specific angle and angle range. Black dots and light grey
triangles represent gesture evaluation scores of levels of 1-90 and 1-45, respectively, in different
specific angles. Error bars indicate standard error of the mean.

Importantly, significant interaction was found between angle range and specific
angle, F(4, 152) = 3.8, p = .006, nﬁ = 0.09. Post-hoc analysis revealed that accu-
racy was not significantly different between the two levels of angle range when users
performed horizontal or vertical swipes (vertical up, horizontal left, horizontal right, all
p > .05); whereas the accuracy of level of 1-90 was significantly higher than 1-45 when
users swiped along the inclined angles (upper left, p = .001; upper right, p = .003).

Speed. In the analysis of speed, trials with a precision error were excluded. The main
effect of angle range was not significant (¥ = 0.008). However, we found a significant
main effect of specific angle, F'(4, 152) = 6.58, p < .001, 77[% = 0.63. Post-hoc analysis
revealed that the speed of vertical up and upper right was not different (p > .999) and
were significantly higher than other angles (all p < .05); the horizontal left was lower
than all other angles (all p < .05). The speed of horizontal left and horizontal right was
not significantly different (p = .104). There was a significant main effect of age, F(1,
38) =7.53, p = .009, 77,2, = 0.17, with higher speed for the younger users (mean speed
of 2.07 px/ms) compared to the older users (1.45 px/ms).
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Importantly, same as the result on angle number, age interacted significantly with
specific angle, F'(4,152) =5.77,p < .001, 771% = 0.13. Post-hoc analysis revealed that the
younger users swiped faster than the older users in the angle of vertical up, horizontal
right, upper left, and upper right (all p < .05), but no significant difference was detected
between the two age groups in the angle of horizontal left (p = .259).

Subjective Ratings. A 2 (angle range: 1-45, 1-90) x 2 (age: younger, older) two-
way ANOVA with mixed measurements was also employed to compare the effect of the
allowable angle range and age on the gesture evaluation scores and fatigue and emotional
indicators.

Gesture Evaluation Scores. As Fig. 9 showed, scores of 1-45 were lower compared to
1-90 in all gesture evaluation ratings (all p < .05), except for the ease of learning (p =
.594). In addition, we found that the main effects of age on all gesture evaluation scores
were significant (all p < .05), with generally higher scores from older users than younger
users, except for ease of learning (p = .671) and generalization (p = .8§90).

Importantly, we found significant interactions between angle range and age on several
gesture evaluation scores, including ease of operation (p = .002), generalization (p =
.037), recommendation (p = .002) and overall satisfactory (p = .009). Specifically, the
younger users rated higher scores in the level of 1-90 than 1-45, while the older users
indicated similar rating scores in the two levels.

Angle range
1-45
- 1-90

Fig. 9. Gesture evaluation scores as a function of the angle range. Black dots and light grey
triangles represent gesture evaluation scores of levels of 1-90 and 1-45, respectively, in different
specific angles. Error bars indicate standard error of the mean.

Fatigue and Emotional Experience. There was a significant main effect of age on the
increment of emotional arousal, F (1, 38) =4.77, p = .035, 171% =0.11, with higher incre-
ment of emotional arousal for older users. No other significant main effect or interaction
was found in the analysis of the fatigue and emotional experience.
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4 Discussion

The purpose of this study was to identify how the number of permitted swiping angles
and the allowable scope for swiping would influence task performance and user expe-
rience. The present study revealed that on average users had slower swiping speed and
poorer experience when multiple angles were allowable to swipe. There are two possi-
ble reasons. Firstly, users were slower and more cautious when operating in relatively
complex scenarios with more response choices. As shown in the study of McDowd &
Craik [11], participants were instructed to press the corresponding response key once
the target presented at one of 2/4/6/8 positions. Results showed that as the alternative
positions increased, participants responded with longer reaction time. Secondly, multi-
ple permitted angles may make a feeling of narrowness and crowdedness for users and
thereby affected their performance and satisfaction. Previous studies have shown that the
completion time for users to click a specific item in an array of squares was significantly
shorter when squares appeared with more space/distance between each other [12, 13].

Providing multiple swiping angles impaired swiping accuracy of older users but
did not affect that of younger users. Consistent result was reported in a previous study.
Anthony and colleagues indicated that older adults exhibited greater performance decline
than younger adults when cognitive load increased [14]. Researchers interpreted that
this may be due to the age-related attentional deficits which impaired the perceptual
processing and encoding of stimuli in the high load condition. In an additional analysis
on age, we again identified better performance in the younger users who responded faster
compared to older users in most of the angles except swiping horizontally left. Swiping
to the left has been found to be associated with a relatively lower speed in static and
driving conditions [2]. Indeed, it is noted that even the younger users in the present study
had certain difficulties showing rather slow speeds in the swiping left condition, which
implies being cautious in offering options of leftward swipes, at least in the group of
right-handed users.

Consistent with the previous study [4, 15], we also found that users swiped more
quickly in the vertical-up and upward-right directions than in other directions. This
may be determined by the kinematic characteristics of the human fingers. In the present
study, users were instructed to swipe with their right thumb. Previous study has revealed
that swiping with the right thumb in the vertical directions was associated with fewer
metacarpal abduction, flexion, and carpometacarpal abduction compared to horizontal
directions [15]. Therefore, the vertical-up and upward-right swiping might benefit from
shorter wrist and hand movement compared with swiping in other directions.

To the best of our knowledge, we show for the first time that gesture performance
can be modulated by different angle ranges of swiping. Specifically, we found that
users’ swipe precision in the diagonal directions significantly decreased by reducing the
allowable swiping range from 90 to 45°. However, this was not the case when users
swiped in either vertical or horizontal directions. These results indicated that users may
be more susceptible to the swiping range in oblique angles than other angle conditions.
Thus designers should provide users with a swiping range as wider as possible to reduce
error rates for diagonal swiping gestures.

Comparing gesture evaluation scores between different numbers of angles and vary-
ing angle range in the younger and older user groups, both of them preferred fewer
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allowable swiping angles. Only the younger users decreased their scores when allow-
able swiping range became narrower while the older users rated equally high scores to
the two levels of swiping range. In fact, despite performing poorly in accuracy and speed,
older users showed higher gesture evaluation scores and reported similar emotional expe-
riences between 1 and 5 numbers of angles. Similar results have been shown in previous
research [12, 16, 17]. For instance, Gao and Sun found that although older users com-
mitted more errors and performed slower in four touchscreen gestures (e.g., clicking,
dragging, zooming, and rotating) than younger users, they showed a more positive atti-
tude about the gestures than younger participants did [12]. Gao offered an explanation
that older people were inclined to express their preference of the novel matters, which
made them a feeling of keeping up-to-date.

5 Conclusion

The present study provided straightforward evidence that providing multiple allowable
angles resulted in worse accuracy, slower swiping speed, and poorer user experience than
a single allowable angle, although younger users’ swiping accuracy was independent of
the number of angles. Subjects were fastest in the vertical-up and upper-right direction
while slowest in the horizontal-left direction. Further, narrower operable range of swiping
only reduced swiping accuracy in the tilted direction, which is a novel finding in the field
of touchscreen gesture interaction. These discoveries may remind us that in the design of
swiping interactive gestures, especially for touchscreen mobile phones, vertical swiping
is optimal, and excessive swiping angles for diverse instructions should be avoided. If
tilted swiping is necessary, designers should provide a large enough operable range to
enable effective gesture performance.

Acknowledgment. This study was supported by a research grant from Huawei Corporation. J. J.
and Z. W. contribute equally to this study.

Appendix A. Mean Values (Standard Error) of the Reaction Time
(ms)

Exp level Specific angle Younger Older Average
1-45 al 399(60) 606(47) 502(41)
a2 387(54) 645(37) 516(38)
hl 400(36) 753(84) 576(53)
h2 358(40) 745(69) 552(50)
v 389(57) 656(72) 523(50)
Average 386(49) 681(64) 534(47)
5-45 al 381(30) 585(32) 483(27)

(continued)
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(continued)

Exp level Specific angle Younger Older Average
a2 398(32) 663(39) 531(33)
hl 410(30) 804(130) 607(73)
h2 361(19) 631(47) 496(33)
v 339(24) 584(34) 461(28)
Average 378(28) 653(69) 515(43)
1-90 al 334(27) 663(78) 498(48)
a2 375(41) 654(53) 515(40)
hl 420(37) 768(89) 594(55)
h2 360(55) 709(55) 534(43)
v 347(35) 731(77) 539(52)
Average 367(35) 705(71) 536(48)

Appendix B. Mean Values (Standard Error) of the Accuracy (%)

Exp level Specific angle Younger Older Average
1-45 al 99(0.46) 98.75(0.71) 98.88(0.42)
a2 99.75(0.25) 98.25(0.83) 99(0.45)
hl 99.75(0.25) 99.75(0.25) 99.75(0.17)
h2 99.5(0.34) 99.5(0.34) 99.5(0.24)
v 100(0) 99.88(0.13) 99.94(0.06)
Average 99.6(0.3) 99.23(0.54) 99.41(0.31)
5-45 al 97.75(0.77) 91.5(2.84) 94.63(1.53)
a2 98(1.05) 94.5(1.02) 96.25(0.77)
hl 99(0.46) 94(1.65) 96.5(0.93)
h2 97.5(0.57) 94.75(1.6) 96.13(0.87)
v 99.38(0.44) 98.63(0.64) 99(0.39)
Average 98.33(0.7) 94.68(1.76) 96.5(0.99)
1-90 al 100(0) 100(0) 100(0)
a2 100(0) 100(0) 100(0)
hl 100(0) 99(0.46) 99.5(0.24)
h2 100(0) 99.5(0.34) 99.75(0.17)
v 100(0) 99.75(0.17) 99.88(0.09)
Average 100(0) 99.65(0.28) 99.83(0.14)
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Appendix C. Mean Values (Standard Error) of the Speed (px/ms)

Exp level Specific angle Young Old Average
1-45 al 1.84(0.17) 1.35(0.14) 1.6(0.12)
a2 2.56(0.22) 1.85(0.23) 2.21(0.17)
hl 1.37(0.12) 1.2(0.13) 1.28(0.09)
h2 1.72(0.14) 1.23(0.16) 1.48(0.11)
v 2.7(0.25) 1.77(0.19) 2.24(0.17)
Average 2.04(0.22) 1.48(0.18) 1.76(0.15)
5-45 al 1.71(0.12) 1.25(0.14) 1.48(0.1)
a2 2.23(0.16) 1.62(0.23) 1.93(0.15)
hl 1.35(0.1) 1.05(0.12) 1.2(0.08)
h2 1.56(0.11) 1.15(0.16) 1.36(0.1)
v 2.41(0.18) 1.6(0.2) 2(0.15)
Average 1.85(0.16) 1.33(0.18) 1.59(0.13)
1-90 al 1.91(0.18) 1.33(0.12) 1.62(0.12)
a2 2.48(0.23) 1.78(0.22) 2.13(0.17)
hl 1.44(0.11) 1.05(0.09) 1.24(0.08)
h2 1.81(0.14) 1.19(0.16) 1.5(0.11)
v 2.86(0.26) 1.8(0.21) 2.33(0.19)
Average 2.1(0.22) 1.43(0.18) 1.76(0.15)

Appendix D. Mean Values (Standard Error) of the Subjective

Ratings

Scores Exp level Young Old Average

learn 1-45 24.85(0.74) 25(0.54) 24.925(0.45)
5-45 23.65(0.85) 23.65(1.12) 23.65(0.69)
1-90 25.55(0.64) 24.65(0.7) 25.1(0.47)

operation 1-45 26.55(1.2) 31.15(0.64) 28.85(0.77)
5-45 24.85(1.43) 29.15(1.04) 27(0.94)
1-90 30.3(0.92) 31.1(0.71) 30.7(0.58)

safe 145 10.55(0.63) 12(0.43) 11.275(0.39)
5-45 9.35(0.7) 11.6(0.59) 10.475(0.49)

(continued)
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Scores Exp level Young Old Average
1-90 11.6(0.62) 12.8(0.3) 12.2(0.35)
general 1-45 15.45(0.92) 16.45(0.82) 15.95(0.62)
5-45 13.9(0.96) 15.2(0.95) 14.55(0.67)
1-90 17.75(0.74) 17.05(0.75) 17.4(0.52)
likelihood 1-45 6.75(0.54) 8.8(0.23) 7.775(0.33)
5-45 6.35(0.6) 7.95(0.53) 7.15(0.42)
1-90 7.65(0.52) 9.05(0.23) 8.35(0.3)
recommend 145 6.4(0.53) 8.65(0.28) 7.525(0.35)
5-45 5.85(0.6) 7.8(0.56) 6.825(0.43)
1-90 7.65(0.52) 8.7(0.36) 8.175(0.32)
satisfactory 1-45 6.6(0.54) 9.25(0.22) 7.925(0.36)
5-45 6.25(0.51) 8.5(0.48) 7.375(0.39)
1-90 7.55(0.46) 9.35(0.2) 8.45(0.28)
diff_positive 1-45 —0.25(0.37) —0.95(0.64) —0.6(0.37)
5-45 —1.05(0.44) —1.4(0.43) —1.225(0.3)
1-90 —0.25(0.29) —1.55(0.64) —0.9(0.36)
diff_negative 145 0.2(0.32) 1.25(0.43) 0.725(0.28)
5-45 1.5(0.42) 1.23(0.32) 1.36(0.26)
1-90 0.55(0.32) 1.05(0.44) 0.8(0.27)
diff_arousal 145 —0.35(0.26) 1(0.52) 0.33(0.31)
5-45 0.475(0.38) 0.5(0.34) 0.49(0.25)
1-90 —0.15(0.34) 0.2(0.2) 0.03(0.2)
diff _fatigue 1-45 0.75(0.47) 1.4(0.53) 1.08(0.35)
5-45 1.45(0.46) 1.5(0.42) 1.48(0.31)
1-90 0.85(0.47) 1.2(0.53) 1.02(0.35)
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Abstract. This paper describes a Concept of Operations (ConOps) for a counter-
swarm scenario in which the defender side uses a swarm of drones to defend
a target against an attacking drone swarm. A ConOps is a high-level conceptual
description of how the elements of a system and entities in its environment interact
in order to achieve their stated goals. It has shown to be a useful and integrative ele-
ment in designing complex technical systems. The ConOps for a counter-swarm
scenario presented in this paper will provide answers, among others, to the fol-
lowing questions: how the two drone swarms are deployed, how a scenario is
introduced to the simulation system, and how its progress is monitored and super-
vised. A preliminary version of the ConOps for a counter-swarm scenario was
drafted through by using a counter-swarm simulator and conducting discussions
and interviews with military experts of the Finnish Defence Forces.

Keywords: Robotic swarm - Counter-swarming - Concept of Operations

1 Introduction

Highly autonomous and intelligent swarms of robotic vehicles are becoming more pop-
ular in the military domain, since swarm systems can perform many kinds of tasks more
effectively and efficiently than a single device. Swarm robotics is a technical approach
aiming to develop multi-robot systems, which are based on many cost-effective robots.
Here, we present the development of a Concept of Operations (ConOps) for a counter-
swarm scenario in which the defender side uses a swarm of drones to defend a target
against an attacking drone swarm. A ConOps is a high-level conceptual description of
how the elements of a system and entities in its environment interact in order to achieve
their stated goals. It has shown to be a useful and integrative element in designing com-
plex technical systems. The ConOps for a counter-swarm scenario will provide answers,
among others, to the following questions: how the two swarms are deployed, how a
scenario is introduced to the simulation system, and how its progress is monitored and
supervised.

One key task in ConOps development is to define the main performance requirements
for the system that is under development. We have conducted expert interviews, based on
which we have drafted the key requirements for a swarm of robotic vehicles and counter-
swarm actions, and compared them with the requirements identified in an earlier project.
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In this paper, we will also outline control concepts for a high-level control of a swarm
of robots, including tasks such as situation assessment, coordination of task progress,
alarm handling, and alerting other law enforcement units and manned vehicles to the
situation.

The remainder of the paper is structured as follows: First, we review some relevant
literature on counter-swarming. Second, we define the meaning of a ConOps on a con-
ceptual level, give some examples of ConOps for robotic swarms, and present an earlier
ConOps for a swarm of autonomous robotic vehicles in the military domain. Third,
we present the summary of our interview results and the objective and progress of the
development of a ConOps for counter-swarming scenario.

2 Relevant Literature

First, we review some relevant literature on modelling and design of counter-swarming
systems.

Several authors have reviewed possible ways of countering an attacking swarm of
drones. According to [15], there are several methods of defending against an attacking
swarm, which were classified into four groups, methods of destroying the attacker,
collapsing, trapping and hijacking it. The first group is further divided into methods
of shooting individual drones or their clusters with lasers, electromagnetic guns, or
high-powered microwaves, or destroying an attacking swarm with another swarm. Kang
etal. [9] published a detailed survey on counter unmanned vehicle systems in which they
described some key counter UAV systems. First, they introduced several unmanned aerial
vehicle (UAV) applications and regulations; second, they described various possible
platforms, architectures, devices and functions of the counter UAV systems; and third,
they reviewed the current features of the counter UAV markets.

Recently, Brustet al. [2] developed a swarm-based counter UAV defense system. The
motivation for this study was that existing counter-unmanned aerial systems (C-UAS),
which for the majority come from the military domain, lack scalability or induce collat-
eral damages. Their system is based on an autonomous defense UAV swarm, capable of
self-organizing its defense formation and to intercept a malicious UAV. The fully local-
ized and GPS-free approach is based on modular design regarding the defense phases,
and it uses a newly developed balanced clustering approach to realize intercept and cap-
ture formations. The authors also implemented a prototype UAV simulator. The result-
ing networked defense UAV swarm is claimed to be resilient to communication losses.
Through extensive simulations, they demonstrated the feasibility and performance of
their approach.

Strickland et al. [16] developed a responding system for unmanned aerial swarm
saturation attacks with autonomous counter-swarms. The motivation to this study was
that existing response systems are vulnerable to saturation attacks of large swarms of
low-cost autonomous vehicles. One method of reducing this threat is the use of an
intelligent counter swarm with tactics, navigation and planning capabilities for engaging
the adversarial swarm. Both a Monte Carlo analysis in a simulation environment to
measure the effectiveness of several autonomous tactics as well as an analysis of live
flight experiments in swarm competitions were conducted in this study.
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Several theses on counter-swarming have been written at Naval Postgraduate School
in Monterey, California. Some of them have investigated the possibility to defend against
attacking drone swarms by missile-based defense systems. Parsons’ [13] thesis explored
the design of a counter-swarm indirect fire capability within the existing Marine Corps
ground-based air defense and fire support framework. He developed a novel solution by
defining the parameters of an artillery shell with effects designed to disrupt UAV oper-
ations. Such a shell would target the electromagnetic spectrum vulnerabilities of UAVs
by utilizing expendable jammers delivered as a payload in a cargo-carrying projectile.
This capability is likely to be effective against the swarm threat and can be used from the
rear in support of units under UAV attack anywhere within range of the artillery piece.
Thyberg [17] designed a low-cost delivery vehicle capable of deploying multiple guided
munitions laterally out of the missile body at an altitude greater than that of the drone
swarm. The guided munitions would be tasked by a targeting hub that would remain
aloft above the specific drones, providing unique guidance commands to each deployed
unit. This thesis focused specifically on the deployment of the munitions from a flight
system, utilizing both Computational Fluid Dynamics and real flight testing to design
an effective ejection mechanism and tracking approach. Additionally, high-level design
and analysis of a targeting system within the missile was performed. The aim was to give
the more cost-symmetric options and capabilities when it comes to air defense against
drone swarms in the future. Lobo [11] designed sub-munition for a low-cost small UAV
counter-swarm missile. The starting point was the possibility of defenses getting over-
whelmed and the large cost asymmetry between currently available defenses and the
cost of these threats. A survivability methodology was used to study the susceptibility
and vulnerability of threat vehicles. The designed sub-munition possesses a low-cost
affecting mechanism, such that multiple units could be delivered by a low-cost delivery
vehicle. Experimental testing demonstrated the viability of the designs and the abil-
ity to provide a defense against small UAV swarms with low-cost technologies. Grohe
[7] designed and developed a counter swarm air vehicle prototype. The motivation for
this research was the fact that current air defense systems are designed to counter low
quantities of very capable but extremely expensive weapons, and in many cases can-
not properly defend against attacks involving a large number of offensive weapons. To
avoid the scenario of an opponent overmatching current defenses with emerging low-cost
weapons, a missile-based interceptor system was proposed. The chosen scenario was
investigated using ‘Repast Simphony’ agent-based simulation. The aim was to deliver a
payload capable of defeating multiple units, while still remaining cost-effective against
the threat of low-cost small UAVs.

Several theses at Naval Postgraduate School in Monterey have studied swarm tac-
tics with modelling and simulation tools. Gaerther [6] investigated UAV swarm tactics
with agent-based simulation and Markov process analysis. Both defensive and enemy
forces had the ability to launch a swarm of 50 UAVs, which are able to cooperate among
their respective agents. The mission was to protect their own home base (i.e., the high
value target) and to destroy the opposing one. Each side had the same type of UAVs
with the same specifications. The scenario started with UAVs already launched. During
the experiments, relevant factors, such as the initial positioning, spatial and temporal
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coordination, number of flights, and tactical behavior, were varied. Agent-based simu-
lation and an associated analytical model were formulated. In agent-based simulation
a UAV was modelled as an agent that follows a simple rule set, which is responsi-
ble for the emergent swarm behavior relevant to defining swarm tactics. In addition, a
two-level Markov process was developed to model the air-to-air engagements; the 1st
level focused on one-on-one combat, and the 2nd level incorporated the results from
the first and explores multi-UAV engagements. Diukman et al. [4] developed an inte-
grative model to understand an opponent swarm. The integrative meta-model was based
on an abstract description of the swarm objects (agents, C2 unit, and environment) and
processes (transfer of EMMI (energy, material, material wealth, and information)). The
Map Aware Non-Uniform Automata (MANA) agent-based simulation environment was
used to explore different scenarios, such as Rally (attraction of swarm agents to one
another in space), Avoid (swarm avoidance of a perceived threat object/entity), Integra-
tion (swarm agents capable of changing their local rule set in accordance to input stimuli),
and Triangulation (locating the physical location of a LOS C2 unit based on observed
swarm movement patterns). Day [3] studied multi-agent task negotiation among UAVs
to defend against swarm attacks. Enemy agents sought to engage a high value defensive
target. Defensive agents attempted to engage and eliminate enemy agents before they
were able to reach the high value target. Baseline defensive strategy was a centralized
solution to the optimal assignment problem. Centralized methods needed a centralized
oracle that had near perfect situational awareness of the entire scenario at all times and
near unlimited bandwidth to communicate with all of its assets. Distributed task assign-
ment strategies were compared against the centralized baseline solution. They tried to
remove above-mentioned constraints while striving to maintain solutions that approach
optimal solutions otherwise found by centralized algorithms. In this study it was found
that factors other than assignment method are more significant in terms of the effect on
the percentage of enemies destroyed. These more significant factors were the number
of defensive UAVs per enemies, the defensive probability of elimination and the speeds
of defensive and enemy UAVs. Munoz [12] implemented an agent-based simulation
and analysis of a defensive UAV swarm against an enemy UAV swarm. Enemy UAVs
were programmed to engage a high value unit deployed in open waters, and a defen-
sive UAV swarm aimed to counter the attack. The scenario was investigated using the
above-mentioned open source simulation environment ‘Repast Simphony’. Each defen-
sive UAV launched has one enemy UAV assigned to it to engage. After its launch, the
defensive UAV needs to predict the future position of the assigned enemy UAV. Then it
needs to check the distance to the assigned enemy UAV. If the distance to the assigned
enemy UAV is within the Blast Range, the defensive UAV blasts, and it has a probability
of elimination associated with that explosion to determine if the assigned enemy UAV
is eliminated or not. There were several controllable factors, such as enemy UAV speed,
blast range, enemy UAV endurance, a critical number of enemy UAVs, detection range,
and number of defensive UAVs launched per enemy. It was found that for defensive
UAV to obtain a higher probability of elimination, the defensive UAV speed was recom-
mended to be comparable, if not greater than, the enemy UAV attack speed. The number
of direct hits the high value unit can withstand was significant.
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According to the literature review, quite much theoretical research has been done
about counter-swarming, but there are quite few real-life demonstrations — or at least
public knowledge of them is limited.

3 Concept of Operations

The notion of Concept of Operations (ConOps) was introduced by Fairley and Thayer
in the late nineties [S5]. The first standard providing guidance on the desired format and
contents of a ConOps document was IEEE standard 1362 [8]. Another relevance guide is
the 2012 AIAA revision proposal Guide: Guide to the Preparation of Operational Concept
Documents (ANSI/ATAA G-043A-2012) [1]. These documents define a ConOps as a
description of a system’s operational characteristics from the end user’s viewpoint. The
description can be considered as a boundary object aiming to communicate high-level
quantitative and qualitative system information among the main stakeholders. ConOps
documents can be presented in variety of ways due to the fact that they play different
functions in different domains. Typically, ConOps documents are textual descriptions
illustrated by images and informal graphics that portray the key features of the proposed
system [18].

ConOps is considered as a knowledge artefact created during the early stages of the
design process, but ConOps has potential to be used at all stages of the development
process, and a high-level ConOps is a kind of template that can be modified and updated
regarding specific needs and use cases [19].

A typical ConOps contains at a suitable level of detail the following kind of informa-
tion [1]: possible existing systems and operations; proposed system operational overview,
including items such as missions, operational policies and constraints, operational envi-
ronment, personnel, and support concept and environment; system overview, including
items such as system scope, goals and objectives, users and operators, system inter-
faces and boundaries, system states and modes, system capabilities and system archi-
tecture; operational processes; and analysis of the proposed system, including possible
advantages and disadvantages, alternatives and trade-offs and regulatory impacts.

Typically, the ConOps development process includes at least three following main
stages: First, background and motivation for the ConOps will be introduced, for example,
by considering the operational task from an evolutionary perspective and by investigating
how it has been developed throughout times. Second, the first version of the ConOps
will be developed by identifying the preliminary needs, requirements and critical usage
scenarios and outlining the first sketches of the system architecture, descriptions of user
interaction with the system as well as conceptual illustrations and drawings. Third, all
information is aggregated and synthesized as a final ConOps description specifying the
main operational tasks and usage scenarios, and by this way laying the foundations for
a well-grounded and shared understanding of the aimed future operation.

ConOps documents come in various forms, but at the system level, they typically
describe the main system elements and their workings, stakeholders, tasks and functions,
and goals and requirements.
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3.1 Robotic Swarm ConOps for the Military Domain

Previously, we developed a ConOps for a swarm of autonomous robotic vehicles in
the military domain in MATINE funded project entitled “Development of a Concept of
Operations for the operation of a swarm of robots” (RoboConOps) [10]. Our aim was
to demonstrate how autonomic robotic swarms can be deployed in different military
branches, that is, coast guarding at the littoral zone by the navy, air surveillance by the
Air Forces and support for the urban troops operations. Each branch-specific ConOps
contained the description of the mission goal, critical scenario description, main system
requirements, system structure in the general level, and human-system interaction. The
representative scenarios were brief fictional stories, which describe possible operative
situations in the near future, when robotic swarms play an important role in military oper-
ations. Both normal and demanding operating situations were described in the scenarios.
Performance requirements for the proposed system were based on expert interviews and
workshops. A major part of the identified requirements focused on issues such as level
of autonomy, data collection and tracing procedures, swarm navigation, human-robot
interaction, operational robustness, weather-proofness and serviceability. Three system
architectures were generated for each military branch, all of them consisting of elements
such as robot nodes of the swarm, internal and external communication system, sensors
and actuators, target, environment and control center. In the coast guarding scenario,
underwater sensors and surveillance unmanned air vehicles (UAV's) monitor surround-
ings and if something abnormal is detected, send possible alarms and notifications to the
swarm operation center. Cargo UAVs carrying unmanned under-water vehicles (UUVs)
or surface vehicles (USVs) play an important role, for example, in reconnaissance mis-
sions. The operators are sitting in the command and control center and formulate and
design the missions, supervise their execution and communicate with other stakehold-
ers. The air surveillance system architecture is composed of various types of UAVs,
such as cost-effective mini-UAVs, long-range surveillance UAVs and multifunctional
UAVs. It is also possible to include manned aircrafts into the system architecture. In
the Ground Force scenario urban troops are equipped with a fixed sensor and camera
network, surveillance and cargo UAVs and multifunctional unmanned ground vehicles
(UGVs).

Three control concepts for supervising the autonomous robotic swarms were devel-
oped for each military branch. The concepts describe operator roles in a detailed level
and how these roles are connected to the technical systems and to other actors related
to each military branch’s operations. Air Force and Navy scenarios have two operators
monitoring and supervising autonomous swarms with a workstation-based user-interface
setup. In the Air Force scenario, one operator conducts mission planning, supervises its
progress and reacts to possible exceptions in the control center. Another operator is in
an intelligence officer role, making plans for missions together with the other operator,
building a common operational picture and analyzing and sharing gathered reconnais-
sance information. In the Navy scenario the command and control center is also manned
with two operators. One of them monitors both the sensor network and the progress
of the mission and manages alarms and unknown object information. Another one is
responsible of special missions: he supervises robotic swarms during task execution and
communicates awareness information for the land forces and manned vehicle units. In
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the Ground Force scenario one operator supervises the swarm in a workstation-based
operation center, makes mission plans and monitors their progress. Another operator is
working in the battleground and assigns detailed tasks such as building investigation and
clearing missions to the swarm through a mobile user interface.

4 Objectives

4.1 Main Aim and Progress of Work

In the present study our main aim was to develop simulations of swarm-based counter-
measures to an attack conducted using a swarm of autonomous drones. For instance, we
tested a defensive strategy by simulating autonomous UAVs (“scouts”) with the ability
to call upon a larger force when detecting a potential threat [14]. We anticipated that
between ten and a hundred autonomous units (depending on the scenario) will be suit-
able to demonstrate the advantages of swarm-based defense. The project consisted of
the following tasks: 1) implementation of a realistic 3D flight model with adjustable
parameters; 2) testing robustness of the swarming behavior to errors and environmen-
tal conditions; 3) performance evaluation of the counter-swarm; 4) identification and
simulation of typical scenarios; and 5) deployment cost evaluation.

Representative scenarios were selected based on discussions with military experts of
the Finnish Defence Forces. The potential example scenarios include both military/law
enforcement (e.g., radar station) and civilian targets (e.g., power plants). Emergent
properties that result from the interplay between exogenous (e.g., the geometry and
topology of the environment) and endogenous factors (e.g., the collective decision-
making functions governing the behavior of the swarm) were thoroughly investigated
and leveraged.

4.2 Methods

Six military experts were interviewed in 2021. The experts represented the Headquarters
of the Defence Forces, the Headquarters of the Land Forces, the Naval Academy and
The Finnish Defence Research Agency [14]. The interviews were held remotely through
Microsoft Teams by two or three researchers. Interviews were audio-recorded provided
that the interviewees consented to the audio recording. If the consent was not given,
detailed notes were taken during the interview. Each of the interviews and group dis-
cussions lasted for two to three hours, and they were divided into two main parts. First,
there was a general discussion about the use of robotic swarms in military missions; and
after that, there was a detailed discussion about the CounterSwarm simulator and the
ways it could be further developed.

5 Results

5.1 Summary of Interview Results

Next, we present the main results of the expert interviews. This section is based on
the MATINE summary report by Saffre et al. [14]. The summary of the interviews
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presents opinions of individual experts, and thus does not reflect a consensus among all
interviewees. In general, the interviewees thought that autonomous robotic swarms can
be seen as a potential game changer of how the warfare is conducted. For example, the
boundaries of military branches may become blurry, if all types of robotic swarms can
be used in all military branches. Robotic swarms can be used on land, at sea and in the
air, and swarming can also be applied in cyberspace. A war between drone swarms is
technically possible in the near future, but poor weather and environmental conditions
may compromise their effective use.

In general, ethical and judicial restrictions will prevent the use of swarms of
autonomous vehicles in straight military offences [14]. The role of humans is to set
limits to the warfare between autonomous systems and prevent further escalation of the
situation. However, this becomes more difficult, as the tempo of warfare increases.

Encirclement and simultaneity are key features of military swarming: swarming
makes possible to encircle the enemy drones and attack them simultaneously from mul-
tiple directions. A surrounding swarm can also conduct pulsing hit-and-run attacks by
appearing and disappearing repeatedly. In order to achieve these positive impacts, a high
level of autonomy is required so that the members of the swarm decide on how to act.
Decision making is to a large extent decentralized and conducted where the operation is
carried out.

Swarming promotes flexibility: the mission can be continued, even though a large part
of the drones has been destroyed. Disposability and cost-effectiveness are key indicators:
if the swarm is composed of inexpensive drones, the whole swarm can be sacrificed if
needed. Itis not necessarily feasible to incorporate both manned and unmanned units into
swarms, because they may restrict each other’s abilities. In principle, the collaboration
between manned and unmanned systems is challenging, because a manned system quite
easily slows down the progress of a mission.

In the first phase, autonomous swarms can be used in surveillance/reconnaissance
operations and in area monitoring. For example, a drone swarm could conduct long-term
patrolling in a military area, detect and recognize possible unknown objects and react
quickly to them. Swarming provides new opportunities to decoy the enemy by saturating
the airspace or leading new swarms periodically to the airspace. From the defender’s
perspective, it is very difficult to recognize armed drones carrying explosives or weapons
from harmless units, if the airspace is saturated with these drones.

Since it is difficult to detect an attacking swarm of drones if it does not emit anything,
alayered system is required for the detection and identification of the swarm. The layered
system should be composed of various nonphysical systems (e.g., sensors, radars and
lasers).

The defensive maneuvers against robotic swarms should include interfering and/or
preventing communication. In principle, the best method to neutralize an attacking swarm
of drones is to break the electronics of a drone with an electro-magnetic pulse. The
drawback of this method is that it easily causes collateral damage, for example, destroys
one’s own devices at the same time. Physical mitigators such as projectiles and drones are
especially suitable for counter-swarming. As discussed above, in our simulation another
swarm counters an attacking drone swarm, and the drones of both swarms are equipped
with weapons.
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During the latter part of the interview, we carried out some simulator runs and
discussed with the experts the key features of the simulation and the ways it could be
improved (Fig. 1).

Detected attacker

“Empty” defender
High building

)
“Loaded” defender ————————

Z B Low building
Defender .
[ | base
]

Undetected attacker

Fig. 1. CounterSwarm simulator’s situational picture with legends of the used symbols [14].

One of the interviewers presented the simulator to the interviewee. The interviewer
noted that the simulator enables the investigation of complex behavior of autonomous
drone swarms. For example, it is possible to test the influence of critical variables such as
the relative size of attacking and defending swarms; and assault and guarding distance,
as well as properties of individual units, like speed and resilience. Furthermore, the
systematic analysis of the impact of control parameters enables the implementation of
various tactics in the form of combinations of parameter values for the functions govern-
ing autonomous decision making by individual units, for example, pursuit, encirclement
and perimeter defense. The effects of some of these parameters were demonstrated to
the interviewee.

The interviewees thought that the simulator is useful in promoting tactical think-
ing about counter-swarming [19]. Several parameters were recognized as relevant for
controlling the behavior of attacking and defending swarms such as assault and counter-
attack distance and probability of change of direction. The interviewees also thought
that it is important to continue to study the impacts of various control parameters on
swarm behavior in counter-swarming context. Several improvements were suggested to
the tactical control of robotic swarms such as division of a swarm into smaller groups,
introduction of sub-tasks, optimization of a counter-attack and programming of new
scenarios (e.g., reconnaissance).
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5.2 Main Elements of a ConOps for Counter-Swarming

Next we present the main characteristics of a ConOps for counter-swarming. The ConOps
is based on information gathered through expert interviews and the results of simulations
designed to study the performance of various attack and defence tactics.

Mission Description. The main objective is to prevent a drone swarm to reach a prede-
fined high-valued target by attacking against it. Special defender tactics for preventing
the enemy drone to achieve its objective were developed. According to gathered intelli-
gence, there is a danger of terrorists attacking strategic targets in big cities using drone
swarms. The defender side has also intelligence knowledge of possible enemy tactics.
The level of preparedness was raised based on the updated situational awareness.

Scenario Definition. There is a big public event at a sports stadium. Terrorists make an
attack by sending a drone swarm equipped with explosives towards the stadium. They
have launched the swarm from a nearby air base, which has not been guarded. Provisions
have been made for these kinds of attacks by identifying possible high-risk places (e.g.,
stadiums) and arming them with drone swarm stations or ordering moveable stations to
the stadium for big public events.

Area surveillance is made by radars, and observations made about an approaching
swarm triggers the operation of the defending swarm. Figure 2 illustrates the stadium
defense scenario based ConOps diagram. The diagram visualizes and indicates the rela-
tionships between stakeholders, security control center with operators, and environment
and air surveillance system with counter drone swarm units.

Airspace monitoring
Drone swarm
system

Airspace status & threat detection

Operation planning,
monitoring and control

Police &
Defence Forces

Inform & communicate

Counter attacks

Information and operatio Human Swarm tactics
requests Operators User interfaces

Control center

Effects of weather etc

Characteristics and

effects of environment ;
s Stadium

surroundings

Fig. 2. ConOps diagram of the sport stadium surveillance and defense scenario.

Main Stakeholders. Public law authorities such as police take the main responsibility of
organizing the swarm-based counter-swarm operation. Cooperation among authorities
(e.g., with the defence forces) plays an important role. It is possible to purchase the
counter-swarm service from private companies either partly or totally.
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The station for a drone swarm with launch pads can be either moveable or immove-
able. In the first case, it can be ordered by request to the place where the public event is
held.

At the security control centre specialized operators plan, perform and manage the
mission (intelligence operator, swarm operator etc.). Figure 3 shows the main tasks
each of the operators are in charge of. An intelligence officer is responsible of mission
planning and operation, a swarm operator is responsible of monitoring and control of
the swarm, and a group of service personnel is responsible of the launch of the swarm
and its return. In addition, operators at the control center have direct connection to the
police headquarters, the defense forces and other authorities.

Operational Environment. The dogfight occurs in the airspace above the target city.
It is summer weekend, the weather is fair, and wind conditions favorable for drone
operations.

Surveillance network €= = = & Drone swarms

s

®
2R

Intelligence operator Swarm operator
Monitors the surveillance system Prepares and activates launches
Makes situation assesments Operates drone swarms

Manages missions Makes situation assesments

Communicates with other stakeholders Communicates with other operators
Establishes U-space

Fig. 3. Security control center operators and their tasks.

Main Phases of the Scenario. One of the main elements of the ConOps is the descrip-
tion of the main phases of the mission. The mission can be divided into the following
phases:

1. The system is switched to the state of full readiness, and preparations are made to
the swarm mission.

2. Airspace is monitored by a radar system.

An approaching enemy swarm is detected, identified and classified.

4. A temporary restricted space around the stadium is set up to automatically secure
the area of an air battle (so called U-space).

b
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5. A method for countering the attacking swarm is selected (taken into account, e.g.,

the minimization of the risk of collateral damage).

An air-raid alarm is triggered.

The defender swarm is launched, and it is approaching the enemy swarm.

Primary tactics for swarm confrontation is selected.

The engagement between drone swarms starts.

10. Defender tactics is adjusted according to the enemy behavior.

11. The enemy mutually adjusts its tactics.

12. There is a culmination point of the air battle, after which the enemy swarm
disengages the battle.

13. The defender swarm returns to the air base.

14. Maintenance and service operations are carried out.

15. Debriefing and reporting are completed.

Performance Requirements. Some key success criteria are skilled application of
swarm tactics (e.g., encirclement, simultaneity and pulsing attack) and ability to flexibly
change defender tactics. Air dominance can be most easily achieved by the number of
drones, i.e., by saturation of the airspace.

A repertoire of tactics are available providing the defender drone swarm the best
possible chance of repelling the attack. Three tactical rules turned out to be successful in
simulations: 1) quick response, in which the drone flies toward the attacker to intercept
it some distance from the target; 2) limited recruitment capability in which defenders are
allowed to respond to a threat detected by others, but only when they are already close
to the event; and 3) restricted perimeter in which a retreating attacker is chased only a
short distance away from the target, to avoid falling for decoy manoeuvres [14].

Persistence is important, since operations may last a quite long period of time in
variable weather and lighting conditions. Resilience is also needed so that the swarm is
able successfully complete its mission, even when several defender drones are destroyed.
Level of autonomy can be changed during the mission, positioning cannot be only based
on GPS, and communication between drones should be resistant to disturbances and
failures.

Challenges and Risks. Several challenges and risks have to be considered. For exam-
ple, the risk of collateral damages is high in built environments; ethical and juridical
challenges also have to be taken into account; and poor weather may compromise the
defender tactics.

System Interface (What is Included in the System and What is Not). The

system consists of an autonomous swarm of flying robotic systems. Individual drones
are compact, adaptable, reliable, durable, effective, capable of learning, and equipped
with various kinds of payloads. A compromise between weight and feature set must be
carefully made, however, a mix of different drones can facilitate the choice.

The system also includes a computer system with programming software for learning
robots, communication system, user interface for communication between operators and
robots, and carriers and launch pads.
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6 Discussion

In this research, a novel solution was developed against a hostile swarm of autonomous
drones. Evaluation of the usefulness of the proposed counter-swarm approach helps to
decide the applicability of the approach. For example, it can be determined in which
scenarios (e.g., the protected area is of a specific size) it is viable to use the approach.

The ConOps approach makes it possible to understand and disclose motivations and
possible barriers of usage activity among different user groups. The ConOps also helps
to determine different modes for swarm management according to their complexity. In
the lowest level of complexity, one operator executes one mission by monitoring and
controlling one specific robot swarm, and in the highest levels of complexity, multiple
robotic swarms, operators and troops from different military branches operate in the
same area and accomplish joint missions. Even though technological and human factors
issues are seldom a critical bottleneck for the deployment of autonomous swarm robot
systems, they are highly important from the end users’ perspective, and they must also
be adequately addressed in the ConOps. A fluent interaction between human operators
and a swarm of robots means specific requirements for the operator and the system. The
operator must be aware of the system and mission status, and user interfaces must be
designed to present situation-aware information in a right manner. On the other hand,
the system must adapt to different situations and react to operator actions.

Some of the main prospects of swarming were raised in discussions with mili-
tary experts. Swarming can in general support traditional victorious warfare tactics and
actions. Simultaneity and encirclement indicate that it is possible to center power around
the enemy troops and attack them simultaneously from multiple directions; increased
flexibility and resilience, in turn, indicate that there are more opportunities to change
tactics on the fly, and it is possible to continue a mission, even though part of the swarm
has been destroyed. It is also possible to saturate the area by covering the space with a
swarm of cost-effective drones and to sacrifice the whole swarm in order to achieve some
goal (i.e., disposability). These prospects have implications for how military missions
will be executed in the future, and how the roles of human operators and military troops
operating in the battlefield will change. For example, it is possible that the boundaries of
military branches become more blurred with the increasing role of autonomous systems;
there are new possibilities to decoy the adversary, and the rhythm and tempo of war-
fare may drastically increase. In order to achieve these prospects, global behavior of a
swarm is more than a sum of the behavior of its parts. A swarm of drones should, among
others, exhibit a high level of autonomy, distributed decision-making, and short-range
communications. All these changes, in turn, have implications to human-swarm inter-
action. Human operator can be or should be out-of-the-loop, when the situation in the
battlefield evolves very fast. On the other hand, ethical and legislative concerns should
not be insurmountable, if one swarm of autonomous robots attacks another one.

The Concept of Operations for our counter-swarm scenario is divided into two
main parts, detection, identification and monitoring of the adversary and attacking and
defending. Regarding detection and identification, there are several challenges from the
defender’s point of view. It is difficult to track the approaching swarm, and identify it,
if the attacking swarm approaches quietly. In a war of swarms, the most obvious way
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to destroy the adversaries is to shoot them down or crash against them, but it may have
unwanted side effects that have to be considered.

Promising application areas for autonomous/semi-autonomous swarm of drones are,
for example, intelligence, surveillance and decoy operations and guarding a military
airbase or a service harbor. A swarm of UUVs patrolling under water can be used in
anti-submarine warfare, and mine search and minesweeping. A war of swarms was
considered to be realistic in the near future (i.e., within five to ten years).

7 Conclusions

The paper describes a ConOps for a counter-swarm scenario in which the defender side
uses a swarm of drones to defend a target against an attacking drone swarm. A ConOps
is a high-level conceptual description of how the elements of a system and entities in its
environment interact in order to achieve their stated goals. It has shown to be a useful and
integrative element in designing complex technical systems. The ConOps for a counter-
swarm scenario will provide answer, among others, to the following questions: how the
two swarms are deployed, how the scenario is introduced to the simulation system, and
how its progress is monitored and supervised. A preliminary version of the ConOps for a
counter-swarm scenario was drafted through a counter-swarm simulator and discussions
with military experts of the Finnish Defence Forces.
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Abstract. Human performance measurement for computer-based tasks
is a critical need for assessing new capabilities and making inferences
about their usability, utility and efficacy. Currently, many performance-
based assessments rely on outcome-based measures and subjective eval-
uations. However, a quantitative method is needed to provide more fine-
grained insight into performance. While there are some commercial solu-
tions that integrate human sensors, in our exploration, these solutions
have numerous limitations. We decided to build our own web applica-
tion platform, the Integrated Sensors Platform (ISP), to collect, inte-
grate, and fuse disparate human-based sensors, allowing users to link
physio-behavioral outcomes to overall performance. Currently, we have
integrated three sensors, two commercial and one custom, which together
can help calculate various user metrics. While our focus has been using
ISP to assess visualizations for cybersecurity, we hypothesize that it can
have impact for both researchers and practitioners in the HCII commu-
nity.

Keywords: Tool evaluation - User-centered design - Physio-behavioral
monitoring

1 Introduction

When developing a new tool or application, it has become a common standard to
incorporate the perspective of the user into the development. This process, also
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known as User-Centered design [4], is based on an explicit understanding of the
users, task environments, and is driven and refined through multiple iterations.
Throughout the process, designers ask questions about the usability (can the
user interact with the tool), utility (does the system do something of value),
and efficacy (how well does the tool support the user’s goal). To be successful in
this process, designers must incorporate the users throughout each phase of the
design process: interviews and observations during requirements development,
participatory design and feedback during the development, and iterative user
testing during development and evaluation phases [1]. In this paper, we focus on
the last phase and present a new tool we developed to enable researchers and
practitioners to execute rigorous and quantitative evaluations based on physio-
behavioral data.

2 Human-Centered Evaluations

Human-centered tool evaluations often rely on subjective evaluations, by the user
or observers, and outcome-based measures. Surveys such as the System Usabil-
ity Scale [5] allow assessors to quickly and easily understand a user’s opinion
on how well the tool functions and how well they were able to use it. Methods
such as heuristic evaluation and cognitive walkthrough [3] allow a subject matter
expert to walk through a system to identify issues with the usability of a system
based on usability principles and expertise in the domain. Alternatively, evalu-
ations can rely on behavioral and performance measurements. These measures
rely on procedural-based metrics (e.g. response time, time spent in search, order
of operations) as well as outcome-based metrics (e.g. task completion, accuracy).
While these metrics provide insight into higher level processes and overall per-
formance, they still exist one level above the higher-level cognitive functions that
drive human behavior, understanding and decision making.

Within the research community, the emergent field of neuro-ergonomics [§]
has focused on identifying physio-behavioral sensors and developing analyses to
elicit cognitive states such as attention, cognitive workload, stress and fatigue.
Research has shown that measures such as eye movement, heart rate, and even
user activity can be used to make inferences on these constructs [9]. Tradition-
ally this research has focused on the antecedents and dynamics of the various
states, but as our understanding matures, there are new opportunities in apply-
ing this knowledge to inform the human-centered evaluation of tools. For exam-
ple, Lukanov et al. [6] leveraged functional Near Infrared Spectroscopy (fNIRS)
to assess mental workload during usability testing of a simple web form. Their
findings showed that the fNIRS system provided insight into changes in men-
tal workload, some of which were unexpected, and demonstrated a method for
complimenting subjective responses with quantitative physiological data. While
this approach is useful for webpages and other general use tools for a wide user
base, these effects are even more magnified when discussing tools for operational
users, such as air traffic controllers, cyber security analysts, pilots and military
personnel.
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The approach, methods and findings of Lukanov et al. demonstrate the enor-
mous potential for these approaches for human-centered evaluations; however,
the monetary costs and need for technical expertise limit the use of these methods
within User-Centered Design. As of today, the cost and complexity of acquiring,
integrating and analyzing the sensors and associated data makes applying these
methods less practical for use in usability and tool evaluations. While there are
some commercial solutions that work towards this goal, in our exploration, these
solutions are costly and can be limiting. Most commercial solutions are locked
into the company’s ecosystem, requiring users to purchase separate compatible
sensors, and not allowing them to use sensors they may already own, or that
may be more appropriate to their research needs. The lack of physio-behavioral
measurement and analysis remains a critical gap in human-centered tool evalua-
tions, one which, if addressed, can further our ability to understand the impact
of our design choices on more complex and nuanced human outcomes.

In this pursuit, we developed the Integrated Sensors Platform (ISP), a
web application platform to help collect, integrate, and fuse disparate physio-
behavioral sensors, to understand cognitive outcomes such as attention and work-
flow, and link to the overall performance of the users, while making it accessible
and affordable to human-centered design researchers and practitioners. In the
following sections we will document the overall architecture of the system, the
design choices that were made, provide an overview of how it can be used to
conduct a tool assessment, document how it can be leveraged by the wider com-
munity and discuss our future work.

3 Integrated Sensors Platform

The ISP is a tool aimed at integrating a multitude of commercial and experi-
mental sensors. Built using open-source platforms, we have focused initially on
low-cost sensors as a way to help lower the cost of entry for users. Additionally,
we provided built-in integration and analysis capabilities to allow users who may
not have a background in such analyses to benefit from the tool. In the follow-
ing sections we present an overview of the system, including an initial set of
sensors we selected, description of the architecture and walkthrough of the user
interface.

3.1 Sensor Selection

To demonstrate our concept, we selected 3 minimally invasive sensors that cover
a range of behavioral and physiological measures to integrate into the system.
We did not want sensors that would impede an individual’s normal movement by
requiring them to be connected to extensive wires. We also did not want sensors
that required long setup or calibration time, since the purpose of the ISP is
to enable a wide range of users to quickly capture relevant measures. Also, the
sensors had to either be internally developed or open-source so that they could
be integrated within the platform.
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Heart Rate Monitor and Eye Tracker. Based on these criteria, we first
chose to integrate a Mionix NAOS GQ [7] computer mouse with an integrated
optical sensor for measuring heart rate which can provide a measure of workload.
We also integrated a GazePoint GP3 [2] eye tracker for capturing gaze position
and blinks. These two commercial sensors come with software that makes the
sensor data available through web server interfaces. It is important to note that
we chose these sensors for the purpose of demonstration, and not necessarily
based on comparisons to other commercially available models.

Sensei Software Workflow Monitor. Finally, we built and integrated a soft-
ware workflow monitor called Sensei which records user actions in the browser
and also captures periodic screenshots for associating mouse movements and eye
tracking to portions of the computer screen.

Sensei is written in JavaScript and can be easily integrated into any browser-
based website. It listens for user-initiated browser events (mouse movement,
clicks, key presses, etc.) and can stream the data in real time or batches to a
server via HTTP or WebSocket protocols. Moreover, Sensei can take periodic
screenshots of a user’s tab or entire screen, which can be used to record user
workflow and tool usage, and link physiological data back to what was on the
screen at the time of collection. We have integrated Sensei into the ISP for
troubleshooting as well as into external web tools that we wanted to evaluate.

This demonstrates the advantage of our platform, which combines data col-
lection from commercial and in-house sensors.

3.2 Architecture

The ISP system architecture is broken up into four components: the Sensors
which collect the data (discussed in detail in the previous section), the Sensor
Proxy which transmits data, the Client which displays the user interface, and
the Server which stores the data (Fig.1). The ISP Client is a website written in
ReactJS, JavaScript and HTML 5 that can be opened from any modern browser
and run independently from other software installed on the computer. It receives
data from the Sensors and/or Sensor Proxy, then visualizes and performs analysis
on the collected data.

The Sensor Proxy is written in NodeJS and acts as a middle man between
the Sensor and the Client for Sensors that cannot be directly accessed within
the browser. For example, the eye tracker makes its data available on a TCP
socket, which is currently tricky for a browser to directly connect to. Instead,
the Sensor Proxy connects to the eye tracker TCP socket, then proxies the data
to the Client via a WebSocket. Similarly, an external Sensei instance running in
another web client can send its data to the Sensor Proxy which passes it to the
ISP Client.

Finally, the Server is written in NodeJS and saves the data from multiple
concurrent Clients to a local SQLite3 database file. Every time an ISP Client
starts a data collection session, the Server assigns that session an ID and labels
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all incoming sensor data with that session ID. Later, the Server can separate data
from different sessions using the session ID. In the future, the local SQLite3 file
could be changed to a database server if better performance were necessary.

Sensors Various Protocols Sensor Proxy
o
WebSockets \ﬂéoso
Client Server
WebSockets n d c
@ JS %Ql,itc

Fig. 1. Architecture diagram of ISP. Users access the Client in a browser like a normal
website. The Client connects to the Sensors directly or indirectly through the Sensor
Proxy. The Client then sends data to the Server to be saved.

3.3 User Interface (Client)

The user interface has three primary pages, aimed at supporting data collec-
tion and analysis. First, the Configuration Page allows users to input their task
information and configure their sensors. Then, the Data Collection Page lets
user select sensors for data collection and displays the statuses of the sensors.
Finally, the Data Analysis Page consolidates data to be downloaded and can
automatically generate some analysis based on sensor data.

Configuration Page. When first loaded, the ISP starts on the Configuration
Page shown in Fig. 2, which allows the user to configure the data collection and
record any necessary metadata. In the left column (Fig.2A), the user has the
ability to save information about the current data collection session, including
information about the task, participant, station, and equipment being used for
data collection. In the right columns (Fig. 2B), the user can configure the sensor
data sources and where to save the data. The user can set the sample rate of
the eye tracker (30 Hz) and workflow monitor sensor, including the rate of the
“mouse move” web event (1Hz), and configure how often to capture images of
the user’s screen (ex every 10s). Finally, the user can configure the Client to
collect data from a Sensor on a remote server by typing in the requisite URL or
IP address.
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Task Information Optional Settings
Session ID
Database Server Workflow
url Screen Capture: Save Every __ Seconds

Team ID
30

Mouse Move: Save Every __ Samples

Participant ID Mouse

WebSocket Url

Researcher ID External Workflow

Proxy WebSocket Url
Eyetracker

Station ID Proxy WebSocket Url

Mouse Move: Save Every _ Samples

Equipment ID Save Every __ Samples

Fig. 2. Configuration page. A) The user can input information about the task and B)
configure how and where to save data from the sensors

Data Collection Page. Once the user has entered the information in the Con-
figuration Page, they can click the submit button to move to the Data Collection
Page, shown in Fig.3. At the top of the dashboard is a control bar (Fig.3A),
that shows the task information and has buttons to start or stop data collec-
tion. Each of the columns shows information for the sensors currently integrated.
Users can choose whether to save data from a sensor and are able to view the
total number of data samples for that sensor. The left column is the heart rate
mouse (Fig. 3B), which displays the current heart rate. The next column is the
eye tracker (Fig.3C), which displays the current and recent eye position data.
The last two columns show data from a software sensor developed by our team
called Sensei, which records web events (mouse movement, clicks, key presses,
etc.) and takes periodic screenshots. The third column is the internal Sensei
(Fig. 3D), which displays the actions the user takes within the ISP Client and
can be used for troubleshooting. The final column shows data from an exter-
nal Sensei (Fig.3E) integrated into a separate web application, which displays
user actions taken within that external tool. Once a sensor is enabled, data is
streamed to the server in real-time. When data samples are saved from a sen-
sor, it updates the number of total saved samples so that the user can monitor
the data collection. The interface allows the user to control data collection and
monitor the data being collected in real time so as to ensure accurate data is
captured throughout session.
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Fig. 3. Data collection page. A) The top control bar displays task information and
has buttons to start and stop data collection. The bottom columns display sensor data
and controls for the B) Heart Rate Monitor, C) Eye Tracker, D) Internal Sensei, E)
External Sensei.

Data Analysis Page. After data has been collected, the user can access the
Data Analysis Page (Fig.4) where they can access an archive of the data on the
server and can perform some analysis. In the left column (Fig. 4A), the user can
configure where the Server is located. When the Client retrieves the data, the
web page displays a list of all the data collection sessions stored in the database.
The collections are sorted in order according to the datetime created and displays
the task information that the user had entered in the Configuration Page at the
beginning of data collection. When the user clicks on one of the tasks, the right
column shows more information about the collected data (Fig. 4B). The user also
has the option of downloading all the collected data from an individual session
or all the sessions in JSON format.

To correlate the mouse and/or eye position data to user workflows, Sen-
sei takes periodic screenshots that the Data Analysis Page uses to generate
heatmaps (Fig.4C). The user can select the source data (mouse or eye posi-
tions), and the Data Analysis page will generate heatmaps by downsampling
and summing the position data into a lower resolution grid. As the screenshots
are taken periodically, the heatmaps may not always accurately represent what
the user was looking at in between the screenshot samples, so it is important
that the user keep accurate records to ensure heatmap validity.
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Fig. 4. Data analysis page. (A) list of data collection sessions, (B) more information
about a particular session and (C) example heatmap generated by ISP based on usage
of a sunburst visualization.

4 Applications of ISP

In developing the ISP, our main intent was to use it for evaluating analytic
and visualization tools for cybersecurity. However, we hypothesize that there
are more broad applications. By making a low cost, easy to use, and composable
suite of tools, we aim to enable users, who may not have as rich of expertise,
to leverage research on physio-behavioral monitoring in their human-centered
evaluations.

ISP could be used, for example, to quantitatively evaluate the effectiveness of
a computer operator or the usage of a prototype web tool. A researcher could con-
duct a study with ISP to collect data on participants as they perform computer
tasks. Afterwards they could analyze the data to evaluate workload, fatigue, user
workflow, or tool usage, then make quantitatively-backed recommendations to
improve operator training or tool design.

Moving forward, our goal is to build on the ISP based on our own experience,
and work with potential stakeholders to create a more holistic tool that enables
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users across multiple domains to understand physio-behavioral outcomes of their
tools on users.

5 Future Work

As we continue to develop the ISP, we plan to expand the number and types
of sensors into the system and expand the automatic analysis capability. There
are several sensors that could be added to expand our current data collection
ability, including a proximity sensor to measure collaboration, chat monitoring
to measure communication, and fNIRS to improve the capture of cognitive load.
We also hope to expand the capability to allow for different types of heart rate
monitors (i.e. chest straps or wrist worn), and eye trackers. In addition, as remote
human participant testing is increasing, capabilities for remotely capturing eye
tracking and physiological measures using web cameras could be integrated into
the system.

The automated analysis tool can also be greatly expanded to provide work-
load information from the heart rate and eye tracking data, and task performance
measures could also be derived from Sensei-captured data, such as task comple-
tion time and tasks completed. Since our goal is for this system to be usable
by both novices and experts in physio-behavioral data collection, better analysis
capabilities could provide useful results for all experience levels.

Moreover, while we have currently only used ISP in small-scale testing and
data collection performed by single team members, we would like to use ISP to
capture data on multiple people collaborating, in order to test and demonstrate
this capability. We also want to validate ease of set up: that the Sensors and
Client can be set up on users’ computers, and that the Sensor Proxy and Server
can be set up on a server or virtual machine in the network. Finally, we want
to validate that the Server is robust enough to concurrently collect data in a
distributed environment, and that data collection is comprehensive and encom-
passing.

6 Conclusions

We developed the Integrated Sensor Platform to help users who are interested in
evaluating tools, and conducting human-centered research to collect, integrate,
and fuse data from multiple human-based sensors, and link them to factors
such as stress, workflow, etc., and to the overall performance of the individuals
and teams. We developed the platform with flexibility in mind, allowing for the
addition of multiple types and brands of sensors to the system. By leveraging
common, open-source web technologies, we designed a modular system that can
be easy for developers to expand the capabilities based on their specific needs,
available sensors and research questions. Our initial prototype system integrates
three different sensors: a heart rate monitor that is built into a mouse, a low-
cost eye tracking system, and an internally developed software workflow sensor
called Sensei. In addition to flexibility in the code base, the ISP was developed



Integrated Sensors Platform 73

to allow flexibility on the front end. The user interface allows individuals to
select the sensors used and to monitor the data collection. Once collected they
are able to easily access, download, and view initial analysis of the captured
data. We have prototyped initial visualizations into our analysis system that will
allow users without expertise in physio-behavioral data analysis to understand
the data. By creating this system, we hope to reduce the barriers to collecting
physio-behavioral measures making it more accessible to collect this data when
performing usability assessments of technologies as they are developed or to
capture quantitative measures of performance in research activities.
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Abstract. Medical emergencies occurring on board an aircraft put flight and
cabin crew into an extremely stressful situation. It is essential that the emergency
is detected at an early point. Cabin crew play a vital role in aviation safety besides
providing passenger services. Although cabin crew are trained in first aid, they
might not be sufficiently qualified to detect critical conditions early. This study
evaluated the usability and utility of a web interface for an onboard health moni-
toring system, which displays certain vital signs of the traveler and provides alerts
to the cabin crew. Within the research project HOPEKI, Lufthansa Technik AG is
currently developing a heath monitoring system. The optimal content and arrange-
ment of information was assessed through a distributed questionnaire. The survey
software “Qualtrics” was used for designing and distribution of the questionnaire.
Cabin crew with experience handling medical emergencies were invited via social
media (e.g. Yammer, LinkedIn) to participate in the study. SPSS was used for the
descriptive statistical analysis. The usability of the interface was assessed using
modified versions of SUS, PSSUQ and TUQ questionnaire and showed average
usability and satisfaction scores. Improvements in the existing interface and an
additional “emergency button” could support the cabin crew in early detecting
medical emergencies on board.

Keywords: Health monitoring - Wearable technology - Measurement of vital
signs - In-flight medical emergencies - Passenger safety - Cabin crew first aid
training

1 Introduction

Medical emergencies occurring on board an aircraft put flight and cabin crew into an
extremely stressful situation. The likelihood of a medical emergency on board an inter-
continental flight is reported to be one event in every 10.000 to 40.000 passengers
according to Graf et al. (2012, p. 591). Unfortunately, systematic approaches to report
medical emergencies occurred on board of a commercial passenger aircraft do not exist
and the procedures vary from airline to airline. According to Graf et al. (2012, p. 592)
official figures of medical emergencies are not published by airlines. Neither a common
database nor a general standard on how to classify medical emergencies is existing.
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Additionally, the EU GDPR further restricts the collection of sensitive data making it
difficult to collect and store data of incidences and obtain validated statistics on the
occurrence of medical emergencies on board. Graf et al. (2012, p. 592) reported 43%
of the cases cardiovascular diseases and neurological conditions as a cause for medical
emergencies on board a European carrier. It is essential that the emergency is detected
at an early point. This is especially important in case of sudden cardiac arrests where
early defibrillation improves the survival rates of the passenger [2]. Cabin crew play
a vital role in aviation safety besides providing passenger services. In case of medical
emergencies they are expected to manage the situation and provide first aid. Although
cabin crew are trained in first aid they might not be qualified enough to firstly early
detect critical conditions but also to handle them [3, 4]. Usually passengers are sleep-
ing or resting in the aircraft, which makes it difficult to notice an acute collapse [2].
Additionally increasing workload, fatigue and stress levels on long-range flights might
be factors, which distract the flight attendants of closely observing passengers’ general
condition.

An onboard health monitoring system, which displays certain vital signs of the
traveler, could support the crew in their task of observing critical health conditions.
Marinos et al. (2011, pp. 223-233) implemented and tested such a health monitoring
system onboard an Airbus A340 cabin mock-up. The focus of this research was on sensor
integration and connection to the airplanes existing network architecture [5]. However,
the effect on cabin crew task performance, workload and stress levels have not been
studied yet, as well as the optimal design of the GUI. The focus of this research is
to evaluate the usability, learnability and interface quality of a web-based interface as
developed by Lufthansa Technik AG.

To evaluate the usability of a product or system, there are a number of standardized
questionnaires available such as e.g. System Usability Scale (SUS), Questionnaire for
User Interaction Satisfaction (QUIS) and Post Study System Usability Questionnaire
(PSSUQ) [6]. However, these questionnaires are evaluating usability in a simplified way
and application for telehealth services is limited. Telehealth is defined as medical ser-
vices provided using “electronic information and telecommunication technologies” to
connect over a long-distance between a healthcare provider and a patient [7]. There are
multiple surveys to assess telehealth services, which were mostly developed in the early
2000s [8]. Some of the questionnaires as mentioned by Parmanto et al. (2016, p. 4)
such as Telemedicine Patient Questionnaire (TMPQ), Telemedicine Satisfaction Ques-
tionnaire (TSQ) and Telemedicine Satisfaction and Usefulness Questionnaire (TSUQ)
were developed to evaluate specific videoconferencing systems. Typically, these ques-
tionnaires, including the Telehealth Usability Questionnaire (TUQ), contain a section,
which evaluates the interaction quality between patient and clinician, which is unique to
telehealth questionnaires [8]. However in case of a health monitoring system, measuring
the interaction quality is not applicable since the system was not developed to interact
with clinicians. Therefore, only the applicable questions from SUS, PSSUQ and TUQ
were selected to evaluate usability of the user interface.

The German Federal Ministry for Economic Affairs and Energy (BMWi) funds the
research project HOPE KI at Lufthansa Technik AG, which started in March 2021. The
aim of the project is to analyze health risks for passenger and minimize these using new
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sensor technology and data analytics. The goal is to increase passenger safety but also
well-being (e.g. reduction of flight anxiety, encouragement for mobility, sleep quality
enhancement). The first proof of concept is using wearable technology (Apple Watch
Series 6) as a sensor to transmit passenger’s vital data (e.g. heart rate, oxygen saturation).
Here the passenger actively needs to give consent in order to transmit the data to the
server. The advantage of using wearable technology is that the passenger is deciding
which information will be shared with the system; however, the limitation is that not
every traveler possesses a wearable. The obtained data will be displayed on a web-based
GUI for the cabin crew.

The overview page depicts the overall aircraft with the general status on each seat.
“Inactive” means that the data sent via the sensors is older than 45 s. “Active” means
real-time health data is sent from the passenger seat. Status “Warning” is the first of two
warning messages indicating that the passenger’s individual health parameters are out
of the neutral range and there might be a health problem, whereas “Alert” means that
there is a serious health problem (Fig. 1).

HOPEKI Health Monitor

Health data integration demonstrator

version: 0.7.1

Py F A320-200
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Fig. 1. Overview page of the web-based user interface (Color figure online)

To assess comfort levels in the cabin ambient parameters such as temperature,
humidity and atmospheric pressure are displayed.

On the second screen, the operator can see detailed information about the passenger
such as:

Gender

Age

Seat number

Heart rate

Oxygen saturation

Step count (how many steps did the passenger walk?) (Fig. 2).
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HOPEKI Health Monitor

Health data integration demonstrator
version: 0.7.1

Passenger information:

® det
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©
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Fig. 2. Detailed view per passenger seat (Color figure online)

If a parameter is out of range, the color displayed will change accordingly to a visual
warning either orange for “warning” or red for “alert”. Additionally, the “tachometer”
symbols indicate the “neutral” and “out-of-range” for the measured parameters.

2 Methodology

2.1 Participants

Participants were eligible if they were 18 years or older at the time of the study, were
employed as flight attendants, had full proficiency in English language and had access
to a computer with access to the internet. Cabin crew who did not experience medical
emergencies during their career were not eligible for the study. Participation was vol-
untary and anonymously. Participants were able to exit the study at any time by closing
the survey.

Participants were recruited in three ways: First: via social media platforms such as
Yammer. LinkedIn or Facebook. The link to the survey was shared on the respective sites.
Second: personal contacts were contacted directly via Email. Third: snowball sampling.

The institutional research ethics committee had granted ethics approval
(CURES/14868/2021).

2.2 Material

Since not every question from the standardized questionnaires were applicable to evalu-
ate a health monitoring system, only the relevant ones were chosen and a score for each
modified questionnaire was calculated. Data were collected between December 2021
and January 2022.

The survey is divided into four sections: usability, interface quality, learnability and
general closing questions. Each section will be described briefly.

Ease of Use and Usability: The aim of this section is to evaluate how easy and simple
the user interface can be used. The operator should feel confident and like using the tool.
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The system shall not add additional complexity to the workload of cabin crew. Instead, it
should support the user in their task completion. The questions in this section are mainly
taken from the SUS and PSSUQ.

Interface Quality: The interaction between the operator and the user interface is
assessed in this section. The scaling system rates how pleasant it was to use the system.
Additionally it evaluates whether the display contained sufficient information to support
task completion. The questions are mainly taken from the PSSUQ.

Learnability: This section evaluates whether the system could be used intuitively or
additional/special training was necessary for operation. The user rates whether they
would need to learn how to use the interface before working with it.

General Ending Questions: The general ending questions serve to rate the overall
experience using the web-based interface. The user is evaluating whether the expectations
on the system were fulfilled. Moreover, the operator is rating the overall satisfaction using
the display.

A seven point Likert scale was used for the rating of all questions to get more
responses that are accurate.

2.3 Research Design

The online survey software Qualtrics (www.qualtrics.com) was used to design and dis-
tribute the survey. The link to the questionnaire was published on social media platforms
or distributed via Email. The link to the survey granted anonymous participation. The
questionnaire consisted of three parts. The first block contained basic information about
the study and the participant informed consent form. Active agreement of the participant
was needed otherwise the questionnaire would be discontinued. After the introductory
section, relevant basic demographic questions followed. The users were asked about
their experience handling medical emergencies on board the aircraft. In the final section,
the participants were asked to familiarize themselves with the user interface by firstly
reading the user instructions and secondly logging into the web-based user interface.
Afterwards the participant needed to evaluate the usability, interface quality and the
learnability of the system.

Individual scores for SUS, PSSUQ and TUQ were calculated and compared.

SUS is a questionnaire consisting of ten items which uses a five point Likert scale [9].
For this study, nine questions were selected to evaluate the user interface. The following
question has been intentionally left out “I thought the system was easy to use” because
instead the following statement from PSSUQ “it was simple to use this system” was
chosen to evaluate the usability. The statement from PSSUQ was selected because the
phrasing is in an “active-voice”. To calculate the scores for the SUS the scores for the
seven-point Likert scale needed to be transformed into a five-point scale [10]. Therefore,
the following formula was used [10]:

Xs = (x7 — 1) % (4/6) + 1 (D
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To calculate the SUS score for the modified nine-item questionnaire the calculation
formula needed to be adjusted. Instead of multiplying with 2.5 (=100/40) for the ten-
item questionnaire the multiplier is 100/36 to compensate the left-out question [11].
According to Lewis, Sauro (2017, pp. 38—46) the effect of dropping one question in
the SUS is marginal as long as afterwards the correct multiplier is used to calculate the
overall score.

The PSSUQ version 3 is a 16-item questionnaire following a seven- point Likert
scale and a “not applicable” option [12]. From the PSSUQ ten questions were selected.
For the scoring of PSSUQ the left out questions were counted as “not applicable” with
a score of zero.

The TUQ comprises 21 questions to evaluate five usability elements of telehealth
systems such as ease of use, effectiveness, usefulness, satisfaction and reliability [13].
Items in the questionnaire are rated using a seven-point Likert scale. Four questions
evaluating interface quality and “ease of use & learnability” were selected for the survey
because these elements were not covered by SUS or PSSUQ. The total score for the
TUQ questions were calculated as the overall score average of all questions.

3 Results

Statistical analysis were subject to descriptive statistical analysis using IBM SPSS
(Version 28.0).

3.1 Demographics

In total 35 participants (13 male and 22 female) contributed to the study. Two of them
were not cabin crew professionals (one Aeromedical Examiner and Cardiologist, one
maintenance professional). Participants were recruited via social media and snowball
sampling. The majority 76% (n = 25) had more than 10 years of experience and (39%)
of the professionals were of European or Asian (24%) decent. 46% (n = 13) of the flight
attendants had managing functions such as Purser, Lead cabin crew or Cabin service
director. Of the 33 cabin crew professionals, only 21% stated that they are medically
trained (beyond the mandatory first aid training) and 85% of the participants indicated
that they had experienced a medical emergency during their career.

Twenty-nine percent of the cabin crew who had experience handling medical emer-
gencies encountered at least 5 times a medical emergency on board during their career.
Flight attendants with a tenure of more than 10 years encountered higher numbers (> 10)
of critical situations during their career. The majority of cabin crew 43% (n = 12) reported
that emergencies occurred during long-haul flights (>7 h), which is consistent with what
has been found in the literature (Graf et al. 2012, p. 592).

In case of a medical emergency 64% of the flight attendants described that they
either were informed by the passenger’s family, other passengers, and crewmembers
or detected the critical health status by themselves. In 29%, the cabin crew stated that
the emergency was recognized by coincidence. In such a case, some of the participants
indicated that an additional “Medical Call Button” or an alert mode on the existing Call
Button (e.g. pressing the button several times) could support the flight attendants to early
detect critical situations.
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3.2 Evaluation of the User Interface

A total of 35 participants consented to contribute to the survey, 33-cabin crew plus two
non-cabin crew. Six participants were excluded because they did not have experience
with medical emergencies on board an aircraft. Another 17 (76% female, 24% male)
participants did not complete the survey. Finally, for data analysis 12 (50% female, 50%
male) responses were used. Eighty-three percent of the flight attendants were in the age
group of 30-50 and 82% had a work experience of greater than 10 years. The majority
(55%, n = 9) were European flight attendants, 36% Asian and 9% African.

Elements from three different usability questionnaires (SUS, PSSUQ and TUQ) were
chosen to evaluate the usability of the interface.

Eight of the eleven flight attendant participants (n = 8) filled out the nine questions
from the SUS. A score of 68 is considered as average.

The mean value (58, 8) indicate that the usability evaluation according to SUS is
below average. As a comparison the SUS score from the Aeromedical Examiner was 62
(Std. deviation: 2, 31), also below average indicating a subpar performance. The lower
mean value for the cabin crew SUS scores shows that the usability of the interface should
be improved. However, the score itself does not provide information about in which point
the interface needs improvement. Interestingly, the scores from the medical expert are
higher although the interface was primarily designed to support layperson. The major
part (63%) of the professionals indicated that they felt confident to use the system.

The PSSUQ can be divided up into three subscales evaluating the system usefulness
(SYSUSE), information quality (INFOQUAL) and interface quality (INTERQUAL)
[12]. The overall score can be calculated by adding up the average scores of the total 16
questions. One (1) stands for “strongly agree” whereas seven (7) is “strongly disagree”,
meaning the lower the overall score the higher the user’s perception of satisfaction.

Seven of the eleven participants (n = 7) filled out the eleven questions derived from
the PSSUQ. The mean score as well as the overall score are low and indicate a very
good perceived satisfaction of the user interface (see Table 1). Looking at the individual
scores for SYSUSE, INFQUAL and INTERQUAL the scores for information quality
were rated best with a mean of 1, 1. The scores for the interface quality were rated worst
with a mean of 2, 3 (see Table 1).

Table 1. Detailed PSSUQ scores

Minimum Maximum Mean Std. deviation 95% CI
SYSUSE 1,5 3,3 2,3 0,6 [1,8;2,9]
INFQUAL 1,0 4,3 2,5 1,0 [0,7;1,5]
INTERQUAL 1,0 3,0 2,3 0,7 [1,7;2,9]
Overall 0,8 2,1 1,6 0,4 [1,2;2,0)

The statement with the lowest rating with a mean of 3, 2 (Std. deviation: 2) was “I
was able to complete the tasks and scenarios quickly using this system”. It seems that
not all of the participants found the system and its functionality useful. However, the
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best scores were for one of the concluding statements “this system has all the functions
and capabilities I expect it to have” (mean: 2, 0; std. deviation: 0, 5) indicating that the
overall functionality was rated good.

Comparing the scores from the layperson to the Aeromedical doctor the latter are
higher indicating less perceived satisfaction (Overall PSSUQ Score: 2, 6; Std. deviation;
0, 5). The worst scores were achieved for the interface quality (INFQUAL: 6) and the
best scores for system usefulness (SYSUSE: 2). Obviously, the amount of information
is not sufficient for the Aeromedical expert to track the health status of passengers.

Four questions were chosen from the Telehealth Usability Questionnaire (TUQ).
The total score is calculated by adding up the averages to each question, similar to the
PSSUQ calculation. However, in contrast to the PSSUQ the higher the overall average
scores, the higher the usability of the telehealth system [13]. Seven participants (n = 7)
answered the questions from the TUQ. Looking at the mean value (5, 6; std. deviation:
0, 7), the usability results are good. The question “I like using the system” which the
majority of the participants (n = 12) answered also had the highest rating with 5, 6 (std.
deviation: 1, 5) reflecting the good overall usability assessment. Comparing the lowest
scores (mean: 5, 1; std. deviation: 1, 4) were achieved for the question “This system is
able to do everything I would want it to be able to do”. This indicates that the overall
functionality could be improved.

4 Discussion

In a medical emergency, every second counts and is vital for the survival rate of the
passenger. In this study, 64% of the cabin crew stated that other passengers called out
the attention on the medical emergency, which indicates that in most of these cases
the detection time would have been longer without the support of the fellow travelers.
Unfortunately, the outcome of the situation (e.g. survival rates), as well as the perceived
workload of the flight attendants during the situation were not examined, which would
have been useful to prove the hypothesis.

Although the sample size for this study was low the feedback of the participants
regarding the usability of the onboard health monitoring system was positive. The assess-
ments according to SUS, PSSUQ and TUQ revealed mostly an average usability for the
user interface. The overall functionality was rated positively however the arrangement
of information on the health status of the passengers was perceived too complex. There-
fore a more simple depiction should be developed. Two of the participants mentioned
that the system is “quite simple to use” and “kind of user-friendly”. Additionally one
flight attendant mentioned that it is a “great idea” to have a health monitoring system
on board. Therefore, it needs to be evaluated whether a more simple system such as a
“medical/emergency button” could create more awareness for the crew than a constant
health monitoring.

4.1 Proposed Improvements to the User Interface

Some of the detailed feedback mentioned e.g. that the different warning colors is creating
too much complexity in the aircraft environment (“please find an anxious-free way to
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displays the medical info, as on a plane of 100+ pax, I couldn’t imagine the lights
and colors vibing altogether!”). Moreover, another statement was that the cabin crew
should be careful not to “over care” the passenger and that a red warning light should
be enough to create awareness and achieve close monitoring. A resulting improvement
to the overview page of the system could be only to display the passenger seats when
there is an alert (see Fig. 3). The advantage would be that less color are used and that
the attention of the cabin crew will only be drawn to the alerts and not distracted by too
much information displayed.

HOPEKI Health Monitor

Health data integration demonstrator
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Fig. 3. Simplified overview page with only alert display (Color figure online)

Additionally on the detailed view page, the tachometer symbols could be replaced
by arrow symbols indicating whether the health parameter is too low or too high. The
disadvantage of using a colored tachometer symbol is that the operator would need to
do two checks to see whether a parameter is out of range. The advantage of the arrow
symbol is it clearly indicates a change of the measured parameter. Therefore, the user
does not need to interpret another scale (e.g. the tachometer) to see the deviation to the
neutral value (Fig. 4).

Passenger information:  Heart rate: Oxygen saturation:
@ alert
female (42)
Seat: 7F 2 3
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Fig. 4. Simplified detailed page with arrow symbols (Color figure online)

Additional user testing would be necessary to evaluate whether the proposed changes
to the interface result in higher usability scores. A simulated test scenario in an air-
craft environment with both interface designs measuring the operator’s time for task
completion would be necessary to see any changes in the reaction times.
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4.2 Limitations

Auvailability of cabin crew to participate in the study are one main limitation of this study,
as well as the snowball sampling method. It is likely that the study was more accessible to
cabin crew using social media and who are comfortable with digital surveys. Addition-
ally only participants with experience handling medical emergencies were admitted to
evaluate the user interface in order to receive expert feedback. In a future study, feedback
from non-expert should be included as a comparison to the expert-group responses. To
get more reliable expert feedback a bigger sample size would be necessary. Moreover,
multiple subject matter expert interviews combined with a system simulating different
health conditions in an aircraft environment can lead to detailed feedback regarding
arrangement of visual information.

4.3 Prospect Studies

Mass transport vehicles such as trains, busses, ship commonly have emergency/security
alert buttons. However, in commercial aircraft only a general call button is available either
for the passengers to alert the crew in case of an emergency or for service purposes. Three
out of 35 participating cabin crew stated that a “medical emergency call/assistance but-
ton” or an additional emergency function (e.g. pressing the call button multiple times
to trigger an alarm) to the existing call button could support the crew to react quickly
in case of an emergency. Future research could focus on analyzing the workload of
cabin crew during emergency, how medical training can be improved and standardizing
onboard procedures for medical emergencies. Cabin crew are expected to manage med-
ical emergencies on board, however the role distribution between cabin crew, medical
volunteers (e.g. supporting doctors, nurses, paramedical) and the flight crew often is
not clear [14]. The ultimate responsibility for all passengers on board is with the cap-
tain deciding whether to divert the aircraft, which can lead to a conflict with medical
volunteers and cabin crew in between captain’s and doctor’s decision [15].

5 Conclusions

As expected the participating cabin crew reacted positively on the concept of a health
monitoring system for aircraft. The overall usability scores were sufficient and indi-
cated an average performance. However, the flight attendants stated that the displayed
information could be simplified in terms of color and amount of information. Although
medical experts are not the primary target group for the user interface, obviously the
displayed information was not sufficient for task completion, which were also reflected
in the lower usability scores. To evaluate the proposed changes to the interface additional
user testing with a bigger sample size, as well as a simulation in an aircraft environment
would be necessary.

For future studies, an alerting system triggered directly by the passengers (“medical
emergency button”) should be evaluated, since the participants mentioned this multiple
times as an aid to create more situation awareness for emergencies. Moreover, it needs to
be evaluated whether such an alerting system could replace a constant health monitoring
of passengers in terms of cabin crew workload and reaction time.
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Abstract. Effect of music has been studied over the years and it has been demon-
strated that music significantly affects human brain in various ways. Music can
change one’s mood, energy, and motivation. Based on the music selection and type,
music can induce various feelings and emotions in human mind. In this research,
the effect of self-selected relaxing and disliked background music on visual short-
term memory was studied. Electroencephalogram (EEG) data was collected while
participants were performing the CBT task under three background music condi-
tions: preferred relaxing music, disliked music, and no background music. Results
showed that participants achieved significantly better CBT scores while listening
to relaxing music. Additionally, relaxing music had a significant effect on beta
power spectral density. This preliminary study shed some light on the relationship
between self-selected background music, and short-term memory performance
using EEG. Results of this study can be valuable guideline to understand how
music affects our visual short-term memory and what kind of background music
conditions can enhance our short-term memory performance.

Keywords: Background music - Cognitive task performance - EEG

1 Introduction

Background music has been commonly used in advertisements, workplaces, shopping
areas, restaurants, and many entertainment venues (Herrington and Capella 1994). There
are studies that indicates the effect of music on individuals’ neurons and brain’s func-
tioning (Jausovec et al. 2006). Due to the significant music has on individuals over the
years the effect of background music on mood, cognition and task performance have
been researched deeply in the field of psychology (Savan 1999). Still up to today, studies
are trying to find concrete evidence between music listening and human cognition.

1.1 Literature Review

One of the very well-researched topics has been the The Mozart Effect. The Mozart effect
has become a known phenomenon and it has been previously demonstrated significant
relationship between people who listened Mozart’s music and their task performance
(Mori et al. 2014). It was shown that Mozart’s music was able to activate the parts of
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our brain that is responsible for attention and focus (Verrusio et al. 2015). Jausovec et al.
(2006) observed that individuals who was exposed to Mozart’s music has significantly
performed better on digit span test. Classical music has also improved digit span task
performance results in another study where it was concluded that the classical music
significantly increased working memory functions of the brain (Mammarella et al. 2007).
Another study found that undergraduate students performed better on an IQ subtest
after listening to up tempo piece from Mozart and they performed worse when they
listened down tempo classical piece from Albinoni (Schellenberg et al. 2007). Listening
to Mozart’s Sonata also found to be increasing the participants paper folding and cutting
task performance (Rideout et al. 1998). Additional study demonstrated that instrumental
music helped participants perform better on visual search task compared to silence
or background talking noise conditions (Crust et al. 2004). Students who listened to
instrumental music performed significantly better than students who listened to music
with lyrics and vocals on performed sentence recall memory test (O’Hare 2011). It was
found that speech in the background music and the vocals in songs found to be reducing
task performance of the participants in another study (Alley and Greene 2008). It was
concluded that instrumental music compared to music with vocals increased digit span
task performance significantly (Alley and Greene 2008). Instrumental music also found
to be increasing visual search task performance (Crust et al. 2004).

Some other studies presented conflicting findings regarding the effect of background
music on task performance. It was found that background music can affect people’s
reading task performance in a negative way, Thompson et al. (2012) demonstrated that
the even the instrumental music distracted participants from reading comprehension.
Another study found no difference between instrumental music condition and lyrical
music condition; however, it was found that background music had distracting effects
on participants since participants achieved their best results in silence condition (Avila
et al. 2012). Alley and Greene (2008) found no performance difference in working
memory task when participants listened to vocal music or instrumental music. It was
noted in another study that the experiment results provided best place for students to
study was quiet room and students experienced a lot more distraction while listening to
music especially the ones with lyrics (Chou 2010). It was observed that, some studies
showed no significant difference in performance on even in digit span test under different
background music conditions (Perham and Vizard 2011). Conflicting with the previous
stated research regarding Mozart effect, Steele et al. (1997) found no difference on
performance of digit span tasks when participants listened Mozart compared to not
listening to any music.

Some of the recent research incorporated advance research methodologies to improve
the analysis on effect of background music on performance and cognition. An fMRI study
detected that, fast tempo music showed an increasing activity in brain areas where it can
indicate better attentiveness and responsiveness (Bishop et al. 2014). Studies showed
that music activates different parts of the brain (Kristeva et al. 2003). EEG has been a
popular device to analyze these changes in the brain in various experimental conditions
(Almudena et al. 2021). A study showed that left frontal activation of EEG alpha signals
during up tempo, happy mood inducing songs, on the other hand slower tempo and sad
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songs led more prominent alpha activity on the right frontal part of the brain (Tsang
et al. 2001). It was even observed that the perception of music task and imagination
of sound elicited more alpha activity in the brain (Schaefer et al. 2011). Listening to
pleasing music is also found to be increasing theta on the frontal midline of the brain
(Sakharov et al. 2005). EEG studies also demonstrated that music increase in alpha
and theta activity is also linked to attention and focus (Asada et al. 1999). Some EEG
related studies indicated background music promoted more alpha, theta and beta waves,
and these brains were previously linked to task performance in literature (Kiissner et al.
2016). However, this study found no evident relationship between music and EEG,
concluding that there is no relationship between background music condition and EEG
signal (Kiissner et al. 2016). Additionally, another recent research showed background
music increasing alpha and theta activity. The study concluded self-selected preferred
music increased task focus states and reduced mind wandering (Kiss and Linnell 2020).
It was found that participants listening to the music they choose and prefer improved their
visual search task performance (Mori et al. 2014). Nakamura et al. (1999) previously
showed that there was a significant beta increase during music listening indicating the
significant correlation between beta waves and music. Increase in beta power values
were observed during tasks requires attention such as reading, searching and subtraction
(Molteni et al. 2007). Participants who showed more prominent beta waves with increase
in beta power values achieved better scores on cognitive tests (Fitzgibbon et al. 2004).
It has previously been shown that there is a correlation between preferred music and
beta activity; participants showed more beta activity when they listened to the activating
happy music they preferred (Holler et al. 2012). Recent literature indicated that beta
power changes might be an indication of task performance (Kiissner et al. 2016). Based
on these past studies, music might be considered as one of the main beta wave stimulants
which is also previously been linked to better task performance.

Even though there is a significant amount of research out there, the effect of back-
ground music on task performance and cognition is still quite unknown and controversial.
Most research is survey or questionnaire based and those which used EEG or other bio-
metric measuring tools only focused on certain types of music genres or styles where
subjects did not get to choose the music they prefer. Music is very subjective for each per-
son and different types of music can significantly affect people in various ways. Preferred
and non-preferred music is used in this study to eliminate the subjective differences and
emotions towards different music types, so the relation between brain waves, preferred
music choices, and task performance can be analyzed more objectively to create a more
concrete relationship between these variables. To the best of our knowledge, no previous
study has researched the relationship between task performance, and self-selected music
using EEG. The goal of this study was to create a more concrete relationship between
self-selected preferred background music, task performance, and human cognition with
a deeper analysis on theta, alpha and beta brain waves.



88 F. B. Omeroglu and Y. Li

2 Methodology

2.1 Participants

Ten (eight males, two females) volunteers are recruited for this study. The mean age
was 29.3 and standard deviation was 4.7. Participants were not under the influence of
any medication or stimulant at the time of the experiment. Three of the participants have
some level of music training and they play a musical instrument. Other seven participants
have never received any kind of music training. Institutional Review Board (IRB) fully
approved the study to be conducted.

2.2 Data Acquisition

To acquire EEG signals from participants, G.Tec g.USBamp amplifier equipment was
used alongside of g.Gammacap, g. GAMMAbox with g.Ladybird active wet Ag-AgCl
electrodes. To save data and filter preprocess the data with filtering, BCI2000 soft-
ware was used. Impedance was below 10 k2 to ensure good signal quality. Total of
11 electrodes; F6, F5, Fz, Cz, Pz, C3, C4, P5, P6, O1, O2 sites were used based on
International 10-20 electrode positioning method. Reference electrode was placed on
the right ear lobe and the ground electrode was placed on the forehead. Signals were
sampled at 256 Hz. Low pass filter is set to 1 Hz. and high pass filter is set to 40 Hz
in BCI2000, additionally 50 Hz notch filter was also applied during the EEG signal
acquisition. EEGlab plug-in with Matlab coding language was used to re-reference data
with common average computation. EEGlab is also used to inspect and remove ocular
and movement related artifacts. After additional filtering and ICA analysis with EEGlab,
45 s long epochs are extracted from where participants were performing the task under
each background music condition. Mean theta, alpha, and beta power spectral density
values are calculated for all 11 electrodes under each background music condition. Fast
Fourier Transform is used to convert time domain data into frequency domain data to be
able extract estimated power spectral density uV2/Hz values for alpha, beta, and theta
waves.

2.3 Task

The main task in this study was Corsi Block tapping test which is a test to measure
participants visual short-term memory, attention efficiency and attention capacity by
Corsi in 1972 (Kessels et al. 2000). The tasks present 9 purple blocks on screen, and
sequence of blocks lights up one at a time in yellow color (Shown in Fig. 1). Participants
must memorize and repeat the correct box sequence in the same order which they were
presented. The task difficult initially starts with only 2 boxes lightning up in order,
with every successful attempt one additional box gets added to the sequential order
up to 9 boxes. With one failed attempt, number of boxes presented decrease by one. If
participants make two failed attempts in a row, task will be concluded, and it will present
generated CBT score based on the maximum number of boxes each participant was able
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to memorize. PsyToolkit is used to present CBT task during the experiments. Participants
selected 4 songs for each background music condition to hear in the background while
performing the CBT task. Each condition had 4 trials, and experiment had total of
12 trials. 12 trials were fully randomized to avoid predictive learning and the whole
experiment lasted from 30 to 40 min.

Fig. 1. Corsi task using PsyToolkit (Color figure online)

2.4 Procedure

Figure 2 below demonstrates the experiment environment where stimuli and task were
presented through computer monitors and pair of headphones in a quiet room and an
office setting. Before the experiment, participants filled out a demographic questionnaire
and selected their song preference for each condition. 2 min of the selected songs were
presented during the experiment. Initial 15 seconds of the experiment was resting, this
followed by one of the three background music conditions randomly, after a minute
into music listening the CBT test was presented for another additional minute. This was
repeated for 12 times with 15 seconds rests in between. Participants filled out a post
questionnaire to provide valuable feedback regarding the experiment.
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Fig. 2. Experiment procedure

2.5 Independent Variables

Background music was the main stimuli and the only independent variable in this study.
There were three different condition levels; no music, preferred relaxing music, and
music choices that each participant dislikes. The songs for each independent variable
condition were selected based on participants ‘preferences and own selections.

2.6 Dependent Variables

CBT Scores. Task performance was measured using Corsi block tapping test (CBT)
scores. CBT scores were gathered during the experiment by the experimenter. Each
participant had total of 12 different CBT scores; Average of 3 different scores for each
condition were calculated for final statistical analysis.

Brain Activity. Brain activity changes were measured in frequency domain; Theta (4
to 8 Hz), alpha (8 to 12 Hz) and beta (13 to 30 Hz) wave’s relative power spectral density
values.

2.7 Data Analysis

To observe the spectral power changes over whole brain montage, relative PSD is calcu-
lated for alpha, beta, and theta bands for each participant. Relative PSD value is a ratio
of the selected band over the total frequency band. Relative PSD value is a ratio of the
selected band over the total frequency band calculated with the following equation.
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Absolute Power of specific frequency range for theta, alpha or beta (1)

Relative PSD (%) =
etanve (%) Total frequency band (4 to 30 Hz)

To observe the significant changes on alpha, beta, theta frequency bands, one way
analysis of variance (ANOVA) test is conducted with significance level of 0.005.

3 Results

3.1 CBT Scores

The results showed a significant main effect of music condition on CBT scores (F3, 9
= 3.66, p = 0.0463). The post hoc test showed the scores in relaxing music condition
M = 6.47, SD = 0.95) were significantly higher than that in no music condition (M =
6.05, SD = 0.82). However, the scores were not significantly different between relaxing
music condition and disliked music condition (M = 6.20, SD = 1.11).

3.2 Beta Waves (13 to 30 Hz)

The results showed a significant main effect of music condition on relative beta power
spectrum density values (Fz, 9 = 3.70, p = 0.0451). The post hoc test showed that the
relative beta power spectral density values during relaxing music (M = 0.4077, SD =
0.08357) and disliked music (M = 0.4017, SD = 0.08468) were both significantly larger
than that no music condition (M = 0.3804, SD = 0.07296). There was no significant
difference between relaxing and disliked music conditions.

3.3 Theta Waves (4 to 8 Hz)

The results showed a significant main effect of music condition on relative theta power
spectral density values (Fa, 9 = 4.45, p = 0.0270). The post hoc test showed that the
relative theta power spectral density values during relaxing music (M = 0.3469, SD
= (0.1052) were significantly larger than disliked music condition (M = 0.3280, SD =
0.1105).

3.4 Alpha Waves (8 to 12 Hz)

The results did not show a significant main effect of music condition on relative alpha
power spectral density values (F», 9 = 3.52, p = 0.0513). However, p value was close to
being significant. The post hoc test showed that the relative alpha power spectral density
values during relaxing music (M = 0.2452, SD = 0.03763) were smaller compared to
no music condition M = 0.2744, SD = 0.0599) and disliked music condition (M =
0.27018, SD = 0.0623).

Topology results generated from alpha power spectral density values are demon-
strated in Table 1.
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Table 1. Topology results for alpha waves showing frontal and parietal asymmetry

No Music Relaxing Music Disliked Music

Frontal
and Pa-
rietal
Alpha
Asym-
metry

4 Discussion

4.1 CBT Scores

Presented data supports that background music improves the task performance. Each par-
ticipant showed their best performance while they were under preferred relaxing music,
or disliked music. Some participants even performed best while they were listening to
the disliked music stating that it helped them cancel out the outside distractions in the
post questionnaire. All participants stated that background music enhanced their task
performance. Seven out of ten participants had their best score during the relaxing music
condition, three of the participants had their best score while listening to the disliked
music condition (Fig. 3).

CBT Score Average per Each Background Music Condition
6.6

6.5
6.4
6.3
6.2

6.1

)]

5.9

5.8
No music Relaxing Music Disliked Music

Fig. 3. CBT task score averages under each background music condition
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4.2 Beta Waves (13 to 30 Hz)

In literature, it was observed that more beta power enhances cognitive task performance
(Kiissner et al. 2016). Fitzgibbon et al. (2004) concluded that participants who had
larger beta power values achieved better scores on cognitive tests. Kiissner et al. (2016)
also detected that the beta power values predict the performance of participants in the
word recall task since the individuals with higher beta power learnt more vocabulary
words. Our study showed similar findings where highest scores were achieved during the
relaxing music when relative beta PSD values were also the highest. Background music
significantly increased the relative beta PSD. Beta activity was previously found to be
more active during the music listening compared to the resting condition (Nakamura
et al. 1999) which might be why our results also indicated a significant increase of
beta power values with background music. It might be possible that music enhances
beta power in human mind where higher beta power increases the cognitive processing,
which then leads to higher task performance.

4.3 Alpha Waves (8 to 12 Hz)

It was observed that listening to pleasing music increased the EEG activity of the alpha
waves (Tsang et al. 2001). Even though, our statistical analysis found no significant
effect, the p value was close to being significant. Additionally, power spectral topology
results shown in Table 1 demonstrated different patterns for each background music
condition indicating physiological differences. Frontal alpha asymmetry is a commonly
used topology measurement to draw meaningful conclusions however in this study it
was not part of our statistical analysis. With the addition of more participants, this
measurement will be considered in the future, since it can be a valuable indicator towards
new findings.

4.4 Theta Waves (4 to 8 Hz)

Past research indicates a significant correlation between frontal theta power changes
and capacity of working memory (Puma et al. 2018). Increased in theta power values
have been often linked to attention (Sammler et al. 2007). Our results also demonstrated
participants performing better while having the highest relative theta PSD. Correlation
to background music our analysis indicated significant increase in relative theta power
during relaxing music compered to disliked music which supports the previous findings
of listening to pleasing music enhancing the theta power (Sakharov et al. 2005). Klimesch
et al. (1994) also showed a theta power increase during tasks related to memory. It has
been stated that listening to self-selected preferred music increased task focus states
while reducing distraction (Kiss and Linnell 2020). Mori et al. (2014) also demonstrated
participants achieving higher performance in visual search task while listening to music
they enjoy. The task being used in our study; Corsi task uses visual memory, and we
think our results also emphasize a significant correlation between visual memory, task
performance, preferred pleasing music and theta waves.

Our analysis did not consider different lobes however, it has been previously stated
that power value changes in different lobes can also indicate more meaningful conclu-
sions. It has been previously shown that listening to pleasing music increased theta power
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values in frontal lobe (Balasubramanian et al. 2018). In the next phase of the research,
spectral changes in different lobes can be a significant factor to consider.

5 Conclusion

In this preliminary study, relationship between background music, task performance and
brain activity were investigated. It was concluded that background music had a signifi-
cant effect on task performance, relative beta, and theta spectral power density values.
Beta and theta power values were significantly larger under relaxing music condition.
It was also found that background music had a significant effect on task performance.
Participants performed significantly better during the relaxing music condition. Our sta-
tistical analysis did not show any significant relationship between background music,
relative alpha power, and task performance.

Study offered preliminary initial results and it had a limited sample size. In the
next phase, more participants will be recruited, findings regarding alpha, theta and beta
waves will be analyzed even further. Current study only conducted an analysis over
whole montage. Statistical analysis did not consider power changes from different lobes
and did not consider alpha frontal and parietal asymmetry. Topology results displayed
some significantly different patterns displayed in Table 1. Carrying this research further
with more sample size while considering PSD changes in different lobes can be quite
informative towards future research.
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Abstract. What-you-see-is-what-you-get word processing editors that
support the typesetting of mathematical content allow for direct manip-
ulation of 2-dimensional mathematical notation within a 1-dimensional
environment. The models used to represent mathematical structure gen-
erally fall into two categories: (1) free-form, in which symbols are placed
and moved freely in the workspace and (2) structure-based, where
2-dimensional structures are inserted and then populated with other
structures or symbols. To understand the consequences of these models
for writing mathematical expressions we examined the sequential order
of symbol insertion when transcribing fractions, and compare this to the
natural order employed when handwritten. Markov transition matrices
were created from recordings of fraction transcriptions to quantify the
probability of inserting a symbol immediately following insertion of other
symbols. The three writing techniques yielded different dominant tran-
sition patterns and also differed in their ability to tolerate differences
from the dominant pattern. This study likely represents the first empiri-
cal assessment of symbol insertion order probabilities when handwriting
fractions, while also identifying differences in insertion order during use
of different types of digital editors for typesetting mathematical content.
These results have important implications for the usability of mathe-
matical typesetting software applications and should be considered in
the future design of such programs.

Keywords: Mathematical software - Software user interfaces -
Fractions + Mathematics education

1 Introduction

Mathematical notation often contains 2-dimensional structure which is challeng-
ing to effectively represent in the 1-dimensional inline typesetting environments
of most word processing software applications. Fractions are a common form of
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2-dimensional structural notation encountered in mathematics. The fraction is
likely the first 2-dimensional structure students will encounter, and fractions are
well known to present conceptual challenges for many learners [2,13,20]. Due
to the 1-dimensional nature of most word processing applications, to effectively
express a fraction the 2-dimensional notation must either be represented in a
1-dimensional format, or an alternative environment must be made available
for the user. Some simple fractions can clearly be represented in one dimension
without the risk of misinterpretation, by replacing the fraction bar, or vinculum,
with a forward slash; a/b is clearly equivalent to .

However, when multiple terms appear in the numerator and/or the denom-
inator, a 2-dimensional representation becomes increasingly important to pre-
serve the meaning and facilitate the effective communication of the mathematical
object. Consider the fraction ;7. If one were to simply replace the fraction bar
with a forward slash the result would be x/a+ b, which would be read and calcu-
lated as T + b due to the standard order of mathematical operations (division is
given higher priority than addition; the forward slash also represents the division
operator). Thus, to effectively communicate the fraction in a 1-dimensional envi-
ronment parentheses should be used in the following manner: /(a + b). In this
example, only one set of parentheses are necessary which is not likely to over-
whelm most users, though learners who have not acquired a full understanding
of the order of mathematical operations may not realize their necessity. However,
when transcribing a more complex expression in a 1-dimensional environment,
say:

(z43)(x44)
4z
S5z(z—1)

xr—9
which could be represented as (((« + 3)(x + 4)/4x)/(5z(z — 1)/(z — 9))), the
requisite parentheses are more numerous and are thus likely to present more of
a challenge to coordinate, especially for students who struggle with the compre-
hension of fractions.

Fractions can represent a variety of mathematical entities (a part-whole rela-
tionship, a quotient, a numeric value, an operator, or a ratio [1]) and the conver-
sion of a 2-dimensional fraction to a 1-dimensional representation may require
individuals to possess some level of fluid cognitive understanding of the frac-
tion concept, and have the ability to easily transform a given fraction between
registers. This is an ability which users who lack proficiency and/or experience
in mathematics may be less likely to have. In the previous example, the for-
ward slash is generally representative of the division operator while a fraction in
2-dimensional form usually represents a numeric value, though both are context
dependent. Therefore, for many users an environment which allows for the direct
insertion and manipulation of 2-dimensional structure in the user workspace is
likely to provide increased efficiency and effectiveness for digitally transcribing
and communicating mathematical expressions containing fraction notation (and
other 2-dimensional mathematical notation).

There exist multiple ways to represent mathematical notation containing
2-dimensional structure in 1-dimensional word processing software environments.
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WYSIWYG (what-you-see-is-what-you-get) editors which allow users to directly
edit mathematical output [10,11], are used exclusively by many beginners, as
opposed to editors such as ETEX which require compilation of 1-dimensional
strings encoding 2-dimensional output. WYSIWYG editors can be classified
by the model used to represent 2-dimensional structure within the processing
environment [4]. One such model is a structure-based model, notably featured
in Microsoft Word Equation Editor (MWEE), in which 2-dimensional “shells”
are inserted into the environment and can be subsequently populated with the
desired symbols or structures, e.g., a fraction is inserted as a horizontal line
with spaces above and below, into which the numerator and denominator are
entered. However, it should be noted that the current iteration of MWEE does
not feature a pure structure-based model and allows for users to enter certain
characters or strings (including a subset of WTEX code) which are automatically
converted to structures or symbols (e.g., typing 4/5 followed by a space will
convert the text to %; note that typing 4+x/5 followed by a space will convert
to 4 + £). Alternatives include free-form models in which users insert drag-
droppable mathematical objects into 2-dimensional workspaces. In such models,
not all structures require insertion, as some can be created by manipulation of
the expression’s spatial configuration, e.g., dragging a 2 into superscript position
squares an element. As implied by the name, the free-form model allows users
greater freedom when transcribing mathematical content and thus, is more con-
sistent with the natural handwriting process where users are solely constrained
by the dimensions of the writing surface (generally paper) and what has already
been written therein.

WYSIWYG editors using different models for mathematical structure vary
in how fractions are inserted into the workspace, which may affect user cogni-
tion, manipulation, and conceptualization of mathematical content. Differences
have been found between models in the sequence of inserting fraction compo-
nents (numerator, denominator, fraction bar), with users more likely to insert
the fraction structure (fraction bar), followed by the numerator and denomina-
tor when using the structure-based model than when using the free-from model
[16]. Analyzing this insertion order invites a comparison to the “natural” inser-
tion order when handwriting fractions. To our knowledge, no baseline measure
exists of symbol insertion order when writing fractions by hand, so any com-
parisons of digital models to handwriting must assume a natural sequence. A
left-to-right, top-to-bottom order has been suggested when handwriting math-
ematical expressions in general [4], and it has been shown that mathematical
expressions are read in a similar scanning order [3,6]; does the insertion of sym-
bols during the writing of fractions follow this same sequence? Here we present
Markov transition probability matrices, generated from transcription tasks which
took place during an eye-tracking experiment designed to evaluate the perfor-
mance of software applications for digitally typesetting mathematics [17]. Such
matrices represent the probabilistic insertion order of fractions during digital
transcription using WYSIWYG editors featuring free-form and structure-based
models, as well as when writing by hand, allowing for meaningful comparisons
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between models and between digital models and a control. Such comparisons
provide insight into how well the models contained within the tested mathe-
matical typesetting software mimic the natural process of handwriting mathe-
matical expressions. Furthermore, interpretation of these matrices in relation to
previously reported cognitive measures derived from eye-tracking data [17] pro-
vides additional insight into the user-experience of these models which have been
shown to cause interference with working memory and cognitive function [18].
Such comparisons are essential to increase understanding of how these interfaces
affect users’ conceptualization of fractions, and have important implications for
mathematics education, especially when delivered in virtual format.

2 Methods

A detailed description of the experimental procedure can be found in Quinby
et al. [17]. Briefly, during an eye-tracking experiment, participants (undergrad-
uate and graduate students from Trent University in Ontario, Canada; n = 26)
transcribed 12 mathematical expressions containing a fraction with multiple
terms in either the numerator or denominator (such as in Fig. 1), using MC?
(a mathematical communication application using the free-form model) [7,14],
MWEE (structure-based model), and pen and paper as a control (4 fractions
using each method). All experimental transcription tasks were video captured
and symbol insertion events were classified based on the component of the frac-
tion represented (components defined in Fig. 1), recorded, and time-stamped.

Numerator
Outside

L x
Y a+b

Denominator

|Fraction bar

Fig. 1. Components of the fraction structure as included in Markov transition matrix
model. The fraction displayed is similar to those used as experimental stimuli in the
eye-tracking experiment.

The insertion sequence of fraction components was used to develop a Markov
transition matrix 7" for each trial, with an element 7; ; representing the proba-
bility of a component in column j being inserted into the workspace immediately
following insertion of component in row i, i.e., a user “transition” from the com-
ponent in row % to that in column j. Mean transition probability matrices were
then created for all participants for each of the 3 transcription methods by calcu-
lating the mean of the corresponding elements in the 4 trial transition matrices,
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and final mean transition probability matrices were calculated for each transcrip-
tion method across all participants in a similar manner. Note that probabilities
in rows do not always sum to 1 due to the fact that some components, most often
the denominator, rarely had a component inserted after, i.e., the component was
the final insertion. Therefore, the probability that the component represented in
row 7 of a transition matrix T was the final component inserted can be calculated
as:

1->"Ty
j=1

3 Results

Final transition probability matrices for the three typesetting methods are shown
in Table 1. The most common insertion order of fractions while using both the
structure-based and the free-form models involves first inserting the fraction
structure, and subsequently populating the numerator followed by the denomi-
nator with appropriate symbols (Fig. 2, top), though the probability of this inser-
tion sequence is higher in the structure-based model than the free-form model
(0.88 versus 0.41; Ty 3 * T59 * Th4 in transition matrices). This is contrary to
the most common insertion order when handwriting the expressions in which
symbols are inserted in a left-to-right, top-to-bottom fashion (Fig.2, middle),
i.e., numerator, fraction bar, denominator. Interestingly, only with the free-form
model was there a non-zero probability (0.11) of users inserting the fraction bar
indicator following the denominator (probable overall insertion sequence dis-
played in Fig. 2, bottom). Note that probabilities closer to 0.5 indicate a greater
level of uncertainty, or variability in the represented event as shown by the vari-
ance for a proportion p, calculated as p(1 — p).

4 Discussion

The Markov transition matrices revealed clear differences between the order
in which symbols are transcribed for handwriting and the two digital editors.
When the fractions were handwritten, the dominant transcription order followed
a left-to-right, top-to-bottom spatial approach analogous to the order in which
the symbols would be read. This means that when transitioning from the left to
the right side of the equation, the first symbol added was in the numerator. In
contrast, the first symbol entered on the right side the equation was the fraction
bar object for both digital models. The fraction bar was followed by the numera-
tor and then denominator. The primacy of the fraction bar in the structure-based
model is a consequence of the lack of flexibility offered by model (inserting the
numerator followed by the fraction structure will result in an expression such
as in Fig.3). The primacy of the fraction bar when using the free-form model
is surprising given its flexibility. One possibility is that it was used as a visual
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Table 1. Fraction component mean transition probability matrices for expressions
handwritten with pen and paper (top), and transcribed with MWEE (middle) and
MC? (bottom). Each element i, j represents the probability of inserting the component
in column j immediately following insertion of the component in row i. Variance of a
probability p can be calculated as p(1—p). Fraction components represented in the rows
and columns of matrices are consistent with the definitions established in Fig. 1. The
size of the probabilities in matrices is determined by the magnitude of the probability,
with those from 0.50-0.99 in the largest font, those from 0.10-0.49 in a large font, and
those from 0.00-0.09 in a regular sized font.

To

From | Outside Numerator Fraction bar Denominator
Outside 00 .75 .25 00
Numerator 00 00 .75 .25
Fraction bar 00 .26 00 .74
Denominator, .o 00 00 00

\ To |
From Outside Numerator Fraction bar Denominator
Outside 00 05 94 o1
Numerator o1 00 03 97
Fraction bar | .02 97 00 o
Denominator .oz .00 .00 .00

| To |
From Outside Numerator Fraction bar Denominator
Outside 00 .29 .70 00
Numerator .00 .00 18 .82
Fraction bar | .o 71 00 17
Denominator .o 00 A1 .00

spatial marker for the placement of symbols in the numerator and denominator
and that this is not necessary for handwritten symbols. Performance across the
writing methods differed in a second way. Although each writing method had a
clearly dominant transition sequence, the mean probabilities for this sequence
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3. 4.
1. 2. X _ X
y = =>y=—::>y=—'=>y—a+b

N 3. 4,
1 x x _ X
y: l=>y: — y=—=>y——a+b
N 3. 4.
L X
X X __
y= = y= = YZa4p = Y a+b

Fig. 2. Most probable insertion order of the components of a fraction when using the
digital typesetting applications featuring both the free-form model and the structure-
based model (top), and when handwriting mathematical expressions (middle, can be
assumed as natural writing order), as well as an alternate insertion order of components
displayed occasionally by users of MC? (free-form model, bottom)

was smaller in the handwriting (.75) and free-form model (.74) compared to
the structure-based model (.96). This suggests that the sequence for symbol
entry was more variable in the handwriting and free-form model conditions. In
the handwriting condition the deviation from the dominant model resembled
the structure-based model and in the free-form model condition the deviation
from the dominant model resembled the left-to-right, top-to-bottom sequence
observed in the handwriting condition.

Although the structure-based model seems to disrupt the natural writing
order used for fractions, this does not mean that it is less efficient. Use of the
structure-based model has been shown to be more efficient when transcribing
fractions than the free-form model, with handwriting more efficient than both
of the digital methods [17]. Overall, eye-tracking results also suggested a greater
demand on cognitive resources for users while transcribing fractions with the free-
form model compared to the structure-based model [17]. One possible explana-
tion for the counter intuitive findings with regards to the structure-based model
is that it is due to its lack of flexibility. One of the 10 usability heuristics for
software interface design proposed by Nielson is consistency [5,12], which the
lack of flexibility of the structure-based model may provide for users and thus
be beneficial. However, another usability heuristic states that interfaces should
prevent errors [5,12]. Past research has shown an increased number of user errors
(e.g., Fig. 3) associated with the use of the structure-based model for transcribing
fractions [15], and this criteria should also be taken into account when evaluating
the usability of these tested models. The rigidity of the structure-based model
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Fig. 3. Resulting output when attempting to insert the numerator of a fraction imme-
diately prior to insertion of the fraction structure when using the structure-based model
featured in Microsoft Word Equation Editor, highlighting the lack of flexibility offered
by this model.

may become more problematic for users when faced with increasingly complex
mathematical content to transcribe, or even more-likely, when the expression
includes structures that are rarely used in the interface. An error in complex
nested expression could require substantial re-writing or a re-conceptualization
of the structure placing increased cognitive demands on the user. Furthermore,
the desired order of insertion of different fraction components may change when
users are performing calculations or solving problems, compared to when they
are simply copying a presented expression and this must also be considered.
When interpreting these results, a level of caution should be exhibited as the
models for the representation of mathematical structure live inside of differ-
ent interfaces. The results related to performance measures (efficiency, cognitive
load, working memory) are likely more susceptible to being influenced by such
interfaces compared to results relating to symbol insertion order, however, these
should be considered when interpreting results.

The transition matrices for the relatively simple expressions reported in this
study are notably different from those reported by Quinby et al. [16], derived
from the transcription of more complex expressions using the same two software
applications (MC? and MWEE); in that experiment, a handwritten control was
not included. In that work, transition probabilities were more consistent with the
natural reading order described in the current study, such that users were more
likely to insert the numerator, followed by the fraction bar and the denominator.
When using the structure-based model, a number of the transition probabilities
were closer to 0.5 than in our results, indicating greater variability /uncertainty
in insertion orders. Variability could become more prevalent when expressions
to be transcribed increase in complexity, both vertically and horizontally, e.g.,

Vz24+2zx+2

I . 4r
— VS. = .

2 +1 = 5 00

Differences in the Markov transition matrices from the two studies could be a
result of the increased number of symbols present in the expressions transcribed
in Quinby et al. [16]; n symbols give n! possible insertion orders (though many are
highly improbable) introducing greater room for variability, as well as increasing
the likelihood of user error. Future research should focus on differentiating the
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variability which can be attributed to a greater number of symbols versus that
which is the result of increasing complexity from nested structure.

Perhaps the most interesting finding from this research is that variation exists
in the order in which individuals write fractions by hand, with participants in
about 25% of handwritten trials inserting the fraction bar first followed by the
insertion of the numerator and denominator. This finding raises a number of
questions and ideas for future research on the topic. For example, do individu-
als with different levels of mathematical expertise show contrasting patterns of
variation in the order of insertion when writing out mathematical expressions?
Research has shown differences in the reading and processing of mathematical
material based on experience level [8,9]; does this extend to the order of writing
mathematics? Furthermore, are differences in the order of handwriting fractions
attributed to conceptual differences or are they an artifact of some past educa-
tional experiences? Interestingly, learners from some different cultures may be
more likely to transcribe fractions in contrasting sequential order; for example
Koreans generally insert the denominator and fraction bar first, prior to the
numerator when handwriting a fraction (S. Kim & M. Pollanen, personal com-
munication, 2020), contrary to the insertion probabilities observed in our study
with Canadian students. Korean students generally show better performance on
fraction computation tasks than American students [19], which may indicate a
connection between the order of inserting the components of fractions and the
general understanding of the concept. Insertion of the denominator and frac-
tion bar first may indicate that an individual shows greater recognition of the
fraction as a whole, whereas insertion of the numerator first may indicate over-
reliance on this numeral in the understanding of the overall fraction, but such an
assertion would need to be tested empirically. It is interesting to note that the
literal translation of the Korean word for denominator is “mother of the fraction”
while numerator means “child of the fraction”, perhaps suggesting a difference
in perspective. At minimum, cultural differences in the mathematical writing
process should be investigated and taken into account. Overall, the notable dif-
ferences observed in insertion orders of fraction components when typesetting
them digitally compared to the natural order when handwriting may indicate
that users conceptualize fractions differently when typesetting them using the
tested WYSIWY G models versus handwriting them, and future work should test
this hypothesis.

5 Conclusion

In conclusion, through the use of Markov transition matrices to quantify sym-
bol insertion order when transcribing fractions using two software applications
featuring differing models to represent 2-dimensional mathematical notation
as well as when handwriting, we were able to identify important differences
between the methods. Matrices indicated that the most probable insertion order
by users of the digital methods was to insert the fraction bar first, followed
by the numerator and denominator, which deviates from the most probable
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natural order of insertion observed when handwriting: first inserting the numer-
ator, followed by the fraction bar and denominator. Insertion probabilities of the
structure-based model showed very little variability, while dominant transition
probabilities derived from both the free-form model and the handwritten con-
trol displayed higher variability. These findings highlight important differences
in user behaviour patterns when using these mathematical typesetting applica-
tions, which have important implications for the future design of software which
allows for user input of mathematical content. Furthermore, differences observed
between the digital and handwritten transcription of fractions could indicate dif-
ferences in the cognition of the mathematical content which has implications for
the education and learning of mathematics.
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Abstract. Advanced driver assistance systems (ADASs) support drivers in multi-
ple ways, such as adaptive cruise control, lane tracking assistance (LTA), and blind
spot monitoring, among other services. However, the use of ADAS cruise con-
trol has been reported to delay reaction to vehicle collisions. We created a robot
human-machine interface (RHMI) to inform drivers of emergencies by means
of movement, which would allow drivers to prepare for the disconnection of
autonomous driving. This study investigated the effects of RHMI on response to
the emergency disconnection of the LTA function of autonomous driving. We also
examined drivers’ fatigue and arousal using near-infrared spectroscopy (NIRS) on
the prefrontal cortex. The participants in this study were 12 males and 15 females.
We recorded steering torque and NIRS data in the prefrontal region across two
channels during the manipulation of automatic driving with a driving simulator.
The scenario included three events in the absence of LTA due to bad weather.
All of the participants experienced emergencies with and without RHMI, imple-
mented using two agents: RHMI prototype (RHMI-P) and RoBoHoN. Our RHMI
allowed the drivers to respond earlier to emergency LTA disconnection. All drivers
showed a gentle torque response for RoBoHoN, but some showed a steep response
with RHMI-P and without RHMI. NIRS data showed significant prefrontal cortex
activation in RHMI conditions (especially RHMI-P), which may indicate high
arousal. Our RHMI helped drivers stay alert and respond to emergency LTA dis-
connection; however, some drivers showed a quick and large torque response only
with RHMI-P.

Keywords: Human-machine interface (HMI) - Automated driving - Driving
assistance system (ADAS) - Near-infrared spectroscopy (NIRS)

1 Introduction

Advanced driver assistance systems (ADASs) play a central role in level 2 automation,
which is the current automation state of mainly released automated vehicles. An ADAS
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provides various functions, such as lane tracking assistance (LTA), adaptive cruise con-
trol, blind spot monitoring, advanced parking assistance, driver monitoring, and traffic
sign recognition, but the main operator of the vehicle remains the driver. This sharing
of roles between human and machine could be responsible for the low usage of rate
of ADAS, resting on a lack of system’s perceived usefulness, ease of use, trustworthi-
ness, and cost [1, 2]. In addition, ADAS cruise control has been reported to delay the
reaction to impending vehicle collisions [3]. This could be ascribed to multiple fac-
tors, including the psychological (e.g., overconfidence that leads to reduced awareness),
physiological, and/or biomechanical (e.g., stress, fatigue, and sleepiness). For this rea-
son, ADAS should require a more highly receptive human-machine interface (HMI) to
prompt drivers understand the state of ADAS better and to make the transfer of roles
between drivers and ADAS smoother.

An HMI in an ADAS informs drivers of its operation state and/or mode: normal (in
which the system works without any trouble), caution (where drivers should pay attention
to an abnormal situation), and warning (where the driver must take over operation of the
vehicle). The most recent commercially available HMI designs for ADAS operations and
modes use pictograms on dashboard displays and mirrors [4]. However, this means of
presenting information could be ambiguous for drivers due to the difficulties in recogniz-
ing small icons and their colors and understanding the states and modes of the ADAS. To
improve the interaction quality between vehicles and drivers, voice-based HMIs, head-up
displays (HUDs), and augmented reality-based HUDs have been reported to be useful
[5-7]. In addition, robot HMIs (RHMIs) have the potential to make the interactions
more engaging, familiar, acceptable, and enjoyable [8] and are also useful for changing
drivers’ behavior through increased self-awareness [9] and for prompting drivers to pay
closer attention to the road, owing to their believable social presence [10]. This implies
that RHMIs could also improve the quality of interaction between drivers and vehicles;
however, the effects of RHMISs that support ADAS functions remain unclear. Therefore,
in this study, we created a system to inform the drivers of ADAS states and modes
that employs RHMIs, especially in emergency situations, and investigated its effects on
drivers’ response to the unexpected events and psychological/physiological states.

Human-like behaviors performed by humanoid robots, such as nodding, hand-
waving, and eye gazing, function as social cues [ 11, 12]. Therefore, humanoid robots have
the potential to provide improved social presence as driver agents [13]. A small humanoid
robot, RoBoHoN (SHARP Co., Ltd.) showed greater acceptability as a driver agent than
the audio and video agent forms [14]. However, when we use humanoid robots as driver
agents, there are only restrictions to taking full advantage of their human-like appearance
and behavior; that is, their physical expression should be moderate to prevent them from
being eye-catching and disturbing the driver. On the other hand, non-humanoid robots
are simple and inexpensive owing to their simpler mechanism and reduced degrees of
freedom [15]. The designs of non-humanoid robots reduce unrealistic expectations [16],
which makes their appearance and behavior intuitive. Thus, non-humanoid robots may
be better suited for use as an RHMI in the in-car environment and have been used as
driving agents in several studies [17—19]. However, the precise differences in usefulness
between humanoid and non-humanoid RHMIs in supporting ADAS functions remain
unclear.
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In this study, to evaluate our RHMI systems, we focused on drivers’ psychological
and physiological states, such as sleepiness, aggression, and fatigue, as well as their
response to emergency LTA disconnection. Emotions and physiological states can be
estimated using cortical activation, which can be noninvasively measured with near-
infrared spectroscopy (NIRS), which measures changes in oxygenated hemoglobin (oxy-
Hb) and deoxygenated hemoglobin (deoxy-Hb) in the cerebral cortex [20]. This indicates
cortical activation, as neural activation is associated with increased oxy-Hb and decreased
deoxy-Hb [21-26]. Although NIRS does not measure activation deep inside of the brain,
and unlike fMRI or positron emission tomography, its spatial resolution is relatively low
(20-30 mm), it has the advantage that its measurement is fully noninvasive, relatively
robust against motion artifacts [27], and less subject to the restriction of noisy conditions
[28]. NIRS study is useful for evaluating activation in the prefrontal region associated
with emotions [29]. Left-dominant activation in the frontal region reflects aggression
[30, 31]; on the other hand, inactivation in left frontal cortex is related to fatigue [32]. In
addition, sleepiness is negatively correlated with oxy-Hb in the bilateral frontal regions
[33]. Guided by these conclusions, we investigated drivers’ aggression, fatigue, and
sleepiness with NIRS data.

This study investigated the effects of RHMI on drivers’ steering operation (i.e., their
response to unexpected events) and on drivers’ aggression, fatigue, and sleepiness in
emergency LTA disconnection. To compare the effects between humanoid and non-
humanoid robots, we created two kinds of RHMIs, with humanoid and non-humanoid
robots to provide physiological evidence for creating ameliorating and practical driving
agents.

2 Methods

2.1 Experimental Protocols and Measurements

All procedures used in this study were in accordance with the Declaration of Helsinki
and were approved by the Ethics Committee of Nagoya University. This approval was
based on an appropriate risk/benefit ratio and a study design in which the risks were
minimized. All procedures were conducted in accordance with the approved protocol.
The individuals participating in this study provided written informed consent to partic-
ipate in this study and for the case details to be published. Informed consent continued
throughout the study via a dialog between the researcher and participants. No special
collection permit was required for the study.

A total of 12 males and 15 females (mean age 50.04 £ 8.39 years) participated in
this study. None of the participants had a significant medical history or any sign of a gait,
postural, or neurological disorder. All participants had driver’s licenses. The participants
experienced a highway-driving scenario in a driving simulator (SCANeR™ studio, AV
Simulation, France). They were instructed to hold the steering wheel at all times while
driving. The driving scenario in this study simulated a level 2 automated driving along
a 12.5-km-long highway with a speed of the self-vehicle at 80 km/h. The weather was
set as foggy and drizzling (visibility distance was 1 km), which made it difficult for
the LTA function to recognize the white lanes and position the vehicle between the
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lanes by maneuvering the steering wheel. The scenario included three emergency LTA
disconnections: each start point was 3.00, 3.65, and 4.30 km at the start of the scenario.

All participants experienced three unexpected events with and without RHMI, imple-
mented in two forms: (1) the NoRHMI condition, with C-HMI only; (2) the RHMI pro-
totype (RHMI-P) condition; and (3) the RoBoHoN condition (see Sect. 2.2 and Fig. 3 for
design information). We used two RHMISs to compare the effects of the degree of anthro-
pomorphism on drivers’ behavioral, physiological, and psychological factors. The order
of experimental conditions was counterbalanced to reduce the order effects. Figure 1
illustrates the LTA off events during the scenario. Each emergency consisted of two
ADAS states: an unstable state, in which we assumed the vehicle was entering an area
where the LTA had difficulty detecting white lines (a 0—150 m area from each start of
LTA off event), and a suspended state, in which the LTA function was disconnected,
and manual operation was necessary (a 150—450 m area from the start of each LTA off
event). In other sections, we set the ADAS condition in a normal state, where LTA was
tracking the white lanes and arranged the position of the vehicle by maneuvering the
steering wheel between the lanes. Along with LTA disconnection events, we changed the
display contents of a conventional HMI (C-HMI), and the RHMIs changed their modes
with different motions and/or coloring (see Sect. 2.2 for details).

Whole scenario: highway road (approx. 12.5km)

Approach (3km) LTA OFF events
L d
" 150m 50m 150m T —
r¢—T»
ADAS unstable state suspended state
LTA ON I OFF : | ON
normal mode warning warning warning
C-HMI mode 1 mode 2 mode 1
RHMI normal mode i warning mode
«—

approx. 5 sec

Fig. 1. Driving scenario, the transition of ADAS state, and modes of C-HMI and RHMI

To investigate the effects of our RHMIs on the response to an unexpected event
and on drivers’ physiological and psychological factors (in this study, we focused on
sleepiness, aggression, and fatigue), we recorded steering torque and NIRS data for the
prefrontal region in two channels. Steering torque was exported from the logged data
of the driving simulator. For the NIRS recording, we used the Brain Activity Monitor
Hb133 (Astem Co., Ltd., Japan), operated at two near-infrared wavelengths, 770 and
830 nm. Two channels were arranged at 85 mm apart, in the prefrontal region. Changes
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in the oxy-Hb and deoxygenated Hb (deoxy-Hb) concentrations were obtained for each
channel. We recorded NIRS data for each condition separately (i.e., we obtained three
recordings for each participant) because NIRS recording was frequently halted between
conditions due to network disturbances. The sampling frequencies for steering torque
and NIRS recording were 100 and 10 Hz, respectively.

2.2 Conventional HMI and Robot HMI Designs

A C-HMI was set on the dashboard display and presented information on the ADAS
operations (Fig. 2). The design of our C-HMI was based on the specification of commer-
cially available vehicles [34, 35]. In the normal and unstable states of the ADAS, both the
green LTA icon and the blue line guard were lit (normal mode). When the vehicle entered
the area of the suspended state of the ADAS suspended state, the LTA icon was turned
gray, and the line guard was turned off (warning mode 1). Then, as the vehicle passed
50 m from LTA off, the takeover icon (an illustration of holding the wheel) appeared
together with a beeping sound (warning mode 2). Then, at the point where the vehicle
passed another 150 m, the C-HMI returned to warning mode 1.

LTAicon ON Line guard ON LTA icon OFF Line guard OFF LTAicon OFF  Takeovericon Line guard OFF

Normal mode Warning mode 1 Warning mode 2

Fig. 2. A conventional HMI (C-HMI) used in this study (Color figure online)

The two RHMISs, located on the left side of dashboard front, were used as an add-on
to the C-HMI, intended at increasing the understandability of the ADAS operations and
their states. Using the necessary cues for the expression of animacy [36], we created
RHMI motions and appearance as follows:

RHMI-P. RHMI-P consists of the body, lid, and pedestal (Fig. 3a). The body was 40
mm tall when the lid was closed and was 54 mm tall when the lid was maximally opened
(20°). The width of the body was 70 mm. The height and width of the pedestal were 62
and 150 mm, respectively. RHMI-P had two LED eyes, and a ring LED was embedded
in the lid. Both body and lid had one DoF: rotation in the horizontal direction for the
body and an opening-closing movement for the lid (from 0° to 20°). In accordance with
the states of LTA function, we changed the modes of RHMI-P expression in relation to
its eye color and lid and by body motions: turning angle, speed, and lid opening angle.
As the degree of emergency increases, we increased its movement speed and altered its
eye and eyelid color to ones that would prompt drivers to recognize the emergency.

Normal Mode. During the normal state of LTA function, RHMI-P moves peacefully and
sluggishly with its eyes and eyelids having a bluish color, which has a calming effect
[37]. The rotation angle and speed of the body were set to 135° and 5 rpm, respectively.
The opening angle of the eyelid was 8°.
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Warning Mode. We changed the RHMI-P behavior to the warning mode approximately
5 s before the vehicle entered the area of the suspended state of ADAS, in which the
ADAS was not stable. Because high-frequency motion and intensity express danger and
strong colors (especially red) induce neuronal excitement [38], we set RHMI-P’s eye
and eyelid color to red. We also set its rotation angle and body speed to 108° and 80
rpm, respectively. To increase its visibility, we opened the lid maximally, that is 20°.

(b)

LEDlights '
around the eyes

(a) LED eyes Lid
[ (maximally opened)

.

Turn table

" Pedestal

Fig. 3. Designs of (a) RHMI-P and (b) RoBoHoN (Color figure online)

RoBoHoN. RoBoHoN s a 19.5-cm-tall humanoid robot that can interactively talk, sing,
and dance (Fig. 3b). Although RoBoHoN can inform drivers of an emergency situation
by its utterances or physical expressions, we restricted its movement to rotation in the
horizontal plane and turned off its utterance function. This is because we focused on
differences in level of anthropomorphism between RHMI-P and RoBoHoN. Therefore,
we made RoBoHoN’s motion as similar as possible to that of RHMI-P. In this study, we
placed RoBoHoN on a turntable that rotated in the horizontal plane in the same manner as
RHMI-P: the sitting height of RoBoHoN and the height of pedestal were approximately
14.5 and 3.5 cm, respectively. The rotation angle and speed of the turntable were operated
by a computer connected via Bluetooth. Although its eye contours were covered with
LED lights, we were not able to change these colors in the API used. In this study, the
eye contours were lit in yellow throughout the experiment. We set RoBoHoN’s motion
to alter in accordance with ADAS states as follows:

Normal Mode. In a similar manner to RHMI-P, RoBoHoN moved quietly during normal
LTA functioning. Its rotation angle and speed were 45° and 5 rpm, respectively. We set
RoBoHoN’s rotation angle smaller than that of RHMI-P because RoBoHoN’s motion
has higher visibility than that of RHMI-P, whose body and lid had a round shape.

Warning Mode. Approximately 5 s before the vehicle entered the area of the ADAS
suspended state, RoBoHoN began to rotate at 45° and 80 rpm.
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2.3 Data Analysis

Response to the Emergency Disconnection of LTA. Using a steering torque profile,
we detected response times and peak response torques against emergency LTA discon-
nection as follows: First, we obtained a steering torque profile in the absence of manual
operation against the LTA disconnection events, which we called baseline. Because the
vehicle gradually moved out of the lane if there was no manual operation during the
ADAS suspended state, we connected the torque profiles of three LTA events to make
a single baseline profile. Next, the time series data of the difference between torque
profile and baseline was passed through a fourth-order butterworth low-pass filter with
a cutoff frequency of 10 Hz. We named this low-pass filtered profile manual torque.
Finally, we detected a response timing to be the time when manual torque exceeded
the threshold. The threshold was defined as 1.5 x MaxAmp, where MaxAmp was the
maximum amplitude of the baseline while LTA was disconnected: MaxAmp was equal
to 0.0028 Nm. The response time was the period from the time of LTA disconnection
to response timing. In addition, we identified a maximum value of manual torque in the
period of 1.5 s from the response time, and we defined this value to be the peak response
torque to the emergency LTA disconnection.

In human motor control, there is a tradeoff between the speed and accuracy of a
movement [39, 40]. In this study, for smooth takeover against emergency LTA discon-
nection, the response torque should not be too large. That is, it is associated with the
accuracy of driving movement. Because the time-accuracy relationship of human motor
control is nonlinear [39, 40], we fit the response time-torque data for each condition
to the exponential function. The approximation was conducted using the fit function in
MATLAB. To investigate the effects of our RHMISs to the tradeoff between response time
and smoothness, we focused on the degree of fit (i.e., the coefficients of determination)
and the shape of the approximate curves for each condition.

Fatigue and Arousal by NIRS Data Analysis. We analyzed changes in oxy-Hb con-
centrations throughout the LTA disconnection events. First, we excluded the data of
15 participants due to measurement failures. The data of the remaining 12 participants
was passed through bandpass filters: a 8.1 MHz high-pass filter to remove long-term
drift artifacts and a 150 MHz low-pass filter to remove respiration, heartbeat, and high-
frequency noise artifacts [41]. We excluded the data where the oxy-Hb and deoxy-Hb
profile showed in-phase relationship, which was interpreted as an artifact. Among the 24
samples (2 channels of data for 12 participants), 19, 19, and 20 samples were obtained for
the subsequent analysis for NoRHMI, RoBoHoN, and RHMI-P conditions, respectively.

Prefrontal cortex activation was evaluated using phase plot bias: a distribution rate
across the first, second, and fourth quadrants of significantly more than 75% represented
the activation of the prefrontal cortex, which may indicate wakefulness (Fig. 4). A left-
dominant imbalance of activation is related to fatigue and stress [30, 31]. Before we
focused on the rate distribution during emergency LTA events, we checked the distri-
bution rate throughout the entire recording period: 75.25 £+ 1.86%, 75.25 + 1.24%,
and 75.43 £ 1.75% for the NoRHMI, RoBoHoN, and RHMI-P conditions, respectively.
This result indicates that there was no bias toward activation/deactivation throughout the
entire recording period.
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Fig. 4. Sample phase plot of oxy-Hb concentration during LTA disconnection events

Statistical Analysis. All signal processing to calculate response time, peak response
torque, and distribution rate in the phase plot of oxy-Hb was implemented with MAT-
LAB. All of the data in this study are expressed as mean —+ standard deviation. The nor-
mality of the data was first assessed using the Lilliefors test with the lillietest function of
MATLAB. The subsequent statistical analysis was performed with SPSS. Levene’s test
was used for the test for homogeneity of variance. When the variance was homogenous,
the data were analyzed using one-way ANOVA, and the subsequent post hoc multiple
comparisons were performed with Tukey’s test. For the non-parametric test, an overall
difference between the conditions was determined with the Kruskal-Wallis test. The
significant level was set at p < 0.05.

3 Results

The following sections present the results of only the first trial for each participant, that
is only one condition within NoRHMI, RoBoHoN, and RHMI-P per participant. This is
because there were no differences between conditions for the second and third conditions.
This could be due to the participants’ familiarity with the emergency, allowing them to
predict the events from the road environment and prepare for the events during the second
and third trials. Ten, eight, and eight participants experienced the NoRHMI, RoBoHoN,
and RHMI-P conditions, respectively.

3.1 Response to the Emergency Disconnection of LTA

The left figure in Fig. 5 shows the response time at the first emergency during the first
trial. The data were not normally distributed, and the Kruskal-Wallis test showed no
statistical difference between conditions (p = 0.404). Although there were no statis-
tical differences between conditions, some participants who used RHMIs (especially
RoBoHoN) were able to respond predictively earlier (sooner than 0.2 s) for the first
emergency in the first condition. This implies that our RHMIs had the ability to inform
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drivers of the system malfunction earlier and allow them to prepare for it. In addition to
the response time, the amplitude of the responses was crucial for avoidance. Therefore,
we also investigated the peak response torque and the response time. The data were not
normally distributed, and the subsequent Kruskal-Wallis test revealed that there was no
statistical difference between the conditions (p = 0.45). Although there were no statis-
tical differences between conditions, some participants, especially in the NoRHMI and
RHMI-P conditions, responded to the event with a large steering torque.

(a) (b)

FS
~N
n

~

0.3

02 IR
L1 Tdh 2

0 I
No RHMI RoBoHoN RHMI-P No RHMI RoBoHoN RHMI-P

Response time [s]

Response torque [Nm]
"

Fig. 5. (a) Response time for the first emergent event and (b) response torque for all the events
during the first trial

To investigate the effects of our RHMIs on the tradeoff between response time and
smoothness, we also examined the response time-torque relationship. Figure 6 shows the
response time and torque relationship for all of the emergencies during the first trial. The
blue, yellow, and red marks represent data for the NoRHMI, RoBoHoN, and RHMI-P
conditions, respectively. The first, second, and third events are depicted separately using
circle, triangle, and square marks, respectively. Some data from the NoRHMI and RHMI-
P conditions showed quick but large steering responses (more than 1.5 Nm), which could
be interpreted as the tradeoff between response time and accuracy in the torque control.
The data for the NoRHMI and RHMI-P conditions were moderately well fitted to the
exponential function. Their approximate curves and the coefficients of determination
were as follows: y = 3.255¢71311* and R? = 0.39 for the NoRHMI condition and
y = 5.099¢~193% and R? = 0.43 for the RHMI-P condition. On the other hand, the data
for the RoBoHoN condition did not fit to the exponential function: y = 0.3634¢~1-01x
and R = 0.059. These results imply that only RoBoHoN could soften the tradeoff
between response time and torque control and allow drivers to respond quickly and
gently for the unexpected emergency LTA disconnection.
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Fig. 6. The relationship between response time and torque for all emergencies during the first
trial and approximate curves to exponential function (Color figure online)

3.2 Fatigue and Arousal from NIRS Study

We evaluated the activation of the prefrontal region during LTA disconnection events,
using the bias of oxy-Hb signal in the phase plot, that is the distribution rate across the
first, second, and fourth quadrants. The distribution rate for NRHMI, RoBoHoN, and
RHMI-P conditions were 66.12 &= 15.64,75.80 & 20.14, and 89.16 £ 13.28, respectively.
The data were normally distributed, and the homogeneity of variance was confirmed
by Levene’s test (p = 0.161). The one-way ANOVA test revealed that there were no
statistical differences between conditions (F(2, 15) =2.962, p = 0.082). In spite of this,
the distribution rate of the RHMI-P condition tended to be larger than that of NRHMI
condition (p = 0.073 by Tukey’s test). The distribution rate of RHMI-P condition was
larger than 75%. This implies that the prefrontal region was activated during emergency
events with RHMI-P, which could be interpreted as high arousal [33].

Left-right imbalance in the activation of the prefrontal cortex is associated with
aggression [30, 31] and fatigue [32]. Although there were only a small number of samples
in this study (only one, three, and three left-right pairs of oxy-Hb signals for NRHMI,
RoBoHoN, and RHMI-P conditions, respectively), one pair showed activity only in the
left prefrontal cortex for the NRHMI and RoBoHoN conditions. This left dominance
could be interpreted as aggression. Figure 7 presents one sample from the NRHMI
condition that showed left-dominant activity. For the RHMI-P condition, there was no
left-right pair that showed left-dominant activity. In addition, we did not observe left-
dominant inactivity, which is associated with fatigue, for any condition.
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Fig. 7. A phase plot that showed left-dominant activity (a sample from NRHMI condition)

4 Discussion

In this study, we investigated the effects of RHMI on drivers’ steering operation (i.e.,
their response to the emergencies) and on drivers’ aggression, fatigue, and sleepiness
at emergency LTA disconnection. To compare the effects between humanoid and non-
humanoid robots, we created two kinds of RHMISs to assist the drivers with RoBoHoN and
non-humanoid RHMI-P. Our RHMIs made it possible for drivers to respond predictively
earlier (~300 ms) against emergencies even at the first event during the first trial, which
was impossible for the NoRHMI condition (Fig. 5a). This could be because the drivers
anticipated the emergency due to the change in visual/auditory information about the
ADAS state from the robots. This result suggested that our RHMISs could induce a rapid
response against unexpected situations where the drivers need to take control. Thus,
our RHMIs could help overcome the challenges that current ADAS is confronted: the
use of ADAS could delay the response to emergency vehicle collision [3]. However,
not every participant driving with our RHMIs accelerated their response: some showed
relatively slow (400—-600 ms) takeover. This could be due to the tradeoff between speed
and accuracy for human motor control [39, 40]. That is, in this study, drivers did not
necessarily allocate resources only to the response speed, even though they recognized
the upcoming emergencies in advance. Instead, of the speed, drivers could take time to
take over controls smoothly and steadily.

The amplitude of the response torque is crucial for smooth takeover and subsequent
steering control. A torque response that is too large could impede the smooth and safe
transition to manual operation. In this study, some participants showed relatively large
response torque, especially under the NoRHMI and RHMI-P conditions (Fig. 5b), most
of which indicated a rapid response time (Fig. 6). Among these participants, the one with
the NoRHMI condition responded with large torque in the subsequent two conditions,
which implies that this participant would take the response speed rather than the torque
amplitude, regardless of the presence of our RHMIs. Other participants showed a large
response torque under either NoORHMI or RHMI-P conditions. They managed to avoid
the emergency (i.e., they were able to keep the lane), but their takeover transitions were
not smooth enough. The reason for this quick and large torque response could be as
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follows: those participants had the urge to respond as rapidly as possible to avoid lane
deviation and were unable to manage the smooth torque control due to the tradeoff
between time and accuracy. In addition, we also observed relatively large (>1.0 Nm)
and slow (>0.6 s) responses for one sample in the RHMI-P condition (Fig. 6). This could
be associated with the mechanism of surprise: because the emotion of surprise delays
the required action [42], the recourses of response time and torque accuracy/smoothness
decreased, and then the driver’s response became slow and large. On the other hand,
RoBoHoN allowed most of the participants to respond with mild torque (Fig. 5b), and
the torque amplitude did not tend to increase exponentially as the response time grew
in speed (Fig. 6). These results indicated that RoBoHoN would be the more effective
for the quick and smooth takeover compared with RHMI-P and NoRHMI conditions.
It has been reported that drivers tend to perform smoother takeover control as a vehicle
approaches its operational design domain exits, where the drivers were informed of a
request of intervene earlier, compared with the situation of sudden system failure, as in
this study [43]. Thus, our RHMI with RoBoHoN could prompt drivers to intervene the
system substantially earlier, soon enough for a smooth takeover.

To investigate the drivers’ physiological and psychological factors during emergen-
cies, we also focused on sleepiness, aggression, and fatigue through the NIRS study.
During LTA disconnection, drivers’ prefrontal region tended to be deactivated in the
NoRHMI condition and activated in the RHMI-P condition. For the RoBoHoN con-
dition, there tended to be no bias in activation level. These results imply that drivers’
sleepiness during the emergencies tended to be higher without RHMIs and low with
RHMI-P. Because sleepiness is an important issue for driving automated vehicles [44],
our RHMIs (especially RHMI-P) would be beneficial for keeping drivers awake. In
addition, one sample of the NoRHMI condition (out of one sample) and one sample of
the RoBoHoN condition (out of three samples) showed left-dominant prefrontal activa-
tion, which could reflect aggression [30, 31]. This result shows the possibility that only
RHMI-P could succeed in preventing aggression. Automated driving makes drivers feel
tired more quickly than manual driving and also makes the transition from automated
driving back to manual operation more difficult [45]. However, our data from the NIRS
study (from approximately 11 min of driving with three emergency events) did not show
deactivation on the left side of prefrontal region, which is associated with fatigue. The
effect of our RHMIs on drivers’ fatigue requires continued investigation. In addition,
because the number of samples of NIRS data was small due to the design and due to
measurement failure, it is necessary to perform further investigations to expand the data
to understand the physiological and psychological effects of our RHMIs.

In overall summary, the behavioral, physiological, and psychological effects of our
RHMIs on emergency LTA disconnection were as follows: our RHMIs allowed drivers
to respond early and predictively to unexpected and unexperienced emergencies. Espe-
cially with RoBoHoN, the tradeoff between response time and torque control tended to
be diminished; that is, RoBoHoN allowed the drivers to respond quickly and gently to the
emergencies. On the other hand, RHMI-P tended to be effective for making drivers awake
and suppressing their aggression. A questionnaire survey about the impression of our
RHMIs identified that RHMI-P was evaluated to be more trustworthy and have higher
competence and efficiency than RoBoHoN [46]. Those differences between RHMI-P
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and RoBoHoN are due to the difference in the gap between the experienced urgency
and the urgency information that RHMI provides. That is, it could be speculated that
the urgency information that RoBoHoN provides was weaker than actual urgency, and
therefore, its awakening effect was less intense, which increased some drivers’ aggres-
sion due to insufficient information, whereas in the other case, drivers could respond
more easily and with a calm mind. On the other hand, it would be possible that the
urgency information that RHMI-P provides exceeded actual urgency, and as a result,
drivers were fully awake and had less aggression due to having sufficient information
from RHMI-P, but some drivers showed quick and large torque response because sur-
plus urgency information from RHMI-P caused impatience in response to the event.
As a background to these differences between our RHMIs even though the behavior of
RHMI-P and RoBoHoN was set to the similar level, drivers could have more expec-
tations of RoBoHoN as an informant, as it was a humanoid robot that could express
social cues through its rich body expression and utterance [11, 12]. This high expec-
tation of RoBoHoN could lead to information asymmetry, which has been reported to
affect the feeling of trust and aggression [47], between robots and drivers. Therefore, to
reduce information asymmetry, RoBoHoN may need to provide the information about
an impending emergency in more sophisticated manner due to its humanoid character-
istics to make it physiologically and psychologically more effective. On the other hand,
RHMI-P requires improvement in response to emergencies, some of which showed a
large response torque. To resolve this problem in a future study, we could fill the gap
between actual urgency and the urgency information that RHMI-P provides by making
its information presentation expression gentler.

5 Conclusion

In this study, we created RHMISs to inform drivers of emergencies through robots’ move-
ments to allow drivers to prepare for the disconnection of autonomous driving. Our RHMI
allowed drivers to respond earlier to impending LTA disconnection. All drivers showed a
gentle torque response with RoBoHoN, but some showed a steep response with RHMI-P
and without RHMI. NIRS data showed significant prefrontal cortex activation in RHMI
conditions (especially RHMI-P), which could be interpreted as high arousal. In addition,
under RoBoHoN and NoRHMI conditions, some participants showed left-dominant pre-
frontal activation, which may be associated with aggression. Our RHMI helped drivers
remain alert and respond to emergency LTA disconnection; however, our results also
suggested that it is necessary to improve the method of information presentation method
in response to the robot’s appearance (humanoid or non-humanoid).
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Abstract. Wearable devices have a rapid development and popularity in the last
decade, and the human-computer interaction issues in this field have become
prominent. In general, the screen size of wearable devices is much smaller. Besides,
the usage scenario is usually outdoors under the state of moving. Consequently,
it is difficult to apply the existing standards of other devices, such as laptops, on
them. In this study, we used a smartwatch as the interaction device, and 45 users
participated in this study. Two experiments were designed to investigate the influ-
ence of the key factors (font size, contrast, and weight) that influenced legibility of
text (numbers and characters) on behavioral performance and subjective experi-
ence for two age groups (people aged 18—40 vs. people aged over 40). The results
showed that the font size had the greatest influence on legibility. For people over
40, the very small size and the small size text could not be clearly recognized. For
the young people aged 18—40, the font size had a subtle influence on performance.
However, too large font size reduced the preference for message reading. Contrast
is another variable that influence legibility. Low contrast needs to be avoided in the
design. The influence of weight is relatively small, and very thin weight is worse
than medium and very thick weight. In general, the method used in this study had
high ecological validity and we hope to provide useful suggestions for the design
of smartwatch.

Keywords: Text-legibility - User experience - Wearable devices - Walking - Age

1 Introduction

Since the release of the first smartwatch in 2014, smart wearable devices (e.g., smart-
watches, smart band) have grown rapidly in less than a decade with an astonishing
speed of iteration and popularity. Wearable devices have been applied in various fields,
becoming an essential gadget for more and more people [1].

Compared with other visual display terminals, wearable devices have their distinctive
differences. First, the screen size is different. The interface of smart wearable devices
(e.g., smartwatches, smart band) is evidently smaller than other devices, which substan-
tially limits the font size and capacity of text. The second difference is the variability
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of using environment, which means users will not only use these devices in the static
state (such as sitting condition), but also on moving condition; not only indoors, but also
outdoors in natural light conditions. Studies have shown that the moving condition will
reduce the user’s operational performance compared with the static state. For example,
Hayes et al. found that the accuracy and speed of target selection and reading tasks on
tablets and mobile phones decreased significantly in the mobile state [2]. Dinger et al.
found that reading performance dropped significantly when users read on smartwatches
while walking [3]. Additionally, light also has an impact on word recognition [4]. Thus,
it is unreasonable to directly apply the past research results and design specifications
from large-screen devices to wearable devices with small screens.

Small-screen wearables also present different content from other devices. According
to the surveys, the most used functions of smartwatch are, in order: time telling, timing,
notification, activity detection, and short message viewing [5, 6]. The main needs of
computers and mobile phones (e.g., complex operations or long article reading) are
inconsistent with those of smartwatch users. Instead, the clarity, accuracy, and speed of
short text recognition on the interface are primary concerns, including numbers (e.g.,
time, steps) and short texts (e.g., notifications, messages). Therefore, to ensure a quality
user experience, the legibility of numbers and Chinese characters needs to be fully
considered for Chinese smartwatch users.

Legibility, defined as whether users are able to recognize and distinguish the charac-
ters in the text, is the lowest-level consideration in content usability [7]. In text-legibility
research, font (e.g., font size, weight, contrast, etc.), environment and user characteris-
tics are all influential and meaningful factors that need to be involved [8, 9]. In terms
of font factors, previous studies on traditional interfaces have shown that font size is
the most dominant factor affecting the recognition of alphabetic and Chinese characters
[10-12]. For example, Liu et al. found a positive correlation between the font size and
the performance by conducting a visual search task [13]. Liu et al. found that improp-
erly small font size was the major reason for fatigue in e-book reading [14]. In addition,
weight and contrast are influential to legibility as well. Some studies have found that
the higher the contrast was, the faster users could recognize characters in the text, and
the better the performance in search task [15, 16]. However, other studies have found
performance may decrease when the contrast reaches a critical value. For instance, two
studies found medium contrast was a better choice for performance than extremely high
or low one [17, 18]. Moreover, weight is also an important property of font. Currently,
there are a variety of weight choices in the visual display terminals, and the application
of thin font or ultra-thin font is very common [19, 20]. To our knowledge, few studies
have investigated the effect of weight on legibility.

In addition, the users’ characteristics also affect the legibility, among which the most
important individual difference is age. Substantial studies have presented that visual
function decreases with age. For example, Pitt et al. found that saccadic speed decreases
by about 0.25% every year between the age of 20 and 68 [21]. Fozard (1990) proposed
that visual problems may occur after 40 years old (e.g., difficulty in adjusting focus and
decreased visual acuity when looking at a close target) [22]. Furthermore, this issue is
more prominent on small-screen wearable devices that usually have smaller characters.
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To conclude, this study aimed to investigate the effect of font size, contrast and weight
on text-legibility, and to explore the differences between these effects in different age
groups. In this study, two experiments were conducted to investigate the influence of
font factors on the legibility of number and Chinese characters, respectively. Differences
between two age groups of users were also investigated. The experiment tasks were
designed according to the typical usage scenarios of smartwatches. Study 1 set up a
number identification task according to the health monitoring scenario, and study 2 set
up a message reading task according to the common reading scenario of smartwatches.

2 Study 1: The Legibility of Number

2.1 Method

Participants. A total of 45 participants were recruited, including 20 young participants
aged 18-40, and 25 middle-aged and elderly participants aged above 40. The mean age
of the young participants was 26.70 years (SD = 6.47), of which 50 percent were male.
The mean age of middle-aged and older participants was 57.88 years (SD = 8.09), 12 of
whom were male. All participants had experience with smart devices and subjectively
reported no ocular diseases (e.g., cataract, glaucoma).

Experiment Devices. The experimental device is a HUAWEI WATCH 2 with a reso-
Iution of 390 x 390 and a 1.2 inches round screen size. The experimental program was
developed by JavaScript. The experimental site was an outdoor open space in the Insti-
tute of Psychology, Chinese Academy of Sciences, and the range of surround lighting
was 10kIx—30kIx. The brightness of the smartwatch changed adaptively according to the
surround lighting, so that the participant’s subjective perception of the screen brightness
was similar.

Experimental Design. The study used a mixed design of 2 (age: people aged 18-
40, people aged over 40) x 3 (contrast: low, medium, and high) x 3 (weight: stan-
dard, medium, and bold) x 4 (font size: small, medium, large, and ultra-large). Age
was the between-participants variable. Contrast, weight, and font size were the within-
participants variables. The dependent variables were correct rate, reading speed, and
subjective evaluation (including clarity, comfort, and preference).

Experimental Procedure. The participants were asked to complete the number dis-
crimination task under a simulated daily walking condition. The task procedure is illus-
trated in Fig. 1. When the watch vibrates, the participant raised the wrist (the sight
distance is user’s comfortable distance), and the watch appeared the unlock interface
(the watch shows “Slide to continue the task<<<"). The task interface appeared after
the slide, and the heart rate fluctuated randomly in the range of [60, 75) U (75, 90].
Participants needed to judge heart rate by swiping down with the index finger if the
value was less than 75, otherwise swiping up. After the judgment, the screen returned
to the 5-8 s waiting interface. The next vibration from the smartwatch would remind
the participant to judge next heart rate value. Participants needed to complete each trial
rapidly and accurately.
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Fig. 1. Task schematic of the number discrimination task (The original characters on the interface
were in Chinese and we translated for reading only in this article)

Each condition was repeated three times, and then the participant rated that condition
subjectively on a five-point scale ranging from 1 to 5. The questions for clarity, comfort
and preference were: 1) Can you see it clearly? (1 = Not legible at all, 5 = Very legible);
2) Is it comfortable to look at? (1 = Not comfortable at all, 5 = Very comfortable); 3)
Do you like the size and style? (1 = Not at all, 5 = Very much). Participants can use
their finger to evaluate, then they can swipe left to start the next question. There was also
a 5-8 s waiting interval between each font condition. As weight and font size changed,
the other text would be enlarged or reduced in the same proportion. The order of these
conditions was balanced among participants.

2.2 Results

The Effect of Font on Behavioral Performance Indicators. Correctrate and reaction
time were objective behavioral indicators, and the results were analyzed using repeated
measured ANOVAs. The data of the wrong answer trials were removed from the cal-
culation of RTs, and the results of multiple comparisons were corrected according to
Bonferroni. The main effect of font size on correct rate was significant (F(3, 108) =
10.06, p < 0.001, n% = 0.19). The correct rate in the condition of small font size was
significantly lower than medium (p = 0.004), large (p = 0.004), and ultra large sizes
(p = 0.008), with no significant differences between other sizes. Meanwhile, the main
effect of font size on RT was significant (¥ (3, 108) = 33.11, p < 0.001, ng = 0.48).
The RT in small size condition was significantly longer than medium size (p < 0.001),
the RT in medium size condition was significantly longer than large size (p = 0.035),
and there was no statistically significant difference of RT between conditions of large
and ultra-large size.

The main effect of weight on RT was significant (F(2, 72) = 5.83, p = 0.004,
ng = 0.14). Standard weight had a significantly longer RT than medium weight (p <
0.001). There was no significant difference in the correct rate of each weight.

The main effect of contrast on correct rate was significant (F(2, 72) = 3.41,p =
0.038, ng = 0.07). The correct rate of low contrast was slightly less than high contrast
(p = 0.025). Contrast had a significant main effect on RT (F(2, 72) = 36.61, p < 0.001,
ng = 0.50). Low contrast differed significantly from medium and high contrast (ps <
0.001). However, there is no significant difference between medium and high contrast.

There was a second-order interaction effect between font size, contrast, and weight on
RT. Specifically, the interaction effect between contrast and the font size was significant
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(F(6,216) =5.08, p < 0.001, n% = 0.12). Simple effect analysis revealed that the RT
of small, medium and large font sizes decreased significantly at low contrast, and the
RT reached the best at large font size. No significant difference between the RTs of
large font size and ultra-large font size was observed. At medium and high contrast,
the RT of the small font was significantly longer than other font sizes, but there was no
significant difference between medium, large and ultra-large font sizes. The interaction
effect between weight and contrast was significant (F(4, 144) = 2.52, p = 0.044, n% =
0.066); only at low contrast, the RT of standard weight was significantly longer than that
of medium weight and bold (p; = 0.012, p» = 0.044); at medium and high contrast, the
RTs of the three weights were not significantly different. There was no interaction effect
between font size, contrast, and weight on correct rate.

The Effect of Age on Behavioral Performance Indicators. Age was a significant
variable affecting behavioral performance. The correct rate for over-40 age group was
significantly lower than that for 18-40 age group (F(1, 36) = 13.05, p = 0.001,
n% = 0.23), and RT for over-40 age group was significantly slower than that for 18—-40
age group (F(1, 36) = 35.98, p < 0.001, ng = 0.50). Font size and age had interaction
effect on correct rate F(3, 108) = 10.76, p < 0.001, n% = 0.20, and RT (F(3, 108) =

13.94, p < 0.001, ng = 0.28). For the 1840 age group, there were no significant differ-
ences in RT or correct rate for the four font sizes. For the over-40 age group, the correct
rate of small font size judgment was only 75% (SD = 2.9%), which was significantly
lower than the other font sizes. The RT decreased significantly with the increase of font
size, and there was no significant difference between the RTs of large font size and
ultra-large font size. Age and contrast interacted significantly on RT (F (2, 72) = 7.22,
p < 0.001, ng = 0.50). RT was significantly longer for low contrast than for medium
and high contrast (p; = 0.023, p» = 0.014) for people aged 18—40, while there was no
significant difference between medium and high contrast. For people aged over 40, the
RT declined significantly with the increase of contrast.

Contrast x font size x age third-order interaction effect was significant (F(6, 216)
= 2.58, p = 0.020, nrz, = 0.07, presented in Fig. 2). Simple simple effects analysis
found the interaction effect between contrast and font size is significant on both age
groups. For participants aged 18—40, the RT for the small font size was significantly
longer than the other font sizes at low contrast; at medium and high contrast, there was
no significant difference between the font sizes. For participants aged over 40, the RT
of small, medium, and large font sizes decreased significantly at low contrast, and there
was no significant difference between the RT of large font size and ultra-large font size.
At medium and high contrast, the RT of small font sizes was significantly longer than
that of other font sizes, but there was no significant difference between medium, large,
and ultra-large font sizes.
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Fig. 2. RTs for each font size at low, medium, and high contrast for the young group (left) and the
middle-aged and elderly group (right). The error bar in the figure indicates the 95% confidence
interval.

Subjective Evaluation Indicators. Clarity, comfort, and preference were subjective
evaluations of the participants. Repeated ANOVAs were conducted to analyze these three
dependent variables, and the results of multiple comparisons were corrected according
to Bonferroni. The results showed that the main effects of font size, contrast, and weight
were all significant. Table 1 provides an overview of statistical values.

For font size, a positive correlation between the subjective evaluation and font size
were found (ps < 0.001). Subjective evaluations at low contrast were significantly lower
than medium and high contrast, while there was no significant difference between that
of medium and high contrast.

Clarity and comfort were slightly lower for standard weights than for bold, with
no significant differences for other weights; preference for standard weights was sig-
nificantly lower than for medium weights and bold, with no significant differences for
medium and bold. The interaction effect between contrast and font size was significant
(F(6,216) =3.34, p = 0.003, 71123 = 0.07). For small font sizes, clarity was significantly
higher for low, medium, and high contrast in that order; for medium font sizes, low con-
trast clarity ratings were significantly lower than high contrast, and the difference was
not significant in other cases; for large and ultra-large font size, there was no significant
difference between the three contrasts.

The interactions effect between weight and font size were significant for all three
subjective evaluations. For small font size, there was no significant difference in the
clarity ratings of each weight, and the mean values were all less than 3; for medium font
size, the evaluation score of standard weight was significantly lower than bold; for large
font size, the evaluation score of standard weight was significantly lower than medium
weight and bold. In terms of comfort and preference, the subjective ratings of standard
weights were significantly lower than bold at small and medium font sizes; at large font
size, the subjective ratings of standard weights were significantly lower than medium
weights. At ultra-large font sizes, there was no significant difference in the subjective
ratings of each weight. The specific ratings of the subjective evaluation varied greatly
among individuals, and the trends of ratings on each variable were similar across ages.
Thus, the results of age-related subjective ratings were not shown in this section.
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Table 1. Statistical values of main effects for subjective evaluation of digital discrimination tasks

Independent variable Clarity Comfort Preference

F ng F ng F n%
Font size 98.18"* 1070 | 100.85"" |0.70 |82.26™" |0.66
Contrast 11.64° 021 11.81°* 1022 1053 |0.17
Weight 571 0.12 6.79"" 0.14 7.74™ 0.15

Note. *** for significance p < 0.001, ** for significance p < 0.01, * for significance p < 0.05

3 Study 2: The Legibility of Chinese Characters

3.1 Method

Participants. Participants in this study were the same as in Study 1, and the order of
whether participate conducted study1 or 2 first was balanced.

Devices and Materials. The experimental equipment and site were the same as in Study
1.

The reading materials were compiled by the researchers and consisted of 90 messages
(about 15 words) containing the sender, time, place, or event. For example, ‘<Liu**>:
Is the three o ‘clock meeting this afternoon on the fifth floor?’, ‘<Huang**>: I’m going
to Guangzhou on business for a few days, see you next week!’, etc.

Experimental Design. The Chinese character legibility study used a mixed design of 2
(age: people aged 18—40, people aged over 40) x 3 (contrast: low, medium, and high) x
3 (weight: standard, medium, and bold) x 5 (font size: very small, small, medium, large,
and ultra-large; Here, the naming is similar to that in Study 1, however, the actual size
is not the same). Age was the between-participants variable; contrast, weight, and font
size were the within-participants variables. The dependent variables were correct rate,
reading speed, and subjective evaluation (including clarity, comfort, and preference).

Experiment Procedure. The participants were asked to complete the message reading
under a simulated daily walking condition. The task procedure is illustrated in Fig. 3.
When the watch vibrated, the participant raised wrist (the distance is as far as the user
feels comfortable), and the watch appeared the unlock interface (the watch shows ‘Slide
to continue the task< < <”). After the participant swiped left, the task interface appeared.
Participants needed to read the text message and swipe left to indicate the end of the
reading. The experiment program would ask questions about the text message, and the
participant would choose one answer. The participant would complete this task twice for
the same condition. At the end of the two reading tasks, the participant would evaluate
the font subjectively as same as Study 1.
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Fig. 3. Task schematic of Message Reading Task (The original characters on the interface were
in Chinese and we translated for reading only in this article)

3.2 Results

Behavioral Performance Indicators. The correct rate and reading speed as two objec-
tive behavioral indicators were analyzed using repeated measured ANOVAs. Reading
speed was calculated by the number of words in the message divided by the reading
time. The incorrect trials were removed, and the results of multiple comparisons were
Bonferroni corrected.

For correct rate, the main effect of contrast was significant (F(2, 86) = 7.17, p =
0.001, ng = 0.14); high contrast lead to a significantly higher correct rate than low and
medium contrast (p; = 0.004, p» = 0.007), however, the effects of low and medium
contrast were not significantly different. The main effect of weight was significant (F(2,
86) =5.42, p = 0.006, ng = 0.11); the correct rate of standard weight was significantly
lower than moderate weight, and moderate weight was not significantly different from
bold. The main effect of font size was significant (F'(4, 172) = 18.57, p < 0.001, nf) =
0.30). The youth population had significantly higher correct rate than the middle-aged
and elderly population (p < 0.001). The interaction between age and font size was
significant (F (4, 172) = 10.17, p < 0.001, ng = 0.19). For the middle-aged and older
cohorts, there was no significant difference in the correct rate of each font size; for the
middle-aged and older cohorts, the mean correct rate of the very small font size was
61%, slightly higher than the random level. Both the very small and small font correct
rate were significantly smaller than the medium font, with the medium font reaching the
highest correct rate and no significant differences between the other font sizes. For the
dependent variable of reading speed, the main effect of weight was significant (' (2, 86)
= 6.80, p = 0.002, ng = 0.14); the reading speed of standard weight was lower than
that of moderate weight (p = 0.001). The main effect of contrast was not significant.
The main effect of font size on reading speed was significant (F(4, 172) = 10.55, p
< 0.001, T]% = 0.20). The interaction effect between font size and age was significant
(F(4,172) =7.84,p < 0.001, nrz, = 0.15). For the young group, there was no significant
difference in the correct rate of each font size. For the middle-aged and older groups,
the reading speeds for very small and small font sizes were instead much greater than
for other font sizes; there was no significant difference in reading speeds for medium,
large, and ultra-large font sizes. Combined with the correct rate, this may be due to
the inability of the elderly to recognize the message in the text with very small and
small font sizes, which made them slide right directly. Meanwhile, because the option
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of this task is binary, participants had a high probability of getting the right answer by
guessing. Deleting wrong trial data could not thoroughly eliminate this bias, thus, the
reading speed of relatively small font size seemed very high.

Subjective Evaluation Indicators. We performed repeated measured ANOVAS on the
three dependent variables of clarity, comfort, and preference. Results of the multiple
comparisons were Bonferroni corrected. The main effect results are shown in Table 2.
The main effects of contrast were all significant on subjective ratings. Low contrast has
significantly lower subjective ratings than both medium and high contrast, and no sig-
nificant differences between medium and high contrast. The clarity and comfort ratings
of bold were slightly higher than those of medium weight, and the main effect of weight
on preference was not significant. The main effect of font size on subjective ratings was
significant, and there was an interaction effect between font size and age for clarity (F(4,
172) =5.72,p < 0.001, 13 = 0.12), comfort (F(4, 172) =5.72, p < 0.001, nj = 0.12),
and preference (F'(4, 172) =5.72, p < 0.001, ng = 0.12). For participants aged over 40,
clarity, comfort, and preference ratings increased significantly with increasing font size,
with no significant differences in subjective ratings between large and ultra-large font
size, as shown in Fig. 4. For participants aged 18—40, clarity ratings showed an overall
upward trend, with a significant increase in clarity for very small, small, and medium
font sizes, but no significant differences between medium, large, and ultra-large font
sizes, as shown in Fig. 4 (Left). The comfort rating of very small, small, and medium
sizes increased significantly, and there was no significant difference between medium,
large and ultra-large size. Ultra-large sizes decreased slightly in value than large sizes,
see Fig. 4 (middle). For the young group, the preference level increased as the size rose,
and there was no significant difference between medium and large size, and the rating
of ultra-large size decreased significantly, see Fig. 4 (right).

Table 2. Statistical values of main effects for subjective evaluation of message reading task

Independent variable Clarity Comfort Preference

F n% F n% F ng
Font size 73147 1063 190147 1068 72097 0.63
Contrast 6.13"" 0.13 7.66" 0.15 557" 0.12
Weight 5.28"" 0.11 439" 0.09 1.08 0.34
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Fig. 4. Evaluation of clarity (left), comfort (middle) and preference (right) of each font size by
age group. Note. The error bar in the figure indicates the 95% confidence interval.

4 Discussion

This study comprehensively examined the text-legibility effects of font factors (font size,
contrast, and weight), as well as the user factor of age, on small-screen devices. It is
found that font factors affected user behavioral performance and subjective evaluations
most, for both numbers and Chinese characters. Meanwhile, these effects specifically
vary across age groups.

Outdoor natural light conditions and walking conditions were used as the experiment
environment to study the factors affecting text legibility. It was found that the most
influential factor on legibility is still the font size, which is consistent with previous
literature [11]. Sufficiently large font size is the basis for ensuring that users can receive
the information in the text. In contrast, too low levels are not advisable, which will
affect recognition and comfort. When the contrast was greater than a critical value,
behavioral performance and subjective evaluation were better and did not differ much
from any higher levels. However, former studies of legibility conducted indoor have
found medium contrast to be optimal. When the contrast is raised above a certain value,
performance may decline [17, 18]. The reason may be that the illuminance of outdoor
environments is much higher than that indoor, and the contrast between high-contrast
text and ambient light is diminished, thus, the performance level was not reduced. This
stresses the necessity of thorough consideration of the specific practice environment of
usability research. We found that weight had a subtle effect on legibility. In addition, the
lowest level weight has a smaller effect than the other two. Thus, very thin font should
be avoided in practice.

The interaction effects between font size, contrast, and weight are worthy to consider.
When one design factor is at a lower level (such as, very small font size), the effects on
the behavioral performance of other variables are more evident. For example, for small
font size, low contrast reduced legibility, while the effect of contrast was not significant
for large font size. In practice, when a small font size must be used for improving
the utilization of small screen, increasing the contrast is an acceptable way to ensure
text-legibility.

Ageis acrucial factor affecting legibility. In general, people aged over 40 had a longer
RT and relatively lower correct rate. The reason is the decrease in both cognitive ability
and motor performance as getting older [23]. More importantly, the interaction effect of
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age and font factors were found. For the people aged 18—40, the font size did not affect
behavioral performance. For people aged over 40, difficulties in recognizing numbers at
small font sizes were manifested by an evident decrease in behavioral performance; in the
case of Chinese characters, very small and small font sizes are almost impossible to read.
In other words, Chinese characters that can be recognized by the young group may be hard
to read for the elderly. Thus, the range of text specification design should be carefully
adjusted according to the oriented users in practical applications. Although different
age groups showed higher subjective evaluations of large font size and high contrast,
the Chinese characters still showed differences in subjective evaluations among different
groups. The subjective ratings for people aged over 40 increased linearly with increasing
font size. However, for the younger people, the preference declined if the font size was
too large. We believe these results will shed light on the design of elderly-oriented
products and designs targeted at different age groups.

Moreover, there were differences in the relationships between different dependent
variables and independent variables. Specifically, in the case of font size, for example,
behavioral performance showed a curve that raised and then flattened out as the font size
increased (i.e., behavioral performance reached stability when the text was clearly iden-
tified). On the contrary, subjective evaluations usually increased linearly with increasing
font size, while there still were subtle differences in individual subjective evaluations of
clarity, comfort, and preference. In addition, reading speed or accuracy are less sensitive
to detect the effect of different factors in message reading task. Many human factors
researchers have similarly found that reading tasks are not sufficiently sensitive as an
objective indicator. This makes experiments to compare differences between conditions
using subjective ratings only [9, 24]. This may be because reading is a complicated
cognitive process whose factors mask the differences introduced by the font design.
Moreover, low correlations between subjective evaluation and behavioral performance
were found in several domains of psychology [25]. Legibility is a concept containing var-
ious meaning. Designers and researchers should use multi-assessment to choose suitable
parameters for interface.

There are several limitations and some suggestions for future directions. In this
study, we explored two age groups: young, middle-aged and elderly. Such a division can
initially show the criteria that apply to users of different ages are inconsistent. Future
studies can try to expand the sample size and make a more detailed classification by age
to obtain more targeted design specifications. In this increasingly serious aging society,
adopting the right parameters for wearable devices to meet the needs of the elderly has
great significant. In addition, the most widely used wearable device, the smartwatch,
was selected as the device in this study. However, there are variations in screen size and
other aspects among various watches, which indicate the results obtained need to be
re-considered in the application process in relation to the specific device.

5 Conclusion

This study investigated the effects of font size, contrast and weight on the text-legibility
of wearable devices for different age groups. The following conclusions were obtained:
(1) The effect of font size on legibility is the greatest. The interaction effect of age and
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font factors were found. For people aged over 40, the application of large font should
be considered first. For people aged 18—40, the use of ultra-large font size of Chinese
characters for reading should be avoided; (2) the proper increase of contrast can eliminate
the negative effect from small font size on legibility (3) The impact of weight on legibility
is subtle, and the use of very thin weight should be avoided.
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Abstract. For the golden ratio, there has been extensive development in design,
aesthetics and fields. What is regarded as the “perfect ratio” is indeed found in
many experiments and is not the most preferred ratio. But if you look at it from
another point of view, perhaps this is the ratio that people are most accustomed to,
because there are many relationships of the golden ratio hidden in nature, so the
golden ratio still has its value in use. Therefore, it is assumed that the golden ratio is
the favorite ratio of human beings, and by manipulating specific ratios in different
presentation methods, the influence of the golden ratio on human preferences is
discussed. The experimental design was divided into a two-factor within-subject
design of 3 (ratio, 1.25, 1.618, and 2) x 3 (presentation, thumbnails of web pages,
figures and backgrounds, and thumbnails of internal scales). It is divided into two
stages. In the first stage, the aesthetic preference score of a single image is used
as the dependent variable, and the second stage is based on the relative aesthetic
preference score as the dependent variable. Experimental results in both stages,
the effect of presentation method has a significant impact. While the effect of
proportionality had no significant effect in the first stage, it had near-significant
results in the second stage. This can indicate that evaluating an image does not seem
to have much effect on manipulating proportions. However, if you compare images
of different scales at a time, it seems to be better at distinguishing the difference
in the degree of preference for different scales. Compared with previous studies,
almost all experiments are designed in a similar way to the first stage, so such
results have room for discussion. However, the data of this experiment are too
small, so the presumption of the results cannot be reliable and valid.

Keywords: Display design - Aesthetic preference - Golden ratio - Composition -
Graphic design

1 Introduction

The evolution of aesthetic concepts has been continuously updated with the needs and
preferences of the times, and several of the aesthetic concepts that have continued from
ancient times to the present seem to have become the “standards” of aesthetics. The
principle of composition is an important aesthetic presentation technique. The appli-
cation of compositional principles in aesthetics has long been quite common, and its
application level has extended to many different fields. The most common technique is
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to present the main object to be emphasized at a specific position in the picture, and the
specific position is based on the composition principle so that the distance and proportion
between the main object and the border of the picture can have a more suitable relative
relationship.

One of the most famous ratios in the composition principle is the Golden Section,
or the Golden Ratio. The golden ratio was originally a proportional relationship from
the Fibonacci sequence to the limit value, about 1.618. Then it was discovered that
the golden ratio has many beautiful properties in mathematical principles, such as the
golden rectangle, infinite series and so on. (Falbo 2005). Then such a ratio was used
in the design of artistic aesthetics, and was euphemistically called “the most perfect
ratio”, thus opening the meaning of the golden ratio being widely used in various fields.
Its principles can be seen not only in the aesthetic creation of painting, photography,
architecture, etc., but also affect the aesthetics of many fields, such as: medicine, media
image design and so on. Even in nature, many relationships that conform to the golden
ratio can be found, such as the growth angle of plant stems and leaves, the division
relationship of animal cells, or the growth base of spotted animals, etc.

In early psychological experiments, it was confirmed that the compositional ratio
of the golden ratio is aesthetically preferred (Benjafield and Adams 1976). But such a
result does not prove that the preference for composition is directly influenced by the
composition principle of the golden ratio. (Boselie 1997). And when people judge the
ratio, there is no special acuity to feel the golden ratio. It seems that the range close
to this ratio can be evaluated by similar preferences (Tang Dalun 2004). The Implicit
Association Test (IAT) was also used to explore the implicit liking of real works of art,
and the results were also insignificant (Stieger and Swami 2015).

Although many studies have pointed out that the golden ratio may not be an abso-
lutely perfect composition principle, but will vary according to individual differences.
However, it still has a great influence on the proportion of use in various fields. I divide
the possible reasons for this into two. First, it may be the influence of the “glorification
of the golden ratio”. Because such a ratio has existed in both aesthetics and various fields
from ancient times to the present, and it has even been dubbed the “perfect ratio like
gold”. Because of the reputation of the golden ratio, we naturally associate the concept
of the golden ratio with the perfect ratio. Another point of view, perhaps the golden
ratio feels more like it, is because of the relationship we are more familiar with such a
ratio. In nature, we often come into contact with structures or forms composed of the
golden ratio, such as the human body, the proportions of teeth, the golden thread and
so on. Therefore, our preference for the golden ratio may come from the fact that we
are familiar with such ratios. For these two possible reasons, we believe that the golden
ratio is still favored in most cases.

1.1 Purpose

Whether the influence of the golden ratio can really produce a preference for aesthetic
feeling is the topic that this research wants to explore. Therefore, different design tech-
niques are used to discuss the presentation of the ratio. This study wondered if the golden
ratio could be subject to higher subjective aesthetic preference scores when the golden
ratio was used as a benchmark for design ratios. And we use modern elements as the
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medium we want to present, which is more in line with the concepts and methods of
modern design. For example, the presentation of web design, the design of app thumb-
nails, and the design of simple icons, etc., let the subjects rate the aesthetic preference
of different presentation methods of specific proportions. We also expect designs based
on the golden ratio to have higher aesthetic preference scores.

Therefore, this study aims to clarify the relationship between aesthetic preference and
composition ratio, especially the golden ratio. It is assumed that the composition ratio
of the golden ratio is aesthetically preferred, in advance, through the display of different
graphic designs in the 3 composition ratios, it is possible to explore the influence of
these ratios on people’s preferences.

2 Method

The experimental design is divided into a two-factor within-subject design. It mixed 3
kinds of composition ratios (1.25, 1.618, and 2) with the 3 graphic designs (webpage
layout, logo or symbol design using explicit ratios, and logo or symbol design using
implicit ratios). There are 5 type graphic design in each condition, totally 45 stimulus
materials in this study. It is divided into two stages. It is divided into two stages. The first
stage uses the aesthetic preference score of a single picture as the dependent variable, and
the second stage uses the relative aesthetic preference score as the dependent variable.

2.1 Participant

A total of 61 subjects (35 males, 26 females) were enrolled in this study, all of whom were
students at National Chung Cheng University. Subjects participated in this experiment
voluntarily and without any additional fee. Before the experiment, the proportion-related
content of this experiment was not mentioned, and the informal research name “the
differences in subjective aesthetic feelings of different people to different pictures” was
used as the recruitment and explanation before the experiment.

2.2 Material

This experiment was a two-factor within-subject design of 3 (scale, 1.25, 1.618, and 2)
x 3 (presentation, thumbnails of web pages, figures and backgrounds, and thumbnails
of internal scales). It is divided into two stages. In the first stage, the aesthetic preference
score of a single image is used as the dependent variable, and the second stage is based
on the relative aesthetic preference score as the dependent variable.

2.3 Research Design

The experimental design is divided into a two-factor within-subject design. It mixed 3
kinds of composition ratios (1.25, 1.618, and 2) with the 3 graphic designs (webpage
layout, logo or symbol design using explicit ratios, and logo or symbol design using
implicit ratios). There are 5 type graphic design in each condition, totally 45 stimulus
materials in this study. It is divided into two stages. It is divided into two stages. The first
stage uses the aesthetic preference score of a single picture as the dependent variable, and
the second stage uses the relative aesthetic preference score as the dependent variable.
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2.4 Stimulus

The design concept of each stimulus: 1. thumbnails of web pages: the ratio between the
reading blocks of the web page, or the ratio between the reading blocks and the blank
area; 2. figures and backgrounds: the ratio with the background pattern; 3. thumbnails of
internal scales: adjust the presentation of the ratio with different design concepts, such

as angle ratio, area ratio, length ratio. As can see Fig. 1.
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Fig. 1. The stimulus examples by 3 x 3 research design
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2.5 Procedure

In these two stages, a “+” symbol is displayed in the center of the screen (presentation
time is 400 ms), which is the gaze point of the eyes. Next, in the first stage (Fig. 2), a
picture had displayed in the center of the screen, and the participants were asked to drag
the bar in response to their aesthetic preference score.

In the second stage (Fig. 3), two pictures randomly selected from 3 composition
ratios are displayed on both sides of the screen, and participants are asked to drag the bar
according to their relative relationship with aesthetics preference section. ISI = 500 ms.
The scoring method is to move the mouse to control the cursor of the number line from 0

m
/
Google
/ ISl = 500ms
+ / response
/ Fixation (400ms)
Fig. 2. The procedure of the first stage
L~

j /SI = 500ms

" / Response (red->yeloow->blue)
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Fig. 3. The procedure of the first stage



142 Y.-S. Wu

to 10, and click the left button of the mouse to score the corresponding score. The order
of trials was randomly arranged, and there were 12 practice questions before answering
the two-stage experiment.

3 Result

After analyzing the obtained results, it was found that the effect of the first stage for
each proportion was not significant (p = 0.970), but there was a significant difference in
aesthetic preference for different presentation methods (p = 0.002). The interaction of
the two independent variables was also not significant (p = 0.989). Such results seem to
fall short of the expected assumptions, and the difference in proportions does not seem to
have much of an effect when scoring a single image for subjective aesthetic preference.
However, there are significant differences in the preferences of presentation methods,
which means that different types of presentation methods seem to have higher or lower
results due to their preferences for the pictures themselves. However, in the second
stage, the effect for each scale was close to a significant effect (p = 0.063), and there
was still a significant difference in preference (p = 0.045) across scale presentations. The
interaction effect was also not significant (p = 0.587). Different from the first stage, the
second stage is a relative aesthetic preference score, so when it can be directly compared
with pictures of different scales, the results of the scale can be more obvious. Although
the effect of the proportional variable is not significant, if the number of subjects increases
and the amount of data is more complete, it may be able to achieve a significant effect.
The assumption of homogeneity of variance in both stages was not significant (p = 0.535
and p = 0.938).
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Fig. 4. The influence of proportion and presentation method on preference evaluation in the first
stage
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The descriptive statistics of each variable, stage 1 and stage 2, are attached to Tables 1
and 2 respectively (Fig. 4).

Table 1. Narrative statistics of the first stage

Ratio Layout Design M SD N of items
1.25 Thumbnails of web pages 4.65 0.941 5
Figures and backgrounds 5.55 0.644 5
Thumbnails of internal scales 5.08 0.508 5
SUM 5.09 0.767 15
1.618 Thumbnails of web pages 4.51 0.933
Figures and backgrounds 5.56 0.627
Thumbnails of internal scales 5.24 0.391 5
SUM 5.10 0.781 15
2 Thumbnails of web pages 4.47 0.826 5
Figures and backgrounds 5.49 0.597 5
Thumbnails of internal scales 5.18 0.593 5
SUM 5.04 0.769 15
SUM Thumbnails of web pages 4.54 0.838 15
Figures and backgrounds 5.53 0.578 15
Thumbnails of internal scales 5.16 0.472 15
SUM 5.08 0.755 45

This result makes us wonder if the golden ratio is the most popular ratio if the
manipulation of the ratio is very close to a significant effect in the second stage? We
can see from Fig. 1 that the preference for the golden ratio is actually the lowest among
the three different presentations. This is the opposite of what we originally expected.
The same results can be obtained from descriptive statistics (means of proportions 1.25,
1.618 and 2 are: 5.144, 4.857, 5.203, respectively) (Fig. 5).

4 Discussion

From the results, it seems that the experimental design of the first stage, the same as that of
many previous studies, is to score the aesthetic preference for pictures of different scales.
And the result seems to be the same as ours, there is no particular aesthetic preference for
the golden ratio. However, from the results of the second stage of the experiment, it seems
that the experimental method of the first stage has a more relationship with the individual
differences in the preference of the experimental method, that is, the manipulation of
different presentation methods. Therefore, the results of many previous experiments on
the aesthetic feeling of the golden ratio may still have a lot of room for discussion.
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Fig. 5. The influence of proportion and presentation method on preference evaluation in the
second stage

Table 2. Narrative statistics of the second stage

Ratio Layout Design M SD N of items
1.25 Thumbnails of web pages 5.03 0.541 5
Figures and backgrounds 4.88 0.744 5
Thumbnails of internal scales 4.84 0.268 5
SUM 4.92 0.737 15
1.618 Thumbnails of web pages 5.37 0.833
Figures and backgrounds 5.76 0.627
Thumbnails of internal scales 5.15 0.441
SUM 543 0.731 15
2 Thumbnails of web pages 5.58 0.846
Figures and backgrounds 5.74 0.567
Thumbnails of internal scales 4.74 0.523
SUM 4.86 0.759 15
SUM Thumbnails of web pages 4.54 0.838 15
Figures and backgrounds 5.53 0.568 15
Thumbnails of internal scales 5.16 0.422 15
SUM 5.07 0.755 45
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In the second stage, the comparison of images with different ratios makes the effect
of ratios close to significant. However, the results obtained were the opposite of our
expectations, with the lowest score on the golden ratio preference score. There are two
possible reasons: First, the experiment stimulates the manipulation of materials in the
golden ratio. There is no exquisite design of modern professional designers, so they
are not liked. Second, there may be too little experimental data, because individual
differences appear that specific data will affect the overall average. However, if the
experiment can be made more certain in the future, this is still the result. That can
also be explained, either when judging images at different scales individually, or when
comparing designs at other scales simultaneously. There is no proof that the golden ratio
is people’s favorite ratio. Perhaps as long as the ratio is close to the golden ratio, it can
still make people have more preferences for beauty. These can be discussed in future
research.

In addition, this experiment is controlling the internal validity (internal validity),
because the number of data is too small, so the result analysis is easily affected by a
small number of extreme quality. And the interview after the experiment also asked
about the data of the subjects who responded in line with the experiment. However,
since the amount of data is too small, it is still processed with reservations. And in the
experimental stage, it is easily affected by the expected effect of the subjects, and the
scores made are not really what they like. This would make the results less inferentially
valid. In the control of external validity (external validity), because the subjects are all
students of the Department of Psychology of Chung Cheng University, there may be
biases due to a non-representative sample. In terms of construct validity, perhaps the
stimuli pictures we designed cannot represent the golden ratio method used in modern
design. Therefore, the experimental manipulation may be very successful, and it cannot
be analogized to modern design concepts. These are all areas that need to be noted and
improved when conducting this experiment in the future.
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Abstract. The Covid-19 pandemic forced millions of people worldwide to engage
in remote working practices, and several organisations are expected to continue
adopting work-from-home even in the post-pandemic scenario. This phenomenon
has highlighted the importance of human-technology interaction in enabling tele-
work, but it has also increased awareness about the potential adverse effects of
information and communication technologies (ICTs) on employees’ wellbeing.
Even if recent literature has delved into these consequences in terms of technos-
tress, there has been little quantitative analysis within the telework literature. The
present study aims to fill this gap by introducing and testing an empirical model
grounding on a transactional-based model of stress. We assess the influence of three
techno-stressors (i.e., techno-overload, techno-complexity, and techno-invasion),
two typologies of individual psychological responses as mediator variables (i.e.,
affective and cognitive strain), and individuals’ work outcomes (i.e., work engage-
ment and job performance). We collected self-reports through survey research
involving a sample of 135 remote workers. Data was analysed using Partial Least
Square — Structural Equation Modeling. The results show that techno-overload
positively influences affective strain, techno-invasion positively influences both
affective and cognitive strain, while techno-complexity positively influences cog-
nitive strain. Further, we show that cognitive strain negatively affects both work
engagement and job performance, while affective strain negatively influences
only job performance. Possible stress coping strategies based on the redesign
of the working environment and mindfulness practices to inhibit techno-stressors
are discussed. Also, we discuss how adaptive systems tracking individual behav-
ioral and cognitive strain can create positive feedback loops to enhance individual
wellbeing.

Keywords: Technostress - Stress - Remote working - Home office - Personal
wellbeing - Technology

1 Introduction

The evolution of technology has impacted a plethora of fields without neglecting the
professional one. Over the last decades, information and communication technologies
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(ICTs) have allowed telework to constantly evolve and diversify, providing organisations
with manifold possibilities in terms of where, when, and how work can be performed.
Moreover, during 2020 and early 2021, the outbreak of the Covid-19 pandemic forced
a sizable portion of organisations to introduce mandatory remote working practices,
permanently modifying the perception of the physical and temporal dimensions of the
workplace by the employees. This phenomenon has underscored the relevance of human-
technology interaction to enable work-from-home, but it has also raised awareness about
the side effects that ICT-mediated telework could have on employees’ wellbeing. Transi-
tioning to home offices and employing ICTs to cooperate with colleagues has reportedly
led to a fragmentation of work and influenced individuals’ emotional stability, fatigue,
and stress [1, 2].

In 1984, Brod defined technostress for the first time as “a modern disease of adap-
tation caused by an inability to cope with the new computer technologies in a healthy
manner” [3]. So far, different studies have investigated technology-driven stressors which
might induce strain and produce job-related outcomes in the workplace (e.g., [4, 5]) but
less attention has been paid to remote-working settings. The unprecedented change that
emerged from the pandemic offered the unique opportunity to study technology-human
relationship. Research has shown that in nearly the 50% of organisations, the 81% of
the employees had worked remotely during the coronavirus pandemic [6]. Interestingly,
the same study revealed that about 40% of employees estimated to work remotely even
in the post-emergency scenario. Hence, to see remote working as a viable alternative for
the foreseeable future, it is essential to evaluate the long-term impacts of technology-
driven stressors on individuals’ wellbeing and organizational performance. To the best
of our knowledge, there has been little quantitative analysis within the telework liter-
ature investigating the relationship between techno-stressors, individual psychological
responses, and outcomes in terms of employees’ work engagement and performance in
the workplace.

The present study aims to fill this gap by assessing the influence of three techno-
stressors (i.e., techno-overload, techno-complexity, and techno-invasion), two typologies
of individual psychological responses as mediator variables (i.e., cognitive and affective
strain), and individuals’ work outcomes (i.e., work engagement and job performance).

2 Background

Even if remote working has become popular in recent years due to COVID-19 emergency,
the practice is older in time. The first conceptualisation dates back to 1970s, when Jack
Nilles shaped the notion of “telecommuting network” as the assembly of “computational
and telecommunications components which enable employees of large organisations to
work in offices close to (but generally not in) their homes, rather than commute long dis-
tances to a central office” [7]. During the COVID-19 pandemic, internet-based services
became the primary mean to communicate, interact, and accomplish job task. However,
prior research has described that certain processes may be accountable for delivering
adverse reactions to ICTs. These processes can be summarised under the wide con-
cept of “technostress”. Technostress is an IT user’s experience of stress when using
technologies [5]. Hence, investigations on technostress are rooted in previous studies
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on general work stress. In the present paper we investigate such a construct following a
transactional-based conceptualisation of stress [8]. With this end, we formulate a concep-
tual framework that encompasses three layers, namely techno-stressors, psychological
strain, and organisational outcomes. These are illustrated in Fig. 1 and discussed in the
following.

2.1 Techno-Stressors

Techno-stressors are those technology-related factors that may create strain [5]. In
2007, Tarafdar and colleagues identified five techno-stressors that have been widely dis-
cussed by the majority of cross-sectional studies [4]. Those factors are techno-overload,
techno-invasion, techno-complexity, techno-insecurity, and techno-uncertainty. Since
the present study aims at investigating the effect of technostress caused by tele-
work practices during the COVID-19 period, three techno-stressors are considered:
techno-overload, techno-complexity, and techno-invasion. Indeed, techno-insecurity and
techno-uncertainty relate most directly to the organisation’s workplace, resulting in less
suitable items to be investigated in the remote working environment.

First, techno-overload can be defined as ICTs’ potential to force users to work more,
faster, and longer. This situation may elicit a change in work habits through the imposition
of more work to be handled within very tight time schedules [9]. Second, techno-invasion
is the ICTs’ effect of invading users’ personal lives through constant connectivity. The
continuous exposure to information conveyed by ICTs leads workers to be constantly
accessible, resulting in individual’s losing control of time and space [4]. This situation
presents many adverse effects on the individuals. For instance, a study noted that workers’
perception of being constantly “on-call” negatively affects their sense of security and
job satisfaction [10]. Finally, techno-complexity describes the situations in which ICTs’
features and complexity make users feel inadequate concerning their skills [4]. Since
ICTs are subject to constant changes and updates, the hard skills needed - including
technical capabilities and terminology - become more and more complex. This situation
introduces anxiety and fear in all the employees who find new technologies intimidating
and difficult to understand [11]. As mentioned before, these conditions may cause a series
of adverse psychological, behavioural, and physical reactions known as individual strain.

2.2 Strain

Strain is defined as the individual’s response to techno-stressors. Tarafdar et al. [9] pro-
posed that techno-stressors can influence both the extent to which individuals are satisfied
with the ICT applications they use and the job performed. Hence, there is a distinction
between adverse job-related outcomes and adverse ICT-use related outcomes. Job-related
outcomes include psychological strains, namely emotional reactions to stressor condi-
tions such as dissatisfaction with the job, depression, and negative self-evaluation [9].
In psychology, this kind of strain occurs when organisational stress lead to ineffec-
tive cognitive functioning or disturbed affective states [12]. Consequently, we theorise
it is further possible to distinguish between two components of technostress-induced
psychological strain: the cognitive and affective components.
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From one side, cognitive strain depicts the negative effect on individual cognitive
functioning, namely the mental processes involved in information processing such as
attention, working memory, decision-making, and learning [13]. On the other side, the
term “affect” refers to the mental counterpart of internal bodily representations associated
with emotions [14]. Affective strain is a significant outcome in stress research because
it is inherently linked to the experience of stressful situations [15]. Hence, the construct
is widely used in occupational stress research. In this study, the affective component
of psychological strain is conceptualised as an individual state characterised by high
arousal and displeasure, reflecting the anxious condition of affective wellbeing [16]. This
decision is intended to mirror the stress impact on the affective component theorised by
Pejetersen et al. [17].

Prior research has described various affective dimensions of strain (such as anxiety
[18], and tension [19]) as well as negative cognitive experiences (e.g., fatigue and exhaus-
tion [20]) due to the use of technologies. For instance, Lewis underlined that the use of
ICT may lead to poor decision-making, difficulty in memorising and remembering, and
a reduced attention span [21]. For these reasons, we suppose that the techno-stressors
has an influence on an individual’s cognitive and affective reactions. Specifically, remote
working may force users to work more and fulfil multiple demands within very tight time
schedules. This simultaneous exposure to multiple stimuli creates a gap between what
they are demanded to do and what they can efficiently handle [22]. Hence, we hypothesise
that this exhausting condition may deliver negative consequences both from a cognitive
and affective viewpoint. Namely:

H1la: Techno-overload has a positive influence on affective strain.
H1b: Techno-overload has a positive influence on cognitive strain.

Moreover, the invasion of private life due to technology may create pressures of
constant connectivity (techno-invasion). This scenario may lead employees to manifest
symptoms like fatigue, burnout, tension, and dissatisfaction, thus influencing cognitive
and affective response. Consequently, we propose the following hypothesis:

H2a: Techno-invasion has a positive influence on affective strain.
H2b: Techno-invasion has a positive influence on cognitive strain.

Finally, techno-complexity forces workers to spend resources learning and under-
standing ICTs, to not feel unskilled [9, 23]. This condition may raise negative affective
states such as anxiety in all those employees who find new technologies intimidating
[11], making ICT learning processes difficult [24], and thus requiring higher cognitive
efforts. Formally:

H3a: Techno-complexity has a positive influence on affective strain.
H3b: Techno-complexity has a positive influence on cognitive strain.
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2.3 Job-Related Outcomes

The consequences of technostress are not limited to individuals’ wellbeing since
strain can lead to organisational outcomes too. Several studies have investigated the
unfavourable effect of techno-stressors on companies’ performance such as organisa-
tional commitment [5] and productivity [23]. However, very few studies have addressed
the topic of job engagement within telework practice and none have investigated the rela-
tionship between techno-stressors, strain, and work engagement. According to Khan’s
definition of work engagement, employees are engaged when they are physically, cogni-
tively, and emotionally connected with their work [25]. Work engagement has been dis-
cussed in the “off-line” job context because of its direct impact on organisational results.
Indeed, engaged employees experience positive feelings like gratitude, joy, enthusiasm,
and better health [26], resulting in readiness to dedicate their full resources to accom-
plish work goals and, as a consequence, to work more [4]. To be engaged, employees
should present a significant involvement both from a cognitive and emotional point of
view. Hence, it is expected that psychological strain shows a negative relationship with
work engagement. Hence, the following hypotheses are theorised:

H4a: Affective strain has a negative influence on work engagement.
H4b: Cognitive strain has a negative influence on work engagement.

Campbell described individual work performance as “behaviours or actions that are
relevant to the goals of the organisation” [27], entailing that: (i) individual work perfor-
mance should be defined in terms of behaviours rather than results, and (ii) it includes
only those behaviours that are relevant to the organisation’s goals [28]. As a consequence,
individual work performance is not output-oriented (as productivity); rather it can be
measured through quality of outputs, job knowledge, and leadership, to name three [29].
Individual work performance is a multidimensional, abstract, and latent construct that
cannot be pointed to or measured directly. For this reason, it should be distinguished
from other constructs, even if different concepts often seem to be used interchangeably in
the literature. Individual work performance is a very relevant construct for organisations
since it represents an early signal of team and company performance, both factors that
raise organisation competitiveness [28]. Even if in literature the impact of technostress
on task [30] and end-user performance [9] has been deeply investigated, to the best of
our knowledge, there is a lack in the study of the relationship between psychological
strain and individual work performance in the remote working environment. Hence, we
investigate the impact of strain on individual work performance by testing the following
hypotheses:

H5a: Affective strain has a negative influence on work performance.
H5b: Cognitive strain has a negative influence on work performance.

3 Materials and Methods

We developed our questionnaire relying upon already-validated constructs. Techno-
stressors were measured with the short version of the scale developed by Molino and
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Fig. 1. Conceptual model and related hypotheses

colleagues [31]: we took into account three items for techno-overload, three items for
techno-invasion, and four items for techno-complexity. Psychological strain constructs
were measured employing the Copenhagen psychosocial questionnaire II [17], using
four items for each strain (cognitive and affective). Items to measure work engagement
has been taken and adapted from the Short version of the Utrecht Work Engagement
Scale [32]: three items were selected from the vigour and dedication class, while one
item was employed to investigate the absorption dimension. Finally, individual work
performance has been measured through a 3-items construct taken from the Individual
Work Performance Questionnaire [28]. All items were measured with Likert scales (from
1 = strongly disagree/never to 7 = strongly agree/always to answer) and translated into
Italian. A full copy of the items investigated is provided in Table 1 in Appendix A.

The questionnaire was delivered in the form of a digital survey delivered to a sample
of 171 Italian workers experiencing work-from-home from January 2020 to June 2021.
Overall, 135 responses have been usable for analysis purposes, representing the 79%
of the overall collected questionnaires (57% female, Mage = 32.1, SDyge = 9.8, age-
range = 21-61). Participants have been contacted asking them to fill in a self-reported
questionnaire on a voluntary basis. After the collection of the responses, a construct
reliability check was performed. Overall, 57% of the respondents worked remotely
for more than 5 months, 26% resorted to remote working for 3—5 months, while the
remaining part worked remotely for two months or less. The majority of the sample
(77%) proved to be full-time workers, and 76% of the total respondents worked from
home more than four days a week. Most of the participants were married or cohabited
with friends/roommates (84%), while 80% did not have children.
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A data analysis was carried out using Partial Least Square — Structural Equation
Modeling (PLS—SEM) to test the relationships among techno-stressors, psychological
strain, and organisational outcomes. PLS-SEM is a second-generation multivariate data
analysis method that tests linear and additive models. It can be considered a valid alter-
native to canonical correlation or covariance-based structural equation modelling since
it can relate a set of independent variables to multiple independent dependent variables.
We opted for PLS-SEM due to the explorative type of research. Our sample size was
satisfactory, being more than 10-times the largest number of structural paths directed
to a particular latent construct in the structural model [33]. The estimations and data
manipulations were performed using SmartPLS3.

4 Results

The number of iterations to find convergence was 8, suggesting the goodness of the
model [34]. The reliability and validity measures, as well as the descriptive statistics for
the model constructs are available in Table 2 in Appendix A. We assessed composite
reliability and Cronbach’s alpha to test internal consistency. CR index is above 0.70, and
Cronbach’s alpha values range from 0.709 to 0.921 and are greater than the recommended
minimum value of 0.7, thus confirming the validity of our model [35]. We employed
AVE to test of both convergent and divergent validity. AVE values were above 0.5, a
threshold indicating convergent validity [36]. We establish discriminant validity by the
Fornell-Larcker criterion [37]. All our AVE square roots were satisfying this condition.
As ameasure of fit of the model, we evaluated the standardized root mean square residual
(SRMR). Our model has a saturated model SRMR of 0.076, that is below the suggested
maximum value of 0.08 [38], thus confirming the good fit. Finally, our model does
not present critical collinearity issues among the measured constructs indicators since
structural Variance Inflation Factor (VIF) coefficients are all lower than 5 [39].

After the model had been validated, the hypothesised relationships among the con-
structs of the structural model were tested. A bootstrapping with 5,000 samples was
conducted [40]. Then, determination coefficients, path coefficients, and significance
levels were examined. As shown in Fig. 2, the majority of the hypotheses are supported.
Indeed, excluding H1b, H3a, and H4a, all the path coefficients are significant at the 0.05
significance level and below. The coefficients of determination R2 are 0.335 for affec-
tive strain, 0.271 for cognitive strain, 0.158 for work engagement, and 0.247 for work
performance, representing adequate effects for our model [41]. Blindfolding technique
was used as a measure of predictive relevance of the model. The Q2 values of cross-
validated redundancy are 0.257, 0.151, 0.083, and 0.144 for affective strain, cognitive
strain, work engagement, and individual work performance, respectively. Since all the
Q2 values are above zero, the observed values are adequately reconstructed, and the
model has predictive relevance [42].

The results show that, through the mediation of affective and cognitive strain, techno-
stressors tend to reduce both the work engagement and job performances of remote work-
ers. In particular, we show that techno-overload positively influences affective strain,
techno-invasion positively influences both affective and cognitive strain, while techno-
complexity positively influences cognitive strain. Further, we show that cognitive strain
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affects negatively both work engagement and job performance, while affective strain
influences negatively only the job performance.
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Fig. 2. Structural model results

5 Discussion and Conclusion

This study carries meaningful insights on the relationships among the main techno-
stressors involved in telework practices and work outcomes, also evaluating the medi-
ating role of individual psychological response. In our model, techno-invasion presents
a more extensive effect with respect to techno-overload and techno-complexity, since it
is the only stressor to influence both the psychological strains. These results underline
that constant connectivity, which causes techno-invasion, may require a higher employee
effort to concentrate on working activities rather than domestic ones, consequently man-
ifesting significant effects on individual wellbeing. Moreover, techno-complexity seems
to significantly affect the cognitive resources of the workers. This result is not surprising
since the tendency of workers to spend time and effort in learning and understanding
complex ICT, as well the prolonged hours spent in understanding something considered
out of their capabilities, may induce employees to be mentally strained. Finally, since
techno-overload positively influences the affective strain, it can be safe to assume that the
negative feelings raised by working faster and longer may increase pressure on employ-
ees. If not properly managed, this pressure might be translated into high arousal and
displeasure, introducing the employee to a condition of anxiety, ultimately impacting
his/her performance.
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Even if we proved that affective strain negatively influences individual work perfor-
mance (underlining the importance of a positive state of mind in approaching job-related
tasks), no significant relations between affective strain and work engagement have been
found. This result is unexpected since the definition of engagement includes an emo-
tional component, too [25]. Further studies may focus on this relationship, considering
the impact of individual inhibitors (e.g., mindfulness) on secondary appraisal process.
The significance of cognitive strain is underlined by its effects on both work engagement
and individual work performance, confirming the implication of the attentional dimen-
sion on job performance. Even if this result is not new to traditional working literature,
few studies addressed the topic in remote working research. Since other seminal papers
in stress coping research state that the ability to effectively cope with an external stres-
sor is determined by a specific cognitive appraisal process [43], it may be possible that
cognitive burnout caused by techno-stressors could influence the individual’s attitude
toward the negative stimulus’ extent, creating negative feedback loops.

The present study raises several relevant implications for academicians, practition-
ers, and policymakers. First and foremost, it contributes to extant literature concerning
technostress in remote working settings by highlighting how specific techno-stressors
influence work engagement and job performance. Moreover, it emphasises the medi-
ating effect of individual psychological responses both from a cognitive and affective
viewpoint, providing a three-step framework that can be adopted in future research.
These findings are in line with previous literature in psychology about reasoned-action
approach, stating that attitudes toward technology are based on a person’s beliefs about
that topic and those beliefs - cognitive and affective - can influence their behaviour
[44]. Under this light, our results suggest that the adoption of remote working practices
may influence users’ attitude towards the technological facility, affecting employees’
behaviour and the organisation’s results.

Second, extant literature suggests practitioners to exploit three levels of action to con-
trast the loss of individual performance caused by techno-stressors: (i) primary interven-
tions (acting on the factor creating stress), (ii) secondary interventions (influencing the
individual’s coping response to such conditions), and (iii) tertiary interventions (namely
leveraging on the outcomes that the individual experiences) [4]. To reduce the impact
of techno-stressors at its source, our study suggests minimising the negative effect of
techno-overload, invasion, and complexity. For instance, managers may employ work-
ers’ task load reduction in order to improve job performance in the long term and to
working environment redesign with the aim to reduce ICT-related complexity.

Regarding secondary interventions, managers should correctly identify efficient
inhibitors to reduce technostress impact on the individual strain. A consistent literature
stream has already investigated the elements that can reduce strain caused by technostress
in “offline” contexts, but these inhibitors may demonstrate less efficacy in the domestic
environment because of the context-specificity of technostress. Hence, we suggest prac-
titioners to focus on those inhibitors that are more concentrated on individuals rather
than organisations. Given the importance of affective strain in the technostress process,
mindfulness [45] may lead employees to increase their capacity for objectivity in relation
to an internal or external experience, reducing, in turn, negative thoughts and feelings
like anxiety and worry. For these reasons, we suggest practitioners to find effective ways



158 M. Di Dalmazi et al.

to foster mindfulness practices among employees, such as meditation routines and stress
reduction programs during working hours.

Finally, our results suggest leveraging both affective and cognitive components
to monitor employees’ psychological strain conditions. Indeed, affective computers
equipped with cameras, microphones, and sensors may recognise physiological compo-
nents of emotions. Moreover, monitoring individual real-time performance such as time
of task accomplishment and quality of the work produced may contribute to indirectly
assessment of mental fatigue and exhaustion. Then, the measure of these two dimensions
may result in the deduction of a real-time individual psychological condition allowing the
determination of real-time adaptive responses. For instance, after identifying an increas-
ing worker’s strain condition, the computer can interact with the user, suggesting quick
breaks or providing encouraging feedback or advice. In this regard, wearable devices may
offer a twofold contribution since they can measure many physiological responses over
time and they can draw user’s attention through haptic or sound notifications, creating
positive feedback loops to enhance individual wellbeing [46].

This study proposes interesting outcomes for policymakers too. Indeed, given the
significant effect of working conditions on individual psychological health, governments
should regulate on working time and workload of employees adopting remote-working
practices. For example, considering the influential effect of techno-invasion, it may
be beneficial in terms of workers” wellbeing to consolidate the debate on the right to
disconnect, by guaranteeing a clear, juridical distinction between private and professional
life.

6 Limitations and Future Research

The discussed results might be subjected to some limitations. First, work performance
has been measured with a validated scale reflecting respondents’ perception of their
performance while working at home, thus not considering independent assessments
made by peers or supervisors. Hence, employees’ perceptions and supervisors’ valuation
might differ. Furthermore, even if the pandemic has provided a unique chance to conduct
the present study during the highest pick of work-from-home adoption, it may have had
consequences on individuals’ work and stress processes. Indeed, the emotional distress
directly related to the emergency situation has not been investigated separately in the
study. Finally, since some studies have theorised that stressors may lead to positive
outcomes at the individual and organisational level [47], future investigations may adopt
our framework to evaluate how positive stress (namely, eustress) may enhance specific
job performance by investigating the possible mediator positive effect of affective and
cognitive strain.
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Appendix A
Table 1. List of all items employed in the survey
Construct Indicator | Item
Techno-overload (Molino et al., 2020) | TO1 I am forced by this technology to work
much faster
TO2 1 am forced by this technology to do more
work than I can handle
TO3 1 am forced by this technology to work
with very tight time schedules
Techno-invasion (Molino et al., 2020) | TI1 1 spend less time with my family due to
this technology
TI2 1 have to be in touch with my work even
during my vacation and weekend time
due to this technology
TI3 1 feel my personal life is being invaded by
this technology
Techno-complexity (Molino et al., TC1 1 do not know enough about this
2020) technology to handle my job satisfactorily
TC2 I need a long time to understand and use
new technologies
TC3 1 do not find enough time to study and
upgrade my technology skills
TC4 I often find it too complex for me to
understand and use new technologies
Affective strain (Pejtersen et al., 2010) | AS1 How often have you had problems
relaxing?
AS2 How often have you been irritable?
AS3 How often have you been tense?
AS4 How often have you been stressed?
Cognitive strain (Pejtersen et al., 2010) | CS1 How often have you had problems
concentrating?
CS2 How often have you found it difficult to
think clearly?
CS3 How often have you had difficulty in
taking decisions?
CS4 How often have you had difficulty with

remembering?

(continued)
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Table 1. (continued)

Construct Indicator | Item
Work performance (Koopmans et al., | WP1 1 managed to plan my work so that it was
2012) done on time
Wp2 I was able to separate main issues from
side issues at work
WP3 I was able to perform my work well with
minimal time and effort
Work engagement (Seppdild et al., WE1 At my work, I feel bursting with energy
2009) WEI1 At my job, I feel strong and vigorous
WE3 When I get up in the morning, I feel like
going to work
WE4 1 am enthusiastic about my job
WES5S My job inspires me
WEG6 1 am proud on the work that I do
WE7 I feel happy when I am working intensely

Table 2. Descriptive statistics, reliability, and validity measures for the model constructs

Construct Estimates Indicators | Final model
Cronbach o | rho_A | CR | AVE Loadings | Mean | Std.
Dev
Techno-overload | 0.861 0.863 |0.915|0.783 | TO1 0.870 3.289 | 1.761
TO2 0.884 3.689 | 1.930
TO3 0.900 3.363 | 1.810
Techno-invasion 0.729 0.754 10.846 | 0.649 | TI1 0.709 3.363 | 1.810
TI2 0.854 3.807 | 2.053
TI3 0.845 4.222 1 1.984
Techno-complexity | 0.856 0.885 10.902 | 0.699 | TC1 0.766 2.156 | 1.414
TC2 0.916 2.156 | 1.530
TC3 0.749 2.822 | 1.634
TC4 0.901 2.074 | 1.449
Affective strain 0.921 0.925 10.944 | 0.809 | AS1 0.895 4.037 | 1.641
AS2 0.874 3.933 | 1.441
AS3 0.916 4.119 | 1.502
AS4 0.912 4.237 | 1.551

(continued)
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Table 2. (continued)

Construct Estimates Indicators | Final model
Cronbach o | rho_A | CR | AVE Loadings | Mean | Std.
Dev
Cognitive strain 0.781 0.786 |0.859 | 0.604 | CS1 0.810 3.622 | 1.520
CS2 0.761 2.785 | 1.307
CS3 0.728 2.896 | 1.378
Cs4 0.807 2.733 | 1.339
Work performance | 0.709 0.716 |0.837 | 0.631 | WP1 0.789 3.844 | 1.365
WP2 0.821 3.756 | 1.438
WP3 0.771 3.800 | 1.505
Work engagement | 0.905 0.948 10.923 | 0.632 | WEI 0.813 4.296 | 1.388
WE1 0.816 4.074 | 1.364
WE3 0.814 4.585 | 1.230
WE4 0.828 4.037 | 1.374
WES5 0.765 5.281 | 1.331
WE6 0.763 4.578 | 1.368
WE7 0.762 3.978 | 1.432
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Abstract. Due to the increasing of traffic and the introduction of new technolo-
gies, the way to perform tasks by modern traffic police have been changed. How-
ever, few studies have systematically analyzed the tasks of modern traffic police,
a major force in enhancing the efficiency and safety of the transportation net-
work. Based on Hierarchical Task Analysis (HTA), this study investigated the
major tasks of front-line traffic policemen in China with a focus on how new tech-
nology are implemented. Overall, the results suggested that 135 Fast response
to incidents, Drunk driving inspection, Routine patrol and road guidance, seri-
ous accident disposal, and AVI checkpoint interception are the key tasks, while
body-worn cameras, police terminals and hand-held radios are the main intelligent
equipment for policing. This HTA provided insight into key traffic police work-
flows and laid the foundation for improving the traffic policemen performance, as
well as producing and developing more effective smart equipment for police use.

Keywords: Hierarchical task analysis - Traffic policemen - Policing equipment -
Intelligent equipment

1 Introduction

Transportation is a typical complex system involving infrastructure, vehicle, human,
environmental and social factors (Wang 2003). As a major force in urban governance to
manage the complex transportation system, the traffic police is responsible to enforce
road safety regulations, deter traffic violations and prevent driving offenses (Adler et al.
2014; Liu and Liu 2020). Effective policing deployment is key to reduce crime and road
accidents and increase transportation efficiency (Adler et al. 2014). To do so, the traffic
police should come to the right location promptly, making right judgment and using right
procedures. Therefore, understating how traffic police work is an important research

question to enhance the smoothing running of the complex transportation system.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
D. Harris and W.-C. Li (Eds.): HCII 2022, LNAI 13307, pp. 164-178, 2022.
https://doi.org/10.1007/978-3-031-06086-1_13


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06086-1_13&domain=pdf
https://doi.org/10.1007/978-3-031-06086-1_13

Applying Hierarchical Task Analysis to Identify the Needs 165

The duties of traffic police officers in China have become significantly more complex
and challenging due to the fast development of transportation system (Chen 2018; Fayard
2019). Numerous administrative tasks have placed a heavy workload on front-line police
officers, and the situation further worsened the shortage of manpower (Wang 2011; Zhou
2013; Scoggins and O’Brien 2016). In addition, the modern citizen movement has created
new challenges for the police as it strives to increase the transparency of policing practices
(Jiang et al. 2021; Backman and Lofstrand 2021). For example, Body-Worn Cameras
(BWCs) were required to be worn by all Chinese police officers, as their counterparts
in the USA, from year 2016 (Ministry of Public Security, PRC 2016). Other source
of workload includes unpredictable conditions at incident scenes, community relations,
and shortages of appropriate equipment (Abdollahi 2002).

As job-related workload can have an impact on police satisfaction and job perfor-
mance, many attempts have been made to reduce the burden on police officers mentioned
above. Training is an effective way to reduce the operational risk by targeted repeat prac-
tice, such as simulations that facilitate realistic decisions to reduce anxiety (Bennell et al.
2007; Oudejans and Pijpers 2009), physical training to develop strength and endurance
capabilities (Irving et al. 2019; Zwingmann 2021), social interaction training to mitigate
controversial incidents between police and citizens (Wolfe et al. 2020), cognitive training
to assist the novel skill acquisition and promote complex motor skills of policemen (Di
Nota and Huhta 2019). The development of training programs usually arises from a focus
on the requirements associated with the specific tasks performed by the policemen, for
instance, the heavy loads imparted by their personal protective equipment (Grani et al.
2021).

To improve the task performance of policemen, modern technologies have been
rapidly introduced and equipped by the police. For example, the satellite positioning
technology and location-based services (LBS) offered more possibilities for wireless
communication (Peng et al. 2015). Moreover, modern miniaturization technologies have
made many necessary devices smaller in size and weight. For example, compared with
the mobile computer terminal (MCT), which is a computer installed in a police vehicle
that carries functions such as internal communications and notifications, GPS data, case-
related information, video recording and other task-specific module (Zahabi et al. 2020),
the new generation of such terminal can be integrated in a mobile phone which has already
been widely equipped in Chinese police workforce (Mu 2021).

Whereas the functions of these equipment have substantially evolved, whether these
smart devices have good usability remains an important and not yet fully answered
question. Usability refers to “the extent to which a product can be used by specified users
to achieve specified goals with effectiveness, efficiency and satisfaction in a specified
context of use” (ISO 9241-11 1998). Without good usability, the users may find the
equipment hard to use, feel confusion, or make errors and delays in completing certain
tasks (ISTQB 2016). Many studies have suggested that new products or features can only
be acceptable and effective if the usability of the product is good (Marcus and Gasperini
2006; Van Velsen et al. 2008).

For this purpose, some studies have been conducted to explore the user demands
and evaluate the usability of new equipment for the police. For example, Marcus and
Gasperini (2006), Zahabi and Kaber (2018) and Shahini et al. (2020) have investigated
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the in-vehicle technologies; Pfeil et al. (2019) and Miranda (2020) have suggested that
the BWC should be designed with greater accessibility, a more comfortable wearing
experience, a better system to use and a simpler way to operate in the daily police work.
However, the reality of usability remains an issue. A survey of Chinese police officers
revealed that BWC’s main concerns are technical issues related to product reliability and
usability, such as higher expectations for battery life and camera performance (Jiang et al.
2021).

In order to ameliorate the usability of these policing products, a thorough understand-
ing of their tasks is needed. The usability issues of a device could be identified during
a task analysis process (Hong et al. 2011). While broad job descriptions are available
to describe what police officers do in the United States (e.g., Oliver 2020; MCOLES
2018), there is no targeted research that has been conducted on Chinese police officers,
to understand their tasks and problems in using different equipment.

Hierarchical task analysis (HTA) is a well-established and systematic framework for
identifying the behaviors that occur during a task (Annett 2003; Phipps et al. 2011). The
task is explored through a hierarchy of goals (indicating what a person is expect to do)
and broken down into sub-goals, each of which has a series of specific operations that
together form plans for successful task performance (Shepherd 1998). Using HTA to
conduct usability evaluation is a widely accepted approach in complex systems such as
development of medical equipment (Liljegren 2006), pilot operations (Li et al. 2021),
rail driver operations (Naweed et al. 2018) and high-speed railway events (Wang et al.
2021). On the application of HTA to usability, potential needs and user scenarios could
be identified during the decomposition of goals, sub-goals and specific operations for
tasks to create testable design hypotheses with performance levers (Lim and Sato 2003;
Crystal and Ellington 2004). However, little research has been done to describe the tasks
of traffic police officers in China.

Given the above, this study aims to produce a comprehensive HTA of front-line
traffic police’s major tasks with the objective to recognize how equipment was currently
being used for policing in China. The hierarchical description of the tasks illustrated the
performance of front-line traffic police officers to achieve work goals and the interaction
of policing equipment in the task completion process. As the first job-specific task
analysis for traffic policemen, this could be used as a basis for task evaluation, risk
assessment and police equipment development to assist in current road safety supervision
and law enforcement. Correspondingly, the two research questions of this study were:

1. What are key tasks of front-line traffic police? and
2. What equipment do they need to perform each task?

2 Methods

2.1 Study Design

All of the task analysis guides emphasized the importance of multiple sources of infor-
mation to guide, check, and verify the accuracy of the HTA (Stanton 2006). Consistent
with key methods in constructing the HTA, this study incorporated a combination of
document analysis, observations, walkthroughs and focus groups (Annett 2003; Stanton
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2006). Firstly, literature and documents related to previous task analysis of police in
general and traffic police in particular has been collected. Secondly, we conducted inter-
views and focus group discussion with experienced and senior police officers to gain
overall knowledge of their tasks. Thirdly, we conducted observations to understand how
they perform their work and use walkthroughs to understand how they use of certain
equipment in reality. Lastly, critical tasks were identified and the relevant HTA diagram
were drawn and validated.

2.2 Procedure

Interviews and Focus Group Discussion. To collect rich data for the construction of
the HTA, interviews and focus group discussions were chosen for this study because
of the flexibility and immediacy of its methodology (Morgan et al. 1988; Stewart et al.
2007; Tremblay et al. 2010; Stewart and Shamdasani 2014; Krueger 2014). Seven focus
groups and two one-to-one interviews were conducted online or offline over the course of
two months (March to May, 2021). A total of 29 participants were included, 12 of whom
were current front-line traffic police officers, including 5 district-level commanders (all
males, ranging from 21 to 38 years of age), 5 municipal commanders (1 female and 4
males, aged between 30 and 49 years), 2 dispatchers, and 10 others from traffic police
administrations (males only, aged between 21 and 36 years). The remaining 7 participants
were technicians or designers of police equipment (2 females and 5 males, between the
ages of 23 and 43). Participant numbers were allocated to asynchronous focus groups
based on place and time constraints.

Direct Observation and Walkthroughs. In addition to the self-reported tasks of traffic
police officers, direct observation and walkthrough sessions were carried out to confirm
the procedure in action performing their tasks. Data collected from the interviews and
focus group discussions provided supporting information for the observations and vice
versa. During the observations and walkthroughs, the researcher continually noted items
of interest and collected on-site information to generate the HTA, by observing the
policing activities, note-taking, responding and engaging with the participant if they
initiated a discussion. A 2-week period field study with several interactive sessions
was conducted to investigate the routine and demand-specific tasks of front-line traffic
officers in a central province of China and its capital city. Each session lasted for 1-5
h depending on participant availability, task complexity, the volume of feedback and
rostering schedule.

2.3 Data analysis

All data were analyzed according to the steps described by Stanton (2006) for construct-
ing the HTA. In preparation for analysis, we had defined the purpose of the analysis
(step 1) and collected data in various means (step 2). Areas of technology, team member
interaction and decision making were focused on during the data collection process.
The overall goal of the task was determined primarily based on the administrative roles
of front-line traffic police, and the major tasks were identified during the study process
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(step 3). The overall goal was broken down into corresponding sub-goals, which together
constituted the tasks required to accomplish the overall goal (step 4). Subsequently, sub-
goals were further broken down into additional sub-goals and operations (step 5). Then
plans were added to show how the goals were achieved (step 6). Finally, we identified
the key equipment in police use (step 7). The HTA compilation was carried out by three
researchers together.

3 Results

3.1 Overview of Goals

Table 1 gives a summary the goals generated by HTA of traffic police performing tasks.
Five major high-level goals were extracted from the analysis, each with its own sub-goals.
In general, the tasks of front-line traffic policemen can be divided into two categories,
one is fixed routine mission including Routine patrol and road guidance, Drunk driving
inspection. This type of task is usually completed without time constraint, mainly by
the police who independently identify task needs and arrange the corresponding per-
sonnel and materials. The other type of task is the urgent goals included in the regular
mission, including Serious Accident Disposal, 135 Fast Response to incidents and AVI
Checkpoint Interception. This type of task has more stringent time requirements and is
usually ordered by the command center, requiring fast mobility and high efficiency of
the personnel to perform the task. The actual working scenarios of the above five tasks
are shown in Fig. 1, all images are from publicly available materials on the web.

Table 1. Goals of traffic policing in HTA

Task scenarios (high-level goals) Task steps (sub-goals)
1 135 Fast response to incidents (@) 1 min: Accept the task
?) 3 min: Arrive at the scene
3) 5 min: Handling the incident
2 Drunk driving inspection 1) Preparedness
?2) Primary inspection
3) Impose penalties
3 Routine patrol and road guidance (1) Routine patrol
) Road guidance
4 Serious accident disposal (1) Accept the alarm message
2) On-site disposal
3) Impose penalties
5 AVI checkpoint interception (1) Accept the task
2) Intercept the vehicle
3) Imposing administrative penalties
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Fig. 1. Five major tasks of front-line traffic policemen identified in this study.

3.2 Tasks in the HTA

HTA diagrams detailing the task steps for each task scenario are provided separately
below, followed by explanations of portable police equipment used. If not specifically
explicated, the objective of the task scenario is operated by the front-line police officer
in the related district. Generally, the frequently used equipment are Body-Worn Camera
(BWC), which is a portable camera providing an unalterable audio and visual record
of interactions that capture empirical evidence in law enforcement (BJA 2020); intelli-
gent mobile terminal (i.e. police terminal shown in HTA, differentiate from phone that
indicates the personal phone of policemen without policing systems) that embedding the
police mobile wireless system, which is an information management system required for
mobile policing; and the hand-held radio (i.e. walkie-talkie), a two-way radio transceiver
used among policemen or between the police and the command center (examples of these
equipment see Fig. 2). Other equipment used for specific tasks will be indicated in the
corresponding task.
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1. an example for Body-worn Camera 2. an example for Police Terminal 3. an example for Hand-held Radio
-

Fig. 2. Three main equipment identified in this study.

The HTA compilation was produced by two researchers and subsequently checked
by two subject matter experts. The symbols that used in HTA were listed in Fig. 3.

Operation .
- - Arrow: Time- Line: Operations
Operation with ordered without time
equipment operations. preference.
------- dispatch
> Jispaten .
Dashed arrow with . _
i " Line or arrow with a
Dashed line/arrow: dispatch’. 4
Condm’onal Transfer to indicated Wi t time
operations. section. preference.

Path 1

Bifurcate line or dashed line with 'OR"

- OR Conditional operations.

Path 2

Fig. 3. The illustration of symbols used in HTA.

Fast Response to Incidents. The “135” (1 min rapid response, 3 min to reach the
disposal, 5 min to restore traffic”) rapid response disposal mechanism is a specialized
police task set up to minimize the impact of traffic incidents and vehicle breakdowns on
urban road travel.

This task is one of the urgent goals included in the mission routine of traffic police
officers (see Table 1). As shown in Fig. 4, the signal received from the command center
starts the overall action of fast response, which is different from tasks that could be han-
dled by front-line police only. Operations practiced in this task were commonly related
with incidents and other units collaborated with the front-line traffic police officers such
as Accident Section and medical institutions who participated in the task with dispatch.

In the goal of 135 fast response to incidents, the traffic police officer assigned to the
task will be equipped with the necessary police information equipment, including the
police terminal (installed on smart phones), the hand-held radios (walkie-talkie) and the
BWC. The hand-held radios are primarily used as communication tools that receiving
instruction from the command center. The BWC provides evidence of the incident for
both the officer and the subject, especially in assigning responsibility for traffic law
(from operation 3.1 to 3.8).
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Fig. 4. HTA for goal of “135 Fast response to incidents”.

Drunk Driving Inspection. Inspecting drunk driving behavior is a core component of
traffic police’s mission provisions. The risk of the illegal behavior has critical impact on
maintaining the road traffic order, preventing and reducing traffic accidents. As shown
in Fig. 5, sub-goals involved preparedness of personnel and equipment; primary inspec-
tion of the passing vehicles; disposal of intercepted vehicles and drunk drivers (impose
penalties or not).

Several equipment were used in this task to complete a regular drunk-driving inspec-
tion (prepared in operation 1.3), including communication tools to deliver message and
photos, such as police terminal and the walkie-talkie; portable devices to collect evi-
dence, such as BWC; test instruments to detect alcohol level, such as the breathalyzer;
medical vessels to measure alcohol concentration on blood, saliva or urine, such as gas
chromatography, the saliva or urine alcohol test strip; and also vehicles to transport all
the equipment and personnel related to the deployment (police car in usual).

Routine Patrol and Road Guidance. This taskis aregular mission for front-line traffic
police officers, and the events to be processed in the scenario are random in nature. The
HTA focuses on presenting the operations of the task observed in investigating police
officers deployed on roads to perform patrol duty tasks. As shown in Fig. 6, sub-tasks
involved routine patrol within assigned duty area and road guidance (support for traffic
in morning and evening rush-hour in the investigation).

In routine patrol and road guidance, the traffic police officer’s police terminal and
walkie-talkie are always kept open for communication, data collecting and message
delivering, while in the event of an incident that needs to be handled, the BWC will be
used to record the event (from operation 1.6 to 2.10). For police officers who rotate their
posts over long distances, a police motor may also be a necessity.
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Fig. 6. HTA for goal of “Routine patrol and road guidance”.

Serious Accident Disposal. In comparison to responding to 135 command channel,
performing the urgent task of serious accident disposal involved more contact with
other departments, such as medical institutions and accident section. This task is the
most complicated scenario for the front-line traffic police officers, including these steps:
receive an alarm message and verify information about the scene after accepting the task;
confirm casualties at the scene and rescue the injured to complete the on-site disposal;
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investigate into parties in interest of the traffic accident and define legal liabilities to
impose penalties (see Fig. 7).

Despite the emergency of this task, required equipment remain complicated. All
tools in task of 135 fast response to incidents must be used. Due to the need for more
detailed scene information collection and quick direction of the traffic flow, barricades
and flash equipment will also be needed to protect the scene and warn other vehicles to
detour during the process of accident disposal (in operation 2.8: protect the scene with
tools). In addition, a higher precision SLR camera will be provided to take pictures of the
scene, although the graph of accident environment is still mainly based on hand-drawn
paper (in operation 2.7).
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Fig. 7. HTA for goal of “Serious accident disposal”.

AVI Checkpoint Interception. The interception checkpoint system set fixed poles and
integrated capture cameras in both directions to capture passing motor vehicles, to take
automatic picture capture of passing checkpoint vehicles, to get automatic identification
of license plate numbers, traffic statistics, comparison/alarm/processing of illegal and
controlled information.
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When the access surveillance on Automatic Vehicle Identification (AVI) checkpoint
detected a suspected or illegal vehicle, the traffic police officer near the checkpoint will
receive the task and go to the corresponding checkpoint to intercept the vehicle and then
give the penalty according to the specific situation (see Fig. 8).

Similar to other urgent tasks, the police terminal will receive signals from the inter-
ception checkpoint system (installed in the police terminal), prompting the police should
go to the monitoring checkpoint to check the relevant vehicles, the whole process from
accepting the assignment to closing the case will be operated on the policing platform of
the police terminal (from operation 1.1 to 3.9). BWC needs to keep recording throughout
(from operation 3.1 to 3.10).
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Fig. 8. HTA for goal of “AVI checkpoint interception”.

4 Discussion

Regarding the lack of domestic research in specialist police, a construct is needed to better
define the task scenarios of traffic police and identify the corresponding equipment in
police use. The job-specific tasks of police have been investigated during this study,
with the evaluation of modern equipment in policing. The HTA presented in this study
is the first complete task analysis of front-line traffic police officers in their daily work
featuring multiple intelligent equipment. This study provided the academic community
with more information about the tasks of traffic police officers, laid foundations for
assessing their task load, fatigue level, performance assessment and management in the
future. For industry, the user journeys formed by task analysis can also be used to conduct
more usability evaluations and user experience surveys of police equipment.
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The analysis in this study highlighted the complexity of policing by traffic police.
Our results showed that serious accident disposal is the most complicated work of traffic
police, which is in line with the importance of road safety and the research focus of road
traffic fatalities/injuries (for example, see Hu et al. 2011; Zhang et al. 2011; Zhang et al.
2013). The complexity of the task is a combination of long operation times, different
departments involved, and a variety of operations of handling accidents, while the use
of multiple smart devices also increases the workload of the task. Besides, other urgent
tasks including 135 fast response to incidents and AVI checkpoint interception required
officers to travel quickly to the appropriate locations, and operating smart devices while
riding motorcycles could pose a threat to their safety, bringing the need for police vehicles
and devices to be linked to deal with the problem.

Another need that emerged from the task analysis was to consolidate the photo
functions of multiple devices and streamline unnecessary equipment. The police terminal
is equipped with two systems, one system is designed for police work which was installed
in policing platforms, and the system does not share the same photo album with another
system available for personal use (installed with SNS application for communication
with parties outside the police department), thus leads to the need for police officers to
take photos with their own cell phones and upload photos to the SNS application in order
to share information on the scene, rather than operating directly with the police terminal
(without SNS application due to safety considerations). In addition, since using a SLR
camera to photograph the accident scene is one of the police regulations, there are four
tools available to take photos at the scene at the same time. Creating shared albums in
both systems of police terminals or enhancing the photo function of BWC to replace
SLR camera are possible solutions.

For specific tasks, the functionality of some equipment can be optimized to fit the
actual needs. For example, since the video recorded by BWC needs to be transmitted to
other departments for administrative penalty determination in tasks, adding the function
of automatically identifying scene features for tagging when recording video may reduce
unnecessary workload for subsequent archiving and exporting. Meanwhile, it takes time
and effort in surveying the scene and drawing the scene map, and the inaccurate data will
affect the result of the disposal, a pre-processed scene investigation by the cooperation
between the AVI near the spot and the command center (with a more comprehensive
GPS) will reduce the workload of the front-line traffic police officers and increase the
accuracy of the scene identification.

However, there were a few of limitations in this study. Firstly, the method chosen
for this study was based on HTA, which aimed to explore the task structure and process
of traffic police. We did not investigate the cognitive resources of traffic police to a
deeper extent; subsequent studies on traffic police could set experiments for cognitive
analysis. Secondly, this study selected a group of traffic police in a central region of
China for investigation, which may have some limitations in terms of subjects. Thirdly,
this study selected key traffic police tasks, i.e., tasks that occur more frequently and are
more difficult, other rare or less difficult tasks are not included in this investigation, such
as the community education mission. For further research in this area, the number of
subjects and the range of selected tasks can be expanded.
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In conclusion, our study showed that there are five major tasks of front-line traffic
police officers. Two of them are regular missions, including drunk driving inspection
and routine patrol and road guidance. Three of them are urgent tasks within the reg-
ular missions, including 135 fast response to incidents, serious accident disposal and
AVI checkpoint interception. Further decomposition of the primary task into sub-tasks
revealed that a variety of intelligent equipment were used to accomplish policing tasks,
including BWC, police terminal and hand-held radio. Taken together, findings of this
HTA study demonstrated the characteristics of policing with operational complexity,
cross-departmental interaction, and highly demand on certain equipment. These findings
can also be used as a foundation for police management, training, and supervision.
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Abstract. Besides being a threat to public physical health, COVID-19 may also
bring harm to peoples’ mental health as well. This preliminary study aimed to
explore how different levels of social exposure might result in different mental
health outcomes (e.g., burnout) on frontline metro staff, who guarantee the effi-
ciency and safety of urban transportation. Three positions of frontline metro staff
with different levels of social exposure, namely station attendants, train drivers,
and maintenance workers. Two waves of cross-sectional studies were conducted
at two time points, one was shortly after the lockdown in 2020, the other was
5 months later in July 2020. Results showed that there is no significant differ-
ence between stress levels after the lockdown. However, a significant difference
was observed in the burnout levels after several months of operation. Staff with
more contact with passengers (i.e., station attendants) reported the highest level
of burnout. Staff with less contact with passengers (i.e., maintenance workers)
reported the lowest level of burnout. A possible explanation of such phenomenon
was that higher social exposure during the pandemic may cause more anxiety and
fear to be infected as well as more emotional labor to deal with people wearing
masks. We also discussed possible methods to improve the well-being of metro
staff.

Keywords: Metro staff - COVID-19 - Burnout - Stress - Social exposure

1 Introduction

The novel coronavirus (COVID-19) outbreak at the beginning of 2020 has caused
widespread impact on work and life worldwide [1]. In response to the pandemic, gov-
ernments around the world initiated different levels of social distancing policies and
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encourage work-at-home to avoid contract the virus [2]. However, the personnel in
important public sectors have to maintain normal, if not more stressed, operations. For
example, doctors have to be in close contact with patients or suspected infected people
[3]. The police need to maintain order and protect the safety of the population [4]. Staff
in the transportation department were also required to provide their service.

Studies have pointed out that the mental health of these workers might be under-
mined. A survey of resident physicians found that COVID-19 presented a threat to the
mental health of the medical staff [5]. There has been a clear surge of pandemic-related
psychological distress including fear, anxiety, perceived threat, depression, and stress
[6]. The psychological and social effects of the COVID-19 pandemic are pervasive, and
there is potential for a long-lasting impact on mental health [7].

Feeling burnout is a severe but common experience for the public sector workers
in the pandemic. Burnout refers to kinds of attitude symptoms of job pressure situation
characterized by high emotional exhaustion, high levels of cynicism and reduced per-
sonal accomplishment [8]. It could not only damage the physical and mental health of
employees, but also have negative impact on staffs’ job performance [9]. The Economist
(UK) reported that the COVID-19 pandemic had led to burnout and a wave of turnover
among restaurant and hospitality staffs in the US. In 2021, an average of about 700,000
hotel staffs will leave every month. A study on the COVID-19 Burnout Scale showed
that COVID-19 burnout experienced during the later stages of the pandemic might be
a permanent risk factor for mental health problems [10]. Because of the importance of
burnout, many studies are looking for the causes of burnout.

Social exposure might be one important factor that can influence people’s burnout.
Social exposure refers to frequent and intensive contact with people. One study demon-
strated that people in jobs with frequent and intensive contact with people usually suffer
from burnout syndrome [11]. During the pandemic, staff with high social exposure levels
could worry about the safety of themselves and their colleagues [12]. We suggested that
there are machismos that may cause people with higher level of social exposure to have
more severe burnout. On the one hand, emotional labor could cause burnout. A study
proved that nurses’ emotional labor exacerbated their burnout, which increased turnover
intervention [13]. It was also found that public health nurses’ burnout was positively asso-
ciated with emotional labor during the pandemic [14]. On the other hand, staff could fear
exposure to infection, which could lead to burnout. A study about nurses, physicians
and allied health staffs mentioned that respondents were most concerned about contract-
ing COVID-19, infecting family members and caring for patients with COVID-19 [12].
Faced with COVID-19, the police plays a special role and had to stand psychological
pressure as an organization that provides security services to the general public [4]. In
addition, the study on health care staffs found that radiologic technicians (RTs) in isola-
tion centers who would be directly involved in the diagnosis and treatment of COVID-19
patients were more anxious than radiologic technicians who work indirectly [15]. All
of these stressors could cause them to suffer mixed emotional and psychological pain,
bringing negative emotions and attitudes to themselves or their organizations, such as
burnout [16].

Although many studies have been conducted on staffs in the healthcare industry,
the influence on staffs in transportation department have not been fully examined. The
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study of Tehran metro operators found that metro operators scored high on job burnout
[17]. The first serious consequence of burnout is turnover. A study found that emotional
exhaustion among burnout significantly increased the staffs’ turnover intention [18].
Turnover is more damaging to the transportation industry during the pandemic. More-
over, feeling burnout may result in higher likelihood of traffic accidents. Past studies have
found that burnout could affect drivers’ behavioral performance, leading to an increase
in the frequency of bad driving behavior, thus endangering road safety [19]. A case study
on traffic accidents that occurred on the expressway found that the burnout problem of
freeway traffic police was one of the factors that lead to highway traffic accidents [20].
But the issue has not been adequately studied. Existing researches have focused too little
on burnout in the transportation industry. Current researches have focused on highways
as well as road transportation such as buses. Few studies have focused on burnout in
subway transportation. Most of the previous studies are case studies, with few empir-
ical studies. Even in the empirical studies, the sample sizes are not large. In addition,
previous studies have focused only on the serious consequences of burnout. Few studies
have examined the factors influencing burnout in the transportation industry and how to
reduce burnout.

In this study, we proposed to examine how the pandemic may cause burnout on
metro workers. The metro industry is an important part of the transportation system with
a complex structure, featuring, safety, high capacity, punctuality, efficiency and conve-
nience [21]. But Metro staffs have a heavy workload. The front-line staff of metro face
huge work challenges, including managing operations, supervision, and safety accident
prevention. More specifically, we would attempt to investigate whether different levels
of social exposure may result in different levels of burnout. To do so, we compared
workers at three different positions after the resumption of work after the lockdown.
These workers were different in their social exposure levels. The division of the three
positions of the frontline subway staffs are divided as follows.

Station Attendants: Station attendants have the highest level of social exposure. They
are responsible for maintaining order on the platform, proactively providing service
to passengers in need, and assisting customers to ensure comfort or safety. In related
occupational interviews, 70% of staffs identified contact with passengers as very close.

Train Drivers: Train drivers have the moderate level of social exposure. They are
required to drive passenger vehicles to transport passengers and to monitor their sur-
roundings for potential hazards. In case of emergency, they need to notify others first. In
occupational interviews, 68% of employees responded that they need to be in constant
contact with others.

Maintenance Workers: Maintenance workers have the lowest level of social exposure.
They are responsible for diagnosing, adjusting, and repairing rail vehicles on a daily
basis. In the occupational interview, 56% of employees answered that they need to have
contact with other people. But most of they come in contact with during work hours are
colleague (Fig. 1).
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Fig. 1. Position of subway station attendants, train drivers and maintenance workers

2 Materials and Methods

2.1 Research Design

Two waves of cross-sectional data were collected for this study. The two waves of data
were used to analyze how different positions in the subway changed after restarting to
work for a period of time during COVID-19. The first wave of data was collected in
February 2020, shortly after the lockdown. The second wave of data was collected in
July 2020, during which the pandemic was still a threat and no vaccine was available.

2.2 Subjects

At stage 1, a total of 1335 participants working at the Chengdu Metro company finished
the online surveys. In this sample, 67.42% were male and the average age of this sample
was 24.35 (SD = 3.49). The ratio of station attendants, train drivers and maintenance
workers were 40.90%, 37.83%, 21.27%, respectively.

At stage 2, a total of 805 participants working at the same company finished the
online surveys. In this sample, 64.10% of the sample were male and the average age
of this sample was 24.61 (SD = 3.50). The ratio of station attendants, train drivers and
maintenance workers were 44.10%, 27.33%, 28.57%, respectively.

2.3 Measurement

Perceived Stress: The perceived stress was measured using the revised Chinese version
of the Perceived Stress Scale (CPSS) [22, 23] at stage 1. The scale consists of 14 items
(e.g., “During the pandemic, you felt tense and stressed”). The participants rated each
item on a 5-point Likert scale ranging from 1 (“never”) to 5 (“a lot”) based on their
feelings during the period since the outbreak. The higher the composite score, the greater
the perceived pressure. The Cronbach’s alpha for the scale was 0.76.

Burnout: The Chinese version of the Maslach Burnout Inventory General Survey (MBI-
GS) was used to measure job burnout [8, 24] at stage 2. The scale consists of 15 items
which can be divided into three dimensions: five times for emotional exhaustion (e.g.,
“My work left me exhausted both physically and mentally”); four times for cynicism
(e.g., “I'm not as enthusiastic about my work as I used to be”); and six items for reduced
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personal accomplishment (e.g., “I can solve problems at work effectively”). Partici-
pants were asked to answer each question on a 7-point Likert scale, 0 (“never”) to
6 (“everyday”). The Cronbach’s alphas were 0.94, 0.92, 0.92, and 0.78 for the emo-
tional exhaustion, cynicism, reduced personal accomplishment, and the overall scale of
burnout, respectively.

2.4 Procedure

To investigate the changes that occurred in metro staffs during COVID-19 at the begin-
ning of their work and after a period of work, online questionnaires were collected in
two separate surveys. Both of which included demographic variables: the first survey
focused on stress levels, and the second survey concerned about their burnout.

3 Results

3.1 Descriptive Statistics for All Variables

The basic demographic variables of the two samples were showed in Table 1. A series
of non-parameters chi-square tests suggests that the two samples did not different in
the composition of gender (x2 = 2.47, p > 0.1), age (x2 = 5.11, p > 0.05), and work
experience (2 = 2.84, p > 0.1). Thus, the two samples were comparable.

Table 1. Demographic characteristics of the sample at stage 1

Characteristics Variable Stage 1 Stage 2
N % N %
Gender Female 435 32.58 289 35.90
Male 900 67.42 516 64.10
Age 19-25 1032 77.30 588 73.04
26-30 223 16.70 163 20.24
31-46 80 6.00 54 6.72
Work experience 0-3 year 1016 76.10 595 73.91
4-6 year 226 16.93 159 19.75
>06 years 93 6.97 51 6.34
Job category Station attendants 546 40.90 355 44.10
Train drivers 505 37.83 220 27.33
Maintenance workers 284 21.27 230 28.57
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3.2 One-Way Analysis of Variance

To explore what kind of changes had occurred across different positions from the restart
of work to working for a period of time during the pandemic, this study conducted a
series of One-way ANOVAs to investigate the effects of positions on stress at stage 1,
and burnout at stage 2.

Stress Across Different Positions at the First Stage: In this first sample, we found a
significant main effect of position on stress levels, F (2,1334) = 3.72, p < 0.05, but
post-hoc analysis suggests that there were no significant differences for between any of
the two positions (see Fig. 2).
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Fig. 2. Stress levels of three different metro staffs

Burnout Across Different Positions at the Second Stage: For the sample collected at
stage 2 data, we conducted a series of ANOVAs on the scores of the three sub-dimensions
and the overall burnout scale (see Fig. 3).

The main effect of position on emotional exhaustion was significant, F (2, 805) =
7.34, p < 0.001. The post hoc analysis showed that emotional exhaustion for station
attendants higher than overhaulers (p < 0.001), train drivers higher than maintenance
workers (p < 0.05).

The main effect of position on reduced personal accomplishment was significant,
F (2, 805) = 5.71, p < 0.05. The post hoc analysis indicated that reduced personal
accomplishment for station attendants higher than maintenance workers (p < 0.01).

The main effect of position on burnout scores was also significant, F (2,805) = 8.93,
p < 0.001. The post hoc analysis revealed that total burnout score for station attendants
higher than maintenance workers (p < 0.001), train drivers higher than maintenance
workers (p < 0.001).

Generally, in terms of score ranking, maintenance workers for pressure level higher
than station attendants and train drivers; and in terms of burnout score ranking, station
attendants higher than train drivers and maintenance workers (see Fig. 4).



Social Exposure and Burnout During the Pandemic 185

5.60
12.00
11143 5.40 5.27
§ 1150 115 5.20 512
£ 11.00 g 5.00
= 3
53] 5
2 10,50 2 4.80
§ © 4.60 443
S 10.00 :
£ kg 440
9.50 420
9.00 4.00
station  train drivers maintenance station train drivers maintenance
attendants workers attendants workers
32.00
13.50
=] 2942
5 12171 5 30.00 -
‘E) 13.00 T ;é T 2841
=
£ 1250 | 12|15 Z 200 |
o
£ 12,00 ¢ kS
o -
2150 | E26.00 Si2
2 11.00 | = 2400 r
S 1041 g
5 10.50 | >
~ O 22.00 |
T 1000
£ 950 : : ) 20.00 P '
P station  train drivers maintenance station  train drivers maintenance
attendants workers attendants workers

Fig. 3. Post hoc ANOVA of the three sub-dimensions and the overall scale of burnout

B station attendants
train drivers
02 Omaintenance workers

0.1
. 0. M _u i N | .

o i U

-0.2
-0.3
Perceived Stress Emotional Cynicism Reduced Burnout
Exhaustion Personal
Accomplishment
T1 (Feb 2021, shortly after the lockdown) T2 (June 2021)

Fig. 4. Mental health of frontline metro staffs at different times during the pandemic

4 Discussion

In order to understand whether the social exposure may result in higher level of burnout
among metro staffs during the pandemic, the present conducted a study by comparing
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the stress and burnout levels at two different stages across three positions different in
their social exposure.

The study found that while no significant differences were observed across different
job positions on the initial stress levels after the lockdown, there were significant differ-
ences on burnout levels after three months of work in the pandemic. More specifically,
burnout reached the highest level in the position that required the highest level of social
interaction with people (station attendants) and reached the lowest level in maintenance
workers, who had the least amount of exposure to people. Train drivers, with a moderate
level of social exposure, also had a medium level of burnout.

To note, during the lockdown, most public transportation has been suspended. As
a result, the metro personnel did not differ in their perceived stress shortly after the
restart of their work because they did not have much work stress. However, after several
months of work during the pandemic, the difference in burnout levels occurred, and the
direction lied in according to our prediction. Station attendants had the highest level of
contact with people during the pandemic, followed by the train drivers. This exposes
them to great anxiety and stress when serving passengers [15]. Although the present
studies did not identify the specific sources of such anxiety, several recent studies have
shown that during COVID-19, workers who require significant exposure to people (i.e.,
physicians, nursing staff) would be fearful to get infected [12]. In addition, they may also
experience increased burden of emotional labor because of the social distancing policies
and masking wearing [14]. A recent study suggested that wearing masks may reduce
the capability to detect others’ emotion [25], which might cause tensions for those who
need to provide services.

We found people working at different positions may have different level of burnout
and the possible cause might be related to the degree of social exposure.

Burnout was not only a mental health problem but may also threat safety performance
of metro staffs. As a result, certain action is needed to improve the situation of frontline
subway employees. In our study, we help identify that social exposure might be an
important risk factor during the pandemic. As aresult, certain support should be provided
to those who need to have frequent contact with people.

Several measures might be useful in these circumstances. First, the employees might
need certain counseling to deal with fear to the covid. Second, they may need training to
cope with emotional unstable passengers and colleagues. Finally, they may need more
organizational support such as reduction of work and more positive.

Some limitations should be mentioned before making a final conclusion. Frist, we
conducted two cross-sectional studies and measured two different variables at each stage
rather using a longitudinal design due to difficulty to track the original participants.
Although the compositions of the two samples were similar, readers must be aware that
other difference between the two samples might confound the results. Second, we did
not measure and controlled the actual workload of the three positions. One alternative
explanation might be that the cause behind the job differences was not social exposure
but actual workload. It is possible that maintenance workers may happen to have few
works to do during this period. Future studies may benefit from using better controls to
improve our understanding of such phenomenon.
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5 Conclusions

In summary, this study focused on the effects of the COVID-19 pandemic on burnout
among frontline metro staffs in different positions. As the pandemic continues, burnout
occurs among staffs in frontline subway positions. In addition, burnout is more severe in
positions with higher levels of social exposure. This study provides preliminary valuable
information for the study of mental health as well as burnout among staffs in frontline
subway positions. However, these results should be considered in light of limitations.
The study did not consistently collect data on staff stress levels. The follow-up study
design should be optimized to allow for the tracking and collection of staff stress levels
and burnout levels. Further, the veracity of this finding should be argued.
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Abstract. Several human-centered remote control systems for cranes
that track the operator’s position were developed and evaluated. Cur-
rent HMI solutions are hard to master as they are not in accordance
with the users’ mental models. A series of two empirical studies investi-
gated the potential, first in an online questionnaire, and second using a
crane operated by expert users as well as novices. Usability in terms of
effectiveness, efficiency and satisfaction was the central dependent vari-
able. Results show potential for the newly developed solutions, mainly
in terms of satisfaction. Effectiveness and efficiency were on the same
level with the newly developed systems as with the conventional control
system. Despite no clear indication that performance in terms of effec-
tiveness and efficiency increased, the advantages in applicability of the
new control systems as well as participant preference suggest that fur-
ther development of user-centered teleoperation controls is worthwhile.
The results provide insight into human remote control operation, gen-
eral perspectives toward human orientation changes, and a fundament
for future development of teleoperation interfaces.

Keywords: Human-machine interaction + User-centered design -
Crane control + Teleoperation + Boom tip control

1 Problem Statement

Cranes are important tools in numerous industrial sectors. Except for a few
special applications, all cranes—regardless of their field of application—are con-
trolled by a human operator (“crane operator”) who essentially has two core
tasks [1]: to monitor the crane, the load and the environment and, by exercising
due care and taking appropriate precautions, to ensure that dangerous situations
and damage of all kinds are avoided. Additionally, it is the operator’s job to con-
trol the crane drives and thus determine the load’s movement in such a way that
the operator moves the load safely from the starting point to its destination.
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According to experts, operator error is the main source for all kind of risks
during crane operation [42]. Research shows for example that 43% of all exam-
ined crane accidents between 2004 and 2010 originate in operator failure [25].
Recent studies show that human factors play a crucial role in up to one third of
all crane accidents [45]. Therefore, a closer look at current crane control seems
appropriate. Crane loads are usually moved by directly controlling individual
drives inside the crane, such as slewing gears, trolleys and hydraulic cylinders
via a haptic user interface. The most common user interfaces are joysticks, levers
or buttons [32]. Total load movement is the sum of all the crane’s translatory and
rotary drive movements. Determining the required direction of control actuation
requires the operator to mentally convert the desired load movement to the indi-
vidual degree of freedom (DOF) of the system, whereby both the DOF’s charac-
teristics (possible movements and accelerations) and the direction of movement
must be correctly assessed.

Additionally, many cranes are equipped with a radio control system that allows
the operator to move freely relative to the crane during the load movement. The
advantages of radio control systems over operation from a fixed operator posi-
tion (e.g., cabin) are numerous [32]. In addition to flexibility, using radio control
systems can result in considerable safety gains. The operator can freely select his
position in order to have an optimum view of the load and the transport envi-
ronment, allowing him to perform the monitoring function properly. While this
flexibility in operator location does often complicate mentally computing the cor-
rect control inputs, the advantages of teleoperation over a fixed operating station
have made remote crane control an indispensable tool in many cases [32]. The fact
that the radio control’s input actuators are linked to the crane’s DOF and thus to
the cranes’ coordinate system means that the operator must consider several facts
to move a load safely. Variables include the crane’s current position, the crane’s
kinematics and operator’s current position relative to the crane.

As all crane movements are controlled by the operator, the design of the
human-machine interface becomes a critical component in process and operator
safety. Especially with the frequent simultaneous movements of several DOFs,
the associated cognitive load for the operator complicates manipulating the load.
From a human factors point of view, operating problems occur mainly because
the user and machine coordinate systems do not match, which is a violation of
the compatibility postulate by [7]. The consequence is an increase of the conver-
sion effort for the operator, which—due to the increased cognitive load—can be
reflected in longer execution times and increased error rates. Consequently, the
current design of radio remote control leaves great potential for improvement. The
stated problems occur in teleoperated cranes regardless of the operating environ-
ment and are also the subject of research in related domains such as telerobotics.

2 State of the Art

2.1 Current Crane Control

In accordance with DIN EN 13557 [11], manual crane control can—amongst
others—be performed either from a driver’s cab that is permanently installed on
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the crane or from a floor-mounted, i.e., portable control panel. In general, control
elements based on the crane coordinate system are used, which are referred to
as awis-based controls. This means that the movement of a particular control
element results in movement of the assigned single DOF (i.e., drive) on the
crane. Assignment of individual control elements to corresponding crane drives
is visualized via icons, which are placed next to the respective control elements
on the radio control. The icons are uniformly specified for each crane type (see
e.g., [12]; icon examples are displayed in Fig.1). The main differences between
existing crane radio controls from the operator’s point of view are the design
of the transmitter and the control elements. The most frequently used control
devices for drive movements are linear levers and joysticks [32], as shown in Fig. 1.
Additionally, remote controls with push buttons also exist [32]. Generally, any
type of crane can be controlled with any type of control, as long as the control
has the same number of degrees of freedom as the crane has drives.
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Fig. 1. Schematics of the two archetypical control solutions for loader cranes. Linear
lever control (left) and dual joystick control (right).

2.2 Research Approaches
Research related to improving crane control focuses on two areas:

— Resolving incompatibility between the control element input and the hook’s
movement, to simplify the mapping between control elements and the crane
movements. This is mainly done by introducing boom tip control.

— Improving the usability of the remote crane control (i.e., the human-machine
interface) by using alternative, optimized interaction paradigms.

Boom Tip Control. In order to resolve the incompatibility between user input
and load movement, boom tip control is a promising approach. When using boom
tip control, the desired movement of the hook is specified directly, instead of
controlling the movements of several individual DOF independently in order for
all joint movements to accumulate to the desired hook or load movement. A
computer calculates the necessary directions and speeds of all individual crane
drives by using inverse kinematics so that the desired hook movement emerges.
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Research regarding boom tip control is primarily found in the areas of forest
machinery and loader cranes, as seen for example in [2,15,28,29,46-49]. Apart
from research, a few commercial cranes already exist that can be equipped with
boom tip control, showing that it is of great interest for machine manufactur-
ers, too [20,21]. In particular, [28] shows that boom tip control leads to shorter
learning times and less mental stress for the operator, especially when working
with forestry machines. [31] confirm the promising potential of boom tip con-
trols in hydraulic cranes for forest operations in a study with novices: Cycle times
and error rates are significantly lower with boom tip controls than with conven-
tional degree-of-freedom controls. Consequently, boom tip control is considered
an appropriate concept for improving crane control with regard to usability and
operator acceptance.

While boom tip control proves a viable concept for crane control, in order to
unfold its full potential, it needs to be accompanied by an adequate humanma-
chine interface (HMI). Only this combination can ensure a solid system usability
as well as a fast learning curve.

Improving the Crane Control’s Usability. Different works by Peng et al.
show the potential of alternative input possibilities for boom tip control. The
Magic Wand [37] uses a camera above the hook on a bridge crane. Using image
processing, the system can locate a reflective marker mounted at the end of a
wand and follow the marker movement along with the hook movement. Another
approach, which is also based on motion tracking, is described in [38,39]: Instead
of a marker on a stick, the hook follows an active RFID tag, which is either held
in the operator’s hand or worn directly by the operator as part of a glove. For
this purpose the crane and its surroundings are equipped with RFID receivers.
The studies by Peng et al. [36] show a saving potential of up to 40% (depend-
ing on environment and sequence of movements) in operating time when lifting
devices using both the “Magic Wand” and the RFID tag as well as considerable
improvement in the cognitive load when using ergonomically optimized input
possibilities. In addition, an ergonomically designed operator interface and the
resulting elimination of conversion between the operator and machine coordi-
nate system significantly reduce the number of errors, since the probability of
operating errors is reduced by improved compatibility between the user and the
machine. However, controlling the hook movement using optical or electromag-
netic tracking is not possible without problems in all applications: camera-based
tracking may react relatively sensitively to changing light conditions or long
ranges, while RFID tracking requires spatially distributed RFID receivers and
thus corresponding infrastructure in the vicinity of the crane to be controlled.

Furthermore, the works of [26,43,44] investigate boom tip control with the
aid of touch-sensitive input devices (touch screens). Results show that if the
input modality on the screen is optimized for input mode (touch operation), and
a machine control system suitable for touch input is implemented at the same
time, there is significant potential for improvement compared with existing crane
control systems.
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[27] additionally investigate the potential of control coordinate systems that
rotate with the user, allowing the operator to control the hook directly from
the operator’s perspective. They show that the possibility of direct hook control
from the operator’s perspective leads to significantly lower travel times and error
rates for inexperienced operators as well as increased operator satisfaction. The
results thus confirm the relationship between compatibility, user orientation and
usability, especially in the context of crane operation, supporting similar find-
ings that are known from other areas such as computer mouse control (see e.g.,
[14,51]).

[8,10,24] present assistance systems for load handling where the operator
manipulates the load by touch. For this purpose, the forces applied by the oper-
ator are measured in amount and direction, and the crane hook follows the direc-
tion of the applied force. This is done either via sensors attached to the crane
or, as in [24], via a glove equipped with sensors (referred to as Magic Glove).
The disadvantage of these concepts using direct physical manipulation is that
the hook must be accessible to the operator at all times. They are therefore
primarily suitable for supporting employees in very limited areas, for example,
when handling heavy loads in production.

In summary, it can be said that improving conventional degree of freedom
controls for lifting equipment has been and is the subject of numerous research
projects. The investigated approaches are thematically very broad. In contrast to
the industrial application examples, however, the research focuses not primarily
on hook movement and control in the form of boom tip control, but also focuses
on the type and design of user input. In this context, interaction paradigms are
also examined that go beyond the conventional input means, i.e., beyond the
known coordinate-giving input means involving common haptic user interfaces
such as linear levers, joysticks and push buttons, to enter the user’s request.

2.3 Weaknesses of Current Controls

Current crane controls are either designed as individual drive controls or—less
common—as boom tip controls. In both cases, moving a load using a manual
control system requires the operator to perform several steps.

With the existing axis-based control, the desired hook movement must first
be converted into movements of the crane joints. Then these movements must
be assigned to the control elements by means of icons or the experience of the
crane operator before they can finally be operated in the required sequence. To
increase efficiency, several control elements can be moved simultaneously. Such a
multidimensional control task, in which the joints are actuated separately—often
simultaneously—mnot only contradicts the mental model of wanting to move an
object [23], but consequently represents a considerable mental burden for the
operator. As it is essentially multiple single tasks requiring the same resources,
this increase in complexity can be explained by the multiple resources the-
ory [33,50]. Thus, operation can lead to frustration, as can every system that
does not behave in a way expected by the users [3]. This multidimensionality
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reduces performance and efficiency [16] of the decision-making processes dur-
ing use, which in turn affects the safety in handling the system. Conventional,
axis-based crane control systems represent the system model of a crane and con-
tradict the mental model of the human operator, which focuses on the movement
of the load and not on the movement of individual crane drives.

If radio control is used instead, the operator can move freely relative to the
crane, but the operator coordinate system is usually not congruent with the crane
coordinate system. In this case, a mental conversion is necessary. This is mainly
due to the lack of compatibility between user input and machine output [7].
Despite the potential for improvement through boom tip control, the conver-
sion problem remains. There is currently no concept known to the authors that
combines the advantages of boom tip control and also solves the compatibility
problem between user and machine coordinate system for use on a lifting gear
in an industrially suitable manner.

2.4 Research Gap and Proposed Solution

Nevertheless, the boom tip control systems with innovative input paradigms
show promising approaches for improving the current control situation for cranes
[28,31]. However, the solutions presented so far all require either additional
infrastructure in the operating environment (complete or partial illumination
of the working area with cameras [37], RFID readers [36,38,39] etc.), constant
physical access to the load [8,10,24], a fixed operator position, for example, in
the cab [20,21,28,30,31], or lack the fulfillment of basic industrial control stan-
dards (i.e., haptic feedback [26,43,44]). So far, none of the concepts have been
able to combine industrial teleoperation of the corresponding cranes and thus
the direct, direction-oriented specification of the desired direction of movement
from the user’s point of view with the numerous advantages of radio control.

Hence, the following basic requirements for a user-centered, intuitive control
system for load-lifting machines using radio control can be derived from the state
of the art:

1. Direct specification of the hook movement, i.e., compatibility between user
input and hook movement through an ergonomically favorable and technically
robust interaction paradigm.

2. Control with free operator movement, i.e., by using a radio control.

3. Bridging inaccessible areas, i.e., no necessity for permanent hook or machine
contact by the operator in order to be applicable to cranes with long ranges
and lifting heights.

4. Compeatibility between internal user reference and hook coordinate system,
i.e., “front” of the user is at all times “front” of the crane.

5. No complex infrastructure in the vicinity of the crane, i.e., no large-scale cam-
era or RFID reader illumination of the entire working area or other external
equipment.

It appears that as of yet, there is no intuitive, radio-based input option in
combination with a boom tip control that meets all basic requirements.
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We developed an ergonomic load control concept that enables operators to
directly manipulate the load instead of the singular degrees of freedom of a
given crane by using a remote control. Considering the main objective, to move
a load from point A to point B, the new concept relies on inverse kinematics
and positional tracking of the operator to calculate crane movements based on
user input. The user concentrates solely on the load and directs it toward its
destination as if directly controlling the trajectory of the load. At the same
time, operators use remote control to adjust their position freely in the crane’s
environment.

3 Intuitive Load Control

The challenge of how exactly this can be achieved was tackled in two consecutive
studies that aimed to answer the following research questions.

3.1 Research Questions

1. Input modality: Which types of controls and interaction paradigms are

suitable for an intuitive, goal-oriented specification of a desired load move-
ment?
Intuitive in this context describes a control system that is as learner-friendly
as possible, so that an operator—regardless of previous experience—can dis-
cover full system functionality through trial-and-error with minimal errors.
This is in line with the [4], who describe intuition as a fast and non-concious
process that utilizes knowledge gained through prior experience. Additionally,
we assume a cartesian space as the basis of an operator’s mental model for
movements [22].

2. Compatibility: How and when does the internal reference system for the
user (groups) change?

3. Evaluation: How do new control concepts differ from conventional radio
control systems with regard to objective (efficiency and effectiveness) and
subjective (user satisfaction and acceptance) criteria?

4 Study 1

As described above, the two most common types of crane control units within
commercial loader cranes are the linear lever control and dual joystick control.
Since the general movement of the load corresponds to a two-dimensional move-
ment in a two-dimensional cartesian space (x-y plane, parallel to the ground),
in terms of primary compatibility [7] the dual joystick control was chosen as the
basis for the new intuitive control. We therefore call this system the intuitive
dual joystick control. It allows the operator to manipulate the load’s movement so
that its movement in the x-y plane is always parallel to the joystick’s movement.
Additionally, the load’s speed corresponds to the joystick’s angle of deflection.
We assume that this corresponds to a novice’s initial mental model [23] when
wanting to move a load (not the crane) and should minimize the recoding effort
extensively [19].
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4.1 Methods

Since the goal of the first study is to provide an exploratory insight into how much
potential the new, intuitive control provides, and the mental model is difficult to
measure [34], we conducted a closed-question video simulation study to cover a
wide range of users. In order to investigate the usability of the new control system
as compared to the conventional linear lever control, we investigated usability in
terms of effectiveness, efficiency and satisfaction [13]. Effectiveness was measured
using the number of errors made during input. Efficiency was operationalized
using the time-on-task as well as certainty of users’ answers. Finally, we measured
satisfaction using the system usability scale (SUS) according to [6]. We conducted
a mixed 2 x 2 factor study with the between-subject factor experience (novices
vs. experts) and the within-subjects factor control system (conventional single
lever vs. intuitive dual joystick control).

We investigated the influence of the different control systems using videos
of load movements animated in Blender. They showed a simulated crane with a
moving load in the x-y plane from different perspectives on the ground as well as
a picture-in-picture representation of the movement from a birds-eye view (see
Fig. 2). The camera was placed at a height of 169.1cm or the eyes of the 50}
percentile (German) male [41] 12m from the crane. Participants watched a video
of a movement (see Fig.2 top) and had to reconstruct the input necessary on
the respective control type via the questionnaire (c.f. Fig.2 bottom). For ease of
execution, we divided the dual joystick control into eight discrete levels. Since
the first study only focuses on the general usability of intuitive dual joystick
control, only movements in the x-y plane were investigated. Hook movements
in z-direction were not part of the initial investigation. Therefore, the videos
showed load movements that only took place within the same x-y plane.
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Fig. 2. Video of the load movement (top) and input options of the online questionnaire,
single lever (bottom left) or intuitive dual joystick (bottom right).
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Depending on the answer to a self-assessment question on previous experience
with crane control, participants were either categorized as novice or expert. From
the two control systems, one was chosen at random to start with. Participants
had to reconstruct three movements from a random perspective in permutated
order and answer the SUS afterward. After participants finished working on the
first control system, the second system was presented in the same manner. In
order for participants to understand the control systems as well as the question-
naire including crane movements, explanatory videos for the questionnaire as
well as both control types were included before beginning the respective trials.

4.2 Results

During a four-week period a total of N =200 participants answered the ques-
tionnaire. 150 of these answers were complete and one additional set of answers
was excluded, since the time for completing them was shorter than the length
of the videos displayed. n =149 participants were considered in analysis. The
sample consisted of 45 experts and 104 novices ranging in age from of 16-66
(M =31.62, SD=11.93).

Correctness. A participant’s correctness is calculated using the number of cor-
rect answers divided by the total amount of answers (three) per control system.
This consequently means, that a participant can be 0%, 33%, 67% or 100% cor-
rect. Figure3 shows that the correctness of participants using the linear lever
control is rather equally distributed. Using the intuitive dual joystick control,
participants are observed to be correct more often among both experience levels.

Table 1. Means and standard deviations of the correctness of the respective groups.

Linear lever | Dual joysick
M | SD M |SD
Experts | 0.480.39 |0.61|0.45
Novices | 0.46 1 0.36 |0.78|0.33

A multifactorial analysis of variance (ANOVA) with the factors experience
and control system shows a significant effect of the control system on the cor-
rectness (F(1,147) =26.98, p < .001, n?> =.114). A comparison of the means (see
Table 1) shows that users were more often correct when using the intuitive dual
joystick control as compared to the linear lever control. Experience does not have
a significant influence. There is a significant interaction of correctness between
control system and experience (F(1,147) =4.68, p<.05, n?=.012). A compar-
ison of the means (see Tablel) shows that both groups are similar in their
correctness with the single lever control. Using the intuitive dual joystick con-
trol, both groups produce correct results more often. In the latter case, novices,
however, are correct significantly more often than experts.



198 L. Prasch et al.

Expert Novice

60 -

40-

31.1 32.7
C 244 250

J19AB) Jeaur]

N
3

221
17.8 22

63.5
53.3
40-
28.9
20-
| [ 111
02]0 053 0.57 1E]O 0.00 0:73 0.67 1.00

Correct

o

Frequency [%]

onsAof leng

Fig. 3. Histogram of the percentage of correct answers for each group and control
system. Since there were three inputs per participant, each participant could either get
a correctness of 0%, 33%, 67% or 100%. Corresponding data can be found in Table 1.

Time. The time needed by participants to complete every page of the ques-
tionnaire with a single movement includes the time needed to play the video,
understand the task and select the appropriate response. This corresponds to
reality, where participants also need to imagine the movement, understand the
necessary action and apply the appropriate control input. Figure 4 illustrates the
times needed.

A multifactorial ANOVA with the factors experience and control system
shows a significant effect of the control system on the time to complete
(F(1,147) = 117.74, p < .001,1? = .107). A comparison of the means (see Table 2)
shows that users were quicker when using the intuitive dual joystick control as
compared to the linear lever control. Experience does not have a significant influ-
ence. There is also no significant interaction of experience and control system.

A multifactorial ANOVA with the factors control system and trial num-
ber shows a significant effect of the control system (F(1,148)=118.5, p<.001,
n%?=.107) and the trial number (F(2,592)=09.88, p<.001, n?>=.016) on the
time to complete. A comparison of the means (see Table2) shows that users
were quicker when using the intuitive dual joystick control as compared to the
linear lever control. Also, a gradual decline in time needed to complete with
advancing trials can be observed, regardless of the control system used. There is
no significant interaction of control system and trial number.

Usability. The usability of the two control systems was recorded using the SUS
questionnaire. Figure5 gives an overview of the obtained results. We also asked
the participants to rate the certainty of their answers on a scale ranging from 0
to 100.
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Fig. 4. Boxplots of the time to complete, divided in experience and control system
(left) as well as trial number and control system (right). The corresponding data can
be found in Table2. The boxplot shows the median with a 95-% confidence interval
(notches) and the box from the 25.-75. quartile with the whiskers including all values
within the 1.5 interquartile range. Note that the y-axis is logarithmic.

Table 2. Means and standard deviations of the time of the respective groups.

Trial | Control system

Linear lever | Dual joystick
M SD |M |SD

Experts | 1 121.0|72.7 |71.2|52.7
2 110.0 1 98.4 1 60.7|92.0
3 89.8190.0 |50.0|48.7
Novices | 1 106.0 | 50.7 | 56.3|41.0
2 96.6 | 101 [45.6|76.3
3 83.8172.3 |36.0/22.8

A multifactorial ANOVA with the factors experience and control sys-
tem shows a significant effect of the control system on the SUS score
(F(1,147) =202.68, p < .001, n? = .387) and the certainty toward the own answer
(F(1,147) = 40.03, p < .001, n? =.055). A comparison of the means (see Table 3)
shows that users rated the intuitive dual joystick control more highly on its
usability and were more certain of their own answers. Experience does not have
a significant influence. Neither is there a significant interaction of experience and
control system.
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Fig. 5. Boxplot of the SUS scores divided into experience and control systems. The
boxplot shows the median with a 95-% confidence interval (notches) and the box from
the 25.-75. quartile with the whiskers including all values within the 1.5 interquartile
range.

Table 3. Means and standard deviations of the SUS scores and the certainty of the
respective groups.

Control system

Linear lever | Dual joystick
M | SD M | SD

Experts | SUS 47.3125.3 76.4]19.4
Certainty | 69.8 | 27.3 | 82.5|20.8
Novices | SUS 44.8120.5 |78.3|17.8
Certainty | 65.0 | 26.1 77.2126.1

4.3 Discussion

Based on the analysis presented, we can conclude that the intuitive dual joystick
control has higher effectiveness, efficiency and satisfaction, or more generally
speaking, higher anticipated usability than the conventional single lever control.
It therefore should be more closely tailored to the user’s mental model [35].

To some extent, the learning effect might seem surprising (see Fig. 4 right)
because both systems, the linear lever control and the dual joystick control,
show a similar decrease of time-on-task across both groups. In particular, the
fact that novice users show a decent learning curve in the linear lever control
condition is to some extent unexpected. We assume the reason behind this to be
the study format as an online study. Since the learning effect is persistent over all
control systems and experience groups, while especially control systems exhibit
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significant differences across other dependent variables, we hypothesize that the
learning effect is—at this stage—merely an effect of the online questionnaire.
Participants simply got quicker in using the questionnaire during the course of
the experiment.

This study shows promising results, confirming the inherent potential of a
new intuitive load control with a wide range of users. However, the environment
in which the experiment was carried out was very artificial and did not allow
for visual feedback (and thus recognition as well as correction of errors), nor
did it provide the opportunity for participants to alter their position toward
the load, hence obliterating the advantages of remote control in the first place.
Since a moving operator is one pivotal advantage of teleoperation however, the
consequences of changing operator positions and orientations should be subject
of further investigation. Observations have shown that users tend to walk and
adjust their body and head posture whilst controlling a load. Two options could
be implemented, either continuous or discrete change of the trajectory. Those
two will be elaborated and investigated within the second study.

5 Study 2

In the newly developed approach for intuitive crane control, the positions of the
load, the machine and the orientation of the user are considered. This approach
includes implementing inverse kinematics, which allows the automatic transfor-
mation of a desired, three-dimensional load movement (x-y-z coordinates) to
the respective input controls of the four degrees of freedom (slewing gear, main
boom cylinder, jib cylinder and telescopic system) of the crane. Consequently,
users are able to determine the resulting direction of movement for the load from
their perspective, without having to first perform a mental rotation and having
to break down the desired trajectory into control inputs of the individual degrees
of freedom. The user controls the desired direction of movement of the load using
a dual joystick control (see Fig. 1 bottom). With one joystick, the movement in
the x-y plane (horizontally) can be controlled, with the other one, it is possible
to move in the z-direction (vertically).

We included the point of reference within the controller and continuously
capture its orientation toward the load. This is taking into account several lim-
itations and their expected consequences within a real crane environment. As
the only viable alternative would be to place the origin within an additional
head-mounted device, but construction sites are usually highly dynamic and
uncontrollable environments, a sudden head movement (e.g. as response to an
unexpected stimulus) could have dire consequences. This is why the movement
of the load was implemented to be in line with the input vector entered on the
joystick. By measuring and live tracking the remote control’s orientation using
inertial measurement unit (IMU) sensors, we produce an alignment between the
hook’s direction of movement and the tilting direction of the joystick: regardless
of the remote control’s orientation, the hook movement is always parallel to the
joystick’s deviation direction. This allows for the operator to move the load with-
out any internal conversions between his/her (and the remote control’s) current
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orientation, the internal reference coordinate system, the crane’s position, the
crane’s joints and the desired load movement.

Building on the results achieved thus far, the evaluation will focus on the
possibility of changing the user’s location during movement and the consequences
this has on usability.

5.1 Methods

For this purpose two systems with different characteristics regarding the change
of perspective when the user rotates were implemented:

— Discrete
The system only changes the rotation of the user (or the radio control) at
zero crossings of the joystick. So—once a movement has been started—it is
continued in the exact same direction (provided the joystick position stays
consistent), regardless of whether the user changes orientation toward the
load or not.

— Continuous
The system continuously adapts to the rotation of the user (i.e. the radio
control). This enables the change of the trajectory of the load during a move-
ment by changing the rotation of the user. For example, with this system, it
is possible to “shoo the load away from you” by rotating a user’s perspective
toward the load, while keeping the joystick position consistent.

We conducted a 2 x 3 study in mixed design. The between-subjects factor
experience (experts vs. novices) was tested with the within-subjects factor con-
trol system with the specifications conventional (the state-of-the-art crane con-
trol system with specific degrees of freedom control as a baseline), discrete and
continuous. The study was conducted on an open space at the TUM campus
in Garching near Munich (Germany). A loader crane (Palfinger PK 7.501) was
mounted on the ground and fitted with a foam cube as substitute for a heavy
load (see Fig. 6). The foam cube had a marker on its bottom to accurately deter-
mine precision. Laid out on the ground were three targets (1-3) with concentric
circles spaced 8 cm apart as well as three starting positions. The starting posi-
tions were chosen to correspond to a 45°, 90° and 180° rotation between user
and crane coordinate system. In order to force participants to move during the
experiment, a visual obstruction was positioned between target two and three.

At the beginning of the experiment, participants filled out a demographic
questionnaire that included questions regarding their experience with crane con-
trol. Similar to the first experiment, the answer to this subjective question deter-
mined whether a participant was deemed a novice or an expert. Next, the tasks
to be completed were introduced. Participants were then given adequate safety
gear (hard hat and safety shoes) and had the opportunity to test all three control
systems in an open setting without targets or fixed positioning. As soon as par-
ticipants stated that they had grasped the concept of each of the three control
systems, experimental trials started. Starting with one control system, partici-
pants had to perform three different movements while standing in one of three
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Fig. 6. Picture left and schematics right of the setup for the evaluation. The image
shows the loader crane, including a foam load, two targets in blue and green, two
orientation positions (blue-green and green-red) and the visual obstruction. Not in the
picture are the third target (red) and orientation position. The orientation positions
were chosen to correspond to a 45°, 90° and 180° rotation between user and crane
coordinate system. (Color figure online)

different orientation positions at the beginning of the movement (see Fig.6).
Each movement started with the load in one of the target positions and the par-
ticipant in the corresponding orientation position. Participants were then tasked
with moving the load to one of the other targets. During the load movement,
participants could move around at will. The order of movements was permu-
tated. After completing all three trials, participants were asked to complete the
SUS questionnaire while the experimenter prepared the next control system. The
order of control systems was permutated as well. This research complied with
the American Psychological Association Code of Ethics and was approved by
the Institutional Review Board at TUM. Informed consent was obtained from
each participant.

Since the degree of assistance increases with the different control systems
(conventional: no assistance; discrete: inverse kinematics + discrete orientation
tracking; continuous: inverse kinematics + continuous orientation tracking), our
alternative hypotheses were:

H; Independent of experience, using the continuous system is more effective than
the two other systems.

H, Novices are most efficient while using the continuous control system.

H3 Both intuitive control systems (discrete and continuous) are more satisfying
than the conventional control system.

We operationalized the three usability criteria of effectiveness, efficiency and
satisfaction comparable to the previous study. For effectiveness, we recorded the
precision with which participants were able to place the load on the desired
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target. The marker mounted at the bottom of the load indicated one of nine
concentric circles. Each circle was assigned a numeric value ranging from 1 (cen-
ter, perfect) to 10 (target missed entirely). Additionally, we counted the number
of errors participants made. An error was recorded every time a steering input
moved the load farther away from the target rather than closer to it. Distance
was calculated using the 3D coordinates of the hook and the respective target.
Efficiency was measured using the time participants needed from starting the
movement to hitting the target. We assessed satisfaction via the SUS question-
naire, which showed values ranging from 0 to 100 and the preference rating after
the experiment. The preference rating is reported in percentages of participants
favoring a system.

5.2 Results

A total of N =60 participants took part in the experiment. Four of these had
to be excluded from analysis because of technical difficulties, resulting in n =56
(6 female) datasets from 28 experts and 28 novices ranging in age from of 20-62
(M =35.46, SD =12.15). The data analyzed is depicted in Fig. 7.

Control System
E3 Conventional Wl Discrete B8 Continuous

Precision Errors Time [s] sus

!

Experts Novices Experts Novices Experts Novices Experts Novices

Fig. 7. Boxplot of the time, the precision of load placement, the number of errors
and the SUS scores produced with the three different control systems (conventional,
discrete or continuous). All data is divided into the two experience levels experts and
novices. The boxplots show the median with a 95-% confidence interval (notches) and
the box from the 25.-75. quartile with the whiskers including all values within the 1.5
interquartile range.

Effectiveness. A multifactorial ANOVA with the factors experience and control
system shows no significant effect of the experience (F(1,54)=3.48, p=.068,
n%=.010) or the control system (F(2,108)=0.47, p=.626, n*>=.002) on the
precision. There is also no interaction effect between experience and control
system (F(2,108) =1.70, p=.187, n? = .008). There is, however the tendency for
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experts to show greater precision (i.e., lower values) than novices (M exp =5.78,
SDexp =2.37, Moy =6.26, SD,0y =2.33), see Fig. 7.

A multifactorial ANOVA with the factors experience and control system
shows no significant effect of the experience (F(1,54) =2.36, p=.130, n2 =.009)
or the control system (F(2,108)=1.17, p=.314, n?=.005) on the number of
errors. The findings did reveal a significant interaction effect between experience
and control system (F(2,108) =3.53, p=.033, n? =.014). A post-hoc Tukey test
showed a significant difference between experts using the conventional control
system and novices using the continuous control system. A means comparison
(see Table4) shows that experts using the conventional control system make
more mistakes than novices using the continuous control system.

Table 4. Means and standard deviations of the precision, the errors, the time in
seconds, and the SUS score produced by the two groups for all three control systems.

Precision | Errors Time [s] SUS Preference [%]
M SD | M SD | M SD | M SD
Experts | Conventional | 5.42 | 2.45 | 3.77 | 2.22 | 48.0 | 24.1 | 66.6 | 21.1 | 17.9%
Discrete 5.86 | 2.34 | 3.13 | 2.31 | 55.0 | 29.9 | 75.5 | 14.5 | 32.1%
Continuous 6.06 | 2.29 | 3.55 | 2.42 | 61.5 | 37.3 | 72.3 | 19.8 | 50.0%
Novices | Conventional | 6.35 | 2.46 | 3.12 | 2.35 | 50.4 | 26.8 | 50.7 | 21.7 | 7.1%
Discrete 6.43 | 2.18 | 3.43 | 2.06 | 45.7 | 25.0 | 70.8 | 21.0 | 35.7%
Continuous 6.00 | 2.35 | 2.60 | 2.08 | 45.3 | 27.1 | 73.1 | 18.5 | 57.1%

Efficiency. A multifactorial ANOVA with the factors experience and con-
trol system shows no significant effect of the experience (F(1,54)=3.00,
p=.089, n2=.018) on the time-on-task. One trend suggests that experts show
a longer time-on-task than novices (Mexp=>54.9, SDexp=31.3, Moy =47.1,
SDyov = 26.3, see Fig. 7). The control system did not exert any significant effect
(F(2,108) = 1.32, p=.272, 1% =.004). It did reveal a significant interaction effect
between experience and control system (F(2,108)=6.192, p=.003, n%?=.017).
A post-hoc Tukey test showed significant differences between:

— experts using the conventional control system and experts using the continu-
ous control system

— experts using the continuous system and novices using the discrete system

— experts using the continuous system and novices using the continuous system

Comparing the means (see Table4) shows that experts using the conven-
tional control system are faster than experts using the continuous control sys-
tem, whereas experts using the continuous system are slower than novices using
both the discrete and the continuous system.
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Satisfaction. A multifactorial ANOVA with the factors experience and con-
trol system shows a significant effect of the experience (F'(1,54) =4.13, p=.047,
n% =.024) on the SUS score. Comparing the means reveals that experts generally
rate all systems higher than novices. It also showed a significant effect of the con-
trol system on the SUS (F(2,108) =10.35, p<.001, n?=.101). Comparing the
means reveals that the two intuitive control systems were generally rated higher
than the conventional control system. The ANOVA did not reveal a significant
interaction effect between experience and control system. A post-hoc Tukey test
showed a significant difference between novices using the conventional control
system and all other groups as well as a significant difference between experts
using the conventional and the discrete control system. Comparing the means
(see Table 4) shows that novices rate the conventional control system worse than
both groups rate any other system and experts rate the discrete control system
higher than the conventional control system.

The question regarding which control system participants would prefer to
work with in the future revealed that 30 participants would prefer the continuous
system (14 experts, 16 novices), 19 would prefer the discrete system (9 experts,
10 novices) and 7 would prefer the conventional system (5 experts, 2 novices).

5.3 Discussion

Our first alternative hypothesis, which states that independent of experience,
using the continuous system is more effective than the two other systems has to
be rejected. Results have shown that there are no main effects in terms of time-
on-task and errors. While precision does gradually increase with increasing level
of assistance for experts, novices actually show the worst precision levels when
using the continuous system. Since the continuous system is the best solution
for novices in all other metrics, we assume this drop in precision occurs because
participants were told to move the load to its target position as swiftly as possible
without focusing on the exact positioning (speed-accuracy trade-off). This drop
in precision could mean that, when working with the system they were most
comfortable with, novices concentrated less on the specific movements and just
positioned the load intuitively. This would result in a lower mental workload and
also explain the better rating in the SUS.

Our second hypothesis, which states that novices are most efficient when
using the continuous control system, must be rejected as well. Although our
subjects did show the lowest time-on-task when using the continuous system,
results did not significantly differ between control systems in novices. Visual
comparisons (see Fig. 7 and small effect of 2 =.017) do suggest, however, that
there is a stable trend that shows that experts need more time with an increas-
ing level of assistance, whereas novices need less. In absolute numbers, novices
need an average of 10% less time using one of the new intuitive control systems
when compared to the conventional control, whereas experts show a 10% to
20% increase in time-on-task with the intuitive control solutions. This discrep-
ancy should be further investigated with more participants in order to verify the
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trend, and it would be interesting to determine how fast experts can adjust their
mental model in order to perform on the same level as novices.

Still, the results—especially in terms of temporal advantages—do not show
the expected clarity. There are several possible causes for this observation: First,
we hypothesize the lack of clarity is due to the fact that the small difficulty of the
tasks in combination with a long exploration phase of all three control systems
lead to an overall low cognitive workload. When designing the experiment, the
tasks were chosen so that they closely approximated actual crane operations but
not to be particularly difficult. This is due to the fact that it was our main goal
to evaluate participant interaction with the system instead of their problem-
solving capacity. Consequently, the realistic tasks that were chosen provided
both experts and novices the opportunity to carry them out properly, but—in
combination with the long exploration phase—lead to generally low cognitive
workload values in all tasks with all control systems. Consequently, this had the
effect that the recoding effort did not create a bottleneck for performance.

Second, our sample—especially the two distinctive groups of experts and
novices—might not prove to be representative of the general user popula-
tion. Experts were significantly older than novices (Mexp = 40.5, SDexp = 12.2;
Moy = 30.4, SD,o, = 10.1; £(52.21) = 3.35, p = .001), suggesting that cognitive
capabilities—and therefore performance—might be skewed in favor of novices.
This would mean that while experts have already peaked in their skill using the
conventional control system, novices were quick learners and had plenty of room
to improve. All the while, experts are not significantly worse using the two intu-
itive control modes as compared to the conventional mode that they are used
to.

The third hypothesis can be accepted. Both intuitive control systems are
rated more highly in the SUS and preferred by the majority of our participants
when posed the question.

No clear recommendation can be made when comparing the two intuitive
control concepts. The intuitive control concepts do not differ significantly in
terms of effectiveness, efficiency or satisfaction. Due to the slightly better per-
formance by novices when using the continuous control system (e.g., regarding
the number of errors), however, continuous position adjustment would be prefer-
able. Generally, it can be observed that both systems are extremely fast to be
adopted by novices and experts. The user’s mental model is therefore quickly
adjusted to using both systems, which makes the intuitive dual joystick controls
favorable compared to conventional joint-based control.

6 Discussion

Some of the limitations are stated in the sections above and more specific toward
each study or result. This discussion is intended to be more holistic in discussing
the initial motivation and introduction of the paper.

This article provides two empirical studies investigating incompatibility in
control element inputs and simplifying mapping between control elements and
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manipulator movements. Doing so, the initially anticipated improvements in the
usability of remote controlled cranes by using an alternative, optimized interac-
tion paradigm could not be shown. The user’s mental model of an interaction
coordinate system in the input device is accepted. No clear difference between a
continuously or discretely adapting coordinate system was identified.

Simultaneously, the newly developed systems showed distinct advantages in
subjective preference while being equivalent in performance to the conventional
control system. This proved true in both the expert and novice populations.
Combined with the fact that these control systems enable steering of any load
bearing device (i.e., different types of cranes, robots, support devices for elderly
or disabled people) is a strong point in favor of adaptive coordinate mapping
and direct load control.

These results, especially in light of promising previous research as well as the
motivation of improved usability in load manipulation, provide substantial argu-
ments for adapting current crane control devices with regard to compatibility
and mental models. At the same time, the results underline the strong need for
further investigation. In particular, questions involving input devices and user
research for load manipulating devices remain open. That said, leading questions
for further investigations could be:

— Input devices: What are the influences of movement type? From direct manip-
ulation using specific input devices for large-scale (sometimes even repeatable)
remote movements [18] to haptic collaboration for precise positioning at a tar-
get [40].

— User research: What do users really need for load manipulation? Including
investigation of environment, products being used and uncovering additional
interaction of requirements.

Bearing all this in mind, we must look beyond a product-oriented perspective
to developing technologically feasible products and to developing research that
focuses on actual user-centric approaches. The latter may change drastically with
the advent of new systems and expiration of traditional systems. The depiction of
a crane may change and could be ousted by novel robotic concepts, for instance at
construction sites [5], on assembly lines [17], or when used to assist disabled users
in their homes and care facilities [9]. Further research should help design future
systems that are also outside of classical work realms and in the private and
personal realm. The presented research provides a substantial basis for tackling
this field in future work.
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Abstract. Personality is considered as one of the internal potential influencing
factors of performance and an effective index to predict job performance. Past
literature reveals the relationship between personality and task performance, and
there is evidence that personality can effectively predict teleoperation task perfor-
mance. In this study, we aim to explore the impact of personality on teleoperation
performance under different situations, and to provide theoretical reference for
operator selection. In this study, 96 male participants with no teleoperation expe-
rience were recruited. Their personalities were evaluated by the Big Five Inventory.
The experimental task is to remotely operate a virtual machine car to complete
the designated task, each task will have different levels of latency and clearance.
Completion time, distance, collisions, and workload were used as indicators of
teleoperation performance. Hierarchical Linear Model was used to test the rela-
tionship between personality and teleoperation performance. The results showed
that with more clearance and longer latency, the number of collisions in higher
extroversion participants significantly increased, while in higher negative emo-
tionality participants, the scores decreased significantly. With more clearance,
the workload of participants with higher extroversion scores decreased signifi-
cantly. Further analysis found that energy level and depression were the main
sub-dimensions leading to the increase in the number of collisions among the
subjects with high score of extroversion and negative emotionality. With longer
latency, the completion time of the participants with higher degree of anxiety
increased significantly. The results showed that personality have different predic-
tive effects on teleoperation task performance in different situations. These results
may be helpful to the selection of operators.

Keywords: Teleoperation - Personality - Big five - Task performance - HLM

1 Introduction

When the working environment and intensity exceed human’s normal ability, the robot
can replace human for completing the task. However, due to the limitation of the level
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of automation and intelligence of the robot, the efficiency and quality of its individual
work cannot be compared with that of human beings in some special circumstances.
This contradiction can be solved by teleoperation [1], a form of operation that remotely
controls a robot or system to complete a given task [2].

In recent years, teleoperation is more and more widely used, and it has a good devel-
opment in the fields of surgery, disaster rescue, military mission and space exploration
[3]. By teleoperating the surgical robot, surgeons can stay in a specific position for longer
time, thus a series of problems caused by slight tremors of hands can be reduced, and
accuracy and flexibility can also be improved [4, 5]. Search and rescue personnel can
remotely operate the robot and conduct safety assessment at the scene of the disaster
[6]. Teleoperation of the space roaming robot can prevent astronauts from encountering
danger during planetary exploration and improve the safety of space exploration [7].

With the increasing distance, the communication latency between the operator and
the robot also increases [8, 9], resulting in performance deterioration, longer completion
time, and more mistakes [10—12]. In addition, due to the complexity of the environment,
the space clearance in which robot can move is limited and changeable. For example,
when natural cavity endoscopic surgery is performed by teleoperation, the limited space
in the cavity and the diversity of the patient’s cavity size makes the fault tolerance rate
in the teleoperation process very small. If the patient’s cavity is narrow, it will not only
reduce the doctor’s operational performance, but also bring great safety risks to patients
[13]. Scholover (2021) also found that the smaller the horizontal distance between the
environmental boundaries of the robot, the more operation errors would happen [14].
Therefore, how to improve the performance of teleoperation with latency and limited
space clearance is an urgent problem to be solved.

In the most of the existing studies, teleoperation performance was improved by
escalating display technology and automation level of robots [11, 15, 16]. In addition to
hardware technology, human-related factors are also equally important in the process of
teleoperation [17], Scholover (2018) found that temporal sensitivity of individuals can
affect the performance of teleoperation tasks [18]. Personality is also considered to be
one of the important potential factors influencing performance [19, 20]. For example,
responsibility and emotional stability significantly affect the driver’s task performance
[21]. Extroverts performed faster in teleoperation tasks of robotic arms, but perform
poorly in terms of safety [17]. So far, only a small number of teleoperation studies take
personality into account, and there are no studies to explore the effects of personality on
teleoperation performance in different situations of latency and space clearance.

To explore the effect of personality on teleoperation task performance in different
situations, we built a teleoperation experimental platform, in which we set different
latency and space clearance of the environment, and conducted the experiment with
large samples (N > 80). Task performance is evaluated in terms of task completion time,
number of collisions, and distance, and the operator’s workload is also measured.
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2 Method

2.1 Participants

A total of 96 participants were recruited in this study. The participants were all males
and were all right-handed with no color blindness or weakness and no experience of tele-
operation. Before the experiment, participants were told the details of the experimental
scheme and gave informed consent orally. They went through an experiment that lasted
about three hours and finally awarded ¥180 for their participation.

2.2 Teleoperation Experiment Platform

The experimental platform was robot simulation modeling software Coppeliasim 4.2.0
developed by CoppeliaRobotics Company. With reference to the research of Scholcover
(2021) [14], the experimental situation is improved and the virtual environment of tele-
operation is constructed. As shown in Fig. 1, to reduce the learning effect, three maps are
constructed according to the setting principles similar to those of Upham-Ellis (2008)
[22], in which the route was designed to have an equal number of left and right turns.
In order to set up different space clearance, to express the horizontal distance between
the environmental boundaries of the robot, the wall thickness of each map is adjusted
proportionally, so that the 4 possibilities for clearance is ranged from 0.36 to 0.9 m in
0.18 m steps. Additionally, there are 6 possibilities for latency with a step size of 0.2 s,
which varies from 0 to 1 s. 3 maps, 4 levels of space clearances and 6 levels of latency
constitute 72 different experimental scenes (3 x 4 x 6). The latency is set in the system
background and is combined with the map and clearance through coordinates. For exam-
ple, if the scene consists of map 1 with a clearance of 0.9m and a latency of 0.2 s, then it
will be defined as (1, 0.9, 0.2). Thus, there are 72 different coordinates. To avoid fatigue
effects, we divided 72 coordinates into 6 groups, each containing 12 coordinates. The
12 coordinates contain 3 maps, 6 levels of latency and 2 levels of space clearance (0.9 m
and 0.54 m, 0.9 m and 0.36 m, 0.72 m and 0.54 m, or 0.72 m and 0.36 m), which are
the experimental scenes that each participant needs to experience. The 72 experimental
scenes were traversed for every 6 participants. Finally, 96 participants traversed all the
situations 16 times. The manipulated object is a robot car with a width of 0.108 m, and the
participants see the image presented by the camera behind the car from the perspective
of the first person, as shown in Fig. 2. Participants operate a three-degree-of-freedom
joystick (LitestarPNX-2113) to control the forward, backward, turning or waiting of the
car.

2.3 Independent Variables

First, we would discuss the teleoperation performance in different situations that were
made up of different latency and clearance. Thus, different levels of latency and clear-
ance are independent variables of task situation. Then, personality was the independent
variable of individual. We used The Big five Inventory revised by Soto (2017) [23],
which evaluate personality in five dimensions: extroversion (E), agreeableness (A),
sense of responsibility (C), neuroticism (N) and openness of experience (O) and their
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Fig. 2. The car operated and the perspective of the participants

sub-dimensions: Sociability, Assertiveness, and Energy Level for Extraversion; Com-
passion, Respectfulness, and Trust for Agreeableness; Organization, Productiveness, and
Responsibility for Conscientiousness and Anxiety, Depression, Emotional Volatility for
Negative Emotionality. The questionnaire introduces a strong hierarchical structure and
has better prediction ability, which still retaining the conceptual focus, simplicity, and
understandability of the original measurement, consists of 60 items, and each item has
five options, from “1-very disagree” to “5S-very agree”. The score of each dimension is
the sum of related items and reverse scores.
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2.4 Dependent Variables

Teleoperation performance was evaluated from the perspectives of task performance and
workload. Task performance reflects operational efficiency and effectiveness through the
number of collisions, completion time and driving distance. Workload was measured by
the total score of NASA-TLX. The details are as follows:

1. collisions: when the car left the wall after contact with the wall, it was regarded
as a collision. If the car keeps rubbing against the wall, the number of collisions
would increase at the rate of one per second. The fewer collisions, the better the task
completion.

2. completion time: the time taken by the participant to run the car from the starting
point to the end point. The completion time reflects the work efficiency, and the
shorter time indicates the better performance of the task.

3. distance: according to the change of the coordinates of the car, the moving distance
of the car was calculated in real time, and the sum of all the calculated results can
be obtained after reaching the end point.

4. workload: mental needs, physical needs, time needs, performance level, effort level
and frustration were used to evaluate the mental load of participants when completing
each task. The higher the total score, the greater the workload [24].

2.5 Experimental Task and Procedure

All the experiments were done in front of a 13.6-in. laptop. Participants were asked to
operate the robotic car through a joystick to complete the driving task from the starting
point to the end as fast as possible, and minimize collision with the wall. They were first
instructed by the experimental procedure and completed the Big five Personality Test,
and then trained with and without latency to familiarize themselves with the control of the
joystick for about 30 min. After a five-minute break, the formal experiment began. Before
starting the operation, they were told that the latency and clearance of all subsequent
experiments were random and were not told the actual latency. At the beginning of
each experiment, participants were informed of the latency they would experience (“no
delay”, “moderate delay” or “high delay”) through the prompt window in front of the
screen. Every time they completed the task of a scene, they would ask to complete the
NASA-TLX test. Each participant finished NASA-TLX tests 12 times.

2.6 Data Analysis

Because the performance of teleoperation is affected by both the task situation and the
individual operator, the variables at the individual level are embedded in the variables
at the task context level. In order to ensure the scientific nature of the research, this
study uses the multi-layer linear model (HLM) developed and popularized by American
statisticians Bryk and Raudenbush [25]. Through the hierarchical establishment of the
regression equation, the intercept and slope of the individual level regression equation
are set as the functions of the group level variables. Thus, different levels of data are
linked together to deal with hierarchical nested data. In this study, spss 20.0 was used to
sort out experimental data into two levels, and HLM6.0 is used to analyze the data.
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3 Results

3.1 Null Model

First of all, in order to test the differences between groups of independent variables, the
zero model test of each dependent variable is carried out according to the method of
Hofmann (1997) [26]. The zero model of task performance is as follows:

Level 1 : Performance = fo; + r; (D

Level 2: By = Yoo + poj )

where Bo; is the average performance level of the individual in the j situation; rj; is the
total average of the performance level in each situation, indicating the random error of
the task situation level; Yqo is the difference of the average performance level of the
individual i in the j situation; Lo; is the difference between the j situation and the total
average Yoo, which is a random error at the individual level. The analysis results of
the zero model are shown in Table 1, where ICC shows the proportion of changes in
dependent variables in the context level and individual level. According to Cohen, 0.01 <
ICC < 0.059 is low association, 0.059 < ICC < 0.138 is medium association, and 0.138
< ICC is high correlation [27]. According to the standard, the collision times, driving
distance and workload of teleoperation can be analyzed by two-layer linear model. The
completion time is not suitable for HLM analysis. However, due to the hierarchical
nesting structure of the data, using a single-layer linear regression model to deal with
the completion time alone will make the results more complex, so the researchers still
include the completion time into the results.

Table 1. Null model analysis results

Variable name df o x2 P 1CcC

Completion time 95 0.051 110.203 0.137 0.000
Collisions 95 25.454 231.275 < 0.001 0.107
Distance 95 2.183 203.302 < 0.001 0.087
Workload 95 6320.641 808.841 < 0.001 0.385

3.2 Random Coefficient Model

In order to test the influence of different situations on task performance, taking the num-
ber of collisions, driving distance and workload as performance evaluation indicators,
the latency, clearance and their interaction terms (multiplying respectively after decen-
tralization) were introduced into the Levell equation to investigate the impact of task
situation on performance. The model is as follows:
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Level :  Performance = By; + Bj;(latency) + Boj(clearance) + B3j(latency x clearance) + r;

3)

Level 2: By = Yoo + woj 4
B1j = Yo + myj 4)

Boj = Yoo + 1) (6)

B3 = Y30 + u3; (7)

where B1;, B2j and B3; are the partial regression coefficients of the influence of indepen-
dent variable latency, clearance, and their interaction on teleoperation task performance,
respectively. The results of the random coefficient regression model are shown in Table 2,
which shows that latency, clearance and the interaction between them can significantly
predict the performance of teleoperation tasks. The higher the latency, the longer the
completion time, the more the number of collisions, the longer the driving distance, the
greater the workload. The larger the clearance, the shorter the completion time, the less
the number of collisions, the shorter the driving distance, and the smaller the workload.
With the increase of clearance, the negative effect of latency on completion time and
collision times is getting smaller and smaller, the negative effect on driving distance is
increasing, and there is no significant predictive effect on workload.

Table 2. Analysis results of random coefficient regression model

Variable name Collision Distance Workload Completion time
Intercept 13.412%%% | 33707*% | 261.216" 3,048
Latency 27.309%#x 9.809%* | 197.503%* 4289
Clearance —33367%%F | —6.175%%% | —92.414%kx | 2570
Latency x clearance | —50.926%%% 8.022% % 21.125 —2.607""*

NOTE. * p < 0.05; ** p < 0.01; *** p < 0.001. The value of the first row in the table is
the intercept of the regression equation, and the other rows are the regression coefficients of
independent variables to dependent variables.

3.3 Intercept as Outcome Model

Based on the null model, the scores of participants under five personality dimensions
were introduced into the Level2 equation to investigate the influence of individual
personality on teleoperation task performance in different situations. The model is as
follows:

Level 1: Performance = By + r; ()
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Level 2: By = YoiX; + o) ©)

where X is the score of each individual dimension, and Yo is the partial regression
coefficient of each personality dimension to the teleoperation task performance. As
shown in Table 3, it can be seen that most personality have no significant predictive
effect on teleoperation performance (p > 0.1). The predictive effects of extroversion,
agreeableness, neuroticism on completion time and agreeableness on driving distance
only reached the marginal significant level (p < 0.1).

Table 3. Analysis results of intercept prediction model 1

Variable name Collision Distance Workload Completion time
E 0.055 —0.003 —9.356 —0.111%

A —0.100 —0.312% 0.279 0.060*

C —0.714 —0.207 —3.056 0.029

N —0.487 —0.162 9.679 0.116%

(0] 0.104 —0.100 2.530 0.027

+p < 0.1; *p < 0.05; **p < 0.01; ***p < 0.001. The value in the table are the regression coefficients
of independent variables to dependent variables.

In order to further investigate the influence of personality on teleoperation perfor-
mance, researchers extracted the scores of participants in each sub-dimension of the five
personalities and introduced them to Level2’s equation. Because of the large amount of
data, only significant results are listed, as shown in Table 4. The results show that the
degree of anxiety has a significant positive predictive effect on the completion time and a
significant negative predictive effect on the number of collisions. The higher the degree
of anxiety, the longer the completion time, the less the number of collisions. The level of
trust has a significant negative predictive effect on the number of collisions. The higher
the level of trust is, the less the number of collisions is, and the predictive effect on driv-
ing distance and workload only reaches the marginal significant level. Compassion has
a significant positive predictive effect on completion time. The stronger the compassion
is, the longer the completion time is, and the predictive effect on workload only reaches
the marginal significant level (p = 0.068). The degree of decisiveness and curiosity only
reached the marginal significant level in predicting the completion time (p = 0.08; p =
0.07).

3.4 Slope as Outcome Model

Through the random coefficient regression model and intercept model, this study exam-
ines the effects of task context and individual variables on teleoperation performance,
and continues to investigate whether the variables at the task context level affect the slope
between independent variables and dependent variables at the individual level, based on
which the slope prediction model, namely the whole model, is obtained. In this study,
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Table 4. Analysis results of intercept prediction model 2

Variable name Collision Distance Workload Completion time
Agreeableness 0.349 —0.087 —3.818 —0.105%
Compassion —0.386 —0.139 15.849* 0.117"

Trust —1.207* -0.351% —14.303* 0.019

Anxiety —0.733%* —0.207 7.330 0.186™"
Curiosity —0.542 —0.183 —1.486 0.101*

Note. +p < 0.1; *p < 0.05; **p < 0.01; ***p < 0.001. The value in the table are the regression
coefficients of independent variables to dependent variables.

through the previous analysis, it has been found that several elements of personality
have a significant effect on the operational performance, and the interaction between the
personality and the slope of task performance has been investigated in the whole model.
The model is as follows:

Level 1 :  Performance = By; + Bj;(latency) + Bj(clearance) + B3j(latency x clearance) + ry;

(10)

Level 2: By = Yoo + Yo1.Xi + woj (11)
Bij = Y10 + Yo1X; + wyj (12)

Boj = Yoo + Yo1 Xi + uoj (13)

B3j = Y30 + Yo1.Xi + p3; (14)

where Xj is a personality trait that can predict the performance of teleoperation (p <
0.1). In order to prevent the collinearity problem, the researchers centralize the latency
and clearance of the adjustment test. The significant results are shown in Table 5.

For individuals with high extroversion scores, the increase of clearance will sig-
nificantly increase the negative effect of latency on the number of collisions. Further
analysis shows that the level of vitality is the main factor leading to this result. In terms
of workload, the higher the score of extroversion, the positive effect of the increase of
clearance on the workload will be significantly enhanced. Further analysis shows that
sociability interaction is the main factor leading to this result.

For individuals with high score of agreeableness, the increase of clearance will
significantly increase the number of collisions of teleoperation. Further analysis shows
that trust is the main factor leading to this result. On the other hand, the increase of
clearance will significantly reduce the negative effect of latency on distance.

For individuals with high scores of negative emotionality, the increase of latency will
significantly reduce the collisions of teleoperation. Further analysis shows that anxiety is
the main factor leading to this result. Individuals with high anxiety score will significantly
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enhance the negative effect of latency on completion time, while individuals with high
degree of depression will significantly enhance the positive effect of clearance on the
number of collisions in the case of high latency.

For individuals with a strong sense of responsibility, no significant effect on per-
formance was found. However, in the sub-dimension of responsibility, the workload of
individuals with high degree of responsibility will increase significantly with the increase
of latency. For individuals with a high level of organization, the driving distance and
completion time will be significantly reduced with the increase of latency.

Table 5. Analysis results of slope prediction model

Variable name Collision | Distance | Workload | Completion time
E x clearance 6.822 0.728+ —22.288*% 1 0.130
Sociability x clearance 2.163 0.613 —28.636"" | 0.067

E x latency x clearance 6.823%* 1.179 —2.167 0.018
Energy x latency x clearance 7.126%* 0.720%* 32.030 —0.257
N x latency x clearance —8.658** | —0.437 12.805 0.140
Anxiety x latency —1.990* —0.256 1.340 0.304*
Anxiety x latency x clearance —6.506% —0.548 6.449 —0.148
Depression x latency x clearance | —7.772*% | —0.306 |22.160 0.417
Responsibility x latency —0.034 —0.400 24.044%* —0.004
Organization x latency —1.427 —0.835*% |2.748 —0.835*
A x latency —0.872 —0.743% | 19.965" 0.160

A x clearance 3.692%* —0.339 8.864 0.010

A x latency x clearance 3.454 —2.335% | —32.828 —0.134

Note. +p < 0.1; *p < 0.05; **p < 0.01; ***p < 0.001. The value in the table are the regression
coefficients of independent variables to dependent variables.

4 Discussion

Personality plays an important role in the way people react to the environment. In this
study, it is found that personality have different effects on teleoperation task performance
in different situations. Extroverted individuals have less workload in the context of large
clearance, and social ability is the main influencing factor. Individuals with strong socia-
bility are more likely to think positively [28]. Are more likely to be positively affected.
However, in the situation of high latency and large clearance, extroverted individuals are
also more likely to have more collisions, and the level of vitality is the main influenc-
ing factor. This is similar to the results of [16]. The level of energy mainly reflects the
degree of nerve excitement [29], and individuals with high level of energy level prefer
to pursue stimulation [30]. We speculate that the increase of latency will stimulate the
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individuals with high level of vitality to a certain extent, which leads them to satisfy their
emotions through more collisions in the case of large clearance. Therefore, according to
the different task situations, when selecting teleoperation operators, people with strong
sociability are more suitable to work in such situations if the environment in which
the robot is located is more mobile. If the environment of the robot is far away from
the operator, there is a higher latency and a large clearance, it is not suitable to select
individuals with a high level of energy.

Individuals with high scores of neuroticism had less collisions in situations with
higher latency and more clearance, depression level was the main influencing factor,
and anxiety degree also had a certain influence (p = 0.06). This is contrary to the results
of [17]. Depression levels are usually accompanied by low energy and low arousal levels
[23], and anxiety levels reflect an individual’s fear of future events [31]. We speculate
that the increase in latency reduces the behavior of individuals with these two traits and
increases their fear of collisions. Although the reduction of the number of collisions
improves the safety of teleoperation, individuals with high degree of anxiety will spend
more time to complete the task with the increase of latency (p = 0.02). Therefore, when
the latency is high and the clearance is large in the task situation of teleoperation, if safety
is the main concern, operators with high neurotic scores can be considered to participate.
If the completion time is given priority to, it is not suitable to choose operators with high
neurotic scores.

Although there is no significant effect of individuals with high score of responsibility
on the performance of teleoperation tasks, individuals with high scores of responsibility
in the sub-dimension of responsibility will produce higher workload with the increase
of latency, and individuals with high organizational level can complete tasks faster and
travel shorter distances in the case of high latency.

Despite individuals with high scores of conscientiousness have no significant influ-
ence on the performance of teleoperation tasks, individuals with high score of responsi-
bility will have higher workload with the increase of latency. Individuals with high degree
of responsibility to persevere in order to pursue their goals [31]. The requirements of
high-quality tasks bring them a greater workload, while individuals with high organiza-
tional levels have a clearer understanding of the order and structure of work [32]. When
the latency increases, they can operate in real time more reasonably to achieve the highest
performance. Therefore, when the latency is higher in the task situation of teleoperation,
the operator with higher organizational score can complete the task better. In addition,
this study found that individuals with higher scores of agreeableness drove shorter dis-
tances to complete tasks in the context of larger clearance and higher latency, which was
similar to (Pan et al., 2016) [17], but did not find a proper reason to explain the results. In
a word, personality have different predictive effects on teleoperation task performance
in different situations. It is beneficial to select teleoperation operators according to the
suitability of personality and specific task situations, which is helpful to start from the
aspect of personnel. Improve the task performance of teleoperation.

5 Conclusion

In this study, in order to explore the influence of personality on teleoperation task per-
formance in different situations, a teleoperation experimental platform was built, and
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different task situations were set up with different latency and clearance. The personality
of individuals were measured by the Big five Inventory, and an empirical study of 96
samples was completed. The results showed that personality have different effects on
teleoperation task performance in different situations. This finding supports the consider-
ation of the influence of personality in teleoperation tasks with different situations. Future
research should further set up specific task situations according to the actual situation,
in order to investigate the role of personality in specific situations, so as to effectively
select operators. At the same time, as more and more women participate in teleoperation,
future research should also collect data from female operators to investigate the impact
of gender differences on teleoperation tasks in different situations.
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Abstract. In the context of a project on the roll-out of the Next Gen-
eration 911 (NG911) emergency call system, we conducted a task anal-
ysis of call takers at an emergency call centre. Much of the emergency
response literature focuses on disaster response. In contrast, our article
is focused on day-to-day emergencies. To map out the call takers’ tasks,
we analyzed training documents and conducted semi-structured inter-
views. We found that call takers send high priority incidents to dispatch
with just enough information for dispatchers to send first responders to
the incident. Call takers then enter the remaining required information.
Regarding the roll-out of NG911, we identified risks relating to the opera-
tional impact of multimedia with disturbing content, and the localization
of smart phones. We also touch on artificial intelligence approaches that
could be employed to increase call taker efficiency and protect centre
staff from disturbing multimedia content.

Keywords: Emergency call centre - 911 call taking - Task analysis -
Next generation 911 + NG911

1 Introduction

Much of the emergency response literature focuses on disaster response [8,9,22,
23]. In contrast, the focus of this article is primarily on day-to-day emergencies
(such as automobile accidents) rather than disasters (such as a hurricane). There
are several differences between emergency response and disaster response that
affect tasks, workflows, and roles. These differences make it difficult to generalize
findings from disaster response to emergency response. This study of day-to-day
operations of an emergency call centre therefore contributes to an underrepre-
sented literature.

This project was supported by the Canadian Safety and Security Program, a federal
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Solutions and Service de police de la Ville de Québec (SPVQ).

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022

D. Harris and W.-C. Li (Eds.): HCII 2022, LNAI 13307, pp. 225-241, 2022.
https://doi.org/10.1007/978-3-031-06086-1_17


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06086-1_17&domain=pdf
http://orcid.org/0000-0003-4369-3612
http://orcid.org/0000-0003-2373-8035
https://doi.org/10.1007/978-3-031-06086-1_17

226 N. G. Vinson et al.

Emergency call centres (ECCs) receive phone calls from members of the
public in need of, or witnessing a need for, first responders. These first respon-
ders could be police officers, firefighters or paramedics. ECC staff members who
receive calls from the public are call takers, while staff members who direct first
responders to the location of the incident are dispatchers.

ECC staff performance is critical since a delay of a few seconds can mean the
difference between life and death [33]. The first step in improving the call takers’
performance is to understand their tasks. Once the tasks are well described and
understood, we can determine where technology can increase the call takers’
efficiency. In this article, we describe the call takers’ tasks in a particular ECC,
namely Québec City’s ECC, which is managed by the Québec City Police Service
(SPVQ).t

This task analysis was conducted in the context of a research project on
the roll out of Next Generation 911 (NG911). NG911 is a migration of the US
and Canada’s emergency calling system from the landline (switched voice data)
telephony network to an internet (IP) network. This migration will provide new
capabilities, such as the ability to process multimedia and Internet of Things
sensor data [4].2

2 Method

We employed two data collection techniques: we reviewed documentation from
the ECC and we conducted semi-structured interviews of ECC staff.

For documentation review, we were provided with three documents, all of
which are training manuals. The first was the centre’s call-taking training man-
ual. The second one was for computer assisted call dispatching. Finally, the third
training guide provided alternatives to police response (e.g. municipal services
calls, precinct police station, etc.).

For the semi-structured interviews, a set of questions was prepared ahead of
the interviews and additional questions were asked as needed during the inter-
views, in order to help refine our understanding of the work practices of the
Québec City 911 centre.

For data representation, we used a hierarchical task analysis [10] method
inspired by MAD [29] and its enhanced version, MAD* [28].

The constructors ALT, LOOP, PAR and SEQ explain the links between
activities and sub-activities shown in Figs. 2 and 3. Their meaning is as follows:

— ALT = alternative tasks: different ways to execute a same task.

— LOOP = cyclical tasks: tasks that must be repeated several times.

— PAR = parallel tasks: executed simultaneously or in any order.

— SEQ = sequential tasks: which must be executed in order (left to right).

! In Canada and the United States, ECCs are typically refereed to as Public Safety
Answering Points or PSAPs [4,17].

2 While the 911 system in both the US and Canada is being transitioned to an IP
network, national and local agencies in each country maintain final approval and
control of over the roll-out timelines [6,17].
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2.1 Participants

For this analysis of the call centre, we were able to conduct seven one-hour
semi-structured interviews, with a total of five different consenting operators of
the call centre. All the participants were interviewed during their normal work
hours and were thus being paid to participate in the study. This study, which
involves human subjects has been approved both by the SPVQ and the Research
Ethics Board of the National Research Council Canada (protocol 2020-116),
which follows the Tri-Council Policy Statement [3].

2.2 Recruitment

The names, roles and email addresses of potential recruits were provided by
SPVQ management. Email invitations were then sent to them in several rounds
along with information about the project and the consent form. Since all the
process was online, participants returned a signed consent form via email. Five
participants consented to participate in the study, out of 69 invitations.

2.3 Procedure

Our objective was to map out the tasks performed by the call takers, includ-
ing the conditions under which, and the order in which, they performed them.
Essentially, our main objective was to construct Figs.2 and 3. In addition, a
secondary objective was to determine the call takers’ difficulties.

In keeping with our objectives, we analysed the three training documents
[30,31,36] and conducted the interviews in search of the steps taken by the call
takers. Once we identified a step, we documented it, confirmed it through other
interviews and by relating it to the documentation. Finally, the information
presented both in the flowcharts and in the figures of this report was validated
by a supervisor of the 911 centre to ensure its accuracy.

All the interviews were conducted by using the Microsoft Teams video-
conference application. Nothing was electronically recorded and a team of two
or three people interviewed the participant during each session, generally with
one or two asking questions and the other one taking notes.

Because of the COVID-19 pandemic, all the data collection, recruitment and
interviewing activities were conducted remotely and online.

3 Results and Discussion

3.1 Organizational Context

The ECC’s organizational structure and workflow (Fig. 1) provide a context to
situate the call takers’ tasks in the broader ecosystem.

Citizens dial 911 to reach the centre. These calls are received by the call
taker. Most of these calls are about emergencies requiring an immediate response.
Some calls require police or firefighter response, but are not considered urgent
(reporting a break-in that occurred earlier, for example). Some calls relate to
other municipal services (parks and recreation, for example).
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The centre also receives calls (and instant messaging texts) from police and
firefighters who need additional information about an incident to which they
are responding, and calls regarding alarms. These calls come in through special
administrative lines rather than through 911. They are handled by police and fire
dispatchers or the public works and alarms dispatcher instead of the call taker.

Inside the ECC, communication regarding incidents between people in the
roles mentioned above occurs primarily through the call record—a computer-
based record containing important and relevant information about an incident.
However, they also use Microsoft Teams as a secondary system.

In addition to roles that are directly involved in communications about an inci-
dent, call centre staff also have management and training roles: supervisor and
coordinator, quality assurance attendant, and coach. These roles are not directly
involved in incident processing. Most ECC staff perform several roles depending
on their experience. Only those with the least training are exclusively call takers.

The ECC as an entity communicates with several other units and organiza-
tions:

— Police units.

— The Surveillance and Operation Support Centre (CVSO) for police operations
requiring coordination.

— Firefighters.

— Ambulance dispatch (Health Communication Centre des Capitales).

— External services (like utility companies).

3.2 Call Taker

Call Taker is the entry-level role that every staff member of the call-centre can
perform. As indicated in Fig. 1, a call taker’s main responsibility is to interac-
tively process a 911 call.

The call taker’s main tasks are:

—_

. Answering the call.
. Identifying the ECC, to notify the caller in case the 911 call was routed to
the wrong ECC.
. Identifying the incident type.
. Locating the incident.
. Determining which type of response is required.
. For police and firefighter response,
(a) Assigning a response type and priority code to the incident.
(b) Entering the code and any relevant information into the digital call record.
(¢) Submitting the call record, which is then sent automatically to the appro-
priate dispatcher (police or fire).
7. For paramedic/ambulance response,
(a) Transferring the call to the Health Communication Centre whose catch-
ment area includes the incident location.
(b) Monitoring the call to determine whether a police/firefighter response is
also needed.

[\

S O W
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8. For municipal service requests, referring the caller to the relevant municipal
department.
The call taker workflow shown in Figs.2 and 3 and the following description
provide more detail as well as the relationships between these tasks.

Process 911 call

LooP

No response from caller

Centre identification

on-
Quebec City)

Hang up and recall

Response from the caller

Categorize the call

Requires first
reponders

Does not require first
responders

Locate the call Make sure the caller is Inform the caller Refer the caller to the
and the event not in danger about the options appropriate service

ALT

There are few options other than the creation
of call records for calls that do not require

Automatic location K
a response from first responders:
/
641-AGIR (crime tip line)
Refer to borough office (311)

Verbal location

|

/ Verbal location by

Automatic location Questioning (cell

(land lines) phones, VOIP) for
address, sign,

intersections, public
place or other

\ landmarks

Precinct police offices

Creation of a Citizen Event Report
Creation of an administrative call record.
etc.

Fig. 2. Call taker workflow, Part 1. The first part of the call taker’s workflow. The
second part is displayed in Fig.3. ALT = alternative tasks: different ways to execute a
same task. LOOP = cyclical tasks: tasks that must be repeated several times. PAR =
parallel tasks: executed simultaneously or in any order. SEQ = sequential tasks: which
must be executed in order (left to right).
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Validate location

Health/

Create a call record
Paramedic

?EI

Transfer the call to
the appropriate
health/paramedic

Police Firefighters

service

Stay on the line to Stay on the line to

determine whether determine the
Code the call Code the call police or firefighters injuredill person's

must also respond health status

I

i

[

LooP

Loop AT
If the person is conscious \
Submit the call record | | Enter additional info Submit the call record | | Enter additional info and breathing Exit the call
to police dispatch in the call record o0 fire dispatch inthe call record \l
If the person s
unconscious and not

breathing

Fig. 3. Call taker workflow, Part 2. The second part of the call taker’s workflow. The
first part is displayed in the Fig.2 above. ALT = alternative tasks: different ways to
execute a same task. LOOP = cyclical tasks: tasks that must be repeated several times.
PAR = parallel tasks: executed simultaneously or in any order. SEQ = sequential tasks:
which must be executed in order (left to right)

As such, the first thing a call-taker does when answering a call is to identify
the service. The call taker says “911, Québec City”. It is necessary to alert
callers about which ECC they have reached because calls are sometimes routed
to the wrong ECC. This could happen if, for example, a cell phone caller is
in a neighbouring catchment area near the border of Québec City’s catchment
area and her call is picked up by a cell tower inside Québec City’s area. Similar
problems can occur with both static and mobile IP-based (VoIP) calls and multi-
line telephone systems. Technological enhancements to increase the precision
of location information have already been deployed in many areas in North
America. Additional enhancements are being deployed within the current 9-1-1
framework, and will continue in the NG911 framework [5].
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The caller is then questioned to collect all the required information to cate-
gorize the incident type. The incident type will determine which service should
respond. There are also codes to be used when multiple services are required.
Identifying the service type is a common call taker task across ECCs [15,22].

As in other ECCs, not every call is an emergency [15]. For example a report
of a stolen car is not an emergency. The call taker must collect sufficient informa-
tion to determine whether the call relates to an emergency and more generally,
determine the call’s response priority [15,32]. For calls that do not involve an
emergency, the call taker may refer callers to a crime tip line or the local police
station. In some cases, the police wants a record of the call, but there is no need
to dispatch officers. The call taker then creates a administrative call record that
is not routed to dispatch upon submission.

It is not always easy for call takers to obtain the required information as
callers may be, for example, mentally ill, very young, or witnesses calling from
a location away from the incident. Of course, this problem is not unique to this
ECC [15].

Incident type and priority are embedded in the incident type code assigned
by the call taker. This code can be revised later. In the Québec City’s ECC, this
revision is often performed by dispatchers rather than the call takers themselves.
Each code is composed of three to six letters, with the exception of a COVID-19
code. There are 100 codes in total to be memorised by the call taker. Fire-related
incident have only two levels of priority which are 1 (high - visible fire or smoke)
or 2 (low), while police codes have seven priority levels.

For the type of calls that require police or firefighters call takers locate the
emergency, enter the collected information in a call record and submit it to the
system so that it is automatically sent to the appropriate dispatcher (police or
fire) for further validation and eventual dispatch of the first responder unit(s).
It is important to note that for emergencies, as soon as the call takers have
the location and the incident type code they submit the call record to enable
dispatchers to send units quickly. Further information is added to the call record
after submission.

In case of health-related calls, they are transferred directly to the appropriate
Health Communication Centre, but call takers stay on the line to ensure that
the person is conscious and breathing and determine whether there is a need for
police and /or firefighters. If the person is not breathing and/or is unconscious, a
call record is created and a police unit is sent immediately to perform resuscita-
tion. If police and/or firefighters are required (for traffic accidents for example),
a corresponding call record is created.
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When both firefighters and police are required to respond to an incident, the
call taker enters a multi-service incident code. The system then automatically
creates linked call records: one for police and one for firefighters. Moreover,
the information entered by the call taker in one of these linked call records is
automatically added to the other call record. If paramedics are also required,
the call is then transferred to the Health Communication Centre.

Multiple call records can also arise when several callers are reporting the same
incident. This has become more common with the advent of mobile phones.
Now, several witnesses to an incident can all report it to 911 at about the
same time. Fortunately, the software automatically notifies call takers of other
recently submitted call records with the same or nearby location information.
This allows call takers to delete the record they are creating and switch to a
previously created record for the same incident. The call takers can then add
information to the original call record. Similarly, several related incidents (for
example, someone committing multiple assaults across different locations) will
result in several call records. However, call takers can link these records manually
through a (virtual) button.

Each call taker has five computer displays, four of them for the RAO (com-
puter assisted dispatching) and one for the phone-related data. Figure4 below
illustrates an instance of a call record with fictitious information. The location
information and the incident code is in the top left corner. Information about
the caller is below. Most of the left half of the display is for comments from
the call taker or dispatcher to provide additional contextual information to the
first responders who have access to the call record. The right side of the displays
holds button for certain situations that may arise, such as the need to link sev-
eral call records. The police and fire assistance buttons are used primarily by
the dispatcher when first responders at the scene request assistance.

The alarm buttons relate to the fire response. The greater the number of
alarms, the more fire response units are needed. Moreover, a large response will
typically require the distribution of fire response units throughout the city so
that no area is left without units nearby. Typically, the call taker will enter
an alarm value of 1. It is the dispatcher who adjusts the number of alarms in
consultation with the firefighters on the scene and the dispatcher also initiates
and oversees the redistribution of fire response units when required.

Finally, ECC staff, first responders and some allied staff (see Fig.1) have
the ability to add attachments to the call record. The attachments could be
documents, images, audio or video files. In the call record user interface, the
button for adding attachments is located on the far right.



N. G. Vinson et al.

234

“ferdsip s 1oxe) [[ed oYy jo 1red jou are Loy,

"PUNOISIORQ [€9} © UO X9 }Oor[( UI Papraoid aIe suorje[suer) YsISus ‘usaI1ds I0mnduwod s 103e) [[ed oY) uo pase[dsip se p1odaI [[e)) § *S1q

uy
Paua ‘aubLop jeunusm)
o3y
£2T00 | 1220 ASQI0N  £0000KTTTETd cd veE T8I0 9 A dhds
M3y *1-5n0S adAl "raA3poswnN  3dnosy  uoibay  enbsnll 4 3 20uby
s FHun
*p40231 ||22 3y} jo do] Byl 18 P|31} By} Ul UORELLIoJUL
e [ | RS ||
‘ 300RN0 _ — spddy _ 33sI0.0 DURYIY 7 3pos |exsod Jaumo Auadoad
e 1189 3jdijnuw >ui| €2:200T 6IZATO : 23500 2p0) | NOHISYIANY NIWVINIE ‘NISNIr HIIETOH : 24ie321d0igd
_ 3IpUAOU IULISISSY _ 2qun; Ins *soyuy DD 7929 v.ﬁ..nﬁ..m.n.om | ZET€ w0y | T:526232,p UGN | 60D : 2wiase) | T : 210b623e) | uoN : 3ud3s 3uoz DNIL-gvl
doue)sisse 1a1ySiyaaly £2:20:0T
— 7929 I-TI-810Z : 3VD3dS 3SSIHAY.Q FHIVINIWINOD DNLL-8v]
_v uu_oauoﬁgoa; Tcﬁﬁ:.gw un ..u!u?-um* apieb ua asiy 7 N | sty
1sse 31|
uNWwo) (] swgsAs [ E—
h saquol 53314 ﬁ aibojouoD _ 12J3u1p N3 7 pies @ G
aAnensiuiwpe N [~ TV/INY | : 32n05 33gand) eI pbez | 3SSAUPY
ﬁ..ﬂ?hﬂ.m $2NP300Id JaeqsuwpYy uigns, B Ay : 3ys0d $59£-£08 (815) SUOYdZRL
CESIEETE t. ©ojuy 19)jea USSUS( LPAQIDH  : WoN
saydamy
. a : 3dk3-snog
NS
| | wvaEpenod | |\ = - 189 WOY/UO 33U} 3DwA ns/sU=p oA~ ASTIOA | _.ow
- o EET)
10Vl - G N =
Sansssoy SRR Pon TOHOSUIANY NIWVCNIE ‘NISNIC HOZETOH® 033D MY LINVOIO 462 301003
.n__ﬂ.._wﬁ__u =i e BwORRRS © (BN () Juuopl_Soteolo
: PA3,p 03 — (Bumwgns noupm)—— ploda1 panjwgns a1epdn = repy
1 ! i
ol » apise piodal ||ea ind J3ydedsiq/] A3 53] UNns yu]



An Emergency Centre Call Taker Task Analysis 235

4 Performance Metrics

For the call taker, there are two important performance metrics: time to submit
the call record to the system, and quality of the information entered into the
call record. Keep in mind that the call taker may submit the call record before
entering all the mandated information. If so, the rest of the information would
be entered after the record is submitted. Call takers follow this workflow so the
dispatcher can send first responders to the scene as quickly as possible.

Indeed, in the case of a fire emergency, no more than 90 s must elapse between
the call reception and the moment at which the units are dispatched, in accor-
dance with North American National Fire Protection Association standards [25].
In the case of a police dispatch, the target dispatch time depends of the priority
of the incident. For a priority 1 incident, the target dispatch time is 1 min. For a
priority 2 call, the target dispatch time is 3 min. Of course, these metrics conflate
the call taker’s response time with the dispatcher’s response time.

The call taker must also transfer medical emergency calls to the Health Com-
munication Centre des Capitales within 1 min [19].

In addition, regulations specify the types of information that the SPVQ ECC
must enter into into each call record [19].

To assess call taker performance changes following a change in their computer
system, we would measure the time between call reception and the submission
of a call record that has sufficient information for the dispatcher to send first
responders to the scene. For more accurate diagnosis of performance problems
we would also measure the proportion of times the call record information is
insufficient for dispatch. In addition to that, we would have to measure the
proportion of incomplete call records.

5 Call Taking Challenges

Our task analysis revealed some of the challenges faced by call takers. These
challenges provide opportunities to develop software that will better support
call takers. Below, psycho-social issues, location information, computer assisted
coding, and question support are discussed.

5.1 Psycho-social Issues

One of their difficulties is obtaining relevant information from callers who are
having difficulty providing it, because they are too young, they are too upset, or
they are suffering from mental issues (also reported in [15]).

Similarly, call takers reported that 911 call taking can be psychologically tax-
ing (also reported in [15,37]). In addition to dealing with emergencies involving
injuries and severe property damage, ECC staff can be exposed to disturbing
images, audio or video. In the SPVQ ECC’s system, first responders, ECC staff,
and some allied staff have the ability to append files to the call record (see
Figs. 1 and 4). There have been a few instances of staff seeing disturbing images
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appended to the call record and having to take time off as a result. The increased
prevalence of camera-enabled smartphones, web-accessible CCTV surveillance,
and social media simply increases these risks. Moreover, the coming NG911
system is intended to transmit images and video [4,34], making exposure to
troubling images and video even more likely.

5.2 Reliable Location Data

The 911 system typically provides ECC call takers with accurate caller location
data. This saves time because it is much faster to simply confirm a location
than to first obtain the location from the caller and then confirm it. Before
the advent of the cell phone, location data was provided automatically through
landlines. Obviously, cell phone location could not be provided in the same way.
At first, there was simply no location provided. Later, the location of the cell
tower receiving the call was provided, but this was often inaccurate to the point
of the call being routed to the wrong ECC.

For several years now, the enhanced 911 system has been providing ECCs
with the GPS coordinates of the cell phone making the 911 call. The regulations
have required the coordinates to be increasingly more accurate. However, the
Québec City ECC still experiences difficulties will cell call localization. In some
cases, especially in urban areas, the GPS coordinates are still not sufficiently pre-
cise (having an error of up to 800m) to support an efficient response. Buildings
with several floors are even more problematic since localization data does not
indicate the floor from which the call originates. In response, service providers
are beginning to provide the height of the cell phone to make it easier to identify
the floor [5,12,13,35].

However, even if all calls provided an accurate caller location automatically,
the call taker would still have to confirm the location of the incident with the
caller. The reason for this confirmation is that the caller is not necessarily located
at the same place as the incident. For example, someone could be calling from a
car about an incident they saw while driving, or someone from a high rise could
be calling about a fire in another building.

In the NG911 context, location would again become a problem if social media
(twitter, messenger, for example) were used to contact the ECC. Smartphone
users can turn off location tracking both in general and for specific apps [2,24].
Consequently, the location of a user who turned off his location tracking would
be unavailable to the ECC. Remedying this problem would require software
changes in the mobile device operating system, the social media app, and some
coordination with the ECCs so that the mobile device software can recognize
the recipient of a message as a legitimate ECC.

The multimedia roll-out for NG911 appears to centre on Real Time Text
(RTT) [7]. RTT is similar to the text message service we currently use on mobile
phones except that, with RTT, the recipient can see every character the sender
types in as it is typed, as opposed to having to wait for the sender to send the
message. In addition, RTT allows voice communication on the same call as text
messaging. Eventually, RTT may also allow callers to send video [11]. RTT is
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currently available on iPhones through the accessibility settings [1], and on some
android phones [18].

5.3 Computer Assisted Coding

When people are required to generate and enter a code for an event, a nat-
ural assumption is that coding can be supported by software, either through
automatic coding or Computer Assisted Coding (CAC). With CAC, the system
generates one or more codes and the coder validates or selects the appropriate
code. Automatic coding generates and enters the code automatically without
requiring user validation.

A few features of 911 coding make it difficult for any automated system to
improve coding performance.

First, there are only 100 codes, 51 of which are high priority (priority 1 or 2).
Consequently, it is fairly easy for call takers to learn, memorize, and recall the
codes.

Second, for high priority incidents, especially fires, call takers will often enter
the code and send the call record to dispatch before entering any additional
information besides location. This allows first responders to get under way as
quickly as possible. After additional information is added to the call record, the
dispatcher updates the firefighters over the radio, while police typically access
the call record on their computers. In such cases, the incident code is entered
before any information that could be used to determine the code is entered into
the call record. Consequently, a CAC or automatic coding system that depends
on information in the call record would be unable to generate a code for such
high priority events. The incident responses that are the most important to speed
up would therefore not benefit from CAC or automated coding. As a result, it
would therefore be challenging to develop a useful automated coding or CAC
system.

5.4 Question Support

In our NG911 project, we are attempting to support the call taker’s collection
of relevant information from the caller. We intend to combine a knowledge base
of the incident codes with speech recognition and Natural Language Processing
(NLP) to suggest questions for the call taker to ask the caller to more quickly and
more accurately determine the incident code. For high priority incidents question
guidance is unlikely to be helpful for submitting the call record to dispatch
because the call record is submitted with so little information. However, in such
cases, the call taker remains on the call to collect the additional information
required by government regulations [19]. This additional information may also
result in a modification to the incident code. Question guidance, if successful,
would be useful in this context.



238 N. G. Vinson et al.

6 Conclusion

A few descriptions of call takers’ and dispatchers’ tasks can be found in the
literature, even though these publications focused on another topic [14-16]. In
general, our findings regarding the call takers’ tasks are very consistent with the
tasks reported in those articles, though more details are provided here.

One important observation is that high priority incidents are submitted to
dispatch as quickly as possible so that first responders can be sent to the scene
as quickly as possible. Call takers then update the call record with additional
information from the caller, and this new information is conveyed to the first
responders. As discussed earlier, this workflow has design implications for build-
ing an efficient and effective ECC computer system.

Another issue that should considered in ECC system design is regulations and
standards. The SPVQ centre is regulated by the province and the 911 infras-
tructure by the Canadian federal government. The centre also follows North
American National Fire Protection Association standards [25]. Centres in other
areas will be subject to different regulations and may follow different standards
such as the National Emergency Number Association (NENA) standards [26].

Note also that organizational structures differ markedly across ECCs. In
Québec City, the ECC handles all incoming calls but transfers health-related
calls to the ambulance service (but may still dispatch police to the incident).
In contrast, for example, some centres may answer all 911 calls, but then trans-
fer each call to the appropriate agency for call taking [27]. A variety of other
arrangements are also possible [14,22,27].

To support the call taker we will explore the use Artificial Intelligence (AI)
to suggest questions for the call taker to ask the caller to obtain all the required
information as efficiently as possible. This could help the call taker fill in the
calling record more efficiently after dispatch in high priority incidents, and before
dispatch in lower priority incidents.

We will also explore the use of AI to support the ECC with the roll-out
of the next generation 911 network (NG911). NG911 is expected to increase
multimedia communications to the ECC. This could disrupt ECC operations by
exposing staff to disturbing images and videos. We intend to explore the use of
Al-based image analysis to detect such media and provide users with a trigger
warning before displaying the media.

One design method we did not discuss above but may prove useful is the
GOMS (Goals Operators Methods Selection) approach. GOMS is a method for
analyzing user goals and behavior often in the context of using a computer
system. The GOMS method can be used to evaluate computer user interface
designs to optimize certain performance metrics [21]. If the case of an ECC, some
relevant metrics would be time to submit a call record, quality of the information
entered into the call record, time to dispatch. Since the GOMS approach has been
found to accurately predict user performance times with different user interface
designs [20] and response time is quite important in ECC operations, GOMS
could prove useful to design an ECC user interface that reduces performance
times.
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Abstract. The link between culture and the classification of causal factors con-
tributory to human deficiencies are well-established, but attempts to actively create
Safety Cultures, such as through mandatory Safety Management System (SMS)
programs, retain a narrow view in which the values of the workforce are consid-
ered homogenously. The effects of diverse national cultures on the design and
application of human factors interventions have been less examined. The present
research compares aviation professionals’ cultural backgrounds with their pref-
erence towards the five intervention approach categories in the Human Factors
Intervention Matrix (HFIX) framework, with a goal to understand how the cultural
profile of the workforce and target users of intervention strategies may affect how
these strategies are perceived, judged, and received. Whilst the results found non-
significant association between national culture and preferences for intervention
approach categories, this study complements previous research on the categorisa-
tion of human factors, proposing that professional experiences can concurrently
moderate both the categorisation of causal factors and the consequential recom-
mendations of safety interventions. Present findings can benefit the development
of safety management programs by providing an awareness of how cultural biases
on the attribution of faults can carry forward to biases in the formulation and
application of safety management strategies.

Keywords: Safety culture - National culture - Human factors intervention

1 Introduction

Safety Culture is defined as the way that “safety is perceived, valued and prioritized in
an organization” [1], and culture is represented by shared beliefs and behaviours [2]. As
the culture of organisations are reflective of the values held by its employees [3], from a
philosophical point of view Safety Culture can thus be considered as an outcome of safety
values [2—4]. The relationship between safety values and the cultural values carried by
employees as part of their personal national cultural backgrounds have been extensively
studied [5-7], and noteworthy differences in patterns of human factors attributable to
culture were strongest between Eastern (Asian) and Western (North American/European)
perspectives [8, 9]. Although the International Civil Aviation Organisation (ICAO) has
made it mandatory for industry to implement organisational-level Safety Management
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Systems (SMS) to systematically manage safety and establish Safety Cultures [2], current
SMS processes reflect the ICAO’s “myopic” view of culture in which the values of people
in the workforce were viewed as homogenous [10]. In practice, safety management
approaches are not one-size-fits-all solutions. The wide range of cultural values held
by the globalised aviation workforce means that safety interventions, strategies, and
training programs are unlikely to concurrently suit every possible user of the system.

1.1 National Cultural Values

Culture provides the cognitive tools that are employed by the workforce to construct
strategies and actions [11]. In relation to SMS goals to create organisational Safety
Cultures, it was recognised that cockpit crew members’ national cultural values toward
leadership, the maintenance of harmony, and attitudes towards the sharing of knowledge
exerted a strong level of influence on their trust and satisfaction with the implementation
of management strategies [4]. National cultural tendencies for uncertainty avoidance
amongst air traffic management professionals were found to be negatively associated
with Safety Culture [3]; and aviation accident investigators’ cultural preconceptions in
relation to power gradients and time orientation were known to affect their interpretation
of human factors issues [12, 13]. More recent studies extended these conceptualisations
of culture to include social interactions, with negative interactions in cross-cultural teams
found to degrade safety performance in aviation settings [10].

Overall, differences in cultural values create varying individual experiences which in
turn affects personal preferences towards Safety Culture and human factors intervention
strategies. People from Asian cultures, who tend to have higher power distance and
collectivism, were found to have a greater preference for supervisory or administrative
interventions to correct for human factors deficiencies as they were comparatively more
dependent on the directions of superiors [14]. This illustrates that the same human factors
intervention, management strategy, or training program may be perceived, judged, and
received differently by people from different cultural backgrounds.

1.2 Professional and Occupational Influences

In addition to differences in national culture, dissimilarities in the operational land-
scape and professional culture environments may also alter workforce preferences in
relation to human factors interventions. Exposure to professional and occupational cul-
tural experiences were found to mitigate and alter nationally-determined traits [15], and
even amongst geographically and culturally similar nations, dissimilarities in the oper-
ational landscape and regulatory environments can modify the acceptance of risk [16].
Industrial organisations such as commercial airlines are also unlikely to have sufficient
resources to simultaneously carry out different a large assortment of safety management
methods to suit everyone [17]. Given these limitations, a risk is that SMS practitioners
may choose to implement inappropriate intervention approaches, the consequences of
which can manifest negatively into the Safety Culture through workforce disengage-
ment [18]. Therefore, it is necessary to deliberately select safety interventions based on
their success potential. In the design and development of human factors interventions,
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safety management strategies, or training programs, it is necessary to first analyse and
understand the cultural profile of the target learners and workforce.

1.3 Categorisation of Human Factors Intervention Approaches

The Human Factors Intervention Matrix (HFIX) provides a practical framework where
human factors interventions and error mitigation strategies can be categorised into five
general approaches (see Table 1) [19]. These include organisational or administrative
changes (“‘organisational/administrative”); amendments to the task and mission environ-
ment (“task/mission”); alterations to the hardware (“technology/engineering”); changing
the operational or physical environment (“operational/physical environment”); and inter-
ventions involving human-centred developments (“human/crew training”). The goal of
this study was to evaluate whether aviation professionals’ national cultural backgrounds
had an influence on their preference levels for interventions related to the five different
approaches.

Table 1. Examples of HFIX categories of intervention approaches

Human factors intervention approaches | Examples

Organisational/administrative * Human resource management evaluations

* Reviewing and issuing rules, regulations, and
policies

Improving information management and
communication

¢ Conduct research and studies

Task/mission * Amending, reviewing, and modifying procedures
and manuals

Technology/engineering * Design, repair, or inspect parts and equipment

Operational/ Physical Environment * Modifications to the operational or ambient
environment (e.g. weather, altitude, terrain, heat,
vibration, lighting)

Human/crew * Reviewing, developing, and implementing training
programs

2 Method

2.1 Participants

In total, 101 valid responses were included in the analysis, of which 24 participants
were of Asian backgrounds and 77 participants were categorised into the Western group
(North American, European, Anglo-Oceania). The participants were all aviation industry
professionals, including engineering (n = 7), air traffic control (n = 2), cabin crew (n =
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26), pilots (n = 17), ground services (n = 8), training providers (n = 10), executive and
administration (n = 18), safety specialists (n = 8), and others (n = 5). The age range
was from 19 to 70 years (m = 40.2, s.d. = 10.0), and occupational experience in the
aviation industry ranged from less than one year to 44 years (m = 14.8, s.d. = 9.9).

Participation was voluntary, no identifying information was collected, and
ethics approval was provided by the Cranfield University Research Ethics System
(CURES/12950/2021).

2.2 Research Design

An online survey hosted on the Qualtrics platform was used for data collection. Recruit-
ment of participants was by chain referral sampling, and initial requests for participation
were sent through contacts established with an aviation safety consortium and two avi-
ation universities as part of a wider investigation on cultural diversity. Survey items
relevant to the present paper included demographic information on age, occupation, and
years of experience. An item which allowed participants to self-select their national cul-
tural background enabled the categorisation of responses into Asian and Western groups.
These were followed by an evaluation exercise, based on the five intervention approach
categories within HFIX, in which participants were asked to choose what they thought
was the most suitable human factors intervention category to improve cultural diversity
in technical aviation occupations. Responses were collected from March to April 2021
and was analysed using SPSS (version 28).

3 Results and Discussions

3.1 Intervention Preferences Not Significantly Associated with National Culture

The frequency of participants indicating that a human factors intervention approach
category was most suitable by cultural background (Asian or Western) is presented in
Fig. 1.

Statistical analysis revealed that there was not a significant association between
participants’ national cultural background and their first choice amongst the five human
factors intervention categories (two-tailed p = .555, Fisher’s exact test, see Table 2).

The finding of non-significant association between national cultural background and
preferences towards human factors intervention categories corresponds with existing
research. It was known that professional experiences can bring about detectable changes
in traits such as attitudes towards hierarchy, work values related to career advancement
and high earnings, and levels of concern towards automation usage [15]. These practi-
cal traits are reflective of national cultural values of power distance, individualism, and
uncertainty avoidance, which in turn were recognised to be influential to the identifica-
tion of human factors hazards in previous accident investigation research [12, 13]. As the
identification of casual factors during accident investigations is the precursor to the rec-
ommendation and assessment of potential human factors interventions [19], it is perhaps
unsurprising that as the participants were all aviation professionals, their professional
background may have moderated their evaluation of human factors recommendations
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Fig. 1. Intervention category considered most suitable by Asian and Western groups.

Table 2. Preference for HFIX intervention approaches by national culture group.

Human factors intervention
approaches

Asian (n = 24)

Western (n = 77)

Overall (N = 101)

Organisational/administrative

54.2% (n = 13)

64.9% (n = 50)

62.4% (n = 63)

Task/mission 42% (n=1) 3.9% (n=3) 4.0% (n=4)
Technology/engineering 42% (n=1) 13% (n=1) 2.0% (n=2)
Operational/physical 8.3% (n=2) 3.9% (n = 3) 5.0% (n=15)
environment

Human/crew 292% (n=17) 26.0% (n = 27) 26.7% (n = 27)

and interventions in the same way as it has moderated their investigative identification
of causal factors.

Another possible explanation for this finding highlights a limitation of this study.
The participants were recruited by chain-referral sampling, with the initial points-of-
contact being a North American aviation safety consortium and researchers from aviation
universities in Australia and Canada, all of which are in the Western cultural sphere. It
is therefore probable that the participants, regardless of their personal national cultural
background, may have been acculturated in the Western context through occupational
or academic exposure.

3.2 Workforce Preferences Reflect Frequency of Recommendation

Another interesting observation was that the present findings of the aviation workforce’s
preferences for each of the five intervention approaches was closely coordinated with
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the safety recommendations proposed by previous aviation accident and incident inves-
tigation reports. Table 3 presents the current data on individual preferences compared
with existing aviation safety recommendations from incident and accident reports from
two different databases. The first database included 614 recommendations made by
the Federal Aviation Administration’s Joint Safety Analysis and Implementation Teams
(JSAT/JSIT), classified into the HFIX intervention approach categories by Shappell,
Wiegmann, and their research team in 2006 [20]. The second database, classified by
Chen, Chi, and Li (2013), included 182 unique safety recommendations from 31 incident
reports of commercial airline occurrences between 2009 and 2011 [14].

Table 3. Percentage of human factors intervention approaches preferred by the workforce and in
current safety recommendations.

Human factors intervention Overall workforce | Safety recommendations from
approaches preference accident/incident report databases
Current study JSAT/JSIT [20] 31 airline
occurrences [14]
Organisational/administrative | 62.4% 36.6% 41.1%
Task/mission 4.0% 7.3% 11.4%
Technology/engineering 2.0% 22.2% 11.0%
Operational/physical 5.0% 1.3% 1.1%
environment
Human/crew 26.7% 32.6% 35.2%

Results of the present study found that for both Asian and Western groups, the
greatest preference was for ‘Organisational/Administrative’ approaches, followed by
‘Human/Crew’ changes (see Fig. 1). The pattern was similar in the previous research
teams’ classification of human factors interventions, with both databases having the high-
est ratio of recommendations falling into the ‘Organisational/Administrative’ category,
followed secondly by ‘Human/Crew’. This observation demonstrates that the devel-
opment of human factors interventions, management strategies, or training programs
may be subject to cultural “mitigation myopia”, as in the fixes suggested by investiga-
tors may be biased to their own beliefs of what happened and what can be done about it
[20]. Whilst this notion was conventionally considered to be a by-product of professional
acculturation, wherein engineers tended to recommend ‘Technology/Engineering’ inter-
ventions, and psychologists tended to suggest ‘Human/Crew’ fixes, findings from the
present study which included participants from a wide plethora of aviation professions
would suggest that “mitigation myopia” may also be caused by cultural effects. Cultural
biases on the attribution of faults at the investigation stage have the potential to be car-
ried forward to biases in the creation and application of safety management strategies,
as what strategies are considered to be accomplishable in a given situation will be sub-
ject to individual philosophical interpretations. Thus, a more global consideration and
awareness of one’s cultural or philosophical beliefs will be desirable when formulating
safety recommendations in the future.
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4 Conclusion

The relationship between employee national culture and safety values of the workforce
have been widely studied, and their effects on the categorisation of human factors hazards
and deficiencies have also been widely examined. However, there was little empirical
research on how these attitudes which are determined by national culture can lead to vari-
ations in how human factors intervention strategies are perceived, judged, and received
differently by people from different cultural backgrounds. By comparing aviation pro-
fessionals’ self-reported cultural background with their preference for the different types
of human factors interventions based on the five categories provided within the HFIX
framework, results of the present study confirm previous findings that cultural traits asso-
ciated with national culture can be moderated by professional experience, and possibly
suggests that acculturation to a professional environment may override personal cultural
contexts in the evaluation of intervention approaches. It was also discovered that work-
force preferences for the five HFIX approaches was coordinated with the types of safety
recommendations provided in currently available accident and incident reports. Whilst
these findings would suggest that current recommendations towards establishing Safety
Cultures match perfectly with cultural preferences of the aviation workforce, the link
between the categorisation of human factors deficiencies and the preference for human
factors interventions highlights that safety recommendations are possibly affected by
biases in earlier interpretations of events. Biases in the investigation stage may carry
forward to the recommendations and intervention stage by altering internal evaluations
of what is accomplishable. Thus, when designing organisational SMS programs, it will
be desirable to avoid “myopic” viewpoints by actively considering how wider cultural
contexts may be affecting investigation stages which precede the interventions and rec-
ommendations. It will also be advantageous to consider the interactive linkages between
various cultural influences, such as professional experience, and take into account their
moderating effects on the overall cultural values of the workforce.
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Abstract. Aiming at the situation that traditional spectral subtraction will pro-
duce “music noise” in the enhanced speech and the complex background noise of
the cockpit is difficult to completely removed, this paper proposes an improved
spectral subtraction method. Firstly, the over-subtraction factor o and the compen-
sation factor p are introduced on the basis of spectral subtraction to reduce “music
noise”. Secondly, on the basis of the introduction of the two factors, we intro-
duce a smoothing mechanism to improve the intelligibility of enhanced speech.
Finally, aiming at the special background noise of the cockpit, we add a low-pass
filter is added to filter the periodic and high-frequency noise on the basis of the
above, and the improved method is evaluated and verified by experimental tests.
Experimental results show that the final improved method can handle cockpit
background noise well, maintain enhanced speech intelligibility and complete-
ness, and improve subjective perception quality by 1.000 points compared with
traditional spectral subtraction.

Keywords: Crew dialogue - Spectral subtraction - Over-subtraction factor -
Smoothing mechanism - Low-pass filter

1 Introduction

With the booming development of the air transportation industry, aviation safety has
become the focus of people’s attention. In flight accidents, unsafe accidents caused by
human factors account for about 70%. Flight accidents accounted for 67.16% [1]. For
civil aircraft, the approach and landing phase is one of the most critical phases in the
entire flight phase. Flight accidents in this phase account for more than 70% of the
total flight accidents worldwide, of which 50% are caused by crew (dialog) errors [2].
However, the complex noise components of the aircraft cockpit include engine noise,
air-conditioning noise and so on [3], which adversely affect the dialogue between crew
members. So, separating clean voice from cockpit noise is of great significance to ensure
the safety of aviation operations.

At present, traditional speech enhancement algorithms mainly include spectral sub-
traction [4], wiener filtering method [5], wavelet decomposition speech enhancement
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algorithm [6], subspace algorithm [7, 8], phase compensation algorithm [9], auditory
masking effect algorithm [10] etc. As the earliest proposed method of speech enhance-
ment, spectral subtraction has quickly become a popular algorithm due to its simple
operation, excellent denoising and de-reverberation effects. On the contrary, the algo-
rithm will produce “music noise” and reduce its performance. Scholars at China and
abroad have optimized it from many aspects and the algorithm has been proposed many
improvements. In 2008, Hamid Reza Abutalebi et al. artificially reduced the “music
noise” produced by spectral subtraction. They applied image processing technology to
the spectral output of spectral subtraction and proposed a symmetry based on adjacent
music noise blocks. The results showed that the method could significantly reduce the
“music noise” without affecting the enhanced speech intelligibility [11]. The same year,
Sheng Li et al. proposed an iterative spectral subtraction method for radar speech that
was severely weakened by additive combined noise. This method reduced the music
noise retained during the pre-spectral subtraction process in each iteration. Simulation
results showed this method could effectively reduce music noise [12]. In 2010, Kuldip
Paliwal et al. used the modulation domain as an alternative acoustic domain for speech
enhancement and used the analysis-correction-comprehensive framework in the modu-
lation domain, finally, spectral subtraction was used to modulate the additive noise. The
results showed this method could effectively suppress noise and improve voice qual-
ity [13]. In 2014, Kaladharan N proposed a signal-to-noise ratio value to measure the
performance of spectral subtraction and studied the noise removal method of spectral
subtraction, equally, he realized the noise reduction effect of spectral subtraction and
reached the expected goal [14]. In 2017, Wu Lifu et al. used masking method to cal-
culate the masking factors after spectral subtraction dereverberation in order to reduce
the music noise, finally they applied the masking factors to process the reverberation
signal. The results showed that this method was significantly less than the traditional
spectral subtraction method to obtain music noise [15]. In 2018, Peng Jianxin and others
used a combination of spectral subtraction and Wiener filtering to process the noise in
the snoring signal in order to improve the signal-to-noise ratio of the snoring signal.
The experiment result showed that the combination of the two methods results in a
higher signal-to-noise ratio [16]. The same year, Jin Xuedong and others introduced a
noise reduction model based on spectral subtraction and proposed a controlled recursive
algorithm to adapt to non-stationary noise. Experimental results show that the improved
method can increase the signal-to-noise ratio and improve the speech quality [17]. In
2019, Peng Peng and his partners combined spectral subtraction and wavelet decompo-
sition to deal with transformer noise when testing outdoor transformer noise, which was
susceptible to external environment. The results showed that this method can reduce the
impact of external environment on transformer noise testing effectively [18]. In 2020,
Tusar Kanti Dash et al. tried to obtain better speech enhancement results under the con-
dition of low signal-to-noise ratio, they combined deep neural network and adaptive
multi-band spectral subtraction to train the signal and used a hybrid algorithm to opti-
mize the results finally. The results showed that this method can achieve better results
under a lower signal-to-noise ratio [19]. Last year, Yadava G. Thimmaraja combined lin-
ear predictive coding (LPC) and voice activity detection (SS-VAD) spectral subtraction
to propose a speech data enhancement coding algorithm, which could reduce noise of
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different types of noise and has been proved by experiments. The enhanced coded speech
data obtained by this method has a higher quality [20]. Md Shohidul Islam et al. proposed
a speech enhancement method based on dual-tree complex wavelet transform (DTCWT)
and non-negative matrix factorization (NMF), which utilizes subband smoothing ratio
masks (SSRM) through a joint learning process [21]. Lujun Li et al. proposed an end-
to-end speech enhancement system by applying a self-attention mechanism to GAN:Ss,
thereby realizing a system that can flexibly model long-range and local interactions and
can be computationally efficient at the same time [22].

In summary, many scholars around the world have carried out a series of in-depth
research on speech enhancement, and have achieved fruitful results, but less focus on the
application of cockpit speech in the aviation field, especially the approach and landing
segment. Considering the complex working environment of civil aircraft cockpit and
the noise environment of special working conditions, there is still in-depth research on
voice recognition and enhancement methods for crew dialogue communication. Aim-
ing at the situation that traditional spectral subtraction will produce “musical noise” in
the enhanced speech, and it is difficult to deal with the complex background noise of
the cockpit, this paper proposes an improved spectral subtraction to improve and intro-
duces a smoothing mechanism and a low-pass filter to improve the enhanced Speech
intelligibility. On the basis of spectral subtraction, an over-subtraction factor o and a
compensation factor § are introduced to reduce “musical noise”, and then a smoothing
mechanism is further introduced on the basis of the introduction of the two factors to
improve the intelligibility of the enhanced speech. On the basis of the above background
noise, a low-pass filter is added to filter periodic and high-frequency noise for experi-
mental test evaluation and verification. The research conclusions can provide the basis
for the subsequent research on the risk identification and control technology of civil
aircraft approach and landing based on the voice dialogue of the cockpit crew.

2 Principle of Spectral Subtraction

The basic principle of spectral subtraction assumes that additive noise is uncorrelated
with the short-term stationary noisy speech signal. First, the amplitude spectrum of
the noise signal is subtracted from the amplitude spectrum of the noisy speech signal
to obtain the amplitude spectrum estimate of the clean speech signal, then combine the
phase of the noisy speech signal to do the inverse transformation of the short-time Fourier
transform to obtain the enhanced speech signal.

Supposing the time-domain sampling signal of pure speech is, and the time-domain
sampling signal of noise is, then the time-domain signal of noisy speech can be expressed
as:

y(n) = x(n) +d(n) 6]

After performing discrete Fourier transform on both ends of the equation, we can
get:

Y(0) =X (w) +D(w) 2
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In addition, there is a polar coordinate representation for Y (w):
Y (0) = %Y ()| 3)

|Y ()] is the amplitude spectrum, 6y, is the phase spectrum of the original noisy
signal, similarly, we can get:

D(w) = @Y ()| 4

Under the premise of not affecting the speech intelligibility, use phase spectrum 6y
instead of 6,(«), and put formulas (3) and (4) into formula (2) to obtain an estimated
form of clean speech spectrum:

|}Z(w)| = [IY(w)| - |5((,\))|:|e/8y(w) (5)

Among them, is the amplitude spectrum estimation of the noise when no voice
activity is generated. Simplify formula (5) to get the basic form of amplitude spectrum
subtraction:

X (@) = Y (@)] — | D()] ©6)

In the real frequency domain, cannot be less than zero, or it may be due to non-
stationary noise signals or deviations in the noise estimation process. Generally, when
is less than zero, we set it to zero:

0 [X(@)]<0

X)|={ - %
X (@)] | X (@)] >0

(7

The power spectrum can be derived from the amplitude spectrum subtraction algo-
rithm and the effects of two algorithms are different in diverse environments. The power
spectrum estimation of pure speech is expressed as:

1X (@)% = Y () — | D(w)? ®)

As same as the amplitude spectrum subtraction, | )? (w)|* cannot be less than zero.
Refer to the method of formula (7), the form is as follows:

1X (@) =Y () = | D) ©)

Finally, the estimated spectrum | X (w)| is subjected to the inverse transform of the
short-time Fourier transform and the phase of the original noisy speech is reused to
obtain an enhanced speech signal. The basic process of spectral subtraction is as shown
below (Fig. 1):
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information

Fig. 1. Spectral subtraction process.

3 Improved Spectral Subtraction

The traditional spectrum subtraction method is to subtract the estimated value of the
noise amplitude spectrum of the same degree from the entire speech segment to obtain
an enhanced pure speech signal. However, this method has many shortcomings. Firstly,
the energy distribution of the speech signal is uneven and the energy in the frequency
spectrum is mostly concentrated in a certain frequency band. Therefore, only using a
single standard to process noise components cannot highlight the components of pure
speech. Secondly, the composition of noise in the cabin is complex, resulting in a large
difference between the noise estimation value in the no-speech segment and the actual
frequency domain value of the noise then the overestimation problem occurs. If only
set the negative value to 0 (Eq. 7), it will cause small, independent peaks to appear at
random positions in the signal frame spectrum, which is called music noise. In order to
avoid this situation, we introduce an over-subtraction factor a to control it artificially.
The improved method is as follows:

X@] = (1Y@ = D@)]")" (10)

When | )? (w)] is less than 0, set threshold B| B(w)| to control its size, where f is the
compensation factor. The specific formula is as follows:

BID(@)] | X ()] < Bl D(w)]

= ~ < (11)
| X (@) X (w)] = Bl D(w)]

X (0)] ={

When o = 1 and § =0, itis the traditional spectral subtraction method. Increasing the
over-subtraction factor and compensation factor can suppress noise, highlight pure voice
components and improve the human ear’s acceptance of noise. However, this method
will cause the amplitude spectrum line Discontinuity affects the intelligibility of speech,
as shown in Fig. 2.

To solve this problem, a smoothing mechanism is introduced. Smoothing is an impor-
tant operation of digital signal processing. Smoothing technology is widely used in video
traffic prediction, digital image processing and other fields and has achieved excellent
results [23,24]. Application of smoothing processing in speech enhancement: The speech
data has Tpojse frames. First, take the first several frames and do the average processing
to get E(w), then subtract each frame from the mean E(w), then take it in each dimension



258 N. Chen et al.

8000
6000
4000
2000

0

Frequency/Hz

0.5 1.0 15 2.0 2.5
Time/s

Fig. 2. Spectrogram generated after the introduction of the subtraction factor and the compensa-
tion factor

the maximum value gives the maximum noise residual. If the pure speech amplitude
spectrum obtained by spectral subtraction is smaller than the maximum noise residual,
the estimated amplitude spectrum is considered to be small. At this time, the minimum
value of several adjacent frames is replaced for the part that is too small, and then it has
a smoothing effect. The specific formula is as follows:

Tnoise
max () = argmax Y E(w) — E(w) (12)
=0
) t+k  ~ ~
If(w)l _ argmlnwtglﬁt((w)l I)i(w)l < max(w) (13)
| X ()] | X ()| = max(w)

Spectral subtraction introduces over-subtraction factors and compensation factors
and uses a smoothing mechanism. The spectrogram is shown in Fig. 3. From Figs. 2
and 3 and the enhanced speech, it can be concluded that the spectral line of the spectral
subtraction with smoothing mechanism is more continuous and the enhanced speech
intelligibility after the introduction of the smoothing mechanism is significantly higher.
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Fig. 3. Spectrogram generated with smoothing mechanism

In view of the periodic and high-frequency noise in the cockpit of an aircraft, such
as exhaust noise, compressor noise, and mechanical vibration [25], a low-pass filter is
added on the basis of the above improvements, which can suppress noise above a certain
frequency, while allowing voice signals below that frequency to pass through [26].
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4 Experiment and Result Analysis

4.1 Data Sources

The speech processed in the experiment is the speech of the crew during the approach
and landing phase of a civil aircraft polluted by cabin noise. The file format is .wav, the
sampling rate is 16 kHz, and the bit rate is 16 bit. The compilation software used in the
speech enhancement experiment is pycharm, the virtual environment is python3.7 and
the over-subtraction factor a and the compensation factor p take values 4 and 0.0001
respectively after multiple verifications.

4.2 Experimental Results

The experiment evaluated the performance of traditional spectral subtraction, spectral
subtraction with over subtraction factor, spectral subtraction with smoothing mechanism,
and low-pass filter based on the spectrogram, subjective evaluation method MOS, and
analyzed and compared the experimental results. The following figures are comparison
between the spectrogram of noisy speech and the spectrogram of traditional and improved
spectral subtraction (Fig. 4, Fig. 5, Fig. 6, Fig. 7).
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Fig. 4. Noisy speech (top), spectral subtraction (bottom)

It can be seen from the figures that the spectral subtraction performance after the
introduction of the subtraction factor is better than the traditional spectral subtraction;
although the spectral subtraction with the smoothing mechanism can remove most of
the background noise, it highlights the high-frequency noise. Although this method can
maintain voice integrity outstandingly, long-term high-frequency noise will be uncom-
fortable; after adding a low-pass filter, high-frequency noise can be significantly reduced,
while maintaining good voice integrity.
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Fig. 5. Noisy speech (top), introducing over-subtraction factor spectral subtraction (bottom)
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Fig. 6. Noisy speech (top), introducing over-subtraction factor spectral subtraction (bottom)
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Fig. 7. Noisy speech (top), introducing low-pass filter spectrum subtraction (bottom)
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4.3 MOS Scoring Standards

Due to the lack of clean voice for the crew dialogue during the approach and landing
phase of the civil aircraft, the Mean Opinion Score (MOS) was used to further evaluate
and compare the effects of several enhancement methods. The average opinion scoring
method is a subjective evaluation method, in which people subjectively evaluate the
enhanced speech. The specific evaluation method is that the participants listen to the
fully enhanced speech and give a score according to the scoring standard (Table 1), and
then the score perform a weighted average, and the final score is the MOS score [27].
The weighted average formula is:

5
1
MOS = — KX_:I Sk Mg (14)

Among them, M represents the number of testers, K represents the voice quality level,
SK represents the number of Kth values, and MK is the MOS score corresponding to
the voice quality level.

Table 1. MOS scoring standards

MOS score Example Participants feel

5 Very excellent Can’t hear the noise

4 Excellent Just can hear a little noise

3 Good Can hear the noise and get a little bored
2 Bad Bored but tolerable

1 Very bad Can not stand

The experiment selected 23 non-professionals aged 19-45 in a quiet environment
using the same equipment to listen to the voice enhanced by the above method. Each
person listened to each sentence four times and followed the same evaluation criteria
(Table 2).

Table 2. Participants’ scoring situation

MOS score 1 2 3 4 5 Total
Spectral subtraction 0 0 12 11 0 23
Introducing an over-subtraction factor 0 0 10 13 0 23
Introduce smoothing mechanism 0 0 1 20 23
Introduce low-pass filtering 0 0 0 12 11 23

Finally, according to the participant’s scoring situation and formula (14), the results
are shown in Fig. 8. The figure is easy to understand: the traditional spectral subtraction,
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the addition of the over-subtraction factor, the introduction of smoothing mechanism,
and the introduction of low pass filtering methods obtain MOS scores of 3.478, 3.565,
4.040, 4.478, it can be seen from the experimental results that the performance of the
method proposed in this paper is better than the traditional spectral subtraction method
on the MOS index. suitable.

1. 04

MOS score
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Fig. 8. MOS score

5 Conclusions

In view of the situation that traditional spectral subtraction will leave “music noise” in the
enhanced speech, we introduce an over-subtraction factor « and a compensation factor
B and a smoothing mechanism to further suppress the reduction of speech intelligibility
caused by this method. At the same time, according to the background noise of the air-
craft cockpit we introduce a low-pass filter to filter out some periodic and high-frequency
noise and carry out the experimental test evaluation and verification. Experiments show
that under the background of cockpit noise, the final optimization method can handle
noise well and maintain speech intelligibility and obtain stronger denoising ability than
traditional spectral subtraction. The final improved method is more subjective than tra-
ditional spectral subtraction. The perceived quality has been improved by 1.000, which
can better deal with the complex noise of the aircraft cockpit. The research conclusions
can provide a basis for the subsequent research on human error recognition and risk
management and control technology for civil aircraft approach and landing based on the
voice dialogue of the cockpit crew.

Funding. This research was funded by National Natural Science Foundation of China, grant
number U2033202; Key R&D Program of Sichuan Provincial Department of Science and Tech-
nology (22ZDYF2942); Safety Capability Fund Project of Civil Aviation Administration of China
(2022J026).



Improved Spectral Subtraction Method for Civil Aircraft 263

References

10.

11.

13.

14.

15.

16.

17.

18.

19.

20.

21.

. Civil Aviation Administration of China.: Annual Report on Aviation Safety in China, 2018.

Civil Aviation Administration of China, Beijing (2019)

. Li, EH., Xie, Z.N.: Analysis on the law of flight accidents and incidents during the approach

and landing phase of China’s civil aircraft and research on preventive measures. J. Civil
Aviation Flight Univ. China 19(2), 3-7 (2008)

. Benyassine, A., etal.: ITU-T Recommendation G. 729 annex B: a silence compression scheme

for use with G. 729 optimized for V. 70 digital simultaneous voice and data applications. IEEE
Commun. Mag. 35(9), 64-73 (1997)

. Boll, S.E.: Suppression of acoustic noise in speech using spectral subtraction. IEEE Trans.

Acoust. Speech Signal Process. 27(2), 113-120 (1979)

. Chen, J.D., et al.: New insights into the noise reduction wiener filter. IEEE T Audio Speech

14(4), 1218-1234 (2006)

. Martin, R.: Speech enhancement based on minimum meansquare error estimation and

supergaussian priors. IEEE Trans. Speech Audio Process. 13(5), 845-856 (2005)

. Ephraim, Y., Van Trees, H.L.: A signal subspace approach for speech enhancement. IEEE

Trans. Speech Audio Process. 3(4), 251-266 (1995)

. Jensen, S.H., et al.: Reduction of broad-band noise in speech by truncated QSVD. IEEE Trans.

Speech Audio Process. 3(6), 439-448 (1995)

. Donoho, D.L.: De-noising by soft-thresholding. IEEE Trans. Inform. Theory 21(3), 613-627

(1995)

Virag, N.: Single channel speech enhancement based on masking properties of the human
auditory system. IEEE Trans. Speech Audio Process. 7(2), 126—137 (1999)

Abutalebi, H.R., Dashtbozorg, B.: Signal processing: musical noise reduction by processing
spectrogram of spectral subtraction output. Renew. Sust. Energ. Rev. 6(10), 2979-2986 (2008)

. Sheng, L.: Iterative spectral subtraction method for millimeter-wave conducted speech

enhancement. J. Biomed. Sci. Eng. 3(2), 187-192 (2010)

Paliwal, K., Kamil, W., Schwerin, B.: Single-channel speech enhancement using spectral
subtraction in the short-time modulation domain. Speech Commun. 52(5), 450-475 (2010)
Kaladharan, N.: Speech enhancement by spectral subtraction method. Int. J. Comput. Appl.
96(13), 45-48 (2014)

Wu, L.F.,, Shen, H.: Reducing musical noise in dereverberation of spectral subtraction based
on masking method. J. Electron. Meas. Instrum. 31(11), 1855-1859 (2017)

Peng, J.X., Tang, Y.F.: Sleep snoring noise reduction processing combined with spectral
subtraction and Wiener filtering. J. South China Univ. Technol. Nat. Sci. Ed. 46(3), 103-107
(2018)

Jin, X.D., Li, D.X.: Improved algorithm for voice signal noise reduction based on spectral
subtraction. Foreign Electron. Meas. Technol. 37(5), 63-67 (2018)

Peng, P, et al.: Preprocessing method for transformer noise measurement based on wavelet
packet decomposition and spectral subtraction algorithm. High Volt. Appar. 55(11), 177-183
(2019)

Dash, T.K., Solanki, S.S.: Speech intelligibility based enhancement system using modified
deep neural network and adaptive multi-band spectral subtraction. Wireless Pers. Commun.
111(2), 1073-1087 (2020)

Thimmaraja, Y.G., Nagaraja, B.G., Jayanna, H.S.: Speech enhancement and encoding by
combining SS-VAD and LPC. Int. J. Speech Technol. 24(6), 1-8 (2021)

Islam, M.S., et al.: Supervised single channel speech enhancement based on dual-tree complex
wavelet transforms and nonnegative matrix factorization using the joint learning process and
subband smooth ratio mask. Electronics 3, 1-18 (2019)



264

22.

23.

24.

25.

26.

27.

N. Chen et al.

Li, L.J., et al.: Light-weight self-attention augmented generative adversarial networks for
speech enhancement. Electronics 10(13), 1-16 (2021)

Li, Y, et al.: Smoothing-aided support vector machine based nonstationary video traffic
prediction towards B5G networks. IEEE Trans. Veh. Technol. 69(7), 7493-7502 (2020)
Sharma, V., Srivastava, D., Mathur, P.: A Daubechies DWT based image steganography using
smoothing operation. Int. Arab J. Inf. Technol. 17(2), 154-161 (2020)

Bao, J.P.: Research on the Influence of Cockpit Noise on Pilot Situation Awareness. Nanjing
University of Aeronautics and Astronautics, Nanjing (2019)

Wang, P, Zhang, D., Lu, B.: Robust fuzzy sliding mode control based on low pass filter for
the welding robot with dynamic uncertainty. Ind. Robot 47(1), 111-120 (2020)

Bahadur, ILN., Kumar, S., Agarwal, P.: Performance measurement of a hybrid speech
enhancement technique. Int. J. Speech Technol. 24(7), 665-677 (2021)



®

Check for
updates

Active Supervision in a Remote Tower Center:
Rethinking of a New Position in the ATC Domain

Maik Friedrich® @, Felix Timmermann, and Jérn Jakobi

German Aerospace Center, Lilienthalplatz 7, 38108 Braunschweig, Germany
Maik.Friedrichedlr.de

Abstract. Air Traffic Control Officers are the most valuable resource in the Air
Traffic Control Domain. They devote their full capacities into safe and efficient
traffic control. The Remote Tower Center is the next step to use this resource as
efficient as possible, optimizing the existing methodologies and procedures. The
initial concept for the Remote Tower Center contains a supervisor. Therefore, this
paper focusses on the supervisor and how the supervisor workplace is defined
as a coordinating and support position for all Multiple Remote Tower Modules
in the center. Based on the existing concept of multiple remote tower operations
and the supervisor workplace, two research questions were proposed to analyze
the supervisor working position in combination with the multiple remote tower
workplaces. A real time simulation study was conducted and a total of 15 air
traffic control officers from two air navigation service providers participated. Due
to the difficulty of comparing two different workplaces, the data analysis is based
on descriptive data collected from the questionnaires. The study analyzed the
application and handling of use cases as a reference for realistic task descriptions
during a multi workplace real time simulation. The results show that the selected
use cases represent the task of the supervisor and can help to validate the workplace.
This study also shows the different perceptions of task handling within the remote
tower center.

Keywords: Multiple remote tower - Supervisor - Real-time simulation -
Cooper-Harper scale

1 Introduction

The most valuable resource in the Air Traffic Control (ATC) Domain are the Air Traffic
Control Officers (ATCO) that fully devote their capacities into safe and efficient traffic
control. To use this resource as efficient as possible, a steady process of developing and
optimizing the existing methodologies and procedures is needed. As an alternative for
the traditional tower control operations, remote tower has been researched for the last
two decades. Remote Tower Operations (RTO) in general are a solution for airports with
a low amount of traffic to efficiently distribute their resources. The concept is based
on single Remote Tower Operation, which is the control of one airport from a distant
location. Weber [1] presents the first German remote tower operation of Saarbriicken

© The Rightsholder, under exclusive licence to Springer Nature Switzerland AG, part of Springer Nature 2022
D. Harris and W.-C. Li (Eds.): HCII 2022, LNAI 13307, pp. 265-278, 2022.
https://doi.org/10.1007/978-3-031-06086-1_20


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06086-1_20&domain=pdf
http://orcid.org/0000-0003-3742-2322
https://doi.org/10.1007/978-3-031-06086-1_20

266 M. Friedrich et al.

airport from Leipzig center. Saarbriicken is 450 km away from Leipzig, but RTO allows
a safe and efficient monitoring of the airport. In the next years, the number of airports
remotely controlled from Remote Tower Center Leipzig will increase.

With single remote tower operations proven to be operational, further research
focuses on the Multiple Remote Tower Operations (MRTO). MRTO is the provision
of ATC for more than two airports at the same time from one workplace. These concepts
enable the air navigation service (ANS) providers to rethink their existing workplaces
and role assignments and open up new working positions in the ATC domain. Besides an
efficient use of ATCOs, MRTO has a positive influence on the hazard of boredom [2, 3].
Even so MRTO have their advantages, Mohlenbrink, Friedrich and Papenfuss [4] claim
that one of the major challenges for MRTO is to keep a separate mental picture for each
remote-controlled airport and safely switch between those. Generating and keeping a
mental picture can be difficult especially in high workload situations [5]. Workload can
increase depending on the traffic situation on each individual airport and the resulting
traffic mixture.

Following this connection between high workload traffic mixtures and performance
[for a summary see 6], methodologies that reduce the occurrence of those situations are
needed to ensure a successful transition from single to multiple remote tower. Based
on the tower supervisor position, a remote tower center supervisor is considered as a
first approach to coordinate the traffic in advance to monitor current and anticipated task
load and to balance workload for the individual ATCOs. This paper supports the MRTO
concept by analyzing the remote tower center supervisor position.

2 Remote Tower Center with Supervisor

The initial concept for the Remote Tower Center (RTC) supervisor (SUP) is still research
in progress [7]. For the purpose of this paper, the supervisor is defined as a coordinator
and support position for all Multiple Remote Tower Modules (MRTM) in the center.
Each MRTM is considered to have one active ATCO and up to three Airports that are
controlled remotely at the same time. Figure 1 shows an overview of the RTC and
the main interaction of the SUP with MRTM and airports. The main task of the SUP
workplace is to gather pre-tactical data from all airports, plan a distribution of airports
onto workplaces that reduce the traffic load for each individual MRTM and implement
this plan. The implementation is done with split & merge operations, which means the
supervision of an airport is split from one MRTM and merged into another one. The
method of communication between SUP and MRTM should be directly via voice or
telephone. The tactical information from the airport to the SUP workplace should be
transferred automatically and can include e.g. weather and amount of traffic.

Secondary tasks of the SUP are to support each individual MRTM with additional
coordination, if requested. Therefore, additional ways of communication are required,
especially in connection to each airport, e.g. telephone of the approach control. Addi-
tional information for each individual airport, like out-of-the-window view or radar are
only available on the MRTMs. Derived from both aspects of the task, the SUP workplace
should include ATC functionalities, e.g. weather information and traffic distribution for
each airport and radio communication to each ATCO.
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Fig. 1. Set-up for remote tower center supervisor, from [7]

In accordance to the EUROCONTROL/FAA [8] white paper for human performance,
the majority of operational procedures can be measured by use cases. Therefore, three
design workshops with the focus on general requirements for the remote center super-
visor workplace, main use cases and additional use cases were conducted. Friedrich,
Timmermann and Jakobi [7] used a user-centered design approach to develop the oper-
ational procedures and identified use cases that are relevant for the SUP. Following the
MRTO concept, these use cases represent tasks that are expected from the SUP to han-
dle multiple times throughout a shift. For this paper, we focus on the following nine use
cases (Table 1), selected from [7]. Each use case requires a mix of information, from the
airports and the MRTM directly, that need to be processed by the SUP and transferred
into a planning for the near future.

In the context of the use cases (Table 1), two trigger directions for activation were
identified. The first is bottom up, which, in this context means, the ATCO of one of
the MRTM starts the use case by requesting support. The second is top down, when
the SUP initiates the use case by gathering information from airports or asking ATCOs
about their availability. Because the SUP is supporting up to 15 MRTM positions, there
is a strong connection between his/her workload and the workload of the ATCOs. The
general dynamic between the SUP and the ATCOs is an important factor of the concept
and needs to be considered for the analysis.
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Table 1. Nine use cases that represent the SUP tasks, from [7]

Use Cases Description

Daily planning Due to an unexpected event an ATCO is not available for
his/her shift that starts in a couple of hours

Handling SUP/ATCO request Due to unforeseen increased traffic volume on a specific
airport, either the ATCO on a MRTM or the SUP requests
the split & merge of a specific airport away from the
MRTM to another position

Scheduled workload increase Due to expected increased traffic volume on a specific
airport, the SUP requests the split & merge of a specific
airport away from the MRTM to another position

Scheduled airport closing The scheduled closing of an airport begins and the airport
needs to be closed

Scheduled airport opening The scheduled opening of an airport needs to be handled

Unplanned airport closing Due to severe weather events in the near future (e.g. low
visibility) a specific airport has to be closed

Unplanned airport opening An aircraft requests landing for an airport that is closed

Unplanned runway closing Due to a technical failure an aircraft blocks the runway on a

specific airport

Unscheduled ATCO replacement | Due to unexpected circumstances, an ATCO has to be
relieved and replaced for some time by another ATCO (Ex.
health issues) from his/her MRTM

3 Research Questions

Based on the existing concept of multiple remote tower operations and the introduction
literature to the workplace SUP [7], the following research questions (RQ) are proposed.
RQ1: How realistic is this SUP workplace in terms of operational feasibility for MRTO?
Due to the current level of the concept this RQ is important to understand if further
investigation into the topic is sensible. RQ2: How does the handling differ between a
traditional supervisor role and a SUP in an RTC?

With regard to RQ1 we hypothesize that, due to the close relation to an existing
supervisor position workplace in a traditional tower, the ATCOs have no difficulties
in understanding the purpose and the necessity of the SUP working position. We also
hypothesize (RQ2) that workload for the SUP as well as the ATCOs at the MRTM will
always be well-balanced, without under- and overload situations and without situations
with impaired safety. As an extension to RQ2, it is important to consider that SUP and
MRTM are exposed to the same use cases but from a different perspective.

4 Method

A real time simulation study was conducted to create an environment that allows to
simulate the selected use cases and analyze the SUP’s behavior in arealistic environment.
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The selected 9 use cases and the implication for a validation from Friedrich, Timmermann
and Jakobi [7] were the basis for the experimental set-up and design of the study.

4.1 Participants

The sample consists of a total of 15 ATCOs (14 male/1 female) from two ANS providers.
Eight were recruited from Oro navigacija (Lithuania) and seven from PANSA (Poland)
and participated voluntarily during their working hours. Therefore, all participants were
active ATCOs. Table 2 shows an overview of the demographic information and the
work experience as tower ATCO and tower supervisor. It has to be noted that not all
participants have supervisor experience, but due to their training, they all had knowledge
of the supervisor working position. The study was performed in accordance with the
General Data Protection Regulation (EU) 2016/679.

Table 2. Democratic overview of age and work experience (in years)

Age ATCO experience Supervisor experience
M 39,20 12,80 3,20
SD 5,36 6,83 4,09
Min 32 4 0
Max 46 22 15

4.2 Design and Material

For this study, the set-up of a Remote Tower Center (RTC) was simulated in a high fidelity
setting. One SUP, two real MRTM (Module 1 and 2) and 4 virtual MRTM (Module 3
to 6) were simulated to create a RTC. Authentic traffic patterns and flight information
were simulated by the NARSIM [9]. The MRTM had the possibility to provide air traffic
service via radio communication. The radio communication between the airports was
coupled and each ATCO had a headset. In addition, radar, out-the-window view, weather
and flight strips for up to three airports could be activated on each MRTM. A detailed
description for the MRTM is available by [10].

A within-subject design was used for the factor working position. In order to mini-
mize the learning effect two almost similar scenarios were used. The difference between
scenario 1 and 2 was the order of the emerging use cases and scenario 2 had 4 additional
use cases with coordination phone calls. These use cases had a duration of approximately
30 s and only required an additional phone call. The amount of traffic was kept similar.
The scenarios represent normal workday situations within a RTC. The planned duration
for each scenario was approximately 60 min. The traffic volume on each MRTM had
a maximum of 7 movements in parallel independent from the airports. The supervisor
position overlooked a total of 15 airports. Even though the focus of the validation was
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the SUP, data of handling qualities and performance during the use cases was collected
from every working position.

Each use case (Table 1) depended on traffic situations. Use cases could be activated
either by time (opening of an airport) or by traffic situation, e.g., the amount of parallel
movements was expected to exceed 8 at a single MRTM (use case “Scheduled workload
increase”). The traffic load for a single airport was derived from its usual amount of
traffic. For example, a mid-sized airport had around 12 movements per hour, whereas a
small airport had approximately 4 to 6 movements. Important for the scenario and the
use cases was the traffic distribution generated by combining different airports on one
MRTM. In general, the use cases were planned to happen at least once per scenario. Only
“scheduled airport opening” and “scheduled workload” were planed with an average of
two, because they are the common use cases for the SUP task.

Figure 2 shows the experimental set-up in the TowerLab [3] at the Institute of Flight
Guidance, German Aerospace Center (DLR). For this study it was assumed that one
ATCO can only hold 4 endorsements at a time. The ATCO on MRTM 1 always held the
endorsements for Aalborg Airport, Aarhus Airport, Billund Airport and Budapest Ferenc
Liszt International Airport. The ATCO on MRTM 2 always held the endorsements for
Billund Airport, Budapest Ferenc Liszt International Airport, Debrecen International
Airport, and Pdpa Air Base. This allowed for a possible handover of either Billund
or Budapest airport, because these endorsements were available by both ATCOs. The
virtual ATCOs were available via telephone.

Fig. 2. RTC real-time simulation set-up with one remote tower supervisor position (SUP) and
two multiple remote tower module (MRTM_1 and MRTM_2)

Derived from the use cases, system requirements were identified for a tool to support
the SUP in his/her tasks. The tool provided the SUP with an overview of the 15 airports
and their opening and closing times. Weather, traffic density and technical status were
also indicated for each airport. In addition, a pool of 10 available ATCOs was provided,
including a list of their individual endorsements. The SUP tool also provided an overview
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of 6 MRTM, that the SUP could use to assign airports and ATCOs and thereby keep track
of the current configuration within the RTC. The SUP tool also provided warnings if the
expected traffic load for a MRTM was to increase above the number of 8§ movements in
parallel.

4.3 Procedure

The study was conducted from the 15" of November to the 1% of December in 2021.
The 15 participants were assigned to 5 groups of three participants. Each group was
scheduled for two days. Each group received a briefing describing the MRTO concept,
the SUP and MRTM workplaces, and the MRTO procedure. Written consent for the
recording of personal data was gathered from each participant. Then, a training session
with a duration of approximately 40 min per person started. The participants used this
time to familiarize themselves with the two workplaces, and the procedures to handle
the traffic. After the training, the participants were randomly assigned to either SUP,
MRTM 1 or MRTM 2. The positions were changed after each run.

A total of 6 runs (2 scenarios, twice per participant) were performed, three on day
one and three on day two. The duration of each run varied between 55 and 60 min,
depending on the decisions each SUP made during the run. The participants on either
MRTM controlled up to three aerodromes in parallel. During each run, only the SUP
answered questions after finishing a use case. After each run all participants completed
a standard and a tailor-made questionnaire for the workplace they previously worked at.
Each group of participants was debriefed together.

4.4 Data Analysis

Due to the comparability of the two workplaces, the data analysis is based on descriptive
data collected from the questionnaires. Dependent on the SUP or the MRTM the partic-
ipants have to act and react differently in each use case. On the one hand this increases
the realism of the experimental set-up, and on the other it allows only for comparison of
workload and safety level on a subjective level. It also allows for realistic feedback on
the general MRTO concept, which is especially important for RQ1.

A tailor-made questionnaire was developed to identify the feasibility of the SUP
workplace and its operational practicability within the MRTO. The questionnaire con-
sisted of 6 statements that the participants could agree or disagree on a 5-point scale
(“Strongly disagree”, “Disagree”, “Neither disagree nor agree”, “Agree”, “Strongly
agree”). The participants completed the questionnaire after each run they worked at
the SUP workplace (scenario 1 and 2). The 6 statements are available in Fig. 3.

The subjective handling and perceived safety from both workplaces were collected
with the cooper-harper scale [11]. To account for the specifics of the work environment
the cooper-harper scale was adapted for the SUP and MRTM. The adapted cooper-harper
scale had 10 steps that allows to evaluate if the use case was controllable, impairments
in situational awareness could be expected, or safety critical situations would arise. The
scale value 1 to 3 indicated efficient and smooth workflow. The scale values from 4 to
6 indicated adequate situation awareness. The scale values from 6 to 9 indicated safe
controllability of the situation and 10 indicated an unsafe situation.



272 M. Friedrich et al.

At the SUP workplace the ATCOs were questioned directly after each completed use
case during the scenario. The MRTM were questioned with the post run questionnaire.
Therefore, the results from the SUP workplace were summarized for each run. Even so,
the influence between the workplaces cannot be distinguished and therefore they have
to be evaluated separately. The same applies to our interpretation of the results in the
Discussion and Conclusion sections.

5 Results

Following the research questions, the result section is divided into two sub sections. The
data collection worked properly without any technical issues. A restriction of the results
is, that due to the degree of realism and the structure of the scenarios, not all needed use
cases could be simulated during each run.

5.1 SUP Workplace in General

The first analysis concerns the feasibility of the concept for a supervisor workplace with
regards to MRTO (RQ1). Figure 3 presents the agreement or disagreement for each
statement supporting RQ1. Each statement was presented once per scenario to each
participant. The analysis shows that the majority of the participants agreed that the SUP
workplace provides an appropriate addition to the RTC. They even agreed by taking the
complexity of the task itself or the traffic volume presented in the scenarios into account.
The participants also agreed that the provided SUP tool supported them during the split
and merging procedures. The answers of the participants suggest that they did in general
neither disagree nor agree with the procedures used to split & merge the aerodromes
between the MRTM, nor did they feel supported by the SUP tool to prepare for those
operations.

The supervisor operations and operating [re— isarn
! Strongly disagree
methods were generally appropriate to 7% 17% Disagree 67%
control the given complexity. Neither disagree nor agree
The supervisor operations and operating Agree
methods are appropriate to control the 13% 13%  mmm Strongly agree 70%

required traffic volume.

The SUP Tool supported me to | 70 33% 60%
exccute the split & merge tasks.

The coordination procedure to arrange
the split & merge of acrodromes was 20% 47% 27%
adequate to perform the task efficiently in
normal operations. (ATCO-SV)
The SUP Tool supported me
to know in advance when the 27% 47% 20%
split&merge can be expected

0 10 20 30 40 50 60 70 80 90 100
Responses (in percentage)

Fig. 3. Agreement or disagreement to the tailor-made questions twice per scenario for each
participant
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5.2 Handling of SUP and ATCOs

The second analysis concerns the perceived quality of handling for each workplace. This
analysis is separated into two steps. First, the amount of answers per use case, scenario
and working position is analyzed to identify the comparability of the results. Second,
the analysis focuses on the subjective rating to each workplace and the use cases with
direct interaction between the workplaces.

Quantity of the Use Cases. All participants at the MRTM completed the tailor-made
questionnaire twice but not all experienced the same use cases in their exercises and
therefore were not always able to provide answers regarding the requested use cases.
This is similar for the SUP workplace if not all use cases could be handled during a
run, and the questioning was always done directly after each use case. Therefore, the
amount of responses to the use cases varies between the scenarios and the workplaces.
another difference is the unbalanced workplace distribution per run. While one partici-
pant worked as SUP, two participants worked on the MRTM. This means that every time
the adapted cooper-harper scale is completed for a use case by the SUP, it is completed
twice from the MRTM perspective after the run.

In preparation for the understanding of the later analysis and to get an overview
of the frequency of use cases, the amount of answers collected was evaluated. Table 3
presents the amount of answers collected for both workplaces separated per use case and

EE RT3 99 ¢

scenario. The use cases “Daily planning”, “Scheduled airport closing”, “Unplanned air-
port closing”, “Unplanned airport opening”, “Unplanned runway closing”, “Unplanned
airport closing”, and “Unscheduled ATCO replacement” together occurred with an aver-
age of 1 per scenario for all SUPs. Only the use cases “Scheduled airport opening” and
“Scheduled Workload” occurred 2.45 times per scenario for the SUP. Since the ATCOs
on the MRTM were only questioned at the end of each run, their maximum of answers
is 30. The ATCOs were instructed to not answer the question if they did not experience
the use case during the last run. This leads to an average of 24.6 answers per scenario
and MRTM.

Table 3. Amount of answers to each use case per scenario for SUPs and MRTM

Use Cases Amount of Answers

Scenario 1 Scenario 2

SUP MRTM SUP MRTM
Daily planning 14 17
Handling SUP/ATCO request 19 24 23 25
Scheduled airport closing 15 25 17 26
Scheduled airport opening 39 27 40 27
Scheduled Workload increase 38 26 30 27

(continued)
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Table 3. (continued)

Use Cases Amount of Answers

Scenario 1 Scenario 2

SUP MRTM SUP MRTM
Unplanned airport closing 17 21 19 25
Unplanned airport opening 14 16
Unplanned runway closing 13 13
Unscheduled ATCO replacement 13 21 13 22

Handling Use Cases for Each Workplace. The next analysis focused on the distribu-
tion of workload per use case and scenario. Figure 4 presents the answers to the adapted
cooper-harper scale per use case and scenario for the SUP. From an overall of 370
answers, the results show that only 1 use case was classified as safely controllable and
328 use cases were classified with 3 or less. Even though scenario 2 had an increased
number of use cases in total, no difference was found in the adapted cooper-harper scale
for the single use cases.

Silv nlanning - o .
Daily planning .ﬂ s . .
Handling SUP/ATCO request- ._’:" . . ?
a
Scheduled Workload increase- E"‘ i—"— ¢
8 »
@ Scheduled airport closing- & ;: . g .
2 8 8 Scenario
< . . = - a2 .
3 Scheduled airport opening- 4 F . . ¢ ] M Scenario 2
3 g b £3 Scenario 1
> Unplanned airport closing- & ;7 Z
2 g
Unplanned airport opening- & Tl 8
P POTOPENINE™ & — - 5
Unplanned runway closing- 2. ;:
Unscheduled ATCO replacement - 4;}
1 2 3 4 5 6 7 8 9 10

Adapted Cooper-Harper Scale

Fig. 4. Answer from the adapted cooper-harper scale per use case for the SUP

Figure 5 presents the answers to the adapted cooper-harper scale per use case and
scenario for the ATCO workplace. From a total of 360 possible answers only 296 use
case answers were given. The results show that 32 use case were classified as safely
controllable and 233 use cases were classified with 3 or less on the adapted cooper-harper
scale. As with the SUP, there is no influence or tendency of the factor scenario.

Interaction of Use Cases. The final analysis shows the direct comparison in handling
the workplace. For this analysis the data for each scenario was combined, because the
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Fig. 5. Answer from the adapted cooper-harper scale per use case for the MRTM

previous analysis showed no influence. Also, the analysis only takes the use cases into
account that were experienced at both workplaces. Figure 6 shows the adapted cooper-
harper scale results for both workplaces and their interactive use cases. The results show
that the average adapted cooper-harper scale was higher for each use case at the MRTM.
The use case with the biggest difference is “Scheduled Workload increase”.
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Fig. 6. Average answer with standard error from the adapted cooper-harper scale per use case for
both workplaces.

6 Summary for the MRTO Concept

The following chapter summarizes the results individually for each RQ. The sample size
of 15 ATCOs is relatively high for an expert sample size in aeronautical research domain,
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however, still low for inference statistics. The experimental set-up and the approach
to compare two different working positions in one environment with unequal number
of workplaces (one SUP and two MRTM) could only be covered with an explorative
approach that provides a realistic environment to quantify the procedures with use cases.
Because the requirements for inferential statistical analysis have not been met, the results
are restricted to descriptive analysis. In the context of the development of a new working
position and with a focus on RQs, a discussion about the results is essential.

Operational Feasibility of the SUP. As we expected from RQ1, the results for opera-
tion feasibility of the SUP shows general approval about the workplace itself. The idea
of the workplace is derived from the tower supervisor, which is good for understanding
the necessity and the benefits of such a workplace. An influential factor is the SUP tool
and its quality to support the task. The SUP tool should provide needed information at
the best time. The results suggest that the SUP tool was not as supportive as expected.
Another challenge for the SUP is that the procedures were not defined clearly enough.
Due to the explorative character of the study the participants were encouraged to explore
different approaches for the split & merge procedures. This might have led to a reeval-
uation process during the split & merge situation and therefore to the results of the
questionnaire.

Handling Different Workplaces. RQ 2 investigated how the handling of the different
workplaces is perceived during normal operations. Normal operations were implemented
as use cases that both workplaces had to complete at the same time. The analysis showed
that the planning of the scenarios was successful and that all use cases were handled
during the runs. The use cases could be implemented and performed as often as planned
and, for some use cases, even more often. This increases the amount of data collected
and thereby the quality of the study.

Even though scenario 2 had 4 additional use cases to scenario 1, the workload increase
had no influence on the average adapted cooper-harper scale results. This leads to the
assumption that either workload does not directly influence the perceived handling of a
workplace or that the questioning after each use case, as it was for the SUP, minimized
the effect of the general increased workload. Since there is no effect measured for the
MRTM by applying the adapted cooper-harper scale after each run, based on this data,
the first assumption would be the more plausible. This suggests that the adapted cooper-
harper scale is independent from workload, which increases its explanatory power for
the RQ2.

The ATCOs on each workplace subjectively identified problems with their own
performance during the runs. The results for the interaction on use cases showed that
the MRTM handling was more challenging. The results in general support the concept
of the SUP workplace as a supporter for the MRTM. Even though the MRTM handling
was rated as more intense, the rating on both workplaces expressed efficient and smooth
supervision. Only for the use case “scheduled workload increase” the ATCOs on the
MRTM stated that smooth and efficient supervision was not possible on average. The
increased handling at the MRTM in relation to the SUP raises the idea to redefine the
SUP even more as a supporter than a supervisor. Of course, the long-term planning is still
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only possible at the SUP workplace, but additional tasks could be found, e.g. supporting
the split & merge process. Even so, the general handling of both workplaces seemed to
be manageable.

7 Conclusion

In summary, this study aimed for the validation of a new workplace within the MRTO
concept. Two RQs were postulated to evaluate the influence of the SUP to the RTC.
The study analyzed the application and handling of use cases as reference for realistic
task description during a multi workplace real time simulation. The results show that
the selected use cases represent the task of the supervisor and can help to validate the
workplace. RQ 1 is answered and the focus of the further development should be an
improvement to the SUP tool and related new operational procedures. The results also
show that a rethinking of the workplace is necessary and that the role of a an RTC
SUP is more one of a strategical and tactical planner and dispatcher position than a the
traditional Tower supervisor or back up ATCO as it is today. This is especially important
for further development of the multiple remote center supervisor position.
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Abstract. In complex human-machine systems such as spacecraft, poor astronaut
performance leads to dangerous accidents, and assessing the functional state of
astronauts during a mission has positive impacts on risk reduction and efficiency.
This paper aimed to assess the functional state of astronauts in performing tar-
get tracking tasks of different difficulty at three different short-wavelength light
intensities (40 Ix, 80 Ix, and 160 Ix) in a simulated space station module with a
head-mounted display (HMD) and electroencephalogram (EEG) equipment, and
collect EEG and task performance changes as well, aiming to better understand the
cognitive behavior of astronauts during spacecraft operations. Thirty healthy par-
ticipants were recruited for this experiment and their EEG physiological signals
were collected during simulated astronauts in conducting target tracking tasks.
Meanwhile, all participants wore a head-mounted display (HMD) to perform tar-
get tracking tasks of low, medium, and high difficulty in three intensities (40 Ix,
80 1x, and 160 Ix) of short-wavelength light (A;;4x = 475 nm), while remaining in
the darkness (<1 1x). All the participants’ EEG power in the beta range after expo-
sure to 160 Ix light was significantly higher than that to 40 1x and 80 Ix light, or it
kept in the darkness. In addition, alpha and theta power were significantly lower
in 160 Ix light than in darkness. This study provides some evidence that nighttime
short-wavelength light exposure can improve the astronaut task performance in
performing target tracking.

Keywords: Short-wavelength light - Target tracking - EEG - Task performance

1 Introduction

Most tasks performed by astronauts during manned space missions require high levels
of brain activity. Moreover, cosmic radiation, microgravity, and light exposure have
impacts on the astronaut’s brain [1-4]. Therefore, it is particularly important to explore
the factors that affect the brain load of astronauts [2]. The National Aeronautics and
Space Administration (NASA) is focusing its space exploration on the Moon in the
coming years, and other countries are also pursuing more interplanetary exploration
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programs [5]. As various human space exploration missions advance and humans spend
more time in space, understanding the challenges faced by astronauts who live and
work in the space environment and knowing how to address them are important for the
development and planning of future human space missions [6].

Long-term adaptation to the space environment is critical to the health, safety and
productivity of all astronauts [6, 7]. When astronauts go to the Moon, Mars and other
planets to carry out complex and diverse space missions, they are susceptible to distur-
bances in the spaceflight environment, thus resulting in increased mental fatigue and
impairing the human ability to process information, which has impacts on the efficiency
of the mission [6, 8]. Similar to other human spaceflight activities, as an important
spaceflight operation task, target tracking requires astronauts’ rich experience and pre-
cise operation. Furthermore, due to the reduced concentration, slow thinking or sluggish
movements of astronauts during operations, the target tracking task is performed less
efficiently and may result in in-flight accidents [2].

Some researches on date have revealed that light is not limited to influencing
human physiological parameters and circadian rhythms but also has impacts on neurobe-
havioural performance [1, 9, 10]. In Lin et al.’s study, all participants were irradiated with
three intensities of short-wavelength light and darkness, all of which revealed signifi-
cant changes in electroencephalogram (EEG) power at different frequencies [11]. Other
studies have proved that higher illumination levels can speed up cognitive responses in
humans and improve task performance [12]. What’s more, Sunde et al.’s study exposed
healthy participants to different wavelengths of light for the assessment of work perfor-
mance, and it was found that participants’ productivity was significantly improved by
using short-wavelength light exposure compared with long-wavelength light [13]. How-
ever, as the effects of different wavelengths of illumination on humans when performing
target tracking tasks were still not discovered at this stage, more researches are clearly
needed to discover the effects of intensity of short-wavelength light on brain activity and
task performance.

To better understand the effects of different intensities of short-wavelength light on
astronaut EEG and task performance, this study used a head-mounted display (HMD)
and EEG equipment to investigate the effects of different intensities of short-wavelength
light on participants’ EEG and task performance, while performing target tracking tasks
of various difficulties in a simulated space station module. Thus, (Q1) does the exposure
to short-wavelength light affect the EEG power and task performance? (Q2) Are there
differences in the effects of different short-wavelength light intensities on EEG power
and task performance?

2 Methods

2.1 Participants

Thirty healthy male participants were enrolled for this trial to participate in the study at
the age of 18-28 years (M =23.5, SD = 1.9). All participants were non-smokers without
the history of cardiovascular or cerebrovascular disease or psychiatric disorders. During
the experiment, all participants were required to be in good psychological condition
and avoid smoking, alcohol, and caffeine intake. On the other hand, all participants had
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participated in a course on the use of head-mounted displays (HMD). The participants
were briefed on the procedure and precautions before the experiment, and all participants
signed an informed consent form. The experiment was approved by the local ethics
review board.

2.2 Scene Building

Researchers used a joint Rhino and Unity platform to develop the interior scenes of the
crew module of the International Space Station. The program was set up in C# and a
3D computer rendering program was used to simulate the space station module scene
with various color surroundings. The panoramic view is shown in Fig. 1. Reference to
the International Space Station environment, the ceiling, floor, walls are covered with a
primary color, while cabinets, and the processors are decorated with secondary colors.
This method has been used in previous studies [14]. All participants were required to
wear an HMD for viewing, and the handle controller is represented as a virtual hand in
the scene. The virtual hand can be used to perform tasks in the scene.

Fig. 1. Virtual space capsule

2.3 Lighting Conditions

This experiment adjusted the lighting parameters in the control interface in Unity, and
the lighting system in this environment provided spectrally tunable illumination. All
participants were asked to wear an HMD to experiment in the virtual environment.
Four light settings were used for the experiments, including a dim (CCT2000 K,
<1 Ix) and three short-wavelength lighting conditions. The short-wavelength condition
had a peak at about 480 nm and was approximately Gaussian with a half-width half-
height of 35 nm. Three intensities were 40 1x, 80 1x and 160 lux (£1 1x). The spectra of the
three test lighting conditions were measured with an X-Rite i11Pro spectro-photometer
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(Fig. 2). According to the new CIE S 026/E: 201818, the a-opic irradiance for each
lighting was calculated (Table 1).

40lx — 80lx — 160Ix
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Relative spectral power (%)
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Fig. 2. Spectral power distributions of three test lighting conditions

Table 1. «-Opic irradiance (mW/m?) for three lighting conditions and 1 Ix daylight (for
reference).

a-opic irradiance for | S-cone-opic | M-cone-opic | L-cone-opic | Rhodopic | Melanopic
40 Ix 157.98 131.44 80.48 277.64 32425
80 Ix 340.38 273.25 167.00 580.18 678.81
160 1x 716.54 557.33 340.56 1187.21 1389.97
1 1x D65 0.82 1.46 1.63 1.45 1.33

2.4 Procedures

From November to December 2021, all participants were brought to the lab after 20:00
and each participant completed four sessions over four nights. At the same time, all
participants were fitted with EEG electrodes before starting the experiment. The order
of the conditions (Dim, Blue 40 Ix, 80 1x, and 160 Ix) was selected randomly for each
participant to avoid potential sequence effects. To avoid potential carry-over effects, the
interval between light experiments of different intensities was at least 72 h, and each
light intensity environment was equipped with low, medium, and high difficulty target
tracking tasks.

In the target tracking mission, the tracking target appeared randomly at any location
in the space station and moved randomly in any way. The higher the difficulty was, the
faster the tracking target moved. The tracking target was a white ball of 65 pixels x
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20 pixels and the tracker was a rectangular target of the same shape of 130 pixels x
40 pixels (Fig. 3). The participant controlled the joystick so that the on-screen tracker
covered the tracking target until the tracking target was in the center of the tracker and
the tracking target stops moving (Fig. 4).

Wﬂ ke

Fig. 4. One target tracking test completed

After the experiment started, the first 5 min were used to collect the resting-state
signal of the participants, in which the participants were recommended to sit still and
minimize their mental activity. To avoid potential sequence effects, the difficulty of the
target tracking task was randomly selected, and all participants were required to perform
35 tests at each difficulty. The program automatically recorded the time for each test
and took the last 20 test times for calculation, and the average tracking time was used to
measure the participants’ performance.
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2.5 Signal Acquisition

EEG data were collected using Brain Vision Analyzer 2.2 Live Software with wire-
less advanced brain monitoring (ABM) EEG device (X10 headset with standard sensor
strips). The recordings consisted of EEG with nine electrode positions (Fz, Cz, Poz, F3,
F4, C3, C4, P3, and P4) and two reference mastoid electrodes. The electrode impedance
test was conducted each time before the experiment to ensure the good conductivity
between the scalp and electrodes, thus obtaining the good quality of the signal. The
EEG signal was band-passed to 1-40 Hz and decontaminated using ABM’s validated arti-
fact identification and decontamination algorithms that identify and remove five artifact
types, namely electromyogram, electrooculogram, excursions, saturations, and spikes.
Power spectral density (PSD) was computed by performing Fast Fourier Transform with
the application of a Kaiser window, and the PSD of selected 1-Hz bins was averaged
after the application of a 50% over-lapping window across three one-second overlays.

2.6 Statistical

All statistical analyses were performed using SPSS 25.0, and one-way ANOVA was used
to explore differences in EEG power between short-wavelength light and the three brain-
wave frequencies of alpha, beta, and theta during target tracking missions, and determine
statistical significance. The Alpha values of 0.05 were considered to be significant. After
testing the static distributivity of the data, HSD post hoc tests of statistical significance
(p < 0.05) on these data was performed.

3 Results

3.1 Electroencephalogram (EEG)

A one-way ANOVA on the EEG power data was performed under different intensities
of short-wavelength light and the data displayed significant differences in EEG power
between the three different intensities of short-wavelength light (40 1x, 80 1x, 160 Ix) and
the dim condition under alpha, beta, and theta waves (F(1, 1836) = 6.24, p = 0.002, n2
= 0.007). The analysis illustrated that EEG power was more significant (p < 0.05) under
light conditions, with more significant (p < 0.05) EEG power under short-wavelength
light conditions at 160 1x than at 80 1x and 40 Ix, and more significant (p < 0.05) EEG
efficiency under 80 Ix than under 40 1x. Post hoc tests showing that the higher the intensity
is, the more significant the EEG power is generated by performing target tracking (p <
0.05) (Fig. 5).

3.2 Defferent Frequencies

A one-way ANOVA indicated that the three short-wavelength light intensities at different
frequencies differed significantly (p < 0.05) from the EEG power in the dim condition.
There were significant differences between the short-wavelength light intensities of
160 Ix, 80 Ix, and 40 Ix and the dim condition at the alpha wave (F(1, 1044) = 54.42, p
= 0.000, n2 = 0.141). At the beta wave, there were significant differences between the
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Fig. 5. Mean =+ standard deviation of mean normalized EEG power for four light intensities at
different frequencies of brain waves

short-wavelength light intensities of 160 1x and 80 1x, and 40 Ix and the dim condition
(F(1, 1044) = 54.244, p = 0.000, n2 = 0.116); at theta waves, short-wavelength light
with the intensities of 160 Ix, 80 Ix, and 40 1x were significantly different from the dim
condition (F(1, 1044) = 130.85, p = 0.000, n2 = 0.261). According to post hoc tests,
EEG power was more significant in the light condition than that in the dim condition
(p < 0.05). Under alpha and theta waves, low-intensity light was more significant (p <
0.05) than high-intensity light, and EEG power was higher under dim conditions than
that under 40 Ix, 80 1x, and 160 Ix conditions. In beta waves, high-intensity light was
more significant than low-intensity light (p < 0.05), and EEG power was obviously
higher in light conditions than in dim conditions (p < 0.05).

3.3 Various Difficulties

Analysis of the data for subjective performance displayed significant differences in task
performance between the three short-wavelength light intensities and the dim conditions
(F(1,1836)=4.133,p=0.016, n2 =0.006). The data indicated that the task performance
under 160 Ix light was more significant (p < 0.05) than that under 80 1x and 40 Ix
light, and 80 1x was more significant (p < 0.05) than 40 Ix light (p < 0.05) for task
performance. The results indicated that high-intensity light improved task efficiency
more significantly (p < 0.05) compared with low-intensity light. There were significant
differences in performance for different difficulty tasks in the three short-wavelength
light conditions (F(1, 1836) = 3.053, p = 0.048, 172 = 0.004), with more significant
performance for tasks of lower difficulty (p < 0.05). The post-hoc tests showed that
EEG power was significantly higher in the light condition than that in the dim condition
for the three different difficulty tasks (p = 0.02 < 0.05). The task performance was
significantly higher under 160 Ix light than that under 80 Ix and 40 Ix (p = 0.026 <
0.05), and the task performance was significantly higher under 80 Ix light than under
40 Ix light (Fig. 6).
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4 Discussion

The results of this study proved that high-intensity short-wavelength light is a more
effective stimulus than low-intensity short-wavelength light and that it can make the
brains of astronauts on missions more active. In contrast to previous studies that short-
wavelength light could not significantly alter EEG activity in theta waves [ 15], the present
experiment remarkably increased the EEG power in the alpha and theta bands in all the
three short-wavelength light conditions compared with dim light conditions, where the
lower the intensity of the short-wavelength light was, the higher the EEG power was.
Given that a new study suggested that individual differences at different time periods
have effects on EEG activity following short-wave blue light exposure [16]. Thus, our
choice of experimental time may also have inadvertently interfered with the power of
the alpha and theta EEG bands, and these differences could explain our differences
from previous findings. In the B-band, all the three short-wavelength light conditions
remarkably increased the EEG power compared with the dim light conditions. Different
from under the alpha and theta waves, the higher intensity short-wavelength light in the
beta band was more effective in increasing the EEG power, which could provide findings
that are consistent with the effects of short-wavelength light on EEG in the beta wave
range in the study conducted by Lin et al. [11].

While most previous studies focused on the effects of different short-wavelength
light intensities on EEG and circadian rhythms [10, 16], this paper centered on explor-
ing the effects of different intensities of short-wavelength light exposure on task per-
formance. The results for the subjective performance were as expected, with efficiency
in performing different and difficult target tracking tasks correlated with light intensity.
Participants could effectively reduce target tracking task time and improve task perfor-
mance on the three difficult target tracking tasks with high intensity short-wavelength
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light (160 1x) compared with dim light conditions and lower intensity short-wavelength
light. The lower intensity short-wavelength light (40 1x, 80 1x) can improve performance
on the medium and high difficulty target tracking tasks compared with the dim light,
while it was not effective in improving performance on the low difficulty target tracking
task, which was significantly different from the high intensity short-wavelength light
(160 1x). Therefore, high-intensity short-wavelength light is a more correct choice than
low-intensity short-wavelength light in improving target tracking task performance. It
was also found that high-intensity light could improve task performance in Smolders’
study, and use the light intensities of 200 Ix and 1000 Ix for comparison [12].

A limitation of this study is that the experimental environment is somewhat different
from the actual situation, but even small differences may significantly affect EEG and
task performance. This study was conducted on the ground, whereas the microgravity
environment in which the astronauts were exposed during the actual space task in the
real space environment could impair the astronauts’ tracking task performance [17]. It
has been proved that the subjective perception and visual comfort of the operator is
also a potential factor affecting task performance [18-21]. Therefore, task performance
may not be optimized under the influence of the stressors of long-term space, even with
the use of high-intensity short-wavelength light exposure. Furthermore, the space light
environment was created by the combination of natural light and lighting systems, so
if the equipment capable of simulating the effects of natural light was incorporated and
the subjective measurements of current short-wavelength light conditions were made,
the experimental measurements could be more closely aligned to accurate values [18].

The function of current space lighting equipment was limited to supporting astronaut
vision, and it is critical to provide an illuminated environment that can work efficiently
and awaken the EEG [1, 22, 23] Therefore, the data from this study can still be used as a
potential countermeasure to improve the space lighting system, which could offer effec-
tive support for further in-depth studies on astronaut EEG assessment during missions
and future long-term space exploration. From other perspectives, the improvements in
space lighting systems could also be applied on Earth, which could provide a valuable
reference for the design of optimized home environments and workplaces.

5 Conclusion

The analysis on the results of this study led to the following conclusions: Short-
wavelength light exposure significantly enhanced EEG activity and can improve task
performance. Higher intensity short-wavelength light has better effects than lower inten-
sity short-wavelength light. Future researches on the effects of short-wavelength light
intensity on astronauts may be extended to explore the changes in EEG and mission per-
formance of astronauts during missions due to short-wavelength light exposure. Most
importantly, future extensions are necessary to validate the conclusions drawn from this
study and provide the right direction for optimizing astronaut performance during human
spaceflight missions.
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Abstract. In aviation safety nowadays, pilot errors are responsible for most acci-
dents, instead of the failure of aircrafts. Human factors aims at reducing pilot-
related errors and improving safety. Eye movement has been proven to be a useful
tool when studying human factors in human-computer interaction (HCI). This
paper takes an insight into the effect of pilots’ expertise on eye movement dur-
ing different flight phases and then analyze the pilots’ scan patterns according
to various situations. Three eye metrics are studied in detail: fixation duration,
saccade frequency and entropy. The statistical analysis result of the metrics shows
that pilots’ expertise has significant effect on all the three metrics in specific task
phases and the scan patterns of pilots in the “expert” group are more systematic
and efficient compared to the “medium” and “novice” group. These findings help
identify various types of scan patterns during flight phases and provides better
comprehensive of efficient pilots’ scan patterns.

Keywords: Eye movement - Human factors - Entropy - Saccade frequency -
Fixation duration

1 Introduction

As people have already benefitted a lot from automated systems, the role of human factors
in aviation is more and more emphasized. In aviation accidents, human errors account
for the majority causes instead of the technical factors like the system failure. Especially,
almost all critical incidents are aroused by pilot-related errors. Human factors utilizes
the theory of human psychology and physiology and focuses on improving the system,
intended to reduce human errors, increase efficiency and ensure safety and comfort.

A number of efforts have been made to modify the design and automated systems
of the airplanes and optimize pilot training based on human factors. The main methods
comprise three kinds: subjective assessment like NASA Task Load Index, performance
evaluation and physiological measurement including EEG, eye movement, heart rate,
breath and so on. Compared to subjective assessment and performance evaluation, phys-
iological measurement is more objective and accurate. In physiological signals, eye
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movement data is easy to collect and obtained. What’s more, eye-tracking is an essen-
tial technique in human-computer interaction area and the eye-tracking technology is
invasiveness.

Eye movement has been taken into consideration in diverse fields concerning human-
computer interaction for the last few decades. For example, in medical science, eye
movement helps understand the behavior of patients with different diseases, contributing
to the comprehensive of pathogenesis. In computer science, eye movement could evaluate
the interaction of human and computer [1]. In-depth study is also conducted on the
drivers’ visual attention [2], which offers great referential to the researches on the eye
movement of pilots.

Researches regarding with pilot eye movement have been carried out in many direc-
tions. For example, the effect of different variables on eye movement is studied to find out
whether eye movement can be a reliable measurement. The variables include working
experience of pilots [1], the cockpit design [3], the flight complexity [4] and so on. In
addition, the scan patterns, which are able to describe pilots’ search strategies and atten-
tion allocation, have attracted great attention in recent years. The pilots’ scan patterns are
quite complicated to analyze during flight but can indicate pilot performance, cognitive
workload and the efficiency of automatic systems. Researches also suggested that there
is significant difference in pilots’ scan patterns during different flight phases and eye
movement is a valid tool to capture pilots’ situation awareness [5]. Eye movement can
also be an indicator to predict pilots’ cognitive workload [6] and can be applied to the
classification models to identify high cognitive load.

Although there are quite a few analytic techniques of scan patterns on the basis of
eye movement, the study of pilots’ scan patterns should be distinguished from that in
other fields because of the particularity of the aviation domain. It is ambiguous some-
times which eye metrics be utilized and the application of the eye metrics need to be
standardized [7].

This study aims to discover the inferred information about pilots’ scan patterns from
eye metrics. Certified pilots executed flying tasks containing diverse kinds of failure and
their eye movement is collected. Depending on the eye data, pilots’ scan patterns are
analyzed considering pilots’ expertise and different flight phases.

2 Methodology

2.1 Participants

Nineteen male pilots with professional license aged 30—50 years participated in the study.
They formed 11 crews and each crew included a pilot flying (pf) and a pilot monitoring
(pm). All the participants are healthy and were able to complete the flying tasks. They all
knew the design of the study and agreed to wear physiological measurement equipment.

The participants are separated into three groups according to their flying experience
regarding with the airbus A320. Among them, five are familiar with A320 and classified
as the “expert” group. Four haven’t flown A320 before, group as “novice”. The left
have flown A320 before but are not experienced enough and they are categorized as
“medium”. In this study, considering only pilots monitoring, three crews belong to the
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“expert” group and three belong to the “novice”. The remaining five crews are classified
as the “medium” group.

2.2 Procedure

The simulator simulated five failure scenarios: aborted takeoff, engine fire warning,
horizontal stabilizer jam, smoke on board and emergency electrical configuration. In
each scenario, participants performed approach and landing tasks and dealt with failure
at the same time.

There were pre-experiments for each crew. When tasks began, the simulator put the
airplane at the initial position and speed and set the initial altitude. Then, pilots started to
execute an approach task. When the failure occurred, there would be alarm sounds and
a warning light. After handling the failure, pilots continued to approaching and landing
until the landing is completed.

2.3 Apparatus

A full flight A320 simulator is applied to the study, which passed the D-level certification
of the Civil Aviation Administration of China (CAAC) (see Fig. 1). The simulator sys-
tem data is collected, consisting of the altitude, aircraft parameters, airplane situations,
runway conditions of each airport, and so on.

Fig. 1. Flight simulator cockpit environment
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Participants all wear Tobii Pro Glasses 3, a wearable eye-tracker. It is easy and
comfortable to wear and is made up of an eyeglasses with two units: one for eye tracking
and one for recording the video. This instrument can provide a series of accurate gaze
data sampled at 100 Hz.

2.4 Eye Metrics

The following eye metrics are analyzed in our study: fixation duration, saccade frequency
and entropy.

Fixations and saccades are two basic metrics in the analysis of eye movement [7].
Fixations are defined as stationary eye movement located in one area within a period of
time while saccades refer to quick eye movement between two fixations. The eye-tracker
in this study applies the Velocity-Threshold Identification (I-VT) fixation classification
algorithm to identify fixations and saccades and the velocity threshold is set to 30° per
second. In other word, when the gaze velocity is more than 30° per second, the eye
movement is regarded as a saccade. Otherwise, the eye movement is considered as a
fixation.

Entropy is a concept borrowed from the information theory. Applied to study the eye
behavior, entropy represents the randomness of one’s gaze pattern. Given a sequence x
with 7 states, the entropy of x is calculated as follows [8]:

H(x) ==Y piy_ p(i.j)log,pl,j) ()
i=1 j=1

Here p; is the proportion of the sequence x in state i and p(i, j) represents the proba-
bility of the transition from state i to state j. The minimum value of the entropy is zero.
In this case, the eye movement only locates in one area and the scan pattern is totally
predictable and systematic. The larger the value is, the scan pattern is more complex
and harder to predict. When the proportion of each transition from state i to state j is
equal under the condition where the transitions are unobserved, the value is the largest,
or Hyux = logy(n — 1).

In order to calculate the entropy, the cockpit display is divided into seven areas of
interest (Aol, see Fig. 2): primary flight display (PFD), mode control panel (MCP),
electronic centralized aircraft monitoring (ECAM), control display unit (CDU), flight
control panel (FCP), standby (STANDBY) and the area out of the windows (OTW). All
the areas that pilots mainly paid attention to during the tasks are included in the above
seven Aols. Thus, the number of states is eight (the area other than the above seven Aols
is also regarded as a state).

3 Results

Kruskal-Wallis H test [9], a non-parametric test method, is applied to study the effect
of pilots’ expertise on the three eye metrics: entropy, fixation duration and saccade
frequency.
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Fig. 2. Division of Aols. Each color block represents a certain area of interest. The corresponding
label on the color block suggests the name and function of the area. The remaining area that is not
marked is seen as a whole.

3.1 Fixation Duration

It can be seen from Table 1 that there is significant difference among the three groups
at both task phases (p = 0.006 before alerting, p = 0.007 after alerting). This implies
that the fixation duration differs greatly among pilots with different familiarity and
experience. The fixation duration of the “expert” group is the longest (M = 573.12
before alerting, M = 657.84 after alerting) while that of the “medium” group is the
shortest (M = 573.12 before alerting, M = 657.84 after alerting). Additionally, the
standard deviation of the fixation duration of the “expert” group is the smallest (SD =
130.34 before alerting, SD = 183.73 after alerting). The above results illustrate that
compared to the other two groups, pilots in the “expert” group spent more time during
each fixation and their gaze patterns are more consistent within the group.

Comparing the two phases, the fixation duration of the three groups all increases
after alerting. It proves that pilots demanded more time to encode information when the
task were complex.

3.2 Saccade Frequency

It can be observed from Table 2 that there is significant difference on the saccade fre-
quency among the three groups before alerting (p = 0.021) but no significant difference
after alerting (p = 0.458). This could indicate that when pilots deal with simple tasks, the
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Table 1. The effect of pilots’ expertise on the mean fixation duration in different task phases.

Task phases Expertise M (ms) SD(ms) p
Before alerting Expert 573.12 130.34 006
Medium 397.28 208.34
Novice 495.77 137.52
After alerting Expert 657.84 183.73 007
Medium 432.90 190.84
Novice 541.23 226.75

M: mean; SD: standard deviation; p: probability. p < .05 means that there is significant difference
between variables. The bold values indicate significant difference.

saccade frequency can make a clearer distinction among various scan patterns. Before
alerting, the saccade frequency of pilots in the “expert” group is the smallest (M = 65.73)
and that of the “novice” group is the largest (M = 73.48). The standard deviation of
the saccade frequency of the “expert” group is the smallest compared to the other two
groups (SD = 6.24). After alerting, no matter the mean or the standard deviation of the
three groups is both similar. As a result, the saccade frequency can evaluate pilots’ scan
patterns only when the tasks are simple and the effect will fail once the flight tasks are
complicated.

Furthermore, there is an increase in the saccade frequency after alerting among all
the three groups and the “expert” group has the largest increase (M = 65.73 before
alerting, M = 74.27 after alerting). It shows that the saccade frequency is proportional
to the complexity of flight phases, which means more searches are in demand to deal
with urgent situations.

Table 2. The effect of pilots’ expertise on the mean saccade frequency in different task phases.

Task phases Expertise M(min™ 1 ) SD(min™ 1 ) p
Before alerting Expert 65.73 6.24 021
Medium 68.15 9.24
Novice 73.48 7.10
After alerting Expert 74.27 8.20 458
Medium 71.12 7.73
Novice 74.41 8.81

M: mean; SD: standard deviation; p: probability. p < .05 means that there is significant difference
between variables. The bold values indicate significant difference.
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3.3 Entropy

As is shown in Table 3, there is no significant difference among the three groups before
alerting (p = 0.304). However, there is significant difference among the three groups
after alerting (p = 0.009), proving that the entropy could reflect the scan patterns better
during complicated flight phases.

The entropy of the “expert” group is the highest (M = 0.156) and the entropy of
the “novice” group is the lowest (M = 0.120) before alerting while the entropy of the
“expert” group is the lowest (M = 0.074) and the entropy of the “novice” group is the
highest (M = 0.141) after alerting. It suggests that the scan patterns of pilots in the
“novice” group are more systematic before alerting whereas pilots in the “expert” group
tend to scan more systematically after alerting.

As for the “expert” group, the entropy is quite low after alerting but high before
alerting. Meanwhile, the standard deviation of the entropy of the “expert” group is the
smallest after alerting (SD = 0.042). It can be shown that the scan patterns of the expert
is much more systematic after alerting and there was a quick transition of pilots’ scan
patterns when the alerting occurred. The “medium” group has the same trend as the
“expert” group (M = 0.146 before alerting, M = 0.123 after alerting) whereas the
“novice” group has the opposite trend.

Table 3. The effect of pilots’ expertise on the entropy in different task phases.

Task phases Expertise M SD p
Before alerting Expert 0.156 0.060 304
Medium 0.146 0.066
Novice 0.120 0.053
After alerting Expert 0.074 0.042 009
Medium 0.123 0.054
Novice 0.141 0.065

M: mean; SD: standard deviation; p: probability. p < .05 means that there is significant difference
between variables. The bold values indicate significant difference.

4 Discussion

The above results demonstrate that fixation duration, saccade frequency and entropy
all can indicate the difference of scan patterns of pilots with various expertise. How-
ever, it only works in certain flight phases, or different metrics are meaningful only in
certain situations.

4.1 The Effect of Pilots’ Expertise on Eye Metrics

The results of the fixation duration of different groups during the two phases are con-
sistent. It reveals significant difference on the fixation duration among the three groups
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and the fixation duration of the “expert” group is the longest. This is contrary to the pre-
vious researches, which show that longer fixation duration represents that longer time is
demanded to deal with the information [7]. One explanation could be that the information
presented by the cockpit display is understandable and even those who are unfamiliar
with it could get started quickly. Pilots in the “expert” group are more familiar with the
cockpit display and the problem-solving procedure. Thus, their scan patterns have high
efficiency. Conversely, pilots in the “medium” and “novice” group have to seek for the
location where the information needed is. The time for this process is much shorter than
the process of dealing with the information. In other words, pilots in the “expert” group
fixate in the intention of processing information instead of checking information.

Saccade frequency is another eye metric that can show the efficiency of pilots’ scan
patterns as saccades illustrate the process of searching [7]. The result suggests that
significant difference can be observed on the saccade frequency among the three groups
before alerting but no significant difference can be observed after alerting. In addition,
all the pilots in the three groups scanned more frequently after alerting. During complex
tasks, more searches are demanded and the percentage of invalid searches increases
largely leading to the decrease in search efficiency. No matter how experienced the pilot
is, it is inevitable to make more efforts to seek for useful information under complex
circumstances. As a result, the search efficiency differs significantly during the simple
flight phases and the saccade frequency is hard to predict in complex tasks.

No significant difference on the entropy among the three groups is observed before
alerting. It is probably because pilots’ scan patterns are more casual due to the low work-
load during simple task phases (before alerting). However, there is significant difference
on entropy among the three groups after alerting. Furthermore, before alerting, pilots in
the “expert” group have the lowest entropy and pilots in the “novice” have the highest
entropy while after alerting the result is the exact opposite. Previous work points out that
the novice tend to have lower entropy than the expert because they could be more cau-
tious during the task [10]. However, faced with the system failure or complex situations,
pilots are more concentrated and careful no matter how experienced they are. Thereby,
the former conclusion is only appropriate for the simple flight tasks. Comparing the
entropy before and after alerting, the expert can transform their scan patterns quickly to
adapt to various situations and guarantee the efficiency of information processing at the
same time. In addition, the “novice” group, with decreased entropy after alerting, is the
most special group as the entropy of the “expert” and “medium” group both increase.
Since the novice are in high tension throughout the flight, there may be other factors that
could slightly influence the entropy, such as the duration. To conclude, the entropy does
make sense when studying the effect of the pilots’ expertise.

4.2 Pilots’ Scan Patterns

All the three metrics of the “expert” group have the smallest standard deviation along with
the smallest entropy during the phases where the effect of pilots’ expertise has significant
difference on the metric. It suggests that experienced pilots’ scan patterns are more
systematic and consistent. Due to professional training and experience accumulation,
their search and information-acquisition strategies are optimized and of great efficiency.
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With longer fixation duration and lower saccade frequency, the pilots in the “expert”
group can quickly find the target information and follow the optimized scan path.

Given the entropy of the “expert” group, pilots’ scan patterns can be well described by
entropy as pilots have to strictly follow the steps of the checklists when performing tasks
[4]. Pilots retrieve relevant resources from memory, react quickly and make decisions
fast. All of the behavior is closely related to the expertise. The changing trend of entropy
of the “expert” group is relatively clear, so it is possible to apply the entropy to examine
cognitive workload, evaluate pilots’ performance, measure the training strategies and so
on [11]. As an eye metric, the entropy has not yet been taken full advantage of. More
attention should be paid to think about how the entropy reveals the implicit pilots’ visual
behavior and scan patterns.

The results obtained above are not exactly the same as the previous researches on eye
movement for that the conclusion derived from the study of analysis of eye movement
in other fields cannot be applied directly to the aviation domain. The pilot training is
standardized and each operation during the flight is normalized. Thus, the pilots’ scan
patterns could be different from those in other fields of human-computer interaction.
Furthermore, the failure pilots are faced with used to be urgent and severe. Under such
circumstances, the pilots’ scan patterns are stable and relatively easy to predict.

5 Conclusion

The objective of this study is to analyze pilots’ scan patterns and explore how efficient
scan strategies work by examining the effect of pilots’ expertise and flight complexity
on eye movement. Results show that there is a significant effect of pilots’ expertise on
eye movement metrics and eye movement could reveal pilots’ scan patterns. According
to the statistical analysis of the metrics, the fixation duration differs greatly among
different groups, the saccade frequency differs before alerting and the entropy differs
after alerting. Obviously, the complexity of the flight tasks is essential in the application
of eye movement. Moreover, the expert and the novice show quite different scan patterns.
The expert would search for information and make decision more efficiently. Due to the
standardized process during flight, the scan patterns of pilots tend to be systematic.
Thereby, the scan patterns of the experienced pilots are more worthy of studying. These
findings can be further applied to the pilot training, the role of pilots during the flight,
the interface design and the automation.

Future work is expected to concentrate on the visualization and quantification of scan
patterns in order to better understand the visual strategies of the pilots. What’s more,
the entropy could be a basis for further study of human factors in human-computer
interaction.
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Abstract. This research aims to provide insight regarding the impact of the
COVID-19 pandemic on ATCO (Air Traffic Control Officer) skill performance
and to identify the effectiveness of methods for reducing skill fade, as perceived
by controllers. A questionnaire was administered to fifty-six air traffic controllers
from three airports within a European state and an independent sample t-test was
then performed on the data output. 78% of controllers agreed to some degree that
their skill levels may have reduced since the beginning of the COVID-19 pandemic.
A significant difference was recorded in the response scores for controllers at a
large airport and controllers at smaller airports for six pandemic-related attitude
statements. Simulation sessions, checklists and face-to-face briefings recorded
the highest scores among methods for addressing controller skill fade. ATCO
responses suggest that controllers operating at large international airports per-
ceive higher levels of skill decay and may be more susceptible to the effects of
skill fade after prolonged exposure to low traffic levels. Skills associated with the
implementation of declarative knowledge are most susceptible to decay, particu-
larly if these skills are performed in isolation and without ‘integration complexity’.
Controller skill fade is a significant concern after the COVID-19 pandemic. As the
aviation industry begins to recover, ANSPs must assess the influence of sustained
low traffic levels on ATCO performance at a unit level and implement tools which
most suitably addresses the effects of skill decay.

Keywords: Air traffic control - Skill fade - COVID-19

1 Introduction

1.1 Background

The COVID-19 pandemic had a lasting effect on aircraft traffic levels across the globe. In
Europe, forecasts predict that it will not be until 2024 before traffic levels reach 95% of
2019 levels again [1], with this prediction being heavily dependent on the easing of travel
restrictions and widespread adoption of COVID-19 vaccines. Airlines, airports, and air
navigation service providers (ANSPs) have all experienced periods of sustained low

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
D. Harris and W.-C. Li (Eds.): HCII 2022, LNAI 13307, pp. 300-313, 2022.
https://doi.org/10.1007/978-3-031-06086-1_23


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06086-1_23&domain=pdf
https://doi.org/10.1007/978-3-031-06086-1_23

The Effect of the COVID-19 Pandemic 301

traffic levels during 2020 and 2021, leading to rising concerns that aviation professionals
may succumb to the effects of skill fade [2]. This skill fade, or skill decay, is associated
with “the loss or decay of trained or acquired skills (or knowledge) after periods of non-
use” [3] and has been identified as a significant hazard for ATCOs as traffic levels return
towards pre-pandemic levels. Thus, in anticipation of these increased traffic volumes,
busier ATC sectors, and higher levels of workload for controllers, ANSPs are required
to address any potential skill performance issues among ATCOs.

In collaboration with ANSPs, aviation safety organisations have published docu-
ments which aim to identify potential skill fade issues for ATCOs as the industry returns
to ‘normal operations’ [4, 5]. The output of this research therefore considers the effect
of the pandemic on ATCO skill performance, based on the feedback of controllers from
three airports within a European state. One of these airports is a large international
airport, which handled more than 30 million passengers a year before the onset of the
pandemic, while the other two airports operate lower levels of traffic, with pre-pandemic
traffic at both aerodromes ranging between 1.5-3 million yearly passengers. From April
to December 2020, passenger numbers for the larger airport dropped to below 4 million,
while less than 150,000 passengers flew through either of the other two airports during
the same period. By exploring controllers’ perceptions of skill fade at these units, this
study aims to provide information to allow ANSPs to consider any potential skill-related
issues arising from the COVID-19 pandemic.

1.2 Influence of Skill Fade on ATCO SKills

Before identifying which skills are most susceptible to decay, it first becomes neces-
sary to consider how declarative and procedural knowledge facilitate the learning and
performance of skills. Declarative knowledge encompasses factual information, while
procedural knowledge concerns the knowledge required to carry out a given task [6].
Henik et al. [7] found that procedural knowledge decays slower than declarative knowl-
edge and proposed that, as an individual develops expertise at a given task, procedural
memory is used increasingly more.

Lower levels of skill proficiency can result in a skill being more sensitive to skill
decay [8], as the individual must refer to stored declarative knowledge and cannot rely
on the ‘automated’ performance of a task associated with higher levels of expertise.
As explained by Stothard and Nicholson [9], developing expertise facilitates the con-
version of declarative knowledge to procedural knowledge (which is characterised by
‘autonomous’ learning) and reduces the potential for skill fade to occur when performing
a ‘routine’ task. Evidence for this concept was presented by Numminen et al. [10], who
found that there is a positive correlation between one’s own perception of competence
for a given skill and the frequency by which that skill is performed. Prospective memory
(which is associated with procedural knowledge) was also found to be superior when
individuals are presented with regularly occurring scenarios [11].

Although the performance of tasks can become ‘automated’, the associated skill(s)
can still be susceptible to skill decay if the task is learned to a high degree of automation,
but not routinely practiced [12]. Kim et al. [6] discuss the consequences of such scenar-
i0s, whereby a lack of skill implementation leads to decreased accuracy and increased
response times (as the operator considers previously learned declarative knowledge)
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when performing the task. The authors also advise that declarative knowledge can be
susceptible to degradation over time, but the operator may still be capable of performing
the task if new declarative knowledge is not required to accurately complete the task,
or if the knowledge cannot be forgotten (i.e., it is accessible in the environment). Thus,
“steps that are forgotten tend to be those that are not suggested by the previous sequence
of steps or by the equipment” [13]. In this case, skills which rely on “knowledge-in-
the-world” are more likely to be remembered and easier to re-learn after an extended
period of non-use, when compared to skills which are supported by knowledge stored
in memory [14]. For skills which rely on recalling knowledge from memory, Volz and
Dorneich [12] propose that workload levels increase as the individual attempts to revert
to the declarative knowledge when performance of a skill is reduced due to lack of imple-
mentation. Procedural memory was also found to be superior when measured against
declarative knowledge for the visual position of cues [15], which could have significant
implications for ATC operations. Ultimately, if controllers are task-saturated and relying
on declarative knowledge (due to inexperience or skill fade) to complete certain tasks,
this may inhibit their ability to read environmental cues and instigate tasks which do
not benefit from external cues. This is a risk that is reduced with operational currency,
as one study observed that task saturation was reduced for experienced helicopter pilots
who were capable of monitoring ‘the big picture’ of their operational environment [16].

EiBfeldt [17] identified that controllers consult previous knowledge and real-time
information when establishing situational awareness. The author refers to Endsley’s
[18] model for establishing situational awareness and describes that the three levels of
Endsley’s model (perception of environmental elements, comprehension of current sit-
uation and projection of future status) are “supported or impaired by limited supply of
attention and/or working memory, by poor or incorrect mental models or by inadequate
goals.” Should the skills that facilitate controller tasks become decayed, effective pro-
cessing of information will therefore be delayed or obstructed as the operator reverts
to declared knowledge to perform the required task(s). This hazard was identified by
Eurocontrol [19], who warned that such a scenario could lead to a controller being “un-
able to maintain full situational awareness for timely conflict detection and resolution in
the entire area of responsibility, in particular in traffic spike periods.” Since declarative
knowledge is more susceptible to skill decay [2], the inputs for establishing situational
awareness become limited if the skill which supports the task has not been activated in
a substantial period. Childs and Spears [20] summarise this occurrence as being a result
of inadequate “cognitive monitoring”, whereby the automatic element of performing the
task is limited by the “rapid” decay of the cognitive components (declarative knowledge)
which facilitate the process.

Having been exposed to consistently low traffic levels during the pandemic, it is
possible that ATCO skills have decayed due to lack of use, although all skills may not be
subject to the same rate of decay. Vlasbom et al. [21] suggest that “a complex cognitive
task, and the associated required competences, are generally better retained over time
than tasks that only require simple, univocal skills such as applying a certain procedure.”
EASA [2] refer to this as ‘integration complexity’, whereby the more integrated a set of
skills are, the higher the resistance of those skills to decay. Tasks of higher complexity can
provide cues which allude to the steps to be taken when performing the task, provided
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that the associated skills were highly familiar to the ATCO before the risk of skill
fade was introduced [9]. Skill retention can be measured by recall and recognition, and
Stothard and Nicholson [9] point to a study by Semb and Ellis [22] which demonstrates
that recognition tasks are retained better than recall tasks. If ATCO tasks follow a clear
sequence of steps, therefore, recollection of the process may be superior when compared
to the ability to recall the steps to a task. Additionally, controller skills which are low in
complexity and are rarely performed during periods of low traffic are highly susceptible
to skill decay, particularly if they are associated with ‘recalling’” knowledge.

1.3 Methods for Reducing Skill Fade

Simulation tools are the most effective method of creating a realistic ATC environment
and by using this type of training “controllers are expected to build up an inventory of
technical skills and revive procedural knowledge during short courses on high-fidelity
simulators” [23]. For students with no previous ATC experience, exposure to ATC simu-
lator sessions also increased their own self-perceived knowledge and [24]. Once an initial
base of technical ATC skills has been developed for an ATCO, however, simulations may
not be the only effective method available for reducing skill fade. Sanders et al. [25]
report that “after initial instruction and a session of monitored physical practice, men-
tal imagery rehearsal was as effective as physical practice in learning surgical skills.”
This suggests that ATCOs can benefit from training methods which sufficiently facilitate
mental rehearsal of practices without the aid of a simulator, if skills were initially learned
to an expert level. For ATCOs, this type of training method could include face-to-face
briefings, presentations and information packages which provide the individual with the
resources that are necessary to engage in mental imagery rehearsal.

Research on skill fade was also conducted in the aviation domain before the onset
of the pandemic. Sitterly et al. [26] considered the effectiveness of various training
methods for reducing skill fade in pilots. After four months of no practice, pilot per-
formance was found to have reduced for operation of the flight controls and for tasks
which involved implementing procedures (which are associated with the application
of declarative knowledge). Three methods were assessed to reduce this degradation:
“static rehearsal (checklists and briefings), dynamic rehearsal (briefings and videotaped
flight presentations), [and] dynamic warmup practice (closed loop simulator practice)”.
Static rehearsal methods demonstrated the highest value and cost benefit advantages
when addressing issues associated with skill fade, meaning that these training methods
could be highly effective for providing ATCOs with ‘reminder’ information ahead of a
‘ramp-up’ in traffic levels. By largely focusing on the declarative knowledge required to
carry out tasks which have been rarely performed since the onset of the pandemic (e.g.,
implementing arrival spacings during low-vis operations which are dependent on the
‘category’ of the preceding aircraft), results from the study suggests that static rehearsal
methods could be used effectively to counteract ATCO skill fade. As described by Childs
and Spears [20], the method of training should be dependent on the type of skills that
required addressing, as “it would make little sense, for example, to employ computer-
generated image displays in conjunction with a simulator having low control fidelity
for upgrading complex control skills.” It is important, therefore, that the ATC training
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methods which are implemented are fit for purpose and are allocated based on their
suitability for adequately addressing the type of skill(s) in question.

2 Method

2.1 Participants

Fifty-six Air Traffic Control Officers from three separate terminal control units took part
in the research. Forty-eight of the participants were male, seven participants were female,
and one participant elected not to submit gender information. Participants advised the age
category (prescribed in five-year segments) in which they belonged, and submissions
were received ranging from the ‘21-25" to ‘5660 years-old age categories. Similar
categories were prescribed for recording years of controllers’ work experience, and
responses were collected ranging from the ‘1-5’ to ‘31-35’ years of experience cate-
gories. All participants exercised air traffic control ratings at the time of the research and
were based at one of three airports in the same European Country. ‘Unit A’ is a large
international airport, while ‘Unit B’ and ‘Unit C’ provide an ATC service to smaller air-
ports. Due to the similar operational characteristics of “‘Unit B’ and ‘Unit C’, the results
from these two units were grouped together when analysing the data.

2.2 Research Design

Data collection took place over a two-week period, from 14th-27th July 2021. A URL
link to the questionnaire was sent to each of the participants, which included a briefing
on the background to the research and how the research data would be collected. The
average time taken to complete the questionnaire was 12 min and 55 s.

An Independent sample t-test was performed using IBM SPSS Statistics (Version
26) to ascertain if there was a significant difference in the recorded scores for ‘Gender’,
‘Age’, ‘Experience’, ‘Unit’ and ‘Rating’. Q-Q plots were produced and assessed to verify
the assumption of normality for the data, and Levine’s test was used to understand if
data samples in each group complied with the assumptions of homogeneity of variances
(p > 0.05). A Cohen’s d value was also calculated to ascertain the independent sample
effect sizes for each of the examined groups.

3 Results

3.1 Operational Concepts

Eight statements which related to operational concepts were presented, and participants
were required to indicate their level of agreement to each statement. The eight statements
are displayed in Table 1 below.
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Table 1. Operational concepts

Code | Statement

01 “I feel that my overall skill when performing controller tasks may have reduced since
the onset of the pandemic”

02 “I am motivated by the thought of operating under busy traffic levels again”

03 “I will add an extra ‘buffer’ between aircraft spacings, separation standards, etc.,

while I get re-accustomed to busy traffic levels”

04 “I felt that my skill level significantly increased after my most recent simulation
refresher day”

05 “My general knowledge of procedures has reduced throughout the pandemic”

06 “I am confident in my ability to recall and apply any new procedures that have been
introduced over the last year, without error”

o7 “I believe that general adherence to procedures has NOT declined as a result of the
pandemic”
08 “When traffic returns to busy levels, I will be more likely to arrive at my workplace

early, in order to take extra time to prepare for my duty, read notices, etc.”

02 recorded the highest mean score response for any statement (M = 4.05, SD =
0.862), with 80.3% of participants indicating that they were motivated by working under
increased levels of traffic once more. This statement was also the only statement not to
record a ‘Strongly Disagree’ response, and it maintained the lowest overall frequency of
disagree-type responses (7.1%). The second-highest response score was recorded for O1
(M = 3.86, SD = 1.017), whereby 78% of controllers agreed to some degree that their
skill levels may have reduced since the beginning of the pandemic. 10.8% of controllers
disagreed that their skill levels may have decreased, with half of these participants
selecting ‘Strongly Disagree’ and the remaining participants selecting ‘Disagree’. When
asked to consider if they would add an ‘extra-buffer’ between separation standards as
they get reaccustomed to busy traffic levels, 67.9% of participants indicated that they
would. This statement therefore recorded the third highest level of combined agreeing
responses (M = 3.62, SD = 1.037). 06 M = 2.93, SD = 0.931) and O7 (M = 3.13,
SD = 1.08) relate to the recollection and application of procedures and recorded the
highest frequency of disagreeing responses, with 39.3% of controllers disagreeing to
some degree with both statements.

An independent sample t-test was implemented to identify any significant differ-
ence between demographics’ responses to each of the eight operational statements. No
significant difference was identified in the scores for years of experience or age. One
set of responses was identified to have significant difference for gender groups, with a
significant difference in scores identified between males (M = 2.85, SD = 0.97) and
females (M = 4.43, SD = (0.79) for statement O8; t = —4.792, p < 0.05,d = —1.64. A
significant difference in the response scores for O8 was also detected for Radar (M =
2.74, SD = 1.06) and Tower (M = 3.48, SD = 0.96) controllers; t = —2.69, p < 0.05,d
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= —(0.72 with this statement yielding the only significant difference in response scores
attributable to ‘Rating’ for the ten operational statements.

A significant difference was also identified in the scores of Unit groups for five of
the operational statements. Response scores for both unit groups exhibited a significant
difference for O1, O3, 04, O5 and O6. ‘Unit A’ recorded a higher mean score for four
of the operational statements, with ‘Units B and C’ only recording a higher mean score
for O6.

3.2 Controller SKkills

Although all seventeen skills were applicable to Radar controllers, only ten were appli-
cable to the role of a Tower controller. Based on participants’ responses, the ability
to recall procedures was identified as being the skill that the group believed was most
likely to have reduced by some degree (M = 2.23, SD = 0.572). 67.9% of ATCOs
indicated that they believed their ability to recall procedures was ‘Slightly Reduced’
compared to pre-pandemic operations, with an additional 5.4% of controllers indicating
that this skill has ‘Greatly Reduced’. This skill also recorded the lowest ‘Unchanged’
value (25%), thereby indicating that the sample population believe that this skill was the
most susceptible to some form of change after the COVID- 19 pandemic.

Coordinating with other sectors (M = 2.54, SD = 0.602) and maintaining situational
awareness (M = 2.54, SD = 0.631) recorded the second-lowest mean scores, while
receiving a handover recorded a mean score of M = 2.61 (SD = 0.652). The efficient
handling of VFR flights (M = 3.2, SD = 0.724) recorded the highest overall mean score
for any of the assessed skills, with the skill receiving the greatest number of combined
‘Slightly Increased’/’Greatly Increased’ responses (32.2%). Handling VFR flights was
also the only skill included in this study which recorded a mean score above M = 3.
Resolving conflicts received the largest number of ‘Unchanged’ responses, with 66.1%
of participants indicating that this skill has been unaffected by the low traffic levels
experienced during the pandemic.

A significant difference in scores between ‘Age’ groups was recorded for delivering
a handover and resolving conflicts. For delivering a handover, ages 21-40 recorded a
mean score of M = 2.45 (SD = 0.87), while ages 41-60 recorded a mean score of M =
2.89 (SD =0.42); t = —2.44, p < 0.05, d = —0.2. The mean score for the younger age
group was lower for resolving conflicts, however, with ages 21-40 recording a score of
M = 2.83 (SD = 0.38) and ages 41-60 recording a score of M = 2.5 (SD = 0.64); t =
2.16,p < 0.05,d = 0.59.

Observation of the independent sample t-test results for ‘Experience’ groups also
revealed a significant difference in scores for delivering a handover and receiving a
handover. For delivering a handover, the less-experienced group recorded a score of
M = 2.42 (SD = 0.81), while the higher-experienced group recorded a score of M =
2.96 (SD = 0.46); t = —3.16, p < 0.05, d = —0.80. Receiving a handover results were
similar, with the less-experienced group recording the same mean value of M = 2.42
(SD = 0.72) and the higher-experienced group recording a slightly lower mean value of
M =2.84 (SD =0.47); t = —2.63, p < 0.05,d = —0.67.

Skills which were specific to radar controllers (N = 33) recorded mean scores in
the range of M = 2.12-2.42, and so ATCO responses indicate that the seven skills
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have reduced when compared to skill performance before the onset of the COVID-19
pandemic. Vectoring traffic (M = 2.42, SD = 0.663), sequencing aircraft for presentation
to next sector M = 2.42, SD = 0.561) and implementing correct departure/arrival
spacings (M = 2.42, SD = 0.708) all recorded the highest mean scores. Managing
aircraft in a hold recorded the lowest mean score of all radar-specific skills, with M =
2.12 (SD = 0.82).

Although appropriate application of speed control did not record the lowest mean
score (M = 2.15, SD = 0.566), participants’ responses indicate that radar controllers
believe that it is the most susceptible to some form of decline, with over half of radar
controllers (53.6%) indicating that this skill has reduced. It did not record the highest
‘Greatly Reduced’ response rate, however, which was recorded by managing aircraft
in the hold (16.1%). The highest recorded ‘Unchanged’ value among radar skills was
associated with sequencing aircraft to a hold, which recorded an ‘Unchanged’ response
frequency of 62.5%.

3.3 Reducing Skill Fade

Simulation exercises recorded the highest mean value (M = 3.71, SD = 0.91) of all meth-
ods, while emails containing information resources recorded the lowest mean value (M
= 1.79, SD = 0.825). Checklists (M = 3.5, SD = 0.915) and face-to-face briefings
M = 3.32, SD = 0.855) recorded the second and third highest mean values respec-
tively, and these were the only methods which did not receive a ‘Not at all Effec-
tive’ response. Both methods also recorded the same frequency of ‘Highly Effective’
responses (35.7%), although checklists recorded a higher number of ‘Extremely Effec-
tive’ responses (14.3%), compared to 7.1% for face-to-face briefings. Electronic briefings
which display ‘reminder’ information (M = 2.48, SD = 0.738) and procedures from the
previous fifteen months (M = 2.52, SD = (.786) scored similar mean values. Neither of
these two methods recorded an ‘extremely effective’ response from a participant. Face-
to-face briefings and checklists were the only methods which did not receive a ‘Not at
all Effective’ response.

The scores associated with simulation exercises demonstrated a significant difference
for males (M = 3.58, SD = 0.9) and females (M = 4.43,SD =0.79); t = —2.4,p < 0.05,
d = —0.98, while scores for checklists, copies of procedures and safety information were
also significantly different for males (M = 3.38, SD = 0.87) and females (M = 4.14,
SD =0.9); t=—2.18, p < 0.05, d = —0.88. No significant difference was observed for
either of the groups within the ‘Age’ or ‘Experience’ demographics.

Rating groups recorded significantly different values for two of the listed methods.
A significant difference in values was recorded between Radar (M = 3.06, SD = 0.89)
and Tower (M = 3.64, SD = 0.7) controllers for face-to-face briefings (t = —2.64, p <
0.05,d = —0.71), and between Radar (M = 1.48, SD = 0.724) and Tower (M = 2.16,
SD = 0.8) controllers for emails which contain links (t = —3.31, p < 0.05, —0.89).

The only method responses to have significantly different values for the Unit groups
were attributable to simulation exercises, whereby Unit A responses recorded a mean
value of M = 3.87 (SD = 0.82) and Unit B and C recorded a mean value of M = 3.09
(SD = 1.04); t =2.68, p < 0.05, d = 0.90.
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4 Discussion

The topics examined in this paper concern the influence of skill fade on ATCOs after
the COVID-19 pandemic. By analysing the feedback of current air traffic controllers,
this research attempts to identify how ATCOs perceive the pandemic’s influence on skill
performance. In addition to this, the study also aims to consider how various training
methods can be employed to reduce the effect of skill decay. Based on the data collected
from the research, it is proposed that skill fade arising from the pandemic is a significant
concern for ATCOs in 2021, as traffic levels begin to return towards 2019 levels. Despite
this, the data collected suggests that controllers are largely motivated to return to operate
control busy levels of traffic once more, as the industry recovers from the pandemic’s
influence.

It should first be noted that ATCOs’ perceptions of experienced skill fade are sig-
nificantly different for ‘Unit B and C’, when compared to their colleagues in ‘Unit A’.
Thus, based on the feedback from controllers, it is suggested that ATC staff providing a
service at busier aerodromes may be more susceptible to the effects of skill fade after the
pandemic. This is likely due to the relatively large change in operational tasks performed
by ATCOs at busy airports which occurred during the pandemic, in comparison to the
changes in operational tasks performed at smaller terminal units. Crucially, Numminen
etal. [10] outline that a positive correlation exists between the frequency by which a skill
is implemented and an individual’s own perception of their competence for performing
that skill. This potentially explains the significant difference in results between units, as
the relative change in types of tasks performed at busier units is likely to be significantly
greater than the change in tasks typically performed at smaller units. ATCOs providing a
service to a busy aerodrome before 2020, for example, may have performed daily tasks
which were rarely experienced during the pandemic (e.g., control traffic on a Standard
Terminal Arrival Route, implement holding procedures, sequence multiple aircraft to
provide specific ‘gaps’, etc.). In comparison, the daily tasks for ATCOs at smaller units
will not have changed to the same degree, as the influence on variation of tasks during
lower traffic numbers is considerably less than that of busier airports. Further support
for this theory is based on the significant difference in responses between ‘Unit’ A and
the two other units, when ATCOs were asked to consider if they would apply an extra
“buffer” between aircraft as traffic levels increase. ‘Unit A’s substantially higher score
for this dynamic implies a self- awareness of reduced ability among these ATCOs, while
the tendency to implement additional precautions was not reflected in the responses of
‘Unit B and C’. It is likely that this self-awareness for ‘Unit A® ATCOs also stems from
participants’ most recent experience in a simulator, where controllers were occasionally
assigned to handle busy artificial traffic while real-life traffic levels remained low. This is
also represented by the significant difference between unit groups for O4, whereby ‘Unit
A’ controllers recorded a considerably higher score when asked to consider if their skill
level had increased after the most recent simulator session. Once again, it is proposed
that the relative difference in variation of operational tasks performed, in comparison to
routine tasks performed during pre-pandemic and/or simulator operations, is responsible
for the higher scores generated by ‘Unit A’ in response to the operational concepts.

As advised by Stothard and Nicholson [9], lower levels of expertise can result in an
individual being more susceptible to skill decay, since the required expertise to convert
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declarative information to procedural information is absent. Based on this concept, one
might therefore expect to observe a significant difference between the response scores
of controllers with ‘1-15 years’ and ‘16-35 years’ experience. It is possible that this is a
consequence of measuring ‘perceived’ skill fade from the perspective of the controller,
however, as opposed to measuring ‘actual’ skill fade. Thus, it could be argued that
controllers with lower operational experience may not realise the degree to which they
are susceptible to skill fade (i.e., unconscious incompetence), while controllers of greater
experience may appreciate the implications of prolonged periods of low operational
intensity to a greater degree. This concept is consistent with the theories presented by
Kim et al. [6], who proposed that the operator can still perform a task if relying on
declarative knowledge, provided that accurate completion of the task is not required. In
the case of an ATCO with low levels of operational experience, therefore, it may not
be until the controller is required to complete a time-sensitive task under high levels of
workload before a vulnerability to skill fade is recognised. As mentioned above, this
is a hazard which has also been recognised by Eurocontrol [19]. Thus, although no
significant difference was observed in the data output, this is still a hazard that should
be monitored carefully by ANSPs to ensure that ATCOs with lower levels of experience
are appropriately supported.

While ANSPs can implement methods to reduce the effect of skill decay among staff,
responsibility also lies with the individual for ensuring that they are suitably prepared
to provide a safe and efficient ATC service. ATCOs should observe warnings from
the reviewed literature, which suggests that controllers are likely to operate at reduced
performance levels, as they revert to increased observation of declarative knowledge
when workload levels increase [6, 20]. While ATCOs are required to allow sufficient
time for briefings before each duty, it could be proposed that extra time should be
allocated before a shift to facilitate the review of procedures/notices (associated with
declarative knowledge) and mentally prepare for the duty ahead. Although this tendency
was reflected in the O8 responses of “Tower’ controllers, ‘Radar’ controllers’ responses
were observed to be significantly different for this dynamic. When assessed alongside the
responses to skill fade for the list of individual skills, this attitude may present a hazard
in the context of receiving/delivering handovers. Mean score results for ‘receiving a
handover’ and ‘delivering a handover’ suggest an awareness of degradation for these
skills, which is likely due to the low operational complexity associated with handovers
since the pandemic began. Interestingly, the group with ‘1-15 years’ experience recorded
a score for delivering and receiving a handover considerably lower than their more
experienced colleagues. Since Pounds and Ferrante [27] report that 35% of operational
errors in ATC occur within twenty minutes of receiving a handover, reduced performance
when delivering/receiving handovers for lesser- experienced controllers could present a
significant hazard as sectors become busier. This hazard becomes greater if the controller
operates a radar position, as it is less likely that the ATCO will have taken extra time to
arrive early and prepare for the duty. As mentioned above, EASA [28] have recognised
the importance of mental preparation for all aviation workers to reduce the potential
for hazards such as this to occur. It is therefore recommended that ANSPs promote the
themes covered in EASA’s ‘Ramp Up — Be Ready, Stay Safe’ campaign to all staff, with
particular focus on ‘Radar’ controllers.
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As proposed by Numminen et al. [10] and Soldatov et al. [29], there appears to be
a positive correlation between ATCOs’ perceptions of experienced skill fade and the
rate for which the associated skill is implemented. It is unsurprising, therefore, that
providing a Flight Information Service (FIS) to aircraft was the only skill included in
this research that was not suggested to have decreased among controllers. Although local
travel restrictions limited Visual Flight Rules (VFR) traffic for a number of months after
the onset of the pandemic, VFR traffic levels were observed to closely represent levels for
2019 in the weeks which preceded the data collection for this research. Since the service
provided to commercial traffic is typically prioritised over VFR traffic, reductions in
airline movements over the pandemic has facilitated ATCOs in providing high levels of
service to VFR flights. This increased interaction with VFR aircraft is therefore likely to
have contributed to the skill recording the highest mean score among ATCO participants.
The reduction in airline traffic was also represented in the response scores for skills which
are most associated with the handling of busy levels of commercial traffic, with the ability
to recall procedures quickly recording the lowest score for all skills within the combined
‘Radar’ and ‘Tower’ group. Lower scores were recorded for ‘Radar’ specific skills and
almost all of these skills require recalling declarative knowledge regarding procedures.
‘Managing aircraft in a hold’ recorded the lowest mean score among ‘Radar’ controllers
and is an example of such a skill, as it requires the application of a procedure which has
rarely been implemented by ATCOs over the course of the pandemic. Sequencing to/from
a hold and implementing the correct spacings between aircraft are other examples of
skills which were performed infrequently over the pandemic and require the recollection
of declarative knowledge. It is reasonable, therefore, that the mean scores for these skills
was also recorded to be low. As outlined in the reviewed literature [13, 20], delays will
occur when ATCOs attempt to access the declarative information required to implement
these skills under busy traffic levels.

It is well recognised that ANSPs implement simulators as a primary training tool,
since they are the most effective method for creating a realistic ATC environment [23].
Simulators provide a method for training and assessing ATCO skills in a true-to-life
manner and can be adjusted to focus on the use of specific skills or operation of specific
scenarios. Cant et al. [3] highlight the value in this characteristic by stressing that an
operator should be exposed to a training method which best simulates a busy opera-
tional environment, particularly if the operator has not experienced the high workload
levels within the real-world environment for a prolonged period of time. It is little sur-
prise, therefore, that simulators recorded the highest mean score among participants for
effectiveness when addressing skill fade. Additionally, ‘Radar’ controllers perceive the
effectiveness of simulator tools methods to be significantly higher compared to ‘Tower’
controllers, which is likely a result of the relative extent by which simulators can repre-
sent a real-life environment. Where radar displays can visually represent an operational
scenario to highly accurate degree, the components of tower simulators lack the same
realism that can only be experienced by controlling aircraft in a real-life visual control
tower.

While it is acknowledged that simulators can address a wide range of ATCO skills,
the literature suggests that other tools may be equally as effective for skill fade, depend-
ing on the type of skill to be addressed [25, 30]. In addition to this, the resources
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required to operate simulators can mean that they are costly tools to implement on a
large scale. Given that the lowest recorded mean scores in this study related to the rec-
ollection and implementation of procedures, skill fade influencing these abilities may
be best addressed by introducing the static rehearsal promoted by Sitterly et al. [26].
Results from this study support this concept, based on checklists near operational posi-
tions and face-to-face briefings recording the second and third highest scores among
all methods. Since these methods facilitate the review of declarative knowledge that
may not have been frequently applied during the pandemic, both of these tools are a
cost-effective method for addressing skill fade among controllers. Most importantly,
these static rehearsal tools have the added benefit of specifically addressing an ATCO’s
declarative knowledge stores, which may have been subjected to effects of skill fade
during the pandemic. The significant difference in recorded scores between ‘Rating’
types for face- to-face briefings is also likely to be a result of the interactive element
of the training tool. ‘Tower’ environments are dynamic and may be subjected to large
numbers of daily operational notices, including details of airport infrastructure works or
temporary changes in operational procedures. Thus, by providing an ability to interact
with an ‘expert’ during face-to-face briefings, ATCOs’ questions and concerns can be
directly addressed.

5 Conclusion

This research provides insight into ATCOs’ perceptions of the effect of the COVID-
19 pandemic on skill performance and considers the effectiveness of various tools for
limiting the harmful effect of skill decay. Controller skill fade is a significant concern
as traffic levels begin to increase after the pandemic. This research demonstrates that
controllers operating at large international airports perceive higher levels of skill decay
and may be more susceptible to the effects of skill fade after prolonged exposure to
low traffic levels. Skills associated with the implementation of declarative knowledge
are most susceptible to decay, particularly if these skills are characterised by low levels
of ‘integration complexity’. If the influence of skill decay is not suitably addressed
before controllers operate in a busy sector, there is a risk that performance of tasks
will take longer, and accuracy will decrease. While simulators are an effective method
of addressing ATCO skill fade by replicating busy real-world scenarios, they are not
the only effective method for addressing skill fade issues arising from the pandemic.
Static rehearsal methods, such as checklists and briefings, are effective and inexpensive
methods of addressing ATCO skill fade. These tools can also be modified to present
declarative knowledge based on the requirements of the applicable unit. ANSPs must
therefore monitor the areas of skill performance which require attention and implement
the most suitable tool to address potential skill fade issues.
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Abstract. There are different designs of inceptors applied in the mod-
ern flight deck. How do pilots define how to precisely control the aircraft
as their intention? Ten pilots have been asked to take part in the flight
simulation trials. They were given tasks to execute using sidestick, Xbox
gamepad and touchscreen controller and provide feedback using the Sys-
tem Usability Scale. The aim was to investigate the feasibility of replacing
conventional inceptors in aircraft. The results have shown that there is
a potential in introducing alternate Human-Computer Interaction (HCI)
methods in the flight deck, especially in terms of learnability, however
there is still a lot of work before it happens. This paper summarises the
‘pilot study’ results and shows the potential for further research.

Keywords: Flight simulation - Control inputs - Human-computer
interactions - System usability - Touchscreen - Inceptors

1 Introduction

Handling qualities as an engineering field has developed hand in hand with the
discipline of flight control engineering since the beginning of aviation. This is
evident from the stability and control focus of the Wright Brothers [15] and the
work of Norton on roll damping in 1923 [12]. Methods and tools for handling
qualities assessment have had to evolve with every significant advancement in
flight control design. This is exemplified by the works of McRuer [11], Hodgkin-
son [4] and Klyde [6] that effectively chart Western evolution in the study of
handling qualities targeting problems specific to each new flight control technol-
ogy. Moreover, methods for collecting qualitative pilot feedback and commentary
(such as that of Cooper and Harper [3]) have also been a fundamental aspect of
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handling qualities. Pilot workload and overall experience can also be collected
using metrics such as the System Usability Scale (SUS) [8,10] (used in the work
presented here). A traditional handling qualities engineer has so far focused on
flight control architecture, stick feel systems and experimental testing (design,
execution and analysis) for demonstrating performance, while at the same time,
interacting with various engineers from all disciplines to ensure the aircraft can
satisfactorily perform all mission task elements. An interaction that has seen
very limited change is the interface with human factors engineers in the design
of inceptors. Not much has changed from the pilot’s perspective with regards
to inceptors found in the cockpit of large commercial transport aircraft. What
was found for manual control on the Airbus A300 and the Boeing 707 can be
found replicated on the Airbus A350 and the Boeing 787, albeit with significant
‘back-end’ changes in the flight control system. Today, the advancement in cock-
pit automation together with the envisioned changes in the role of the pilot has
led to researchers questioning the suitability of existing inceptors and wondering
whether better alternatives exist.

Recent work in the field has explored designing a control system that helps
pilots with limited experience to fly safely [13] with emphasis on aspects of learn-
ability and safety. Experimental research done by Efremov et al. has shown that
type of the inceptor is a key variable shaping the dynamics of the pilot-vehicle sys-
tem and its design parameters (such as its position in the cockpit, or whether it
senses displacement or force, its stiffness and damping) can significantly influence
pilot performance. For example, sidesticks were found to increase time delay in
scenarios focusing on lateral channel movement (roll tracking) as compared to lon-
gitudinal channel (pitch tracking). Furthermore, choosing either force sensing or
displacement sensing inceptors can significantly effect the phase delay introduced
by the pilot and therefore, overall performance when executing specific tracking or
compensatory tasks. [1,2,16] However, to date much of this exploration has been
limited to traditional inceptors such as sidesticks and control columns. The work
presented here is a first step towards exploring the suitability of radically different
alternatives. The aim of this research is to test the feasilibity of designing a new
replacement control inceptor based on gamepads and touchscreens, as suggested
in the authors’ previous work [7]. The study aims to test the following hypotheses,
using data collected from piloted flight simulator trials:

H;: “There is a significant difference in pilot’s feedback on system usability
among three control inputs”.

Hy: “There is a significant difference in pilot’s variance of error among three
control inputs”.

2 Experimental Setup

This section presents the methodology used in this research. The data was gath-
ered using a ‘pilot study’ method [5]. Ten licensed pilots were invited to partic-
ipate in a flight simulator experiment, involving executing tasks using different
types of aircraft control inceptors.
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2.1 Participants

Ten participants holding a valid piloting license, aged from 24 to 63 (M = 39.60,
SD! = 12.19) with fixed-wing total flight hours experience ranging from 800 to
13300 (M = 5810, SD = 3847) took part in this research. Majority of them have
an airliner-type rating (Airbus A320 family or Boeing B737-400/B747-400) and
8 of them were flight instructors. All of them were right-handed.

2.2 Environment

The trials were conducted in an engineering flight simulator called Future Sys-
tems Simulator (FSS), shown in Fig. 1. It was developed by Cranfield University
and Rolls-Royce in order to test various aerospace technologies, from the engine
systems to Human-Machine Interface (HMI). For the purpose of this research, it
was modified to accommodate the trials involving different inceptors. Tests were
conducted using an aircraft model of a generic long-range business jet based on
Gulfstream G550.

Fig. 1. Future Systems Simulator (FSS), located at Cranfield University. The flight
deck consists of touchscreen monitors and the cockpit is modular and fully reconfig-
urable; the shroud can also be taken away to accommodate simulation of drone flight
or air traffic management.

2.3 Trial Procedure

Each participant had to fill in a demographic questionnaire, followed by a video
briefing explaining the aims and objectives of the study. After that they were
seated in the flight simulator cockpit and shown the inceptor briefing. The order

! Standard Deviation.
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of inceptors was randomised. For each inceptor, the pilot had been given 1 min
of a test flight to get accustomed to the inceptor and aircraft dynamics. Four
tasks followed after that, described in Subsect. 2.5. After completing the tasks,
they were given a SUS questionnaire. When they tested the three inceptors, they
were given a final feedback questionnaire to fill in. The trial procedure is shown
in Fig. 2.

[ Demographic questionnaire ]

[ General briefing ]

|

[ Inceptor briefing ]4—

( Testflight |

A 4
Disturbance Rejection Vertical —
lateral channel (DRV)

Horizontal — longitudinal

‘ Disturbance Rejection
channel (DRH)

s10)daoul 231y} 8} JO
yoea oy pajeaday

[ Landing, No disturbance (LN |

[ Landing with Disturbance (LD) |

[ Inceptor SUS questionnaire ]—

[ Final feedback questionnaire ]

Fig. 2. Diagram showing the trial procedure. The middle part from Inceptor briefing
to SUS questionnaire is repeated three times, each for different inceptor explored in
this study.

2.4 Inceptors

The study uses the following inceptors:

Sidestick: The default FSS controller is a sidestick, shown in Fig.3. It is a
passive displacement sidestick with a custom-made handle, mounted on a base
of Thrustmaster HOTAS WARTHOG™, Passive sidesticks are used in Airbus
A320, among other aircraft and the total number of cockpits equipped with
passive sidesticks have increased significantly over the period of 2007 to 2017.
14]



318 W. T. Korek et al.

Gamepad: Xbox gamepad controller was chosen to investigate how pilots with
different backgrounds in using the gamepad for video games will adapt and
perform the various tasks. Participants were asked to hold the controller in both
hands but only use their right thumb to move the right stick, while resting both
hands on the extendable tray in front of them, as presented in Fig. 4.

Touchscreen: The touchscreen controller is a modified mobile touchscreen dis-
placement stick. It is located in the centre of PFD, as shown in Fig. 5. The Y-axis
is reversed in order to allow the aircraft to go in the direction pointed by the
subject. Participants were asked to use their right index finger to interact with
the inceptor.

None of the controller types are active inceptors, and therefore no tactile feedback
is provided to the pilots.

» wnoe

4
= ¥

Fig. 3. FSS sidestick. Fig. 4. Xbox gamepad.

2.5 Tasks

Four tasks were developed for the purpose of this study: two main scenarios,
each divided into two sub-scenarios:
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Fig. 5. Touchscreen controller.

Disturbance Rejection Task - (1) Vertical/(2) Horizontal Axis: Depend-
ing on the axis, the pilot was required to (a) keep the flight path vector indicator
on the horizon line of the attitude indicator (Vertical Axis, Fig. 6) or (b) keep the
roll indicator on the centre position of the indicator (Horizontal Axis, Fig. 7). The
task started with 5s of no disturbance, then the disturbance signal was injected
to the inceptor signal for 45 s, followed by 10's for a cooldown. For each of the sub-
scenarios, the other control channel was disabled, so the pilot was only able to
move up and down or left and right, for respective vertical /horizontal tasks.

Landing Task - (1) Without Disturbance/(2) with Disturbance: The
pilot was required to perform a landing. The starting position of the aircraft
was Hmin away and in 54.5° offset angle to the runway. Initial speed was 150
knots (0.25 Mach), altitude was 1400 ft and heading was 90°. Desired glide slope
was 3°. (a) First sub-scenario did not have any disturbance. (b) In the second
sub-scenario, 5s after start, the disturbance was introduced to both inceptor
channels - vertical and horizontal and it lasted for 90s. This is how long it took
for the aircraft to reach the runway.

For all types of tasks, weather conditions were clear and there was no wind
(only simulated turbulence as a disturbance). There was no other air or airport
traffic. The disturbance tasks were chosen to familiarise the pilot with control in
only one channel, and then to put both channels to the test in a landing scenario
(harder and easier - with and without added disturbance). The disturbance signal
was pre-generated using a sum-of-sines forcing function [9]. The disturbance
signal is different for each task, but kept consistent between participants. The
following data was collected from each session:
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Fig. 6. Disturbance Rejection Vertical Fig. 7. Disturbance rejection horizontal
task objective - keep the flight path task objective - keep the roll indicator on
vector indicator on the horizon line of the centre position of the indicator.

the attitude indicator.

1. Demographic information, experience with piloting aircraft and attitude
towards introduction of touchscreen technology in aircraft;

2. Pilot’s control input data - raw and with added disturbance;

3. Flight simulation data - aircraft aerodynamics.

As this study focuses exclusively on pilots’ behaviour while interacting with
control surface inceptors, all other cockpit elements such as engine throttle, land-
ing gear, flaps and spoiler levers, brakes and autopilot control were automated
to minimise pilot’s workload. Moreover, participants were told to minimise usage
of the rudder pedals while in flight.

3 Results and Analysis

Preliminary data recorded by the authors before the trials have shown differ-
ences in root mean square (RMS) error in sidestick and touchscreen controller
deflection and performance in keeping the disturbance rejection task’s target.
Interestingly, sidestick and gamepad results had similar RMS error values, as
seen in Table 1.

The ‘pilot study’ trials have shown that, throughout the experiment, pilots
would give highest SUS scores for the sidestick, however according to findings of
Mclellan et al., users tend to put 15—16% higher scores for systems they already
know [10]. With that in mind, it can be assumed that the scores for gamepad and
touchscreen would be greater if participants had previous experience with them.
This phenomenon can also be seen in the case of gamepad - two of the pilots who
had previous experience in playing video games using gamepad (around 50%—
75% of time spent playing) gave a SUS Total score much higher than average:
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Table 1. Preliminary results of RMS error values (variance of error) (in degrees) using
different inceptors in disturbance rejection vertical task, with researcher acting as a
pilot.

Inceptor RMS
Sidestick 1.61
Gamepad 1.48

Touchscreen | 2.27

92.50/71.25 between all four tasks, when the mean gamepad SUS Total score
among all participants was 59.00. Since there is no previous research involving
replacement of the physical sidestick with touchscreen controller, one can assume
that the scores would be 15% higher if pilots had any experience with piloting
the aircraft using the touchscreen technology.

SUS analysis has also shown that Disturbance Rejection - Vertical axis task
was easiest to perform (with mean SUS Total score across the participants of
45.94 (SD = 29.35) for touchscreen, 67.19 (SD = 37.03) for gamepad and 78.44
(SD = 36.10) for sidestick), while the hardest one was the landing task with
disturbance (with mean SUS Total score of 20.94 (SD = 19.44) for touchscreen,
48.75 (SD = 33.77) for gamepad and 66.88 (SD = 32.51) for sidestick). Boxplots
showing the distribution of SUS results can be seen in Fig. 8 for Usability, Fig. 9
for Learnability and Fig. 10 for Total Score.

SUS Usability
80

. BT

Sidestick Gamepad Touchscreen
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O © © © © © o

DRV _ DRH _ LN LD

Fig. 8. System usability scale - usability.

Pilots have ranked the sidestick as highest Usability controller, followed by
gamepad and touchscreen. The main reason of this is the familiarity - they
already had previous experience with sidestick. Gamepad results were lower than
those of sidestick, but there is much bigger standard deviation - this is because
some pilots already experienced using this type of controller in video games.
Touchscreen inceptor scored the lowest because none of the participants have
experienced this type of controller in the past.
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Fig. 9. System usability scale - learnability.
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Fig. 10. System usability scale - total score.

There’s also a tendency in significantly higher SUS scores among pilots who
indicated an interest in touchscreen technology being introduced in aircraft cock-
pits - 40.00 (SD = 10.51) for people who liked the idea and 26.46 (SD = 23.51)
for people who did not.

It can be seen that for the majority of participants, learnability for all three
inceptors, especially for Disturbance Rejection tasks, was at least satisfactory.
Landing tasks, being more challenging, especially using the novel touchscreen
controller, was somehow lower than the rest. Interestingly, the learnability for
gamepad was high, especially for subjects with previous gaming experience.

Randomising the order of the inceptors did not have a significant change in
pilots’ behaviour: SUS score for gamepad was slightly higher (4.5 points on aver-
age) than sidestick from participants with sidestick as a first inceptor, however
participants who tested gamepad and touchscreen first had the same trend for
scoring: sidestick > gamepad > touchscreen. An interesting observation can be
made here: in Disturbance Rejection tasks, the RMS error was lower for gamepad
than sidestick across all the participants, which means that they performed the
best using the gamepad (and they did not realise that, because it is on the con-
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trary to majority of the SUS scores). The RMS values can be found in Table 2
and the distribution of RMS between subject is shown in Fig. 11.

Table 2. Root Mean Square (RMS) of error (deviation from the task objective) (in
degrees) averaged across all pilots for Disturbance Rejection Vertical (DRV) and Dis-
turbance Rejection Horizontal (DRH).

Sidestick Gamepad | Touchscreen
Mean | SD | Mean | SD | Mean | SD

DRV 219 [1.281.41 |0.40/4.87 |2.18
DRH 249 |0.98|1.65 |0.22]2.88 |0.54

RMS of error
10.00

9.00
8.00
7.00
6.00
5.00
4.00
3.00

L]
2.00 i*
o -
0.00

Sidestick Gamepad Touchscreen

DRV _ DRH
| |

Fig.11. Root Mean Square (RMS) of error (deviation from the task objective) (in
degrees).

Interesting point was raised by one of the participant, who said that landing
tasks were easier for them using gamepad than sidestick, which is reflected in
SUS Usability score being higher by 3 points for both landings and their after-
trial inceptor preference choice of gamepad. It is worth to note that according
to the demographic questionnaire, he/she has never or hardly ever played video
games nor used this type of controller.

Analysis of the results has shown that the hypothesis Hi: “There is a sig-
nificant difference on pilot’s feedback on system usability among three control
inputs” applies for comparison of sidestick with touchscreen and gamepad with
touchscreen, however comparison of SUS scores from sidestick and gamepad
have not shown significant differences. Hypothesis Hs: “There is a significant
difference on pilot’s variance of error among three control inputs” is true when
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comparing the Disturbance Rejection Vertical task results among the three stud-
ied inceptors (RMS Mean equal to 2.19, 1.41 and 4.87, respectively for sidestick,
gamepad and touchscreen), however RMS error Mean from Disturbance Rejec-
tion Horizontal task has shown that gamepad was more accurate inceptor than
the rest (RMS Mean equal to 2.49, 1.65 and 2.88, respectively for sidestick,
gamepad and touchscreen).

4 Conclusions and Future Work

The purpose of the study was to compare pilot’s behaviour using three dif-
ferent inceptors - conventional sidestick, Xbox gamepad and novel touchscreen
controller. The two formed hypotheses were checked against the results and con-
firmed to be true in most cases. While there is still a lot of work in touchscreen
technology in flight decks and there is a long way before replacing the physical
inceptors with digital ones, this research shows that even though the touch-
screen controller scored the lowest on a SUS, majority of pilots were able to put
the aircraft on the ground in this challenging circumstances. As this was only
a ‘pilot study’, the conclusions made based on the experimental results were
mostly applicable to airline pilots who have already had training and experience
with conventional inceptors. This could have introduced bias in the statistical
metrics because they lacked the same training on the other alternative inceptors.
Future tests will include comparison of pilots with non-pilots to see the effect of
learnability: non-pilots will not have any experience in using the sidestick, hence
they won’t be biased by the habits learned in flying schools. Further research will
be conducted to find participants with no experience in neither of the controllers.

Acknowledgements. Co-financed by the European Union through the European
Social Fund (grant POWR.03.02.00-00-1029) and E-PILOTS project (Clean Sky 2 Joint
Undertaking (JU) under grant agreement No 831993) and Powerplant Integration of
Novel Engine Systems (PINES) project, UKRI project reference 113263.

References

1. Efremov, A.V., Efremov, E.V., MbiKayi, Z., Irgaleev, I.K.: Influence of inceptors
on pilot-aircraft system characteristics and flying qualities. IOP Conf. Ser.: Mater.
Sci. Eng. 476, 012010 (2019). https://doi.org/10.1088/1757-899X /476 /1 /012010

2. Efremov, A., Aleksandrov, V., Efremov, E., Vukolov, M.: The influence of different
types of inceptors and their characteristics on the pilot-aircraft system. IFAC-
PapersOnLine 51(34), 372-377 (2019). https://doi.org/10.1016/j.ifacol.2019.01.
013

3. Harper, R.P., Cooper, G.E.: Handling qualities and pilot evaluation. J. Guidance
Control Dyn. 9(5), 515-529 (1986). https://doi.org/10.2514/3.20142

4. Hodgkinson, J.: History of low-order equivalent systems for aircraft flying qualities.
J. Guidance Control Dyn. 28(4), 577-583 (2005). https://doi.org/10.2514/1.3787

5. In, J.: Introduction of a pilot study. Korean J. Anesthesiol. 70(6), 601 (2017).
https://doi.org/10.4097 /kjae.2017.70.6.601


https://doi.org/10.1088/1757-899X/476/1/012010
https://doi.org/10.1016/j.ifacol.2019.01.013
https://doi.org/10.1016/j.ifacol.2019.01.013
https://doi.org/10.2514/3.20142
https://doi.org/10.2514/1.3787
https://doi.org/10.4097/kjae.2017.70.6.601

10.

11.

12.

13.

14.

15.

16.

Investigating Pilots’ Operational Behaviours 325

Klyde, D.H., Schulze, P.C., Mitchell, D., Alexandrov, N.: Development of a process
to define unmanned aircraft systems handling qualities Reston, Virginia. In: 2018
ATAA Atmospheric Flight Mechanics Conference. American Institute of Aeronau-
tics and Astronautics (2018). https://doi.org/10.2514/6.2018-0299

Korek, W.T., Mendez, A., Asad, H.U., Li, W.-C., Lone, M.: Understanding human
behaviour in flight operation using eye-tracking technology. In: Harris, D., Li, W.-
C. (eds.) HCII 2020. LNCS (LNAI), vol. 12187, pp. 304-320. Springer, Cham
(2020). https://doi.org/10.1007/978-3-030-49183-3_24

Li, W.C., Bord, T., Zhang, J., Braithwaite, G., Lone, M.: Evaluating system usabil-
ity of augmented reality in flight operations. In: Contemporary Ergonomics and
Human Factors (2020)

Lone, M.: Pilot modelling for airframe loads analysis. Ph.D. thesis. Cranfield Uni-
versity (2013)

McLellan, S., Muddimer, A., Peres, S.: The effect of experience on system usability
scale ratings. J. Usability Stud. 7(2), 5667 (2012)

McRuer, D., Jex, H.: A review of quasi-linear pilot models. IEEE Trans. Hum. Fac-
tors Electron. HFE—8(3), 231-249 (1967). https://doi.org/10.1109/ THFE.1967.
234304

Norton, F.H.: The measurement of the damping in roll on a JN4h in flight. Tech-
nical report, US Government Printing Office (1923)

Tomczyk, A.: Experimental fly-by-wire control system for general aviation aircraft.
In: ATAA Guidance, Navigation, and Control Conference and Exhibition (2003).
https://doi.org/10.2514/6.2003-5776

Wolfert, F., Bromfield, M.A., Stedmon, A., Scott, S.: Passive sidesticks and hard
landings - is there a link? In: ATAA Aviation 2019 Forum, pp. 1-10 (2019). https://
doi.org/10.2514/6.2019-3611

Wright, O., Wright, W.: The Wright brothers’ aeroplane. Aeronaut.
J.(London, England: 1897) 20(79), 100-106 (1916). https://doi.org/10.1017/
S2398187300142525

Zaychik, L.E., Grinev, K.N., Yashin, Y.P., Sorokin, S.A.: Effect of feel system
characteristics on pilot model parameters. IFAC-PapersOnLine 49(32), 165-170
(2016). https://doi.org/10.1016/j.ifacol.2016.12.208


https://doi.org/10.2514/6.2018-0299
https://doi.org/10.1007/978-3-030-49183-3_24
https://doi.org/10.1109/THFE.1967.234304
https://doi.org/10.1109/THFE.1967.234304
https://doi.org/10.2514/6.2003-5776
https://doi.org/10.2514/6.2019-3611
https://doi.org/10.2514/6.2019-3611
https://doi.org/10.1017/S2398187300142525
https://doi.org/10.1017/S2398187300142525
https://doi.org/10.1016/j.ifacol.2016.12.208

)

Check for
updates

Assessments on Human-Computer Interaction
Using Touchscreen as Control Inputs in Flight
Operations

Wen-Chin Li' ®, Yung-Hsiang Liang!, Wojciech Tomasz Korek>?,
and John J. H. Lin*

1 Safety and Accident Investigation Centre, Cranfield University, Cranfield, UK
Wenchin.li@cranfield.ac.uk
2 Dynamics, Simulation and Control Group, Cranfield University, Cranfield, UK
3 Faculty of Automatic Control, Electronics and Computer Science, Silesian University of
Technology, Gliwice, Poland
4 Institute of Science Education, National Taiwan Normal University, Taipei, Republic of China

Abstract. The developing technology on innovative touchscreen applied in the
cockpit can integrate control inputs and outputs on the same display in flight oper-
ations. Flight systems could be updated by modifying the touchscreen user inter-
face without the complicated processes on reconfiguring cockpit panels. There
is a potential risk on touchscreen components constrained by the issues asso-
ciated with inadvertent touch, which may be defined as any system detectable
touch issued to the touch sensors without the pilot’s operational consent. Pilots’
visual behaviours can be explored by using eye trackers to analyze the relationship
between eye scan patterns and attention shifts while conducting monitoring tasks
in flight operations. This research aims to evaluate human-computer interactions
using eye tracker to investigate the safety concerns on implementation of touch-
screen in flight operations. The scenario was set to conduct an instrument landing
on the final approach using future system simulator. Participants were required to
interact with all the control surfaces and checklists using the touchscreens located
on different areas in the cockpit. Each participant performed landing scenario
as pilot-flying (PF) and pilot-monitoring (PM) in random sequence. Currently
PF and PM perform different tasks related to control inputs and control outputs
monitoring in the flight deck. The PF’s primary obligation is to fly the aircraft’s
flight path, and the PM’s main responsibility is to monitor the aircraft’s flight path
and cross-check to the PF’s operational behaviours. By analyzing participants’
visual behaviours and scanning patterns, the findings on HCI related to applying
touchscreen for future flight deck design would be applicable. There are some
benefits on the implementation touchscreen for future flight deck design if the
human-centred design principle can be integrated in the early stage.

Keywords: Attention distribution - Flight deck touchscreen - Human-computer
interactions - System usability - Visual behaviours
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1 Introduction

The applicability of touchscreen in modern flight deck has been investigated for a long
time. There is a potential risk on touchscreen components constrained by the issues
associated with inadvertent touch, which may be defined as any system detectable touch
issued to the touch sensors without the pilot’s operational consent. That is, a pilot may
activate touchscreen control buttons inadvertently because of turbulence, vibrations, or
aspects of the pilot’s physical and cognitive workload which may have serious conse-
quence of operational error and incidents [1]. The developing technology on innovative
touchscreen applied in the cockpit can integrate control inputs and outputs in the same
display on flight operations. Flight systems could be updated by modifying the touch-
screen user interface without the complicated processes on reconfiguring cockpit panels.
Other advantages of touchscreen including reduced space and weight, improved opera-
tional efficiency and accessibility [2, 3]. However, air turbulence and factors caused to
aircraft vibration are the challenges for the potential use of touchscreen in flight oper-
ations. Previous research revealed that moderate levels of simulated turbulence could
increase data entry times on touchscreen, error rates, fatigue, and perceived workload
while compared with no turbulence scenario [4]. Previous research demonstrated that an
effective method for determining if a control button on a touch screen device has been
inadvertently touched using eye tracking technology [5].

Visual behaviours can be explored by using eye trackers to analyze the relationship
between eye scan patterns and attention shifts while conducting monitoring tasks in flight
operations [6]. Eye scan pattern is one of the methods for assessing a pilot’s cognitive
process and situation awareness (SA) in the cockpit based on physiological measures [7].
Furthermore, eye movements are a sensitive and automatic response that may serve as a
window into the process of pilots’ mechanism of situational awareness (SA) and reflect
their mental state [8]. Fixation is defined as the eye movement pausing over informative
stimulus for the purposes of interpreting the information [9]. The patterns of fixations
on the areas of interest (AOIs) can reveal a pilot’s visual trajectory of attention on the
processing tasks [10]. Fixation duration is the total time fixating on an instrument that
can reflect the level of importance or difficulty in extracting information [11]. The nature
of human beings is such that they tend to distribute longer fixation duration to relevant
AOQISs than to those irrelevant areas [12]. Attention blurring is characterized by small
number of fixations and increased number of transitions between instruments and not
able to actually interpret the information [13]. Pilot’s scan patterns and visual parame-
ters have been successfully applied to evaluate the performance of situational awareness
during flight operations. Eye tracking technology has been applied to evaluate pilot’s
situation awareness and human-computer interactions to validate the effectiveness of
aviation training and flight deck design. Visual characteristics can reveal pilots’ atten-
tional distributions and provide scientific evidence to assess pilots’ cognitive process.
Figure 1 demonstrated while interacted with augmented design, pilots’ pupil dilations
are smaller and fixation duration are shorter compared with traditional design [14].
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Fig. 1. Pilot’s fixation at the altitude indicator (red-cross) and pupil dilation (right-hand side) on
augmented design of PFD recorded by Pupil Eye Tracker (from [14]) (Color figure online)

Visual parameters are objective data reflected to cognitive costs on task performance
which are relevant to the HCI issues on applications of touchscreen in the flight deck
design. Attention distorting is described by small number of fixations and increased
number of transitions between instruments and not able to actually interpret the infor-
mation [13]. Pilot’s scan patterns and visual parameters have been successfully applied to
evaluate the performance of situational awareness during flight operations. Eye tracking
technology has been applied to evaluate pilot’s situation awareness and human-computer
interactions to validate the effectiveness of flight deck design [10]. The evaluating HCI
issues on touchscreen applications should be covered the finger and hand occlusion in the
flight deck setting using eye tracking technology. Some of the errors observed in previous
studies were likely due to the finger and hand occluding targets, and in the safety critical
cockpit environment it is important to know whether bracing postures increases sus-
ceptibility to this type of error [1]. Furthermore, prior findings show that humans adapt
their hand postures as they move towards targets, in preparation for a suitable grip once
contact is obtained [15]. In a similar manner, the principle on HCI research may have to
explore how pilots manipulating their fingers towards target buttons in the complicated
operational environments while a braced touch posture is aimed. To ensure operational
safety, the pilot-flying (PF) and the pilot-monitoring (PM) must conduct cross checks by
moving their head and eyes to the levers and displays on different positions in the flight
deck. The application of touchscreen technology in this area can reduce pilots’ head-
down time and to increase SA, which is a significant advantage of using touch screens.
However, the application of touchscreen in the flight deck may inadvertently create some
safety concerns during hazardous situations including turbulence and vibration scenar-
ios which are stressful for pilots on precisely controlling the aircraft [16]. Therefore,
implementation of touchscreen on the flight deck must demonstrate high usability and
safety requirements with regards to human-centered design.
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2 Method

2.1 Participants

There are 12 participants aged from 21 to 53 years old (M = 29.92, SD = 10.97)
with varying levels of flight experience (M = 1150, SD = 4019.9) attended in this
research. The research proposal was submitted to Research Ethics System for ethical
approval before conducting data collection. As stated in the consent form, participants
are anonymous and have the right to terminate the experiment at any time and to withdraw
their provided data at any moment even after the data collection.

2.2 Research Apparatus

Future Systems Simulator (FSS): research apparatus has applied the Rolls-Royce award-
winning FSS, which provided the ability to quickly model current and future aircraft
configurations [17]. The FSS is a highly reconfigurable modular flight simulator, in which
seat positions, displays, side sticks, thrust levers and touchscreens can be repositioned
(Fig. 2). The FSS builds reassuringly on familiar aircraft controls, with information
presented on up to four large reconfigurable touchscreens and two smaller side screens.
This allows pilots to explore the potential impact on future flight decks design for single
pilot operations including smarter, more autonomous engines, as well as revolutionary
new technologies.

Fig. 2. Participant wears eye tracker performing landing scenario as pilot-flying interacting with
touchscreen on Future Systems Simulator
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Pupil Labs core: A light-weight eye tracker which consists of a headset and two
cameras for participant’s visual behaviours and pupil dilation data. The eye camera is
connected to the eye camera via the ball joint allowing six degrees of rotation to get a good
image of the eye. The world camera can rotate up and down to align with participant’s
field of view (FOV). There are four areas of interests (AOIs) identified as follows:
Primary Flight Display (PFD), Navigation Display (ND), Checklist Display (CD) and
Central Upper Display (CUD), containing mode control panel for autopilot control,
engine display and digital levers for flaps, Landing Gear and spoilers. The ‘world-
camera’ is mounted on the right top of the headset showing the orientation and view of
participant’s FOV and the eye-camera is mounted offset right and low and is adjustable
to suit different facial layout and track their pupil parameters accordingly [18]. Data
recorded by two cameras can be synchronized after calibration.

2.3 Scenario

The scenario used in the trail is an instrument landing which participants were required to
interact with flaps, landing gears and spoilers and checklists using touchscreen located on
different areas in the flight deck. Based on the standard operational procedures (SOPs).
Pilot-flying is expected to coordinate with pilot-monitoring to perform cross-check.
Therefore, each participant has to conduct two landing scenarios randomly to eliminate
practice effects.

2.4 Research Design

This research involved in assessing HCI in flight operations using innovative touchscreen
in the FSS and eye tracking device. All participants undertook the following procedures;
(1) complete the demographical data including age, gender, working experience and
total flight hours (5 min); (2) briefing the purpose of the study and familiarized with
touchscreen layouts (15 min); (3) seat in simulator for calibration on eye tracker (5—10
min); (4) perform the scenario on instrument landing as pilot-flying or pilot-monitoring
randomly to eliminate practice effects (10-15 min); (5) debriefing and answering par-
ticipants’ questions (5 min). It took around 50 min for each participant to complete the
experiments.

2.5 Data Analysis

The fixation counts (FC) and fixation duration (FD) were used to measure pilots’ visual
behaviours on HCI in the flight deck. Both FC and FD were adopted in other studies
focused on flight deck design and the results suggested these two visual parameters
were effective on detecting pilots’ visual attention and evaluating SA in flight operations
[10, 19]. For each participant, eye movement parameters on both fixation duration and
fixation counts were collected for data analysis using Pupil Player. These two measures
are sensitive to the visual responses when a participant was synchronously performing the
instrument landing on both PM’s or PF’s positions. Participants consecutive gaze points
that fall into a circle with a radius with 1.5 degree and a duration longer than 150 ms is
defined as a fixation point in current study. Specifically, there are three research questions
as followings:
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RQ1. What is the difference between PFs and PMs on fixation counts for four AOIs?
RQ2. What is the difference between PFs and PMs on fixation duration for four AOIs?
RQ3. What are the correlations among AOIs?

3 Results

3.1 Sample Characteristics

Given each participant performed both roles on PF and PM randomly, repeated measure-
based analysis was conducted throughout this study. In addition, Pearson’s correlation
analysis is applied to evaluate eye movement parameters among Primary Flight Display,
Navigation Display, Checklist Display and Central Upper Display between PFs and PMs.
Furthermore, repeated measure analysis of variance (RM-ANOVA) was conducted to
compare the difference between PFs and PMs on the fixation duration and fixation counts
among four AOIs. The assumption of sphericity was examined in terms of the Mauchly’s
test. Suppose the assumption of sphericity is violated, the results of multivariate tests
would be used. Post-hoc analysis was performed using the Bonferroni correction after
a significant effect is confirmed [20]. The effect size of RM-ANOVA was evaluated by
partial eta-square [21]. Table 1 shows the descriptive statistics of FC and FD among four
AOIs between PF and PM.

Table 1. Descriptive statistics of mean and standard deviation for online and offline measures.

Measures PF PM
N Mean STD N Mean STD

CD_FC 12 3.83 6.87 11 54.18 15.37
CD_FD 12 171.02 137.14 11 252.21 32.44
CUD_FC 12 19.58 22.56 11 50.27 11.87
CUD_FD 12 248.10 44.90 11 245.36 48.76
ND_FC 12 21.17 13.19 11 59.64 71.89
ND_FD 12 244.37 36.82 11 249.57 59.82
PFD_FC 12 120.75 75.47 11 119.64 65.40
PFD_FD 12 302.79 76.39 11 302.62 61.71
Total_FC 12 388.92 106.93 11 388.09 146.82

3.2 Visual Parameters Among AQOIs

To evaluate the visual attention and scanning patterns between PFs and PMs, it is suitable
to apply RM_ANOVA with AOIs as the factor was computed. The main research interest
is whether participants spent more time fixating on a specific AOI. The results suggested
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FC on AOIs were different for PFs, F(3, 9) = 10.58, p = .003, n; = .78. Post-hoc
analysis suggested PFs focused on PFD more frequently than Checklist Display (CD),
Central Upper Display (CUD) and Navigation Display (ND). In addition, PFs focused
on ND more frequently than CD. For PMs, results suggested FC on AOIs were different,
F@3, 8) = 8.69, p = .007, 775 = .77. Post-hoc analysis suggested PMs focused on PFD
more frequently than CD and ND. Figure 3 illustrates FC on the four AOIs for PFs and
PMs.
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100 -
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0 AN Y & . N . :\\
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Fig. 3. An illustration of FC on the four AOIs for PFs and PMs.

Regarding FD, results suggested FD on AOIs were different for PFs, F(3, 9) = 10.10,
p=.003, nﬁ = .77. Post-hoc analysis suggested PFs focused on PFD longer than CD. For
PMs, results suggested FD on AOIs were different, F(3, 8) = 5.57, p = .023, nﬁ = .68.
Post-hoc analysis suggested PMs focused on PFD longer than CD. Figure 4 illustrates
FD on the four AOIs for PFs and PMs.

3.3 Correlations Between PM and PF’s Visual Parameters Among AOIs

The results suggested significant positive correlations among eye movements. For exam-
ples fixation counts on between PM and PF, y = .65, p < .05. There is a negative
correlation between fixation count and fixation duration on CUD, y = —.68, p < .05.
Furthermore, there is significant correlations among eye movement measures. To avoid
redundancy, please refer to Table 2 which shows the correlations on PM and PF’s visual
parameters among AOIs. In addition, the number of significant correlation coefficients
for PFs are smaller than that of PMs.
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Fig. 4. An illustration of FD on the four AOIs for PFs and PMs

Table 2. Correlation coefficients and p values for eye movement measures among AOIs

PF PM

1 2 3 4 5 6 7 8 9
1.CD_FC |1 —0.18 | 0.04 —-0.54 |0.23 —0.54 0.57 —0.01 | 0.51
2. 0.36 1 T74%% | 687* —0.60 |0.56 —0.58 |.631*% | —.798%*
CD_FD
3. .647% | .632*% |1 0.39 —.606* | 0.23 —.648% | .611* | —.621%*
CUD_FC
4. 0.16 |0.17 0.39 1 —0.20 |.777%*% | —.656* | 0.47 —.641%
CUD_FD
5. —0.18 |0.16 |0.28 0.11 1 0.03 .632% —0.54 | .765%*
ND_FC
6. —0.24 | —0.06 | 0.16 0.17 .640* 1 —043 |0.10 —0.42
ND_FD
7. 0.07 0.20 |0.14 —.684* | 0.31 0.09 1 —0.36 | .768**
PFD_FC
8. 0.04 054 0.52 0.21 0.34 0.56 0.28 1 —.655%
PFD_FD
9. 0.39 —0.03 | 0.42 —0.05 ]0.38 —0.15 [0.24 —-033 |1
Total_FC

Note: 1. Lower triangle show correlations for PFs; upper triangle show correlations for PMs.
2.p < .05%, p < .01**,
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4 Discussion

Touchscreen could be an innovative design for improving human performance in the
flight deck if it followed human-centered design principles. Modern technologies have
paved the way to recreate high fidelity flight scenarios in the safe simulated environ-
ment. Developments and research in flight simulation technology have resulted in the
Future Systems Simulator (FSS) with touch-screen display which can model all types of
advanced aircraft. While advanced technology shows many promises, one must consider
HCI challenges and pilots’ operational behaviours and limitations [22]. This research
assessed PF and PM’s visual behaviours while using touchscreen on the FSS. Moreover,
practical applications from a HCI standpoint are discussed.

The difference among four AOISs on fixation count is significant between PF and PM.
PFs focused on PFD more frequently than CD, CUD and ND (Table 1 and Fig. 3). The
result suggested that PFD might be the main source of information for instrument landing,
since all the flight data that correlated with maintaining the aircraft attitude (angle of
attack, air speed, altitude, vertical speed) are all displayed on the PFD. Additionally,
PFs focused on ND more frequently than CD. Similarly, PMs focused on PFD more
frequently than CD and ND. Another finding is that PMs had more FC on CD, CUD, and
ND, except on PFD. This could be due to the fact that PMs required evaluating whether
the operations of PFs were following the standard operating procedures (SOPs) by cross-
checking the aircraft configuration with checklist display. Therefore, PMs needed to
validate by checking CD, CUD, and ND more often than PFs to ensure the aircraft
configuration is correct on final approach which may lead to more FC on the three AOIs
for PM. In contrast, PFs need to perform landing in a limited time frame. Therefore, the
FC of PFs is fewer than that of PMs on those three AOIs in the flight deck but more FC
on the runway and precision approach path indicators (PAPIs) shown in Fig. 5.

Fig. 5. PF’s fixations switching between the centre of runway and cockpit displays demonstrated
the attention distributions to maintain SA (left); PM’s scanning patterns and fixations moving
around AOIs to conduct cross-check with PF’s operational procedures for instrument landing

(right)
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The results also demonstrated that there is a significant difference among four AOIs
on fixation duration between PF and PM. PFs focused on PFD longer than on CD (Table
1) demonstrate that PFD might be the main source of information for instrument landing,
whereas all the critical information related flight operation are presented on this AOI.
Similarly, PMs focused on PFD with longer fixation duration than CD. Furthermore,
the results reveal that fixation duration at each AOI for PFs are roughly equal to PMs,
except CD, in which PMs had longer fixation duration than that that for PFs. Such
findings provided valuable information regarding minimal fixation duration that were
necessary for PFs and PMs to extract information from CUD, ND, and PFD are roughly
equal. On the other hand, as a PM, the fixation duration required to extract information
and validated cross-check to PFs’ operational behaviours from CD taken longer time.

There are significant correlations among four AOIs on visual parameters between
PM and PF. The numbers of significant correlation coefficients for PFs are smaller than
PMs. In other words, PFs inclined to make a decision after cross-checking 1-2 AOls;
while PMs inclined to cross-check more AOIs to confirm PFs’ operational responses and
decision-making following SOPs. Such differences might result from different tasks to
be done between PFs and PMs inherently on the current design principles for two-
pilots flight deck design. As a PF, the main task is to perform a safe landing task; in
contrast, a PM is expected to validate the operations of PFs operational behaviours and
providing necessary support to maintain safety in flight operations, which could lead
to more cross-checking than PFs. Another finding is that PMs switched the attention
among AOIs more frequently, and the durations tend to be longer as well. In summary,
for a PMs to complete their task, more cross-checking and fixation counts with longer
fixation duration are required.

To understand PM and PF’ experience, there was a feedback session after the exper-
iment was completed for the de-briefing. Both PF and PM expressed that information
was clearly presented on the touchscreens, but important control buttons were initially
difficult to find. Especially the layout of the flight-deck changed between PF and PM
set-ups and looked different with current flight deck layout. However, as the experiment
progressed, PF and PM found these touchscreen controls easier to locate after becoming
familiar with the layout of displays. They also felt that selecting flaps and gear requires
more cognitive attention when using touchscreens compared to conventional levers,
hence monitoring performance of the PM may temporarily be compromised. Therefore,
extra time was required to ensure the correct selection was made as PM conducting
cross-check to PF’s flight operations and control inputs alongside with checklists. This
phenomenon may detract PM’s attention and require extra time to confirm the SOPs dur-
ing critical phases of landing. It should also be noted that the experiment was performed
in a normal operational environment, yet turbulence could exacerbate the problems on
the above scenario.

Currently PF and PM perform different tasks related to control inputs and control
outputs monitoring in the flight deck. The PF’s primary obligation is to fly the aircraft’s
flight path including managing the automated flight systems, and the PM’s main respon-
sibility is to monitor the aircraft’s flight path and to immediately bring any concern to
the PF’s attention including radio communications, aircraft systems, other operational
activities. Therefore, there are differences on the attention distributions among AOIs in
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the flight deck between PF and PM (Fig. 6). The system usability of touchscreen has
been proved as beneficial to pilots’ situation awareness on flight operations in normal
operational environment [23] their visual behaviours associated with task executions and
monitoring while interacting with touchscreen were analyzed using eye tracking tech-
nology in current study. The application of touchscreens in the flight deck may have the
potential for single pilot operations in the future, but the design of touchscreen must be
consistent with human factors principles on cross-monitoring and integrated information
to improve usability and pilots’ situation awareness in flight operations.

Fig. 6. Attention distributions among different displays on the flight deck shown as heatmap
between PF (left) and PM (right)

5 Conclusion

By analyzing participants’ visual behaviours and scanning patterns, the findings on HCI
related to applying touchscreen for future flight deck design would be applicable. There
are some benefits on the implementation of touchscreen for future flight deck design if the
human-centered design principle can be integrated in the early stage. Furthermore, there
are different requirements for PF and PM’s tasks in the current flight deck, whereby the
cognitive workload and the attention distributions on monitoring performance are dif-
ferent. The significant differences of FC between PFs and PMs have been demonstrated
in the heatmap (Fig. 6) and the illustration above (Fig. 2). Task for PMs was mainly
concentrating on monitoring the flight data, conducting the checklist, and manipulating
the control for PFs, whereas PFs were relatively focused on controlling the aircraft atti-
tude and the altitude in the landing scenario. The potential limitations should be taken
into account on current research, first limitation is the small sample size, which could
lead to small effect sizes. To validate the findings, a large sample size would suffice for
future study; the second limitation would be the difficulty of defining an AOI for outside
view, which is one of the most common areas that pilots are fixating on outside cockpit.
Various attention distributions between PFs and PMs could be identified by using eye
tracking technology. Despite these limitations might have impacts to the contributions
on current research, the innovative FSS touchscreen is an effective testbed for future
flight deck design.
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Abstract. Flight crew should maintain a sufficient situation awareness during
flight especially during abnormal and emergency situation. In order to analyze
the situation awareness requirement, this study combines the GDTA method pro-
posed by Endsley (goal-oriented task analysis) and FCM (fuzzy cognitive map)
to establish a situation awareness model. It is more scientific to obtain the critical
factors related to situation awareness in the process of handling the flight crew
alerting.

Keywords: Civil aircraft - Situation awareness - Model

1 Introduction

When some parts of an aircraft are fault or in abnormal flight status, flight crew alerting
information will be prompted to the flight crew to help them acknowledge the malfunction
and timely perform appropriate procedure to eliminate the influence of malfunction to
ensure the flight safety during all the flight phase.

If the flight crew fails to obtain sufficient situation awareness, the flight crew may
incorrectly judge the situation, and take inappropriate operations to deal with the abnor-
mal status in time which may result in some flight accident. According to accident
statistics, 88% of flight accidents are caused due to flight crew’s failure to establish suf-
ficient situation awareness. It can be seen that establishing a good situation awareness
during flight is very important for the flight crew to quickly and accurately take appro-
priate procedure to eliminate the malfunction. Therefore, when designing the HMI of
flight crew alerting system, it is important to ensure that the flight crew can obtain the
required information. In order to know which information is needed to establish situation
awareness and which factors affect situation awareness, we have analyzed the factors
related to situation awareness and a situation awareness model is established.

This study combines the GDTA method proposed by Endsley (goal-oriented task
analysis) and FCM (fuzzy cognitive map) [1] to establish a situation awareness model.
It is more scientific to obtain the critical factors related to situation awareness in the
process of handling the flight crew alerting.
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2 Methods

The GDTA model contains the following steps: Objective (Goals), Decision-making
(Decisions), and Scenario Awareness Needs (SA Requirement).
The specific steps of GDTA are shown in Fig. 1.

( 1.0 Major goal ]

[ 1.1 Subgoal J [ 1.2 Subgoal ] { 1.3 Subgoal }

- - 4
( Critical decisions ) ( Critical decisions ) ( Critical decisions )
v v v

SA requirements SA requirements SA requirements

Level 3 — Projection Level 3 — Projection Level 3 — Projection

Level 2 — Comprehension Level 2 — Comprehension Level 2 — Comprehension
Level 1 - Perception Level 1 - Perception Level 1 - Perception

Fig. 1. GDTA hierarchy

Bart Kosko introduced a fuzzy set theory on the basis of Robert Axelrod cognitive
graph in 1980s and put forward the concept of fuzzy cognitive graph (FCM). The Fuzzy
cognitive graph is a kind of causality expression based on people’s experience. FCM
method is simple and intuitive, It can directly reflect the process of the system’s dynamic
change and is used in the fields of accident analysis and risk assessment.

The following is the introduction of methods of establishing situation awareness
model by combining GDTA and FCM.

First of all, we need to establish a GDTA model to obtain the critical factors related
to situation awareness.

Firstly, the main tasks are divided into sub-tasks. Secondly, for each sub-task, the
critical decisions needed to complete the sub-task are analyzed. Thirdly, according to
the three steps of situation awareness analyze proposed by Endsley, it is necessary to
carry out situation awareness analyze layer by layer for sub-tasks. The factors related to
situation awareness and the critical information needed to establish situation awareness
are obtained.

After that, each factor’s influence weight on the situation awareness is analyzed
through FCM method. Assume each factor is regarded as a node in the FCM, there are
nnodes C;,C;...... C,, which represent n factors related to situation awareness. Aﬁ is
the influence weight value of the ith node C; at ¢ time, then the influence weight value
at next moment can be expressed as A§+1,

n
AT = fAl ¢ ijl’j# Alwj)
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According to the above formula, the state value of a node at the next moment is related
to two factors, one is the current state value of the node, the other is the influence of other
nodes on the node. wj; is the influence coefficient of the jth node on the ith node, and its
value is obtained by expert evaluation. Assuming that there are n experts, the k th expert’s
influence coefficient is wj;, then the final value is of wj; is:

L,op,o13..0...... Wln

w, L,woz oo way

w3, w3, 1o, 1) wij, i £
W = 31 32 3n le — /. .

...................... 1,1 =]

Only OnD e veevveennnn 1 |

Assuming A" = [A}, A.....A}] represent the state of each node at t time, then
A1 = £(A"x«W), which f (x) is conversion function, where the variable of any numerical
value is converted to the interval [0, 1]. There are many types for f (x), and which type
of function is used depends on the actual situation. There are several common used
functions:

. 0,x <0.5 1
fx = 1,x> 0.5 )
—1,x<-05
fx)=140,-05<x<0.5 2)
1,x>0.5
fx) = Tte i 3)

First, set the initial state values for each node: A® = [A?, A9, A9.....A0];

Then A' = f(A %« W), A% = f(A"«W)......... ATl = f(A" % W), it iterates
until the state value matrix A reaches a stable state. A stable state means that the value
of each corresponding element in the matrix should be equal between A’ and A™*! if
it is a discrete function such as (1) (2), or the difference between the value of each
corresponding element in the matrix should be less than 0.001 between A’ and A"+ if
it is a continuous function, for example (3). After reaching a stable state, the state value
of each node corresponds to the influence weight of the influencing factors related to
situation awareness.

For some tasks, after sub-task division, we need to determine the order of each sub-
task, this can also be solved by FCM method which we can set f (x) as a discrete function,
taking each sub-task as a node, analyzing the change of the state value of each node after
each iteration, then we can find out the order of each task.
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Finally, though the situation awareness model we can obtain the influence factors
related to situation awareness and their influence weight coefficient.

3 Model Application and Analysis

Based on the situation awareness model, we can study the influence factors during flight
crew alerting processing. A case is used to show how the model is performed.

3.1 Main Steps

The main steps of situation awareness model are as follows:

— Set the flight crew alerting processing as general task, and divide it into several sub-
tasks through GDTA method;

Determine the sequence of sub-tasks by FCM method;

Obtain the key factors required to complete each sub-task by GDTA method;
Determine the influence weight coefficient of each key factor by FCM method.

3.2 Task Decomposition

Refer to the procedure during abnormal situation, the general task of flight crew alerting
processing is divided into the following sub-tasks through GDTA method (Table 1).

Table 1. Task decomposition of flight crew alerting processing

General task Sub-tasks

Flight crew alerting processing during flight | Get informed of the meaning of alerting

Make sure the causes of abnormal situation

Make sure the flight phase and essential flight
information such as location, speed, altitude and
attitude

Make sure the procedure to be performed

Confirm whether the alerting is eliminated

3.3 Operational Procedure

Firstly, the sequence of each sub-task is determined by FCM method. Set the 5 sub-tasks
as key nodes to establish the FCM network which is shown in Fig. 2. Then the causality
matrix W is obtained by expert evaluation.
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1 Get informed of the meaning of

2 Make sure the causes of
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5 Confirm whether the alerting is

abnormal situation

eliminated

essential flight information

3 Make sure the flight phase and | | 4 Make sure the procedure to be

performed

Fig. 2. Causality relationship between sub-tasks

1.00, 0.92, 0.92, 0.33, 0.50
0.83, 1.00, 0.55,0.91, 0.58
W = 0.92,0.92,1.00,0.92,0.55
0.75, 0.58, 0.58, 1.00, 0.50
0.33,0.33, 0.42, 0.67, 1.00

Then the initial value of state matrix A should be determined which means which
sub-task starts first to process the alerting. By expert survey, sub-task 1 ‘Get informed of
the meaning of alerting’ should be performed first, then the initial valve of matrix A is
[1,0,0,0,0]. Node 1 related with sub-task 1 equals 1 means this sub-task is completed
while other nodes equal 0 means the sub-tasks are not completed yet.

The following value of matrix A after 4 iterations is shown as follows.

Al =£(1.00,0.92,0.92,0.33,0.50) = [1,1, 1,0,0]

A? =f(2.75,2.83,2.46,2.16,1.63) = [1, 1,1, 1, 1]

A% =£(3.83,3.75,3.47,3.83,3.13) = [1,1, 1,1, 1]

A* =£(3.83,3.75,3.47,3.83,3.13) = [1, 1, 1, 1, 1]
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After 4 iterations, we can see that the state value of matrix A reaches stable. In A?,
state value equals 1 related with sub-tasks 2 and 3, and state value equals O related with
sub-tasks 4 and 5, it means that sub-tasks 2 and 3 need to be performed after sub-task 1,
however the state valve of sub-tasks 2 and 3 changes to 1 at the same time after 1 iteration,
their sequence needs to be judged according to experience. After discussion, sub-task 2
is considered to be carried out first, followed by sub-task 3. Similarly, sub-tasks 4 and
5 need to be performed after sub-tasks 2 and 3 are completed. After discussion with
experts, it is considered that task 4 should be carried out before task 5.

After all, the operational sequence of flight crew alerting processing is shown as in
Fig. 3.

1 Get informed of the | N| 2 Make sure the causes of :> 3 Make sure the flight phase and
meaning of alerting abnormal situation essential flight information

5 Confirm whether the :\': 4 Make sure the procedure to
alerting is eliminated be performed

Fig. 3. Sequence of the sub-tasks

3.4 Influence Factors of Situation Awareness

The essential influence factors required to complete the sub-tasks is listed in Table 2
based on GDTA analysis.

Table 2. Key influence factors decomposition

General Order | Sub-tasks Key influence factors Order
Flight crew alerting | 1 Get informed of the Alerting message 1
processing meaning of alerting received
Understand the alerting 2
message
Check related display 3
interface
Check related indicator 4
lights

(continued)
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Table 2. (continued)
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General Order | Sub-tasks Key influence factors Order
2 Make sure the causes of | Aircraft’s current status 5
abnormal situation Status during abnormal 6
condition
Status during normal 7
condition
Information on the 8
display interface
3 Make sure the flight phase | Information on the 9
and essential flight display or instrument
information Get information from 10
ground controls
4 Make sure the procedure | Identify the alerting level | 11
to be performed and cause
Check the procedure on | 12
the manual
Refer to previous 13
experience
Related equipment and 14
system’s status
Internal and external 15
environment
Flight condition and 16
relative flight information
5 Confirm whether the Whether the flight status | 17
alerting is eliminated and relative flight
parameter is normal
Whether relative system | 18
and equipment is normal
Whether alerting 19
message disappears
Whether fault indicator | 20

light goes off
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3.5 Influence Weight Coefficient

Since the information provided by the cockpit interface to the pilot is basically obtained
through perception and direct acquisition, the impact of interface design on the pilot’s
situational awareness is mainly concentrated in the first level (i.e. perception level).
Therefore, this paper mainly analyzes the influence degree of the first level (perception
level) on the completion of tasks.

Take sub-task 1 ‘Get informed of the meaning of alerting’ as an example. This
sub-task has 4 key influence factors, which is shown in Fig. 4.

Factor 1: Alerting message
received

Factor 2: Understand :> Sub-task: Get informed of <:| Factor 3: Check related

the alerting messageg the meaning of alerting display interface

Factor 4: Check related
indicator lights

Fig. 4. Key influence factors of sub-task 1

Set each key influence factor as a node, there causality matrix is:

1.00, 0.70, 0.92, 0.67
0.75, 1.00, 0.78, 0.75
0.75, 0.45, 1.00, 0.53
0.75, 0.60, 0.33, 1.00

Where the initial state value of the matrix A is A = [0.97,0.52, 1, 0.63] which is
based on expert’s experience. The larger the value, the more important the factor is to
complete the task, and 1 indicates the factor is essential, O indicates the factor has no
impact on completing the task.

Transformation function f (x) =
results is shown in Table 3.

According to the influence of various factors, the key information that the pilot needs
to obtain to complete the task can be obtained, which has significant reference signifi-
cance for designing the cockpit interface. For example, in sub-task 1, ‘alerting message
received’ has the largest weight coefficient, therefore, when designing the cockpit inter-
face, it is necessary to arrange the interface or indicator light relative with flight crew
alerting in pilot’s primary field of view to ensure that the pilot can notice the alerting
information in time. It is also important to “check related display interface”, so it is nec-
essary to ensure that the pilot can obtain abnormal information on the display interface
at any time.

Helw is selected for multiple iterations, and the
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Table 3. Weight coefficient of key influence factors

Sub-task Key influence factors Weight coefficient
Get informed of the meaning of Alerting message received 0.7740
alerting Understand the alerting message 0.7382

Check related display interface 0.7593
Check related indicator lights 0.7528

Similarly, the weight coefficients of the remaining sub-tasks can be obtained and is
shown in Table 4.

Table 4. Weight coefficient of key influence factors for the remaining sub-tasks

Sub-tasks Key influence factors Weight coefficient
Make sure the causes of Aircraft’s current status 0.7655
abnormal situation Status during abnormal condition 0.8150

Status during normal condition 0.8147

Information on the display interface | 0.7655

Make sure the flight phase and Information on the display or 0.7925
essential flight information instrument
Get information from ground 0.7299
controls

Make sure the procedure to be Identify the alerting level and cause | 0.8490
performed

Check the procedure on the manual | 0.8764

Refer to previous experience 0.8256

Related equipment and system’s 0.8383
status

Internal and external environment 0.8020

Flight condition and relative flight | 0.8511
information

Confirm whether the alerting is | Whether the flight status and relative | 0.7814

eliminated flight parameter is normal
Whether relative system and 0.7814
equipment is normal
Whether alerting message 0.7394
disappears

Whether fault indicator light goes off | 0.7292




348 X. Li

Based on the above analysis, for the task ‘flight crew alerting processing’, the impor-
tant information to be obtained includes: receiving the alerting message, abnormal instru-
ment reading or interface display information, important flight parameters related to
alerting, alerting related equipment and system’s status, etc. When designing the cock-
pit interface, it is necessary to ensure that the pilot can obtain these information at any
time, so as to help the pilot better maintain situational awareness, process alerting and
ensure flight safety.

4 Conclusions

This study combines the GDTA method proposed by Endsley (goal-oriented task anal-
ysis) and FCM (fuzzy cognitive map) to establish a situation awareness model. It is
more scientific to obtain the critical factors related to situation awareness in the process
of handling the flight crew alerting and the results can be used to modify the cockpit
interface to provide sufficient information for the pilot to maintain situational awareness,
process alerting and ensure flight safety.
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Abstract. Compared with the traditional input mode, the touch screen
has the advantages of convenient operation and saving cockpit space. As
the touch screen began to appear in the aircraft cockpit, the impact of
turbulence on touch screen operation has become a major challenge for
touch screen application. In order to explore the influence of turbulence
on touch screen operation, we designed touch screen input experiments,
simulated the cockpit vibration and static environment, and studied the
touch screen input mode. We compared the effects of different button
sizes and button spacing on completing the input task. The results show
that appropriate button layout is helpful to reduce the adverse effect of
vibration on touch screen operation, and the reason is studied combined
with the analysis of eye movement data.

Keywords: Touch screen - Ergonomics - Vibration - Aviation

1 Introduction

In recent years, touch screen has been applied to aircraft cockpit. Compared
with traditional buttons, the interaction mode of touch screen is more intuitive
and natural, which makes it easier to operate. Since there is no need for physical
buttons, the range and content displayed on the screen can be switched freely to
provide more flexible information for the pilots. Pilots do not need to go through
a specific intermediate device. They only need to reach out and touch the module
on the touch screen to complete the operation [1]. In addition, when iterating and
upgrading flight equipment, it is not necessary to change the physical buttons,
but only need to update the software, which greatly reduces the maintenance
cost [2].

Benefiting from the popularity of electronic products with touch screen in
daily life, the training cost for pilots to operate touch screens has become lower.
Today, many pilots have used iPad or other touchscreen devices to perform some
flight tasks, such as checking electronic documents, viewing electronic charts,
confirming maps and so on. As a new form of human-computer interaction, the
touch screen has good application prospects in the aircraft cockpit.
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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At the same time, the touch screen also brings many ergonomic problems,
the most prominent of which is the impact of turbulence on the operation of
the touch screen. Dobie mentioned in his research in 2003 that vibration during
the flight causes the collapse of human perception system, and human visual
acuity, self perception and vestibular system will be damaged, resulting in the
decline of pilot performance, and adverse symptoms such as fatigue and dizzi-
ness [3]. When flying an aircraft with a touch screen, the display screen and
the pilot’s body will vibrate in the flight environment [4]. Therefore, with the
gradual introduction of touch technology into the aircraft cockpit, the vibration
caused by turbulence has become a major challenge of touch screen technol-
ogy. Under vibration conditions, the interaction between the pilot and the touch
screen may be severely impaired, resulting in reduced touch efficiency, which
makes the mistouch of the touch screen more likely to occur. On the other hand,
due to the lack of relevant design standards, touch screens lack a convincing feed-
back mechanism compared to traditional physical buttons. In order to achieve
accurate control of the touch screen, it undoubtedly increases the workload of
the pilots. Matthes, 1988 pointed out that the increased physical and mental
workload of pilots affected the ability of pilots to safely maneuver the aircraft.
When perception deteriorated, touch screens became unreadable, making it more
difficult for pilots to accurately operate the system [5]. Guerard [7] studied the
simulation of turbulence on Hexapod, and preliminarily explored the operation
of touch screen in combination with the subjective score of subjects. Dodd [2]
designed a data entry experiment to study the effects of touch technology, touch
target size, touch target spacing and turbulence on pilot mission performance
and analyzed the effects of different workloads. Cockburn [6] carried out exper-
iments and studied three input modes: touch, trackball and touch screen mask.
Their experiment results show that the touch interaction performance decreases
with the increase of vibration.

More generally, the pilot cannot guarantee the control accuracy when inter-
acting with the touch screens in vibration environments, which may cause wrong
operations and longer operation time. When operating the touch screen, the
pilots often need to allocate more attention resources to locate position to be
clicked in the screen in order to improve the operation accuracy, which leads to
additional attention occupation. Therefore, the ergonomic evaluation of touch
screens in vibration environment is of great significance to the application of
touch screens and the design of man-machine interface.

2 Experiment

2.1 Subjects

Five subjects were evaluated in the experiment. All subjects were in good health
and had good vision after correction. All the subjects were well trained and
familiar with the operation process of the experiment.
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2.2 Equipment

The experiment was carried out on a flight simulator (see Fig.1). The central
control area of the simulator is composed of a touch screen. Data acquisition
equipment is Tobii Glasses 3 eye trackers developed by Tobii Technology. The
whole experimental process was recorded by the front camera of the eye tracker.

Fig. 1. Six degree of freedom flight simulator with central control touch screen.

2.3 Experimental Design

We simulate the cockpit vibration under turbulent conditions through a six
degree of freedom motion platform. The motion platform performs periodic
motion with an amplitude of lmm and a frequency 10 Hz. Subjects were asked
to fasten their seat belts to ensure a constant distance from the touch screen
throughout the experiment. The task interface is shown in the Fig. 2.

The task required the subjects to complete the input of the given string as
much as possible in ten minutes. Whenever the subject completes and submits
the current string, the program regenerates and displays a new target string.
During the task, the entered characters are displayed in the text box, and the
subjects can click the “Delete” button to clear the last characters for modifica-
tion. The program will record the key value entered and the operation time of
each string group for subsequent analysis. The whole process of the experiment
needs to wear an eye tracker.
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Delete 0 Enter

Fig. 2. Task interface.

3 Experimental Results

We used ANOVA to analyze the differences in the data obtained. In the anal-
ysis of ANOVA, the level of vibration was the independent variable, and the
participants’ operation time and average fixation duration were the dependent
variables. The analysis program is run in Matlab under Windows system.

3.1 Operation Time

In the experiment, we recorded the operation time of the subjects under the static
and vibration conditions. Figure 3 shows the boxplot of the subjects’ operation
time. From the distribution of the operation time in the figure, it can be con-
cluded that under the vibration condition, the average time for the subjects to
complete the input task becomes longer. In order to further explore the influence
of button layout on input operation, we chose different button sizes and spacing
to repeat this experiment. The results show that although the button size and
button spacing are adjusted, the operation time under vibration is still greater
than that without vibration. With the adjustment of the button size, the num-
ber of errors increased. Figure 2 shows the operation time difference caused by
gradually increasing the button spacing when the button size is fixed to 70”.
We used one-way ANOVA to test the influence of vibration on operation time.
The analysis results show that: When the button spacing is 0.1”, the presence
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of vibration had a significantly effect on operation time (F = 22.63, P —value <
0.01). When the button spacing is changed to 0.2”, the influence of vibration
on operation time begins to weaken (F = 4.17, P — value < 0.05). Increase the
button spacing to 0.3”, and the effect of vibration on operation time is no longer
significant (F = 2.51, P — value > 0.05).

11000 + [none +  [TTnone +  [TTnone
[CImoderate [Imoderate [CImoderate
10000 + 11000
10000 + +
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— + 10000 +
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Fig. 3. The boxplot of participants’ operation time under different button spacing. The
y-axis represents the operation time, and the x-axis shows the presence or absence of
vibration in the simulator during the task. The three pictures adopt different button
spacing.

During the experiment, the cumulative number of errors also showed certain
characteristics. Figure4 illustrates the average number of errors of subjects in
each turn. With the increase of button spacing, the difference in the number of
operation errors caused by vibration decreases significantly.

We still conducted one-way ANOVA on the above data, and the results show
that under the three button sizes, whether there is vibration or not has a signif-
icant impact on the operation time. When the button size is 0.6”, the presence
of vibration had a significantly effect on operation time (F' = 3.99, P — value <
0.05). When the button spacing is changed to 0.7”, the influence of vibration on
operation time is statistically (F = 4.46, P — value < 0.05). Increase the button
size to 0.8”, and the result shows that the effect of vibration on operation time
is still significant (F' = 4.49, P — value < 0.05).

The above experimental results show that vibration has many adverse effects
on subjects performing input tasks, which will prolong the operation time and
increase the number of errors. The influence of vibration on the task process
is closely related to the button layout. Figure 2, Fig. 3 show that increasing the
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Fig. 4. Figure of average error times of experiment under different button spacing. The
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Fig. 5. The boxplot of participants’ operation time under different button sizes. The
y-axis represents the operation time, and the x-axis shows the presence or absence of
vibration in the simulator during the task. The three pictures adopt different button
sizes.
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Fig. 6. Figure of average error times of experiment under different button sizes. The
spacing between the buttons is 0.2”.

button spacing can effectively alleviate the adverse impact of vibration on touch
screen operation. With the increase of button spacing, the operation time of
subjects completing character input task under vibration and static conditions
gradually becomes consistent. At the same time, the number of input errors
under vibration conditions is greatly reduced. It can be concluded that vibration
may have a more serious impact on the scenario with closer button spacing.
Therefore, moderately increasing the button spacing may facilitate the subject’s
touch screen interaction. Button size also has an important impact on operation
time. Figure5, Fig. 6 shows that the reduction of button size also leads to the
increase in operation time and the number of errors.

3.2 Average Fixation Duration

In this experiment, we also recorded the subjects’ eye movement data through
the eye trackers (Figs.7 and 8).

It can be intuitively concluded that the average fixation time under vibration
condition is longer than that under static condition. To some extent, it shows
that vibration will have an adverse impact on the subject’s fixation process, and
then prolong the operation time.
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Fig. 7. Figure of average fixation duration under different button spacing. The button
size is 0.77.
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Fig. 8. Figure of average fixation duration under different button size. The button
spacing is 0.25”

4 Discusstion

This experiment recorded the operation time of the subjects’ touch screen input
task under vibration and static conditions. After experimental comparison, it is



Evaluate the Impact of Vibration on Touch Screen Operation 357

concluded that vibration has an adverse effect on operation time. In order to
further explain the influence of vibration on touch screen operation, we selected
different specifications of button size and button spacing and repeat the experi-
ment. The results show that the appropriate button layout strategy can reduce
the impact of vibration. Choosing a larger button interval and a larger button
size is helpful to reduce the impact of vibration on operation time. Button spac-
ing has a more significant impact on the number of errors than button size.
Choosing a larger button spacing helps to control the number of errors. In addi-
tion, we recorded subject’s average fixation duration during the task. The results
show that the average fixation time of subjects will be prolonged under vibration,
which partly explains why it takes longer operation time under vibration.

5 Conclusion

The touch screen has a good application prospect in the field of aviation, and it
also puts forward many new problems for ergonomic analysis. Under vibration
conditions, pilots need to spend more resources to avoid wrong operation and
maintain operation accuracy, which will cause additional occupation of attention.
The ergonomic evaluation of touch screen under vibration and static conditions
has important reference significance for designing more reasonable touch screen
interaction interface and interaction mode.
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Abstract. For decades, fatigue has been identified as a significant risk factor
in commercial air transport. The two main approaches to manage the fatigue
risk in aviation are prescriptive and risk-based (performance-based). Countries’
aviation authorities mandate either of these approaches or a combination of both
through their national regulatory frameworks. This study investigated the content,
context and implementation of International Civil Aviation Organization (ICAO)
Standards and their recommended practices to manage flight crew fatigue risk
in eight South Asian countries. The research design tabulated the fatigue-related
regulations and conducted a comparative analysis of the approaches by assessing
published standards, recommended practices, and regulations.

The findings show a considerable variability among these South Asian coun-
tries on the limits imposed for flight time, flight duty periods, duty periods, and rest
periods. Notably, no country had implemented all three types of limitations (flight
time, flight duty period and duty period) in their regulations. Most countries use
a combination of two limitations as a minimum however, Bhutan, Sri Lanka and
the Maldives only using flight duty periods in their regulations. All eight South
Asian countries impose minimum rest limits. Additionally, the regulations vary
with regard to crew composition, the start time of flight time/flight duty periods,
and in-flight rest requirements.

The results highlight the varying limitations imposed in these South Asian
countries on flight time, flight duty period, duty period and rest periods. It is hoped
that these findings will be considered by regulatory bodies for aviation and airlines
in the South Asia region in order to enhance existing regulatory frameworks.

Keywords: Fatigue - Prescriptive - Limitations - Flight duty period

1 Introduction

Managing the fatigue risk experienced by flight crew is essential to establishing a safe
air transport system. Research indicates that 15 to 20 per cent of fatal accidents and
incidents in commercial air transport are attributable to fatigue [1]. Flight crew have
reported fatigue associated with the following three causation factors: (1) Sleep factors
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(i.e., early duty start times, late night and early morning flights, crossing multiple time
zones); (2) work factors (i.e., high or low workloads in the cockpit, long duty periods, the
intensity of job functions, the availability of resources, confined working environments);
and (3) health factors (i.e., sleep apnea, insomnia, the consumption of alcohol, use of
caffeine and medication) [2—4]. The International Civil Aviation Organization (ICAO),
the specialized agency that specifies Standards and Recommended Practices (SARPs)
to the aviation industry recommends two distinct approaches to address the fatigue risk
experienced by flight crew. The SARPs specified by ICAO are adopted by the Mem-
ber States and are enforced at the national level through each country’s domestic legal
framework. The two fatigue management approaches recommended by ICAO in Annex
6 are prescriptive and performance-based (risk-based) approaches. Each national Civil
Aviation Authority prescribes the maximum flight time, flight duty period (FDP), and
duty period limitations with the minimum rest requirements based on scientific knowl-
edge and experience in the prescriptive approach [4, 5]. Air operators develop and obtain
approval to implement a fatigue risk management system (FRMS) by the National Civil
Aviation Authority in a performance-based approach. The FRMS is based on the princi-
ples of risk management and considers elements such as an individual’s varying capacity
(i.e., productivity, decision-making, problem-solving), sleep, and circadian levels rela-
tive to flight time/flight duty period, and the start and end times of each crew member’s
flights [3, 5].

Additional fatigue mitigation methods are identified in scholarly articles and include
in-flight napping, the crew composition, flight duty period/flight time/duty start time,
and the number of time zones crossed which are considered when formulating fatigue
regulations [6—11]. Research confirms that in-flight sleep for flight crew is a primary
fatigue mitigation strategy effective in long-range flights that provide an environment
favorable to sleep [7, 10—-12]. However, most commercial flights are operated with two
flight crew on duty, which limits their opportunity to rest in flight. Research demonstrates
that medium-range flights with two flight crew, may develop a pattern of building up
fatigue while operating within the flight duty/flight time limits [9, 13, 14]. For example,
evidence shows that significant risk is observed in flights that commence in the early
morning (e.g., 0000-0559) rather than flights scheduled for later in the morning or the
afternoon or at night, especially if the flight time/flight duty period starts in the window
of circadian low (WOCL) (0200-0600). The WOCL is defined by ICAO as the time
in the circadian body clock when the subjective fatigue and sleepiness is at a peak and
individuals are least able to do mental and physical tasks [4]. Furthermore, in terms of
risk, research has also identified a relationship between the time of the day and the level
of error [6, 8]. For example, a study analyzed the records of 155,327 flight hours of
Brazilian airlines from 1st April to 30th September 2005 by categorizing a 24 h day into
the four periods of: (1) early morning; (2) morning; (3) afternoon; and (4) night. The
results revealed that risk increases by 50 per cent during the early morning compared
to the morning, and neither afternoon nor night flights were associated with significant
risk [8].

Although extensive research has been conducted on the causes of fatigue, its impair-
ments, and methods to measure fatigue, research that investigates flight crew fatigue
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regulations related to flight time, FDP, duty period, and rest is limited to a few stud-
ies. Wegmann et al. [15], for example, compared the flight crew fatigue regulations of
nine countries and identified a considerable difference in the scope and applicability of
regulations in these countries. Subsequently, Cabon et al. [16] and Missoni et al. [17]
updated and expanded this area of research to 35 countries in five geographical regions
(Europe, America, Asia, Africa, and Oceania). Together, these studies have compared
flight time, FDP, and rest and work schedules, finding both similarities and differences
in how these countries implemented ICAO principles and whether these regulations can
prevent fatigue [16, 17]. These studies reveal that different geographical regions have
varied flight times, FDPs, and duty period limitations and that different countries use a
combination of traditional and flexible regulations (prescriptive and risk-based).

Itis also noteworthy that the above-mentioned studies analyzed aviation fatigue man-
agement regulations for flight crews in Europe, the Middle East, and countries including
Australia, New Zealand and the United States. However, no studies have focused on
implementing SARPs for fatigue management in the South Asian region. Therefore,
this research aims to examine this area and address this gap by examining the content,
context and implementation of ICAO Standards in eight South Asian countries by tab-
ulating and conducting a comparative analysis of their fatigue-related regulations. The
present study will assess published standards, recommended practices, and regulations
in order to investigate the overarching fatigue management regulatory framework in the
South Asian region.

2 Materials and Methods

2.1 Documents and Selection

The present study examines 12 documents from ICAO and eight South Asian coun-
tries (Afghanistan, Bangladesh, Bhutan, India, Maldives, Nepal, Pakistan, Sri Lanka).
For each country, these documents include the Standards and Recommended Practices
(SARPs), Regulations and the Implementation Guidance for fatigue risk management
in the aviation industry. As publicly available documents, ICAO Annex 6 and Doc 9966
were downloaded from the official website of ICAO and the regulations of each of the
eight countries were downloaded from the official websites of the respective national
aviation authorities. Table 1 lists all the documents used in the analysis.

2.2 Method of Analysis

The SARPs and regulations regarding flight crew fatigue were extracted and recorded in
two tables that contain both text and numerical data. The key terms of duty, duty time,
duty period, flight time, FDP, and flight deck duty time as included in ICAO Annexes
and the regulations of eight South Asian countries are detailed in Table 2. This table also
records the limits on flight time (FT), FDP, duty (D) and the rest periods (RP) of the eight
countries. The data recorded in the tables were analyzed using a comparative analysis
framework that focused on: (1) factors considered when defining flight crew fatigue; (2)
the maximum limits for the FT, FDP, D, and RP with varying complements of flight crew;
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Table 1. List of SARPs, regulations and documents.

Organisation/ SARP/Implementation Guidance/Regulation
Country
ICAO 1. Annex 6 to the Convention on International Civil Aviation Operation of

Aircraft, Part I - International Commercial Air Transport — Aeroplanes
2. Manual for the Oversight of Fatigue Management Approaches Document 9966

Afghanistan Afghanistan Civil Aviation Regulations - Operations - Part §
Bangladesh Air Navigation Order ANO (OPS) A.10 - Flight Operations Requirements
Part A - Flight crew training, licensing and authorisation
Bhutan Bhutan Civil Aviation Requirements - BCAR OPS 1, Commercial Air Transport — Aeroplanes
India Civil Aviation Requirement, Section 7 - Flight crew standards training and licensing, Series J Part III
Maldives Maldivian Civil Aviation Regulations MCAR - Air Operations
Nepal Flight Operations Requirements - Aeroplane FOR-A
Pakistan Air Navigation Order - ANO-012-FSXX-6.0
Sri Lanka Implementing Standard - SLCAIS 054

Guidance Material SLCAP 4210

and (3) the rest period prior/after long-range, extended long-range and ultra-long-range
operations [16, 17]. This comparative analysis framework uses a combination of models
published by Cabon et al. [16] and Missoni et al. [17] to analyze the fatigue management
regulations of flight crew.

Finally, eight graphs were plotted to show the flight times, flight duty periods, duty
periods and rest periods in the eight countries.

3 Results and Discussion

The study reveals that not all eight South Asian countries incorporated flight time, FDP,
and duty period limits into their regulations. There is extensive variability in the regu-
lations among the eight countries in this geographical region, including the definitions
related to flight crew fatigue (flight time, FDP, duty period, and rest period). The results
of the analyses are presented and discussed in the following section.

3.1 ICAO SARPs and Guidance Material

ICAO has prescribed the standards and recommended practices related to flight crew
fatigue in commercial aviation in Annex 6, Part I and the additional implementation
guidance in Document 9966 (Doc 9966). ICAO SARPs urge its Member States to imple-
ment limitations on flight time, FDP, duty period, and rest periods in order to manage
the fatigue risk in air transport [18]. ICAO Annex 6, Part I and Doc 9966 state that
fatigue management regulations should be based on scientific principles, knowledge,
and operational experience. ICAO further recommends that countries promulgate regu-
lations to establish a fatigue management approach (prescriptive or performance-based
or a combination) [4, 18]. A performance-based approach can take the form of a FRMS
and should include a method to identify fatigue-related safety hazards and the resulting
risk(s), remedial action to mitigate risk(s) and associated hazard(s), and a continuous
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improvement of the overall performance [19]. Doc 9966 provides further guidance to
establish flight time, flight duty and duty period limitations, rest periods, an extension of
duty time, positioning, split duty and standby requirements applicable for flight crews.

3.2 Definitions Related to Flight Crew Fatigue

The following seven definitions used in the context of flight crew fatigue are identified
in the present study: (1) duty; (2) duty time; (3) duty period; (4) flight time; (5) FDP; (6)
flight deck duty period; and (7) rest period. Table 2 lists the definitions for these seven
terms as per [CAO Annex 6. If any South Asian country defined the term differently to
Annex 6, this information is also included in the table for comparison. ICAO regula-
tions do not define duty time and flight deck duty time, but the aviation authorities in
Afghanistan and Bangladesh use these two terms in their regulations. The majority of
the South Asian countries define the other terms similarly to ICAO Annex 6 if those
terms are included in the respective regulations as indicated in the third column of the
below table.

Table 2. Definitions in the context of flight crew fatigue

Definition ICAO Status of South Asian Countries
Any task that flight or cabin crew members are
Duty required b}' the operatorrto perfgrm: including flight Not defined by BH. IN, MA. NE, PK and SL
duty. administrative work, training, positioning and
standby when it is likely to induce fatigue.
AF - The total time from the moment a person identified in
. - these regulations begins. immediately after a rest period. any
Daty time NoICAO definition work on behalf of the certificate holder until that person is
free from all restraint associated with that work.
A period which starts when a flight- or cabin-crew BA - the period of elapsed time !Jegmmng from 1 hour
member is required by an operator to report for or to ‘before the scheduled departure time (Blocks off) of all
Duty period 7 : International flights and 45 minutes for Domestic flights; and
- commence a duty and ends when that person is free . B e o =
from all duties ending at 30 minutes after actual arrival time (Blocks on) of
. all flights in connection with assigned duty of a flight crew.
The total time from the moment an aeroplane first
Flight time moves for the purpose of taking off until the moment ~ Not defined by IN and MA
it finally comes to rest at the end of the flight
A period which commences when a flight or cabin
crew member 1s required to report for duty that
Flight duty includes a flight or a series of flights and which )
period finishes when the aircraft finally comes to rest and the Not defined by AF and BA
engines are shut down at the end of the last flight on
which he is a crew member
ljllgl\t deck duty No ICAO definition BA‘- any portion of mght time spent at a position for which
time a flight crewmember is required
BA - elapsed time between two consecutive duty periods
(i.e. from the end of one duty period until the beginning of
next duty period, when crewmembers are free of all restraint
or any kind of duty and are free of all responsibility for work
Rest or duty should the occasion arise.) A horizontal resting

A continuous and defined period of time, subsequent
to and/or prior to duty. during which flight or cabin
crew members are free of all duties

period must be availed by the concerned flight crew.

BH and IN defines defined rest period similar to ICAO but

provide examples for duties (standby and reserve)

Note: Afghanistan (AF), Bangladesh (BA), Bhutan (BH), India (IN), Maldives (MA), Nepal (NE), Pakistan (PK), Sri Lanka (SL)
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3.3 Maximum Flight Time and FDP

Maximum Flight Time. ICAO defines flight time as ‘the total time from the moment
an aeroplane first moves for the purpose of taking off until the moment it finally comes
to rest at the end of the flight’ [4]. Afghanistan, Bangladesh, India, Nepal and Pakistan
have imposed limitations on flight time to regulate flight crew fatigue (see Figs. 1,2 and
3). Afghanistan has mandated a limit of 8 flight hours in the Afghanistan Civil Aviation
Regulations - Operations - Part 8-8.12 and does not specify the number of flight crew
required for the flight [19]. Bangladesh imposes a limitation of 11 h, which the air
operator can extend to 14 h with three flight crew and two flight engineers, and 16 h with
four flight crew and two flight engineers as shown in Figs. 1, 2 and 3 [20]. India has a
diverse range of flight times from 8 to 14 h as the following two factors influence the
wide range of flight times: (1) the crew complement (i.e., the number of crew members
operating the flight); and (2) the number of landings/sectors performed within the flight
time [21].

Maximum Flight time
12

10 ->6 -6

Flight time (hh:min)

Afganistan Bangladesh India Nepal Pakistan

Country

Fig. 1. Maximum flight time

Nepal has a flight time limitation of 10 h (see Fig. 1) for two flight crew operations
which increases to 12 h for three and four flight crew member operations; (see Figs. 2 and
3 for extended flight time limitations) [22]. The regulations in Pakistan have a minimum
flight time of 9 h and a maximum of 18 h [23]. A two flight crew complement allows
airlines to operate a flight time of 9 h (Fig. 1), and with three flight crew, it is extended
to 10 h (see Fig. 2) [23]. A three flight crew complement can include two flight crew and
a flight engineer. An augmented crew complement of three flight crew and one flight
engineer allows a flight time of 11 h, and three flight crew with two flight engineers can
operate up to 12 h, as shown in Fig. 2 [23]. A further increase of up to 16 flying hours
is allowed for a double crew complement (see Fig. 3). Pakistan also specifies flights
of long-range (16 h) duration, extended long-range (17 h), and ultra-long-range (18 h)
duration for two and three sets of flight crew, respectively (see Fig. 3) [23].
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Maximum Flight Time (three flight crew)
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Fig. 2. Maximum flight time (three flight crew)

The results presented in the analysis show that the maximum flight time within the
eight countries can range from 8 to 18 h and can also depend on the number of crew
operating the flight. Countries such as Afghanistan and India allow a flight time of 8
h, which is the minimum flight time in the eight countries, whereas Pakistan allows
a flight time of up to 18 h as a maximum flight time among the eight countries [19,
23]. Afghanistan Civil Aviation Regulations - Operations - Part 8 does not include
any information on the number of flight crew members when mandating the maximum
flight time [21]. It is of interest that India associates the flight time with the number of
landings performed [19] and India and Pakistan are the only two countries that classify
long-range, extended, and ultra-long-range flights. According to the results, some South
Asian countries consider various aspects (i.e., crew complement, sectors performed,
flight distance) in stipulating the maximum flight time. In contrast, certain countries only
impose a limitation on flight time and provide little information on the rationale/evidence
for their limits.
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Fig. 3. Maximum flight time (four or more flight crew members)
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Maximum FDP. Six out of the eight countries in the South Asian region impose a
limitation on FDP for flight crew. ICAO defines a flight duty period as ‘a period that
commences when a flight or cabin crew member is required to report for duty that
includes a flight or a series of flights and which finishes when an aircraft finally comes
to rest and the engines are shut down at the end of the last flight on which he is a crew
member’ [4]. Sri Lanka and the Maldives have multiple FDPs, as shown in Fig. 4. These
FDPs are established in reference to: (1) FDP start time; and (2) the sectors flight crew
can operate within the FDP [24, 25]. The first FDP reference time commences at 0600
until 1329, then there are seven FDP reference time clusters with an interval of 29 min
between the start and end times until 1659. The next time cluster starts at 1700 and runs
until 0459. Finally, there are four time clusters with an interval of 14 min between the
start and end time finishing at 0559. According to this criteria, there are 104 FDPs in
the Maldives regulations. Figure 4 shows only the maximum FDPs out of the 104 for
acclimatized flight crew in the Maldives. Furthermore, the Maldives has established a
separate FDP for operators under a FRMS.

The FDP limitations in Sri Lanka take a similar form to the regulations in the Maldives
however, only five FDP start time clusters are in the Sri Lankan Regulations [24]. The
first period starts at 0600 and ends at 0759, thus the lapse time between the first cluster
is one hour and 59 min. Each of the two subsequent time clusters have a lapse time of
four hours and 59 min, the next cluster is three hours 59 min, and the last cluster is
seven hours and 59 min (2200 to 0559). If the flight duty commences between 0800 to
1259 flight crew can work the maximum FDP according to the number of sectors they
perform, as depicted in Fig. 4.

Maximum Flight Duty Period
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Fig. 4. Maximum flight duty period.
Note: Different color shadings are used to mark the FDPs in Bhutan, India, Maldives, and Sri
Lanka for clarity as multiple FDPs are illustrated in the graph
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Sri Lanka specifies the FDP is applicable for two or more acclimatized flight crew
and the Guidance Material Sri Lanka Civil Aviation Procedure (SLCAP) 4210 also
mandates a separate FDP for two or more flight crew who are not acclimatized to the
sector. Furthermore, in India, the FDPs also consider the maximum number of landings
that the flight crew can perform. The maximum applicable FDPs for two flight crew
operations across six countries are shown in Fig. 4. The maximum FDP is 13 h with one
landing, and if the landings are increased to six, it allows the flight crew to operate up
to 11 h. From Fig. 4, it is evident that there are five FDPs, each with an addition of 30
min to the previous FDP (i.e., 1100, 1130, 1200, 1230, 1300). As the FDPs in India are
associated with number of landings each 30 min extended in the FDP results in reducing
one landing that flight crew can perform. The maximum FDP in Bhutan is 13 h, and if
more than two sectors are performed the FDP reduces by 30 min for each sector from the
third sector onwards for a maximum total reduction of two hours [26]. Pakistan allows
a 12 h FDP period for two flight crew operations and 13 h in Nepal with three or four
flight crew complement.

With regard to three crew member operations, India allows the FDP to be extended to
14 h (see Fig. 5), and with four or more flight crew, it can be extended to 18 or 22 h (see
Fig. 6) [21]. These flights are considered long-range and ultra-long-range operations,
respectively. Unlike the other countries in the region, Nepal has a higher maximum FDP
limitation of 13 h. Three flight crew operations with a class 2 (e.g., seat in an aircraft
cabin with flat or near flat sleeping position) or class 3 rest facility (e.g., seat in an aircraft
cabin or flight deck with at least 40 degree recline capability and leg and foot support)
can operate up to a FDP limit of 15 h (see Fig. 5) [22] which can be increased to 16 h
with a class 2 or 3 rest facility, and 18 h with a class 1 rest facility (i.e. bunk or other
surface with flat sleeping position separate from flight deck and passenger cabin) if four
or more flight crew are engaged in operations (see Fig. 6). Pakistan allows a FDP of 13
h for three crew operations, including two flight crew and a flight engineer or with two
captains and a first officer (see Fig. 5).

In Pakistan, the FDP can be increased to 15 hif three flight crew and 2 flight engineers
are involved in flight operations, and a double crew complement allows a further increase
of 18 h (see Fig. 6). Pakistan regulations permit long-range flights with a duration of up
to 18 h with two sets of cockpit crew and extended long-range flights with two groups
of cockpit crew and a cruise relief flight crew can fly for up to 20 h [23]. Three sets of
flight crew can operate a maximum FDP of up to 21 h for ultra-long-range flights (see
Fig. 6).

The results reveal that the Maldives and Sri Lanka are the only two countries that
combine the FDP with duty start time and the sectors travelled. When mandating the
maximum FDP, India, Nepal, Pakistan, and also Sri Lanka take into consideration the
number of flight crew members required for the prescribed operation. Only two countries
(India, Pakistan) in the region classify different FDPs for flights identified as long-range,
extended, and ultra-long-range flights. Across all eight countries, Nepal is the only
country that identifies in-flight rest as an essential aspect to extend the FDP. Overall, the
results indicate that some South Asian countries formulate their FDP regulations based
on: (1) FDP start time; (2) the number of sectors travelled /aircraft landings; (3) crew
complement; (4) the duration of the flight; and (5) the period of in-flight rest. However, it
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Maximum Flight Duty Period (three flight crew)
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Fig. 5. Maximum flight duty period (three flight crew)

is noteworthy that only Nepal identifies the importance of in-flight rest in their in-flight
crew fatigue management approach. Furthermore, only two countries base the flight
crew FDP on when the duty period commences (see next section).
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Fig. 6. Maximum duty period (four or more flight crew)

3.4 Duty Period

Duty period is ‘a period which starts when a flight or cabin crew member is required by
an operator to report for or to commence a duty and ends when that person is free from
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all duties’ [4]. Afghanistan and Bangladesh impose a duty period limitation of 14 h for
flight crew, as shown in Fig. 7 [19, 20]. Bangladesh regulations allow this limitation to
increase to 16 h, when at least one flight crew member is added to the minimum crew
complement. Furthermore, this can be expanded to 20 h if two more flight crew are
assigned to the minimum crew complement. Other South Asian countries do not include
a duty period limitation in their regulations.

Maximum Duty Period
25

20

15

Duty period (hh:min)

Afganistan Bangladesh
Country

Fig. 7. Maximum duty period

3.5 Rest Period

All eight South Asian countries impose a minimum rest period for flight crew in their
regulations, as shown in Fig. 8. ICAO defines rest as ‘a continuous and defined period
of time, subsequent to and/or prior to duty, during which flight or cabin crew members
are free of all duties’ [4]. For example, in Bangladesh, flight crew are allowed to rest for
nine consecutive hours on the ground if a duty period is 14 h or less [20]. Air operators
can reduce this rest period to eight hours by providing a subsequent rest period of 10
consecutive hours, and if the duty period is between 14 to 20 h, the flight crew must rest
for 12 h. The regulations allow this rest to be 10 h, with a subsequent rest period of 14
consecutive hours. Before undertaking a FDP in Bhutan, India, Maldives, and Sri Lanka,
the minimum rest period for flight crew is 12 h or a duration equivalent to the preceding
duty period, whichever is greater (see Fig. 8) [4, 17, 21, 26]. However, for the FDP that
starts away from the home base, a rest period of 10 h or equivalent to the preceding duty
period should be provided in Bhutan and the Maldives and this period should include
8 h of sleep opportunity. In India, the minimum rest period can be extended to 18 h if
crossing three to seven time zones and 36 h if crossing more than seven time zones.
Nepal is the only country that mandates one rest period of a minimum of 9 h before
commencing a FDP; see Fig. 8.
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Fig. 8. Minimum rest period

In Pakistan, the minimum rest period is 12 h or twice the duration of the preceding
FDP, whichever is greater [23]. For long-range (LR), and extended long-range (ELR)
flights, the rest period should be 24 h before the flight, including one local night. This
period is extended to 48 h for ultra-long-range (ULR) flights, including two local nights.
The regulations also require a minimum rest period of double the duty time at the home
base after operating LR, ELR or ULR flights. After returning to the home base from
one of these flights, 48 h or double the FDP is the allowed minimum rest period for
the flight crew. In Sri Lanka, if a rest period of 12 h is earned by flight crew away
from the home base, the rest period can be reduced by one hour if the operator provides
suitable accommodation. However, if the travelling time between the aerodrome and the
accommodation is more than 30 min each way, the rest period must be increased by the
total time spent travelling and one additional hour.

In summary, Afghanistan, Bangladesh and Nepal allow a minimum rest period of
nine hours, whereas Bhutan, India, Maldives, Pakistan and Sri Lanka permit a minimum
of 12 h rest. Three (Bhutan, Maldives, Sri Lanka) of the eight countries in the region
also specify a rest requirement for rest away from the home base. Furthermore, India
and Pakistan have mandated an extended rest period based on time zones crossed and
the length of flight (LR, ELR, ULR). The results reveal that minimum rest criteria differ
in the South Asian region and that some countries consider aspects including: (1) rest
away from the home base; (2) the number of time zones crossed; and (3) the length/type
of the flight operated.

4 Conclusion

This study reports on significant variability in the aviation regulations of eight countries
and their implementation of ICAO SARPs. The majority of the South Asian countries
have established regulations that consider key aspects of fatigue that can impact flight
crew. However, some countries only impose limits on flight time, FDP, duty or rest
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periods. Although in-flight napping is regarded as an effective fatigue mitigation strategy
by many scholarly articles [7, 1012, 27], the results of the present study reveal that only
Nepal incorporates it with the flight time and FDP. Aviation regulations in Nepal also
consider the condition of the rest facility and environment in the provision of in-flight
napping. Another frequently cited strategy for mitigating fatigue in flight crew is duty
start times and the number of time zones crossed in flight time/FDPs. Sri Lanka and the
Maldives combine duty start time with FDP, and together with these two countries, India
also couples the flight time and FDP with the number of landings [6, 8, 13].

However, in addition to considering limitations on flight time, FDP and duty periods
as a method to minimize the fatigue experienced by flight crew, regulations should also
consider the crew complement, the in-flight rest facilities onboard and away from the
crew member’s home base, flights across a number of time zones, and duty start times as
these factors have been identified as effective fatigue mitigation strategies in the extant
literature [6, 8, 10, 13, 27].

A key strength of this study is the ease of access to the data, as the researcher used
data and information that is publicly available on the official websites of ICAO and
the national regulatory authorities. Therefore, there were no shortcomings to accessing
current data about the standards, recommended practices, and regulations. However,
it should be noted that in some cases, there is a need for the respective authorities
to provide more and clearer information about the intended meaning of some of the
regulatory provisions.

The present study evaluated the fatigue management regulations published by inter-
national organizations and the regulators in eight South Asian countries. This analy-
sis provides a better understanding of ICAO’s standards and recommended practices
and the fatigue management regulatory framework of South Asia’s eight civil aviation
authorities. These research findings will provide international organizations, regulators,
and airlines with a better understanding of the commonalities and differences in flight
time, FDP, duty, and rest period limitations across these eight countries. It is hoped that
the region’s national civil aviation authorities will consider and incorporate these find-
ings when reviewing and updating their existing regulatory frameworks and operational
procedures.
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Abstract. This paper details the project methodology undertaken to create a Flight
Deck Management Model (FDMM), which aims to reflect the complexity of mod-
ern commercial flight deck operations in the 21% century. A comprehensive litera-
ture review, which included Decision Making, Situational Awareness (SA), com-
plexity and resilience, was combined with a review of high-profile (well-known)
air accident reports, in order to identify the main characteristics of the model.