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Foreword

Human-computer interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, as well as having more impact on people’s everyday life, as an
ever-growing number of human activities are progressively moving from the physical to
the digital world. This process, which has been ongoing for some time now, has been
dramatically accelerated by the COVID-19 pandemic. The HCI International (HCII)
conference series, held yearly, aims to respond to the compelling need to advance the
exchange of knowledge and research and development efforts on the human aspects of
design and use of computing systems.

The 24th International Conference on Human-Computer Interaction, HCI
International 2022 (HCII 2022), was planned to be held at the Gothia Towers Hotel
and Swedish Exhibition & Congress Centre, Göteborg, Sweden, during June 26 to
July 1, 2022. Due to the COVID-19 pandemic and with everyone’s health and safety in
mind, HCII 2022 was organized and run as a virtual conference. It incorporated the 21
thematic areas and affiliated conferences listed on the following page.

A total of 5583 individuals from academia, research institutes, industry, and
governmental agencies from 88 countries submitted contributions, and 1276 papers
and 275 posters were included in the proceedings to appear just before the start of
the conference. The contributions thoroughly cover the entire field of human-computer
interaction, addressing major advances in knowledge and effective use of computers in
a variety of application areas. These papers provide academics, researchers, engineers,
scientists, practitioners, and students with state-of-the-art information on themost recent
advances in HCI. The volumes constituting the set of proceedings to appear before the
start of the conference are listed in the following pages.

The HCI International (HCII) conference also offers the option of ‘Late Breaking
Work’ which applies both for papers and posters, and the corresponding volume(s) of
the proceedings will appear after the conference. Full papers will be included in the
‘HCII 2022 - Late Breaking Papers’ volumes of the proceedings to be published in
the Springer LNCS series, while ‘Poster Extended Abstracts’ will be included as short
research papers in the ‘HCII 2022 - Late Breaking Posters’ volumes to be published in
the Springer CCIS series.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution and
support towards the highest scientific quality and overall success of the HCI
International 2022 conference; they have helped in so many ways, including session
organization, paper reviewing (single-blind review process, with a minimum of two
reviews per submission) and, more generally, acting as goodwill ambassadors for the
HCII conference.



vi Foreword

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my
appreciation to AbbasMoallem, Communications Chair and Editor of HCI International
News.

June 2022 Constantine Stephanidis
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Preface

Software representations of humans, including aspects of anthropometry, biometrics,
motion capture and prediction, as well as cognition modelling, are known as Digital
HumanModels (DHM), and are widely used in a variety of complex application domains
where it is important to foresee and simulate human behavior, performance, safety, health
and comfort. Automation depicting human emotion, social interaction and functional
capabilities can also be modeled to support and assist in predicting human response in
real world settings. Such domains include medical and nursing applications, education
and learning, ergonomics and design, as well as safety and risk management.

The 13th Digital Human Modeling & Applications in Health, Safety, Ergonomics &
Risk Management (DHM) Conference, an affiliated conference of the HCI International
Conference 2022, encouraged papers from academics, researchers, industry and
professionals, on a broad range of theoretical and applied issues related toDigital Human
Modelling and its applications.

The research papers contributed to this year’s volume spans across different fields
that fall within the scope of the DHM Conference. In the context of anthropometry,
human behavior, and communication, the physical aspects emphasized build on human
modeling lessons of the past, whereas attentional aspects are providing evidence for
new theories and applications. The study of DHM issues in various application domains
has yielded works emphasizing task analysis, quality and safety in healthcare, as well
occupational health and operations management. Digital human modeling in interactive
product and service design is also discussed in this year’s contributions. There are
applications of interest shown across many industries, while multi-disciplinary and
systems-related challenges remain for validation and generalizability in future work.
Sensors-based modeling, information visualization, collaborative robots, and intelligent
interactions are among the human-technologymodeling and results reporting efforts this
year.

Two volumes of the HCII 2022 proceedings are dedicated to this year’s edition of
the DHM Conference, entitled Digital Human Modeling and Applications in Health,
Safety, Ergonomics and Risk Management: Anthropometry, Human Behavior, and
Communication (Part I), and Digital Human Modeling and Applications in Health,
Safety, Ergonomics andRiskManagement:Health,OperationsManagement, andDesign
(Part II). The first volume focuses on topics related to ergonomic design, anthropometry,
and humanmodeling, aswell as collaboration, communication, and human behavior. The
second volume focuses on topics related to task analysis, quality and safety in health-
care, as well as occupational health and operations management, and Digital Human
Modeling in interactive product and service design.
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Papers of these volumes are included for publication after a minimum of two single–
blind reviews from the members of the DHM Program Board or, in some cases, from
members of the Program Boards of other affiliated conferences. I would like to thank all
of them for their invaluable contribution, support and efforts.

June 2022 Vincent G. Duffy
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HCI International 2023

The 25th International Conference on Human-Computer Interaction, HCI International
2023, will be held jointly with the affiliated conferences at the AC Bella Sky Hotel
and Bella Center, Copenhagen, Denmark, 23–28 July 2023. It will cover a broad
spectrum of themes related to human-computer interaction, including theoretical
issues, methods, tools, processes, and case studies in HCI design, as well as
novel interaction techniques, interfaces, and applications. The proceedings will
be published by Springer. More information will be available on the conference
website: http://2023.hci.international/.

General Chair
Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: general_chair@hcii2023.org

http://2023.hci.international/ 
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Abstract. Cable driven exoskeletons and exosuits are very popular
in rehabilitation and assistive robotics. Exosuits are typically actuated
using Bowden cable attached to motors or any other actuators. Bowden
cable act as link to activate a joint. However, exosuits because of flexible
construction require flexible links or cable. To keep the cost low and for
ease of routing, other strings can be explored, instead of using Bowden
cables. This work presents the usability of braided nylon fishing lines
as an alternative to Bowden cable in exosuit making. An experimental
setup is described here for cyclic loading and elongation of string. The
results show that both mono nylon string and a braided nylon string can
undergo cyclic loading. Due to greater elongation of mono nylon string
over braided nylon string, the latter is a better option for use in exosuits.

Keywords: Exouit actuation · Nylon fishing line · Testing · Cyclic
loading · Elongation

1 Introduction

Exosuits are wearable robots that are flexible and provides power augmentation
to the wearer. Exosuits can be used in rehabilitation, physical therapy and are
also to provide assistance [1]. Unlike exoskeletons, exosuits is aimed at easy wear-
ability and are targeted to be a cheaper alternative. The common construction of
an exosuit consists of a harness that wraps around the area of actuation which is
linked to the actuator with a cable. There are different types of actuators used in
exosuits. The most common type of exosuit actuation is cable driven actuation
powered with an electric motor [2,3]. Several exoskeletons also use cable driven
mechanism for actuation [4]. However, other types of actuators like McKibben
actuator [5], pneumatic inflatable actuators [6], shape memory alloys, twisted
string actuators [7] are also used. Cable driven exosuit use Bowden cable for
power transmission where one end is looped around a spool connected to motor
and other end is connected at the actuation point.

Bowden cable has the problem of routing along the suit, as it is not flexible
enough for sharp turns in the suit. This limits the number of ways the cable can
be incorporated and further limits the design freedom in the suit. This could be
one of the reasons why most exosuits that are actuated using bowden cable are
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
V. G. Duffy (Ed.): HCII 2022, LNCS 13319, pp. 3–15, 2022.
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limited to few joints. If there are more joints, it is difficult to route cables. Also,
the construction of exosuits that are being developed is similar in most cases.
Off-the-shelf materials are chosen in the construction, where the service life of
different materials and components used is different. For example, as a point of
discussion in this paper, the Bowden cable used for actuation may be clamped
to the suit using a rivet or is sewn. The riveted or sewn joint may not last as
longer as the bowden cable used in the actuation. Metallic bowden cable might
outlive the functioning time of the exosuit itself. In this case it is noticeable to
choose an alternative cable for actuation, that can be cheaper and has a good
service life.

Lot of strings made out of polymers are available and can be chosen, consid-
ering longevity of the polymers. One of the widely available string is made out of
nylon and is used in fishing lines. In the literature, fishing lines have been used
to stabilize the stifle joint of a canine, in a technique called as Lateral Suture
Technique [9]. When a ligament of a stifle joint is torn in canines, nylon mono-
filament lines are used to surgically stabilise the joint. This is done by making
holes in the bones and the nylon mono-filament line ties the bones together, act-
ing as artificial ligament. Several studies have been conducted for the usability
of fishing lines in the above procedure [9]. Additionally, biomechanical analysis
of using nylon fishing lines has been experimented before [10]. From this it is
seen as a promising option to use nylon fishing lines instead of a Bowden cable
to actuate the exosuit. Earlier attempts have been made to actuate exosuit with
nylon strings [8].

Fig. 1. Strings used in the experimentation
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Nylon fishing lines are available in different forms and types, and choosing
from them requires testing them for the need and verifying their applicability.
Nylon fishing lines [11] come with pre-determined test data for tensile loading
and weight capacity. It is not conclusive to say that Nylon fishing lines can be
used in the actuation of joints from this data. Bowden cables [12] are previously
tested in the actuation of joints. However, nylon fishing lines are only promised
to withstand rated tension forces, with testing being required to verify if they
can withstand cyclic loading as required in the application for joint actuation of
exosuit. Also, nylon strings are prone to elongation when tension is applied. Thus
a nylon string with minimal elongation or no elongation needs to be selected.
Hence, test for cyclic loading and elongation are done on two kinds of fishing
lines. The strings selected are a braided and mono nylon string as shown in
Fig. 1, with similar thickness.

Braided string is manufactured by braiding several fibres together. This is
done to ensure that the string does not break due to damage or crack formation.
In the case of a Mono fishing string any damage will cause the entire string to
fail when a load is applied. Additionally, a braided string acts as a composite
and the load on individual fibre is not longitudinal. Braided string also have
lesser elongation since load on different fibres are in different directions. However,
experimentation is required to determine the usability of fishing lines in exosuits.

2 Methodology of Testing

The two tests, one for cyclic loading and another for elongation are chosen. Exo-
suits are used for rehabilitation in most cases or are required to assist for lower
loads. The testing procedure here considers the tension required for actuation of
limbs of an adult. The selection of string and weight to be attached for loading,
is also based on this tension force. Once the weight is chosen, a string a with
rated tension of more than the load is selected. With this, it is ensured that the
string will not break under pure tension loading. This tension force is reversed
periodically to check it’s capacity to withstand cyclic loading. Elongation is also
measured for different length of strings for this chosen tension force/ weight. The
different tests done are depicted in the Fig. 2.

The cyclic loading is done with a pre-determined number of cycles. Elongation
is measured with a simple Hooke’s law setup. This elongation is compared to
the theoretical elongation of the string. To calculate theoretical elongation, the
modulus of elasticity of the wire is measured with a Universal Testing Machine.

The tension force used for experimentation is determined by finding the
weight of the forearm and hand. The parameters of the experiment set are for the
purpose of lifting fore arm and hand for elbow actuation. However, later on the
experiments can be repeated for any tension force for the actuation of different
joints by choosing a string that has a tension capacity greater than the tension
required for actuation of that joint. To select the required weight of forearm and
hand for elbow actuation, we refer to the anthropometry data [13]. From this,
the weight of lower arm and hand of a fully grown adult is around 2.5% (mean



6 S. Alapati and D. Seth

Fig. 2. Experiments on the strings

= 2.521%) of the entire body weight. The test subject chosen is a fully grown
adult of around 1.83 m tall with a and weight of about 80 kg. From the data it
is estimated that lower arm and hand for this adult would weigh around 2 kg for
experiments here. Testing for cyclic loading and elongation is done using three
sets of weights below 2 kg, which are 1 kg, 1.5 kg and 2 kg (Table 1).

Table 1. Anthropometric data of forearm and hand

S. No. Body segment Segment weight as percentage of
body weight

Mean

1 Forearm 1.818%

2 Hand 0.703%

Total 2.521%

Weight 2.521%(80 kg) = 2 kg

2.1 Test for Cyclic Loading

To generate cyclic loading we push and pull the weight against gravity. This is
similar to exosuit actuation because the elbow actuator would have to lift weight
of fore arm and hand against gravity.

A frame is built out of aluminium profile bars with four columns. Weight is
hung inside the frame by the string that is tested. The string is then attached
to a pulley which is driven by a DC motor. The weight is lowered and raised in
the frame as the direction of the motor is reversed periodically. To set the stroke
length and reverse the direction of the motor, two IR proximity sensors have
been used as limit switches. The two IR proximity sensors are mounted on one
side of the frame, directed into the frame, to detect the presence of the weight.
Once the presence of weight is detected, a signal is sent to micro-controller which
commands motor driver to change the direction of the motor. It is controlled in
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such a way that, the motor direction is set clockwise when weight is detected at
the upper proximity sensor and vice-versa. It is thus ensured that weight moves
between the two sensors, as the string is hung to the right side of the pulley. All
the electronic components like micro-controller and motor driver are mounted
on the top of the frame. The entire construction can be seen in the Fig. 3.

Fig. 3. Experimental setup for cyclic loading

The stroke length is set to be 150 mm by the proximity sensors, as the elbow
joint actuation doesn’t require more length of stroke considering actuation points
are kept as close to elbow joint as possible. The stroke length is maintained by
adjusting the proximity sensors, as the weights are not of same dimension. The
top sensor detects the top portion of the weight and bottom sensor detects
the bottom portion of the weight. Because of this, it is necessary to set length
considering the vertical dimension of the weight as shown in Fig. 5. It can be
seen that the proximity sensors are set at different positions for different loads.

The details of the components used in setup for cyclic loading are described
here. The motor used is a Cytron SPG30E-30K (150 rpm), which is connected to
an Arduino UNO using a L298N motor driver. The diameter of pulley attached
to motor is 60 mm and verticle distance the weights moved is 150 mm. The
motor is powered by a 12 V power supply. The Arduino is also powered by this
supply. The motor driver and sensors which require 5 V and 3.3 V respectively
are powered by the Arduino power pins. The weights are cast in solid concrete.
The circuit diagram of the following setup is shown in Fig. 4.

The test setup is run with 1 kg, 1.5 kg and 2 kg. A single strand of the string
is taken and is attached to the weight. Then the experiment is turned on and as
weight is pulled against gravity and lowered, the string experiences cyclic loading.
This loading takes about 5 s for one push-pull cycle and is done for upto 10,000
cycles. Since most electronic components with moving components are rated for
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Fig. 4. Circuit diagram of the cyclic loading setup

several thousand cycles, the testing is done for 10,000 cycles. It took around 15 h
for each string and weight combination to undergo ten thousand cycles of push
and pull strokes against the gravity. The experiments were intentionally stopped
after the completion of ten thousand cycles.

Fig. 5. Cyclic loading with different weights
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The Arduino code is written to change the direction of motor when IR prox-
imity sensors detect a signal. One push and pull movement of weight in the
stroke length of 150 mm is considered as one cycle. A counter is introduced into
the code and is incremented when one cycle is completed. The direction of the
motor and the counter data are printed to the serial communication. This data
sent with the serial communication is received by a computer with a program
‘ArduSpreadsheet’ [14] installed into the Arduino IDE. This allows the software
to save a CSV (comma seperated values) file with variables read from the serial
for all the ten thousand cycles.

2.2 Test for Elongation

Another property that would be important for the usability of the string in
exosuit actuation is elongation. If there is elongation in the string, the string
would not transfer the tension force but will elongate due to applied force. It
is observed that mono nylon fishing line elongates even when the tension is
below the rated tension of the string. Therefore it is necessary to determine the
elongation due to a certain weight.

A Hooke’s law setup is used to test the two strings for elongation. A wall
mount is setup with a ruler. One end of the string is attached to the wall mount
with a knot. The other end is attached to a snap hook by another knot. The
weights are replaced to the snap hook. The length of the string without weights
is measured between these knots. The length is initially measured along the scale
and to the length after elongation with weight of 1 kg, 1.5 kg and 2 kg. The setup
with a weight of 1 kg held against gravity force with a mono nylon string is shown
in the Fig. 6.

The string elongation will depend on the length of the string and load, hence
strings of different lengths have been taken for testing. For routing the cable in
the suit, a string might need to cover a certain distance from actuator to point
of actuation. Taking this into consideration, string of length 150 mm to 500 mm
are chosen for testing. Each string of certain length is tested with three different
loads. For a certain length of string, the elongation is taken in four iterations to
minimise the erroneous data. The data collected is shown in Table 2.

To compare the experimental elongation data with theoretical formulation,
modulus of elasticity (Young’s modulus) of the strings are found using an Uni-
versal Testing Machine (UTM). The UTM used is an Instron 5969. The two
strings are held in between the clamps, and tensile loading is applied steadily.
The load is applied until the strings snap. From the stress strain curves gener-
ated during the testing, Young’s modulus of the material is calculated. Once the
elasticity modulus is known, the elongation can be calculated with the known
values of area of cross section, tension force on string and length of the string.
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Fig. 6. Hooke’s law setup

The equation for Young’s modulus is given below [15].

E = σ/ε = (F/A)/(δl/l) (1)

where:

E = Young’s Modulus
σ = Stress
ε = Strain
F = Force
A = Cross section area
δl = elongation
l = original length

2.3 Results

Results of Cyclic Loading. The data saved into the csv file is then plotted as
a graph of number of cycles against the time taken (measured in hours) for those
number of cycles using Matlab. The details of the weight and type of string are
written above each sub-plot.

It can be seen from the Fig. 7 that the two strings could easily go through
ten thousand push and pull cycles of cyclic loading without any damage to the
string. The time taken for a cycle remains the same and hence the curve is linear.
The experiment is manually stopped after ten thousand cycles. Although, the
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Fig. 7. Cyclic loading results Plot between time taken and number of cycles for cyclic
loading for a Mono nylon string with weight of (a) 1 kg (b) 1.5 kg and (c) 2 kg. Plot
between time taken and number of cycles for cyclic loading for a Briaded nylon string
with weight of (d) 1 kg (e) 1.5 kg and (f) 2 kg

experiment is stopped at ten thousand cycles, the experiment can run further,
since no damage was observed in the strings.

Results of Elongation. As shown in Table 2, initially a string of length 150 mm
is taken. It is loaded with different weights and elongation is measured. It can be
seen that, for mono nylon string of length 150 mm, elongation is around 8 mm.
When the length doubled, elongation also doubles to about 15 mm. For a length
of sting of 500 mm, the elongation reaches a value of 24 mm. Even though the
rated tension of the mono nylon string is around 9 kg, it shows elongation at low
weights of 2 kg.

For a braided nylon string of length 150 mm, the elongation is 1 mm for weight
of 1 kg. When the length of string is increased to 300 mm, the elongation is around
2 mm and for string length of 500 mm, the elongation is 4 mm. For a weight of
2 kg and length of string of 500 mm, the maximum elongation experienced is
about 5 mm. This value of elongation is very low when compared to the Mono
nylon string.

From the tests conducted on string with the UTM, the Young’s modulus of
the material is found. The Young’s modulus of the Mono nylon fishing string is
1.64 GPa, and for Braided Nylon is 5.66 GPa.
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Table 2. Recorded elongation for different weights

S. No String

type

Number

of Strands

String length

(mm)

Weight

(kg)

Elongation (mm)

Iteration

1

Iteration

2

Iteration

3

Iteration

4

Average

1 Mono 1 150 1 8 10 9 8 8.75

2 Mono 1 150 1.5 10 10 10 10 10

3 Mono 1 150 2 15 11 11 11 12

4 Mono 1 300 1 16 13 15 15 14.75

5 Mono 1 300 1.5 22 25 21 20 22

6 Mono 1 300 2 27 29 24 23 25.75

7 Mono 1 500 1 25 23 24 21 23.25

8 Mono 1 500 1.5 34 33 33 31 32.75

9 Mono 1 500 2 42 41 39 35 39.25

10 Braided 1 150 1 1 1 1 1 1

11 Braided 1 150 1.5 1 2 2 1 1.5

12 Braided 1 150 2 2 2 2 2 2

13 Braided 1 300 1 2 2 2 3 2.25

14 Braided 1 300 1.5 2 2 3 3 2.5

15 Braided 1 300 2 3 3 3 4 3.25

16 Braided 1 500 1 4 4 4 3 3.75

17 Braided 1 500 1.5 4 5 4 5 4.5

18 Braided 1 500 2 5 6 5 5 5.25

The theoretical calculations of the elongation are done using Eq. 1. The
details of parameters considered in the calculations are listed in Table 3. The
necking of the string is omitted during the calculation of elongation. Due to this,
the theoretical calculations have an error with the actual elongation recorded
during the experiment.

From the Fig. 8, the maximum elongation of Mono nylon string of length
500 mm and for a weight of 2 kg is 40 mm. In other words elongation experienced
for this scenario is around 8%. And in case of the braided nylon string of length
500 mm and weight of 2 kg, elongation experienced is about 5 mm. This would
be 1% elongation for that weight.
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Fig. 8. Elongation of strings

Table 3. Theoretical elongation for different weights

S. No String

type

Young’s

Modulus

(GPa)

Length of

string (m)

Weight on

string (kg)

Tension

force (N)

Area of cross

section (m2)

Theoretical

Elongation

(mm)

1 Mono 1.64 150 1 9.8 0.00000013 6.89

2 Mono 1.64 150 1.5 14.7 0.00000013 10.34

3 Mono 1.64 150 2 19.6 0.00000013 13.79

4 Mono 1.64 300 1 9.8 0.00000013 13.79

5 Mono 1.64 300 1.5 14.7 0.00000013 20.68

6 Mono 1.64 300 2 19.6 0.00000013 27.58

7 Mono 1.64 500 1 9.8 0.00000013 22.98

8 Mono 1.64 500 1.5 14.7 0.00000013 34.47

9 Mono 1.64 500 2 19.6 0.00000013 45.97

10 Braided 5.66 150 1 9.8 0.000000196 1.33

11 Braided 5.66 150 1.5 14.7 0.000000196 1.99

12 Braided 5.66 150 2 19.6 0.000000196 2.65

13 Braided 5.66 300 1 9.8 0.000000196 2.65

14 Braided 5.66 300 1.5 14.7 0.000000196 3.98

15 Braided 5.66 300 2 19.6 0.000000196 5.30

16 Braided 5.66 500 1 9.8 0.000000196 4.42

17 Braided 5.66 500 1.5 14.7 0.000000196 6.63

18 Braided 5.66 500 2 19.6 0.000000196 8.83

The error between theoretical and experimental values are a few millimetres
as plotted in Fig. 8. That error is small compared to the length of the string.
The calculation of elongation using the Young’s modulus of the string can give
a reliable value of elongation of the string.

It is assumed that the cause for elongation in braided nylon string is because
of the lack of rigidity in the braiding. Since it is braided, there is a scope for
sliding in between braided strings. This particular elongation stops after the
maximum sliding occurs. So If a braided string is to be used in the exosuit, a
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pre-tension can be given to reduce the effect of this minimal elongation. But, in
case of the mono nylon string, the elongation depends on the material property
and hence it keeps on elongation until the wire may start to yield. Hence it is
not a good choice to use mono nylon string for actuation of exosuit. A braided
string can be chosen for this purpose, given that a pre-tension is provided to the
actuation mechanism.

3 Conclusion

Nylon fishing lines are explored here as an alternative to the Bowden cable that
are currently used for actuation of exosuits. Two nylon fishing lines, a mono and
a braided string have been selected for testing. Tests were conducted on both
the strings with tension forces kept below the rated tension of the string. One
test is cyclic loading, where both strings have been verified to have capability
to undergo cyclic loading for a larger number of cycles. The second test is the
elongation test, where mono nylon string was observed to be elongating more
even for load within the rated tension force of the string and is not a good choice
for actuation of exosuit. Braided nylon string did not undergo high elongation
like the mono fishing line and hence could be used for actuation of the exosuit.
However, since there is a slight elongation, a pre-tension force is suggested to
minimize the effect of under-actuation because of this elongation.

4 Future Scope

There are many other alternatives to using Bowden cable, which can also be
explored. The testing procedure can be run for more number of cycles in case
of cyclic loading. Both the experiments can be run with higher loads and also,
the impact of using double strand or a combination of different strings can be
experimented.
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Abstract. Among heavy earthmoving equipment operators, extended exposure
to the cabin environment presents various ergonomic risks. Accordingly, it is nec-
essary to consider methods to model adjustments to cabin environments to reduce
ergonomic risks to operators. Digital human modeling approaches, such as the
use of RAMSIS, a computer-aided ergonomic design platform, have been used to
effectively improve the ergonomics of workers in a variety of disciplines. A bib-
liometric analysis was performed on relevant literature, which revealed that these
techniques have rarely been applied with heavy machine operators. Accordingly,
the purpose of the current project was to utilize RAMSIS to model diverse opera-
tors in the cabin environment and perform discomfort analyses to identifymethods
to reduce ergonomic risk. Digital manikins were created based on anthropomet-
ric data for a female operator (5th percentage height), and two male operators
(50th and 95th percentile height). Several aspects of the cabin environment were
adjusted, and several discomfort analyses were performed to identify optimal
adjustments that would reduce the ergonomic risk for diverse providers. Modifi-
cations made to the seat, steering wheel, armrests/joystick position, touchscreen,
and actuating controls led to significantly reduced ergonomic risk and discomfort.

Keywords: Digital human modeling · Ergonomics · Discomfort · Heavy earth
moving equipment

1 Introduction and Background

1.1 Ergonomic Risks of Heavy Earthmoving Equipment Operators

Heavy earthmoving equipment (HEME) (e.g., excavators) are vital tomajor construction
projects. Operators of HEME are stationary in the cabin for lengthy periods, so poor
environmental designmay present significant ergonomic risks. Indeed, previous research
involving postural evaluations of HEME operators has shown that operators are required
to assume awkward trunk, neck, and shoulder postures while working [1]. Furthermore,
researchers have identified HEME cabin ergonomic risk factors such as the height of
the seat, which can lead to musculoskeletal disorders [2]. Accordingly, it is necessary to
consider methods to optimize HEME cabin environments to reduce ergonomic risks.
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1.2 Digital Human Modeling and Analysis

The field of ergonomics is becoming increasingly reliant on digital human modeling of
workers to optimize the physical ergonomics of workstations given this modality’s rela-
tive inexpensiveness and enhanced efficiency compared to physical ergonomicmodeling
methods [3]. Computer-aided design software programs, such as RAMSIS (RAMSIS
NextGen Ergonomics, Human Solutions, Kaiserslautern, Germany), can allow engineers
to make environmental adjustments to workstations and assess their ergonomic impact
on human operators. It is unclear, however, if digital human modeling software would
be helpful to reduce ergonomic risks for HEME operators.

1.3 Bibliometric Analysis

To determine the existing literature and trends of ergonomics, digital human modeling,
and HEME operators, three bibliometric analysis methods were used.

Vicinitas Engagement Search. Twitter has become an important platform for
researchers and laypeople to share their opinions on myriad topics. Vicinitas is an ana-
lytics platform that allows researchers to assess the engagement (e.g., tweets, retweets,
comments, etc.) of posts made on certain topics. This approach can be used to identify
current trends in a field for the past 10 days of the search. To assess current trends in the
field of ergonomics, the search term “ergonomics” was used. Results of the search are
shown in Fig. 1. Based on the resulting word cloud, it appears that “improved design”
and “chair” were among the most popular words in recent tweets about ergonomics.
Thus, focusing on design improvements to the excavator seat may be an important
consideration.

Fig. 1. Vicinitas analytics word cloud from Twitter posts on “ergonomics”.

Co-authorship Analysis. To identify the leading authors in the field of digital human
modeling, a co-authorship analysis was performed. Using the Scopus database, a search
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was performed using the keywords “digital humanmodeling” and “ergonomics”. A total
of 579 references were identified and exported to VOS Viewer in .CSV format. VOS
viewer is a software tool used to visualize bibliometric connections. UsingVOSviewer, a
co-authorship analysis was performed using the exported Scopus metadata. A threshold
of 5 publications was set as the minimum number of publications needed to be included
in the co-authorship analysis (Fig. 2).

Fig. 2. Co-authorship network visualizing the most published authors on ergonomics and digital
human modeling.

Based on this analysis and identification of the most commonly-published authors
in the field, a search was performed of these authors’ publications to identify relevant
references for the current project. A relevant book chapter on digital human modeling
based on anthropometric data was identified [4]. The book chapter details the use of
RAMSIS to model variously-sized automobile drivers, and the authors’ identification of
needed environment adjustments to accommodate these drivers. This chapter provides
evidence that RAMSIS is an appropriate tool to model HEME operators of varying
stature based on anthropometric data.

BibExcel Authorship Review. To determine which researchers are leaders in the field
of HEME ergonomics, it was necessary to perform an analysis of the researchers com-
monly publishing in this field. Accordingly, the Harzing Publish or Perish software was
used, and a google scholar search was performed on the terms “Ergonomics” and “Earth
Moving Equipment” with a specified date range from 2000–2021. This search yielded a
total of 302 papers. These citations were exported in Web of Science format to BibEx-
cel, which is freely available software that allows users to convert literature searches
to .CSV Microsoft Excel files. Following extraction of author names and citation count
into Microsoft Excel, a pivot chart was created to visualize this data (Fig. 3).
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Fig. 3. Pivot chart displaying authors with most citations on ergonomics and digital human
modeling.

Following identification of the leading authors in this area, Publish or Perish was
again consulted to review the leading authors’ publications to determine if relevant
insights could be gleaned for this project. A literature review on construction equipment
operators’ postural stress was identified [5]. The authors of this review found that few
studies had attempted to quantify awkward postures among HEME operators. However,
those researchers in this area did find that postural stress contributed to the low back
pain of operators and lumbar disk herniation. These findings offer further attestation that
ergonomic improvements to the HEME cabin environment are needed.

1.4 Problem Statement

Currently, there is a lack of literature on the use of digital humanmodeling to optimize the
HEME cabin environment for human operators of varying statures. Given the ergonomic
risks for HEME operators, this project focused on assessing the level of discomfort by
diverse operators (i.e., 5th percentile height female, 50th percentile height male, 95th

percentile height male), and the adjustment ranges needed for several aspects of the
cabin environment to reduce discomfort to an appropriate level for all manikins.

2 Procedure

2.1 Statement of Work

For this project, the following statement of work was requested, which guided the
analyses used in this project:
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• Create Boundary Manikins for the tasks
• Evaluate the location, adjustment range, and comfort for the overall driving posture
including seat adjustment, pedal position, and steering wheel position/adjustment

• Evaluate the location, adjustment range, and comfort for the joystick on the left and
right side

• Evaluate the location, adjustment range, and comfort of wrist pads
• Evaluate the location, reach and comfort to touch screen
• Evaluate visibility and comfort while actuating controls.

2.2 Initial Environment Creation and Manipulation

Initial Environment Setup. The initial RAMSIS excavator environment creation and
setup has been detailed in my previous project report [6]. All steps were followed to
isolate the cabin environment (Fig. 4).

Fig. 4. Isolated excavator cabin environment.

Initial Environment Manipulation. To affix the manikins’ hands in the correct loca-
tions on the steering wheel, joysticks, touchscreen, and control panel, it was necessary
to “group” environment components as needed and create geometry points.

Grouping of Components. For the steering wheel (i.e., base, pedestal, steering wheel),
joysticks (i.e., armrests, wrist pads, joysticks), touchscreen (i.e., housing and screen), and
controls (i.e., control buttons and jousting), all components of each respective “group”
were combined. While holding down the “Ctrl” key, all components of each group were
selected using the left mouse button. Then, the right mouse button was used, then the
function “Group” was selected.

Placement of Geometry Points. To affix the manikins’ hands to positions on the steer-
ing wheel at the “9-o’clock” and “3-o’clock” positions and on the control buttons, it
was necessary to add geometry points in these positions on the steering wheel. Accord-
ingly, “Geometry” was selected from the top of the software’s menu, and “Point” was
selected. Then, the drop-downmenu was selected and the option “Create on Object” was
selected. Finally, using the left mouse button, points were added to the steering wheel
as appropriate.
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Creation of Geometry Kinematics. The final element of initial environment manipula-
tion involved the creation of object kinematics to be able to manipulate the direction of
elements. First, the user selects “Geometry”, then “Object Kinematics”. Once on this
screen, the user selects the starting point (i.e., the surface of the object to bemoved) using
the left mouse button, then the direction of movement (i.e., x-, y-, or z-axis), and finally
the minimum and maximum amount of movement for the object. For the steering wheel,
the steering wheel and pedestal were hidden, and two geometry points were added on
opposite sides of the top of the base. Then, a point was added in between the two created
points to serve as a joint for the steering wheel adjustments (Fig. 5).

Fig. 5. Joint created at top of steering wheel base.

A degree of freedom was added to this joint to angle the steering wheel -30° (i.e.,
upward away from the driver) and 30° (i.e., towards the driver). The steering wheel and
pedestal were then added back to the scene, and a degree of freedomwas added to extend
the steering wheel to extend it towards the driver (i.e., at a 45° angle). For the operator’s
seat, armrests, and touchscreen in the positive x- and z-axes (i.e., positive and negative),
and controls in the negative x-axis.

2.3 Boundary Manikin Creation

To create manikins for the present project, NextGen Body Builder was selected, and
the “Define Typology” button was selected from the “Anthropometry” menu. The “Ger-
many 2004” anthropometry database was used for the creation of both male and female
manikins. Then, under the anthropometry tab, “Control Measurements” was selected to
define the unique typology for each manikin. For the first manikin, a male, the age group
was defined as 18–70, the reference year was defined as 2034, and the body height, waist
circumference, and sitting height were defined by values. Since Iwanted the firstmanikin
to represent a 95th percentile male in height, I set the percentile of body height to 95,
waist circumference to 35, and sitting height to 44.87. I repeated this process to create a
second typology to represent a 50th percentile male in height, so I set the percentile of
body height to 50, waist circumference to 50, and sitting height to 50. Finally, I created
a third typology to represent a 5th percentile female in height, so I set the percentile of
body height to 5, waist circumference to 46.75, and sitting height to 43.74.
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Following the creation of these body typologies, a single role of “operator” was
created by selecting the item “Role Definition”, which indicates what role is being
defined, and indicates the prepositioning point is “PHPT”.

2.4 Evaluate the Location, Adjustment Range, and Comfort for the Overall
Driving Posture Including Seat Adjustment, Pedal Position, and Steering
Wheel Position/Adjustment

Initial Positioning. All manikins were individually positioned in the seat using the
following protocol. The manikins were positioned in the seat by creating “Target”
restrictions which position certain skin points of the manikin in specific points in the
environment. The following target restrictions were created:

– H-point (the center of the manikin’s buttocks) was affixed to the surface of the seat
– Right heel was affixed on the surface of the floor behind the pedals
– Left heel was affixed on the surface of the floor behind the pedals
– Right ball offset was affixed in the centerline of the right pedal
– Left ball offset was affixed in the centerline of the left pedal
– The points between the index and thumb were placed on geometry points on the
steering wheel at 3 and 9-o’ clock.

Following initial positioning, a “Pelvis Rotation” restriction was defined to prevent
the manikin from rotating their trunks in the seat. Finally, directional restrictions for
line-of-vision were imposed to enable the manikins to focus their eyes forward in a
natural plane (Fig. 6).

Fig. 6. Initial positioning of all manikins.

Modifications. Following an iterative process of making modifications and assessing
the impact of those changes on the manikins’ comfort for various elements of the body,
unique modifications were made to the seat and steering wheel for each manikin. All
final modifications are specified for each manikin below (Fig. 7).
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Fig. 7. From left to right, final steering wheel position for 5th percentile female, 50th percentile
male, and 95th percentile male.

5th Percentile Female. Seat modifications for the 5th percentile female included lower-
ing the seat in the negative z-axis by 50mm (mm). Steeringwheelmodifications included
tilting the steering wheel forward by 20° and extending the wheel to the operator by
100 mm.

50th Percentile Male. Seat modifications for the 50th percentile male included raising
the seat in the positive z-axis by 50 mm. Steering wheel modifications included tilting
the steering wheel forward by 9° and extending the wheel to the operator by 110 mm.

95th Percentile Male. Seat modifications for the 95th percentile male include raising the
seat in the positive z-axis by 100 mm and moving the seat backward (i.e., in the positive
x-axis). Modifications to the steering wheel include tilting the steering wheel forward
by 12° and extending towards the operator by 185 mm.

Analysis. In the current project, discomfort analyses were performed to determine
the impact of changes to the cabin environment on operators’ comfort. The RAMSIS
ergonomics manual defines the discomfort analysis as the assessment of manikins’ dis-
comfort in various body elements and the body as a whole, and any value above 3.5 is
considered uncomfortable [7]. A baseline discomfort analysis was performed for each
manikin in the origin position. A second discomfort analysis was performed for each
manikin at the final modified position for comparison.

Results. The results of the discomfort analyses are presented in Table 1. At the original
position, all manikins experienced discomfort in several body elements. Specifically,
the 5th percentile female experienced discomfort in the neck, legs, and overall. The
50th and 95th percentile males experienced discomfort in the neck, shoulders, legs, and
overall. After adjustments were made, no manikins experienced discomfort in anybody
elements. However, all manikins still experienced discomfort overall, but the reductions
in discomfort are still appreciable.

The range of modifications to the seat was – 50 mm–100 mm in the z-axis and
0 mm–100 mm on the x-axis. The range of modifications to the steering wheel includes
tilting the wheel down toward the operator from 9–20° and moving toward the operator
from 100–185 mm.
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Table 1. Differences in discomfort from baseline to post-modifications to the steering wheel and
seat.

Body element 5th% female 50th% male 95th% male

Origin Modified Origin Modified Origin Modified

Neck 4.22* 3.1 4.7* 3.4 4.9* 3.4

Shoulders 3.12 2.5 4.5* 2.8 4.9* 2.8

Back 2.7 2.2 3.4 2.7 3.45 2.6

Buttocks 2.4 1.7 2.8 2.1 3.3 2

Left leg 3.6* 2.4 4.6* 3.1 5.2* 3

Right leg 3.6* 2.4 4.5* 3.1 5.2* 2.9

Left arm 3.45 2.6 3.3 2.8 3.3 2.9

Right arm 3.4 2.5 3.45 2.8 3.4 2.8

Discomfort feeling 5.51* 4.3* 6.5* 4.9* 7* 4.8*
*Indicates a value is above 3.5 and is uncomfortable.

Design Changes. Based on this data, I believe it is necessary tomake the seat adjustable
to move back up to 100 mm and have the ability to depress downward up to 50 mm and
raise to 100 mm. The steering wheel should be made telescopic to allow egress and
ingress into and out of the cabin by keeping the steering wheel at its original position
and then moving it toward the operator from 100–185 mm. Furthermore, the steering
wheel should have the ability to tilt downward to the operator from 9–20°.

2.5 Evaluate the Location, Adjustment Range, and Comfort for Joystick
on the Left and Right Side

Initial Positioning. With the manikin in the previously-discussed initial position (see
Sect. 2.4), the manikin’s hands were placed on the joysticks in points just below the top
of the joystick (Fig. 8).

Fig. 8. Operator with hands affixed to joysticks.
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Modifications. Following an iterative process of making modifications and assessing
the impact of those changes on the manikins’ comfort for various elements of the body,
unique modifications were made to the armrests for each manikin.

5th Percentile Female. For the 5th percentile female, the armrests were moved up in the
z-axis by 200 mm and backward in the x-axis by 150 mm.

50th Percentile Male. For the 50th percentile male, the armrests were moved up in the
z-axis by 200 mm and backward in the x-axis by 150 mm.

95th Percentile Male. For the 95th percentile male, the armrests were moved up in the
z-axis by 175 mm and backward in the x-axis by 135 mm.

Analysis. A baseline discomfort analysis was performed for each manikin in the origin
position. A second discomfort analysis was performed for each manikin at the final
modified position for comparison.

Results. The results of the armrest discomfort analyses are presented in Table 2. At the
original position, all manikins experienced discomfort in several body elements. The 5th

percent female experienced discomfort in the neck, legs, and overall, and the 50th and
95th percentile males experienced discomfort in the neck, shoulders, legs, and overall.
All manikins experienced reductions in discomfort in all body elements and overall (i.e.,
to the point of being unremarkable aside from overall discomfort).

Table 2. Differences in discomfort from baseline to post-modifications to the armrests.

Body element 5th% female 50th% male 95th% male

Origin Modified Origin Modified Origin Modified

Neck 4.45* 3 4.7* 3 4.7* 3.1

Shoulders 3.32 2.4 4.1* 2.7 4.6* 3

Back 3.8* 2.3 3.8* 3 4.2* 3.2

Buttocks 2.9 1.8 3.4 2.4 3.4 2.2

Left leg 3.8* 2.3 4.1* 3 5.2* 4.4*

Right leg 3.7* 2.3 4* 3 5.2* 4.3*

Left arm 3.4 2.9 3.6* 2.6 3.8* 2.4

Right arm 4* 2.1 3.6* 2.6 3.8* 2.4

Discomfort feeling 6.4* 4.2* 6.9* 5* 7.3* 5.1*
*-Indicates a value is above 3.5 and is uncomfortable.

The range of modifications to the armrests was 175–200 mm on the z-axis and
135–150 mm on the x-axis.

Design Changes. Based on this data, I recommend making the armrests adjustable in
the z- and x-axes, by 25 and 15mm, respectively, andmoving them upwards in the z-axis
by 175 mm and backward in the x-axis by 135 mm.
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2.6 Evaluate the Location, Adjustment Range, and Comfort of Wrist Pads

Initial Positioning.With themanikin in the previously-discussed position (see Sect. 2.5)
and the armrests positioned accordingly, the wrist pads were manipulated to determine
the optimal position just behind the wrist.

Modifications. Following manipulation of the wrist pads only (i.e., by grouping them,
and establishing degrees of freedom in the z- and x-axes), the optimal position for each
manikin was determined.

5th Percentile Female. For the 5th percentile female, the wrist pads were moved
down in the negative z-axis by 30 mm, and forwards in the negative x-axis by 50 mm.

50th Percentile Male. For the 50th percentile male, the armrests were moved down
in the negative z-axis by 15 mm, and forwards in the negative x-axis by 60 mm.

95th Percentile Male. For the 95th percentile male, the armrests were moved down
in the z-axis by 10 mm, and forwards in the x-axis by 50 mm.

Design Changes. Based on this data, I recommend making the wrist pads adjustable in
the z- and x-axes, by at least 20 and 10 mm, respectively, and moving them downwards
in the negative z-axis by 10 mm and forwards in the negative x-axis by 50 mm.

2.7 Evaluate the Location, Reach and Comfort to Touch Screen

Initial Positioning. With the manikin in the previously-discussed initial position (see
Sect. 2.4), the manikin’s right index finger and line of vision were placed on the center
of the touch screen (Fig. 9).

Fig. 9. Position of index and line of vision on the touchscreen.

Modifications. Following an iterative process of making modifications and assessing
the impact of those changes on the manikins’ comfort for various elements of the body,
unique modifications were made to the touchscreen for all manikins. Unlike the previous
modifications, a single modification was made to the touchscreen that appropriately
reduced discomfort for all manikins. The touchscreenwas raised in the z-axis by 200mm
and was moved toward the operator in the x-axis by 210 mm.
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Analyses. In addition to the discomfort analysis, a reach analysis was performed for
the manikins’ right arms, which provides a visual indicator of what aspects of the
environment fall within a manikin’s reach (Fig. 10) [7].

Fig. 10. Reach analysis of what environmental elements are within the manikin’s reach.

Results. The results of the touchscreen discomfort analyses are presented in Table 3.
Themodifications to the touchscreen location led to remarkable reductions in discomfort
for all manikins. The 95th percentile male did retain some neck discomfort, but this was
borderline uncomfortable given the threshold for this value.

Table 3. Differences in discomfort from pre- to post-modifications to the touchscreen.

Body element 5th% female 50th% male 95th% male

Origin Modified Origin Modified Origin Modified

Neck 4* 3.1 4.84* 3.1 4* 3.5*

Shoulders 4.4* 2.8 4.9* 2.8 4.6* 3.2

Back 2.8 2.1 3.5* 2.1 2.5 2.2

Buttocks 3.2 1.3 3.5* 1.4 2.6 1.9

Left leg 3.4 2.6 4.9* 2.8 3.3 2.8

Right leg 3.1 2.4 4.4* 2.7 3 2.6

Left arm 2.9 2.2 3.6* 1.9 2 1.8

Right arm 3.5* 2.2 3.5* 2.5 3.2 3

Discomfort feeling 5.8* 4* 6.8* 4* 5.4* 4.5*
*-Indicates a value is above 3.5 and is uncomfortable.

Regarding the reach analysis, the touch screen was partially within reach at its origin
but fell within reach for all manikins following the modifications.
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Design Changes. Based on this data, I recommend a fixed position of the touchscreen
by increasing it in the z-axis by 200 mm and moving it in the x-axis by 210 mm towards
the operator.

2.8 Evaluate Visibility and Comfort While Actuating Controls

Initial Positioning. With the manikin in the previously-discussed initial position (see
Sect. 2.4), the manikin’s right index finger and line of vision were placed on a point on
the actuating controls (Fig. 11 ).

Fig. 11. Position of index and line of vision on actuating controls.

Modifications. Through several modifications to the actuating controls’ location and
assessing the impact of those changes on the manikins’ comfort for various elements of
the body, unique modifications were made to the actuating controls for all manikins.
Again, a single modification was made to the actuating controls that appropriately
reduced discomfort for all manikins. The controls were moved in the negative x-axis by
150 mm.

Analyses. A discomfort analysis was performed before and following the modifica-
tions. Additionally, an analysis of operators’ visual field was conducted by selecting the
“Analysis” tab on themenu, then selecting “Vision”, and finally “Limits of Visual Field”.
The vision analysis provides visual insights into the limits of sharp (±2.5°), optimum
(±15°), and maximum (±50°) sight areas [7]. The purpose of the visual field analysis
was to determine whether or not the manikins were able to maintain the touch screen and
the front window of the excavator within their optimal and/or maximum visual fields of
vision.

Results. The results of the actuating controls discomfort analyses are presented in Table
4. The modifications to the actuating controls’ location led to reductions in discomfort
for all manikins, yet there was still discomfort in the male operators’ legs. However,
given the limited amount of time likely needed to operate the actuating controls, this
discomfort is likely minimal.
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Table 4. Differences in discomfort from pre- to post-modifications to the controls.

Body element 5th% female 50th% male 95th% male

Origin Modified Origin Modified Origin Modified

Neck 3.6 3.1 4.6* 3.4 4.1* 3.2

Shoulders 2.2 2 2.5 2.2 4.6* 2

Back 3.2 2.9 4* 3.48 3.7* 3.2

Buttocks 1.5 1.7 2.3 1.9 2.1 1.6

Left leg 2.9 2.9 4.4* 3.92* 4* 3.6*

Right leg 3.1 2.8 4.1* 3.7* 3.7* 3.3

Left arm 2.9 2.8 2.9 2.3 2.6 2.1

Right arm 1.6 2.1 4* 3.3 3.9* 3.2

Discomfort feeling 4.6* 4.6* 6.22* 5.3* 5.7* 4.9*
*-Indicates a value is above 3.5 and is uncomfortable.

In regards to the visual field analysis, all manikins were unable to maintain the
touchscreen in the optimal field of vision and the front of the excavator in the maximum
field of vision when focusing on the actuating controls in their original position (Fig. 12).
However, after modifications were made to the actuating controls’ location, all manikins
were able to maintain the touchscreen in their optimal field of vision and increased their
vision of the front of the excavator.

Fig. 12. The difference in optimal (red) and maximum (blue) visual fields of 5th percentage
female with controls at original (left) and final positions.

Design Changes. Based on this data, I recommend a fixed position of the actuating
controls by moving them in the negative x-axis by 150 mm.
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3 Discussion

3.1 Impact of Prior Experience on Assignment Completion

Previously, I have been a teaching assistant in an undergraduate-level ergonomics course,
and I taught students to use a digital modeling program to assess the postural impact
of various lifts on joints and the workers’ spine. Despite the differences between this
program and RAMSIS, this experience helped me learn to navigate RAMSIS efficiently.
This experience also helped me understand that I need to be mindful of realism when
modeling manikins using digital modeling software, as an unrealistic manikin position
will impact my ability to provide meaningful suggestions for ergonomic improvements.

3.2 Challenge Overcome During Assignment

One issue I faced during this assignment was making realistic modifications to the envi-
ronment based on the joint capacity analysis. When using this analysis tool to modify
aspects of the environment, I frequently encountered situations where the manikins’
backs would be forced through the seatback to attain a more comfortable posture
(Fig. 13). Since this approach is unrealistic and limits my ability to meaningfully inter-
pret the data, I elected to utilize the discomfort analysis for the work requested inAndre’s
statement of work, as I could reliably model realistic manikin positions and make appro-
priate suggestions for modifications. While not ideal, I felt this was the best way to
proceed with this project given the limitations I faced.

Fig. 13. Unrealistic manikin position using joint capacity analysis to modify the environment.

3.3 Future Considerations for RAMSIS Users

Future users of RAMSIS should be provided a comprehensive list of issues faced when
using the software (e.g., unrealistic manikin positioning like the problem above), and
potential solutions to the problem. Following the completion of an initial demonstration,
this information would be helpful to have is addition to a question and answer session
with a RAMSIS representative, as users could troubleshoot any unresolved issues with
their assistance. Furthermore, further discussion is needed on the various analyses ran,
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and how to properly interpret the data. Specifically, the visual field analysis was not
discussed during the demonstrations for the current study, so my interpretation of this
information may be skewed from its intended application.

4 Future Work

4.1 Limitations of RAMSIS

Currently, RAMSIS does not allow for the assessment ofmachine vibration on operators.
For excavator operators, this is an important consideration, as research has shown that
vibrations are a major source of ergonomic risk to operators [5]. Perhaps RAMSIS
could assess the estimated vibrations experienced by the operator, and display how
modifications to the materials surrounding the engine or cabin or modifications to the
seat pedestal structure could impact vibrations felt by the operators.
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Abstract. This paper introduces a proactive ergonomics methodol-
ogy to quantify vision obstruction by integrating computer-aided design
(CAD), digital human modeling (DHM), and image processing. The
“rough and rapid” approach presented in this study uses an image anal-
ysis macro to measure forward field of view (FoV) obstruction based
on the snapshots collected from DHM software. The proof-of-concept
design study presented in this research investigates the quantification of
the obstruction caused by halo-type cockpit safety and protection equip-
ment introduced into Formula 1 (F1) race cars in 2018. Halo is a curved
bar that surrounds the driver’s head over the cockpit opening and offers
additional protection to drivers. However, the halo’s introduction has
raised obstruction-related concerns due to its vertical and horizontal bars
(pillar-like elements) sitting in front of the cockpit. In this case study, a
low-fidelity digital F1 race car model, including halo safety equipment,
was constructed along with the manikins representing generic F1 drivers
with different anthropometric characteristics. A low-fidelity DHM simu-
lation setup, consisting of the F1 vehicle and simplified race track model,
was used to collect forward FoV vision snapshots of drivers. The snap-
shots were then sent to an image processing software to quantify the area
obscured by the halo. Overall, the results show how the methodology can
supply designers with quantitative data to gain more insight into visi-
bility concerns regarding obstruction caused by body frame and cockpit
components early in preliminary design. This approach discussed in this
study is particularly noteworthy during the preliminary design, where
designers demand robust concept evaluation tools to evaluate concepts
variants before building time-consuming and costly physical mockups.

Keywords: Digital human modeling · Human factors engineering ·
Ergonomics · Vehicle design · Vision obstruction · Safety engineering

1 Introduction

Considering human product interactions early and often throughout the engi-
neering design process improves product quality and facilitates user safety [1,2].
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However, design tasks involving human factors engineering (HFE) early in design
are challenging since many design attributes related to human factors are vague
and require testing, re-testing, and human participant studies [3]. Typically,
these studies are carried out on full-scale physical mockups, which are time-
consuming to conduct experiments and require significant financial investments
[4,5]. Although several digital tools and techniques have been proposed to
improve early design human factors interventions, designers still lack computa-
tional tools to quantify human factors requirements during preliminary design.
For example, drivers’ forward field of view (FoV) is one of the many important
topics requiring better early design computational HFE tools to assess human
performance concerns and the feasibility of the design variants.

It is vital to provide a clear and unobstructed forward FoV to drivers for safe
driving. As driving is a highly visual activity, the dashboard and body frame of
a vehicle should not block or occlude the driver’s vision [6,7]. Any obstruction
within the drivers’ forward FoV increases the possibility of drivers not seeing
other vehicles, pedestrians, or traffic signs [8]. Thus, obstructed FoV negatively
affects traffic safety and well-being and leads to fatal accidents or costly mishaps
[9]. Understanding obscuration-related needs and discovering potential issues
early in design can minimize the risk of injuries or fatalities and reduce the total
number of design iterations and human participant experiments.

Exploring how the vehicle packaging causes obstruction requires evaluating
drivers’ FoV in different driving conditions, ideally during the preliminary design
phase. Most design methodologies and practices applied to vision obstruction
problems require significant prototyping and human-subject experiments. Thus,
they are often conducted towards the embodiment and detail design phases,
where significant design specifications and decisions are already committed. This
approach is prone to excess time and cost once problems about the proposed
design are encountered. Hence, retrofitting or iterating on physical prototypes
becomes a hurdle [4]. In contrast to the above approach, this study proposes
a computational approach based on digital human modeling (DHM) research.
Unlike other late design approaches requiring extensive empirical studies, we
propose that DHM linked to an image processing macro can supply a “rough
and rapid” solution to quantify drivers’ obstruction early in the design.

This paper presents a proof-of-concept design case study to demonstrate
how approach proposed in this research can assist designers in quantifying
vision obstruction. The case study investigates the quantification of the forward
FoV obstruction caused by halo-type cockpit safety and protection equipment—
a curved bar that surrounds the driver’s head over the cockpit opening—
introduced into Formula One (F1) race cars in 2018. Halo equipment provides
an additional layer of protection by preventing drivers from getting head and
neck trauma from flying debris or larger projectiles. However, the halo’s central
vertical pillar joint, which sits in front of the driver’s FoV, proposes obstruction-
related questions. The quantification methodology presented in this study uses
an image analysis macro to measure forward FoV obstruction based on the snap-
shots collected from DHM software. Overall, this study demonstrates how the
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framework can supply designers with early quantitative data to gain more insight
into visibility concerns regarding obstruction caused by vehicle structures and
components.

2 Literature Review

2.1 Halo Safety Equipment and Concerns About Visibility

Occupant safety is perhaps the highest priority in automotive design today, and
vehicles are designed to have essential safety standards to protect the driver and
occupants [7]. Likewise, racing vehicles abide by much stricter regulations to
accommodate safety. For example, sudden accelerations/deceleration, extreme
driver postures, and physiological stressors associated with very high-speed F1
racing demand sophisticated driver protection systems, including but not lim-
ited to specialized carbon fiber survival cells, roll structures, and head and neck
support (HANS) equipment. As the driver’s head and neck pose a primary con-
cern in an open canopy racing, the Fédération Internationale de l’Automobile
(FIA)—the governing body for F1—adopted the halo safety equipment in 2018.
The primary objective was to reduce the injuries resulting from severe head
trauma after cranial impacts with foreign objects [10]. Halo safety equipment
is a lightweight truss member made of high-strength titanium composed of thin
bars and sits over the open cockpit (See Fig. 1. It protects the driver against sig-
nificant risks of injuries due to vehicle-to-vehicle contact, vehicle-to-environment
contact, and external object hit [11].

Fig. 1. The figure illustrates a concept halo-type cockpit safety equipment that sits
over the open cockpit and provides additional protection to drivers.

Until the introduction of halo safety equipment, F1 race cars did not include
a cockpit canopy that could protect the driver from a foreign object impact. The
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lack of additional safety barriers around the open cockpit often resulted in severe
driver injuries and fatalities [12]. With the introduction of the halo equipment,
an additional layer of safety has been implemented to protect drivers. However,
manufacturers and drivers expressed concerns about whether the halo equipment
affects drivers’ safety and performance due to obscuration zones caused by the
truss design. The vision obstruction concern was mostly concentrated around
the central vertical pillar. Halo safety equipment is attached to the frame of the
F1 car at three points, and the two side joints of the curved bar are located
at a height outside the drivers’ peripheral vision. The central vertical pillar is
designed very thin; thus, the assumption is that it vanishes from sight when
drivers look straight ahead. Before the official introduction, drivers and manu-
facturers were doubtful whether the vertical pillar in front of the driver could
block a portion of the driver’s sight by causing a vision obstruction or blind spot
[13].

Before adopting the final halo design specifications and unraveling the
concerns about racing performance, manufacturers and regulators conducted
exhaustive research and field tests, which included F1 drivers to evaluate con-
cept halo designs and check safety-related measures [14]. These studies suggested
no immediate danger or concern about halo equipment causing significant occlu-
sion that adversely affects driver safety and performance. Although some drivers
find halo equipment intrusive and discomforting, the common consensus is that
it does not cause a significant problem regarding drivers’ forward FoV. However,
drivers expressed minor concerns about the overhead visibility regarding seeing
pit lights and other reference points. Overall, it is concluded that halo equipment
only restricts a minimal area of monocular vision [11].

2.2 Proactive Ergonomics via Designing with Digital Humans

Prior studies suggest that driver’s vision should be considered early and often
during the design process to improve driver safety and overall driving comfort
and performance. Significant time and resources are dedicated to identifying
the body structures and fixtures to provide a clear FoV to drivers [7,15,16].
Besides, accessories and safety equipment, such as helmets, can also contribute
to loss in forward FoV by reducing the driver’s peripheral vision, around 18 ◦C
(±5 ◦C) while driving [17]. Therefore, tackling obstruction-related issues should
start with employing a holistic approach early in occupant packaging planning
to minimize elements blocking drivers’ vision. Typically, transportation design
studies employ long laboratory and field tests, where human subjects assess the
obstruction issues on physical mockups and functional prototypes. This reac-
tive approach enables designers to retrofit vehicles once obstruction issues are
identified on physical mockups [1,5]. One caveat about this practice is that
it increases the overall time and cost spent on product development. Studies
show that computational design tools allow designers to evaluate obstruction
issues early and often based on digital mockups. This proactive approach can
bring potential savings by mitigating costly late-stage design changes associated
with retrofitting and redesigning [4,18]. One of the computational tools used in
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proactive ergonomics arsenal, DHM, can help design teams identify potential
obstruction issues via creating “what-if” scenarios [19,20].

Digital human modeling is a computational method for visualizing and sim-
ulating the human body based on mathematical constraints [21]. It incorporates
anthropometric databases, human motion simulation, and posture prediction
modules to create manikins and position them in digital or virtual environments
to assess ergonomics. The empirically-validated ergonomics analyses toolkits
allow designers to evaluate the risk of injury or comfort based on physiologi-
cal and musculoskeletal methods such as metabolic energy expenditure, lower
back, and fatigue. Overall, DHM facilitates the prediction of safety and comfort
early in design by executing ergonomics analysis based on CAD models [22].

Digital human modeling software packages include computational analysis
modules to help designers gain insight into obstruction-related safety concerns
through simulating driver monocular and binocular views, peripheral coverage
zones, and FoV. For example, a vehicle design study by Gilad and Byran (2015)
presented a quantitative method to measure the FoV of a tractor driver using
Siemens Jack software. The results showed that the percent available FoV ranged
from 30 to 50% due to differences in tractor cabin and chassis design [23]. The
suggested method enabled designers to rank concept variants based on FoV
results. Another study investigated how postural preferences and manikin size
affect the line-of-sight of mining vehicle drivers by exploring the percent area
visible using a forward visibility plane in DHM software. The study suggested
that driver posture and manikin size significantly affect the percent visual ground
area obscured, with the smallest manikin (1st percentile) only able to see 10%
visual area and the largest manikin (99th percentile) able to see 33% of the
considered visual area [24].

3 Methodology

This research proposes an early design approach to quantify obstruction caused
by halo safety equipment. The proposed methodology employs a rough and quick
computational approach by integrating computer-aided design (CAD), digital
human modeling (DHM), and image processing tools. The study aims to assess
vision obstruction resulting from halo safety equipment early in design—before
committing to physical prototyping and field tests. A low-fidelity digital mockup
of a typical F1 race car, including halo safety equipment and driver’s helmet, was
constructed as a light CAD model using surface and solid modeling techniques.
Manikins representing F1 drivers with different anthropometric characteristics
were created to illustrate generic F1 drivers. The vehicle setup was used to
capture binocular vision snapshots of manikins through the eye-view module
within Siemens Jack. The snapshots were sent to ImageJ, an image processing
software, to quantify the area obscured by the frame of the F1 race car (e.g.,
cockpit) and safety equipment (e.g., helmet and halo). The overall data flow is
illustrated in Fig. 2.
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Fig. 2. The data flow diagram illustrates the stages of the methodology, including (1)
Preparation: gathering data [25], (2) CAD Modeling: developing digital mockups, (3)
DMH Simulations: creating manikins, scenarios, and capturing eye-view snapshots, and
(4) Image Processing: quantifying obstruction zones.

4 Case Study

4.1 Simulation Setup - Base Vehicle and Halo Models

A base F1 race car digital mockup was modeled based on information gath-
ered from FIA F1 technical regulations and approximate illustrations [25]. This
approach also involved extracting photogrammetric measurements from repre-
sentative photos when necessary. It is also important to note that intricate aero-
dynamics details such as diffusers, deflectors, wingtips, and brake ducts were
not included in CAD modeling purposefully. Since this study focused on vision
obstruction-related research inquires, aerodynamics and structures related ele-
ments of the vehicle design were omitted during CAD modeling purposefully.
Overall, the CAD modeling used in this study generated a rough representation
of the base vehicle and halo models to establish quick and dirty modeling and
analysis, which better suits the preliminary design. Along with the concept halo
variants, three halo bar cross-sections were used with a circular, 0.9 major to
minor axis ratio ellipse, and a more exaggerated 0.7 minor to major axis ratio
ellipse. Figure 3 shows the base F1 car that was used throughout this study with
halo concepts and cross-sections.
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Fig. 3. The figure presents the base F1 racing car with different halo concept variants,
including three cross-sectional geometries.

4.2 Simulation Setup - Generic Manikins and Safety Equipment

This study used three different manikins representing small-extreme (166 cm,
59 kg), average (177 cm, 66 kg), and large-extreme (186 cm, 66 kg) anthropomet-
ric populations based on the German anthropometric database. Each digital
manikin was positioned within the cockpit accordingly based on the FIA tech-
nical regulations [25]. We used the suggested cockpit entry and cross-section
templates as reference plans for cockpit packaging. First, we overlayed the plans
as 2D sketches and used representative coordinate points to place the DHM
manikin within the cockpit. Then, the driver posture was adjusted using the
human control panel, where we manipulated each body joint separately based
on the reference points illustrated on the templates. When positioning manikins,
Siemens Jack’s collision detection utility was used to detect whether manikin
causes interference with the CAD models, including the seat, survival cell, hel-
met, and HANS device (See Fig. 4).

4.3 Simulation Setup - Racing Scenarios

Two scenarios representing typical driving settings from F1 racing were mod-
eled: (1) driving straight and (2) taking a left turn. Each scenario demanded
manikins take a specific gaze direction depending on the driving tasks executed
(see Fig. 5). For example, the first scenario illustrates that the driver is on a
long straight section of the race track, looking “forward”—both eyes are tar-
geted at an object or a reference point at the “center” of the race track. The
second scenario considers the driver taking a high-speed left turn, looking to
the “side”—both eyes are targeted on an object or a reference point located at
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Fig. 4. The cockpit setup used in this study includes DHM manikins, HANS equipment,
and a racing helmet.

the “left” side of the race track. The track models were constructed in CAD
and used as visual references in Siemens Jack when setting up the scenes and
collecting eye-view (both eyes) snapshots.

Fig. 5. The image represents the manikin’s postural change based on two scenario
setups: Gaze Direction #1 and Gaze Direction #2

5 Results

This study consisted of 72 unique vision obstruction simulations, including four
halo variants, three pillar cross-sections, two scenarios, and three manikins. An
additional six simulations that incorporated three manikins and two scenarios
with a blank F1 car were also added to the simulation. These scenes represented
the control group where the F1 race car did not include the halo safety equip-
ment. The base F1 car model with halo variants, helmet, and HANS device
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models were rooted upon import and anchored to the center or global origin of
the Siemens Jack design space. All model and manikin coordinates were recorded
in a Microsoft Excel spreadsheet to check the consistency of the manikins and
working model reference points throughout simulation creation. After setting the
simulation scenes, vision data regarding driver FoV were collected using Siemens
Jack’s human eye-view tool. Snapshots collected were processed within ImageJ
software via a macro that was created for automating vision analysis calculations.
Figure 6 shows a sample set of results for Gaze Direction #1 for average manikin
scenarios considering the halo design with the circular cross-section geometry. In
ImageJ macro, the outline geometry was used for tracing the obscuration area
perimeter. Further, the mask was implemented as a visual confirmation means
to illustrate areas blocked by the halo structure. Later, the mask was used for
quantifying the percent obstruction area via the ImageJ macro.

Fig. 6. The figure shows obscuration zones associated with the eye-view snapshots
collected from Siemens Jack and vision obstruction masks generated in ImageJ.

The ImageJ macro prompted the designer to determine which folders to
access to save Siemens Jack snapshots. After that, first, all vision snapshots
were converted to 8bit. Then, the car model and driver manikin (driver’s FoV)
were set absolute black in Siemens Jack’s color setting to eliminate the need
for thresholding calibration. Likewise, the background was kept absolute white.
Therefore, F1 car models, the manikin, and the helmet’s color value were set
to (0,0,0—black) and the background to (255,255,255—white) in Jack to avoid
thresholding calibration. This way, all black pixels in the snapshot image rep-
resented “obstruction zones” while white pixels represented “visible” areas. In
this macro, the percent area visual obscuration (AVO) was quantified by the
following equation:

Percent Area Visual Obscuration (% AVO) =
Obscured Pixels

Total Pixels
× 100 (1)

The preliminary findings showed that the proposed methodology enables
designers to assess the performance of the concept halo variants based on the
% AVO approach. For example, the proof-of-concept study illustrated in Fig. 7
presents how designers can generate rough and rapid assessments to compare
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vision obstruction with and without the presence of halo equipment. With the
addition of halo concept variant #3, the % AVO increased from % 34.5 to % 45.4
due to halo bars blocking additional areas on the driver’s forward FoV. Further-
more, ImageJ macro also allows designers to bring automation when assessing
obstruction zones. For example, after collecting eye-view snapshots from Siemens
Jack in batches, ImageJ macro supplied automated image processing capabili-
ties where outputs can be directly imported in Microsoft Excel. Figure 8 presents
preliminary results where Gaze Direction #2 yielded a higher % AVO for halo
variant compared to Gaze Direction #1.

Fig. 7. With the introduction of halo-type safety equipment, the % AVO jumped from
% 34.5 to % 45.4 due to bars blocking areas on the driver’s forward FoV.

Fig. 8. The figure presents early findings about vision obstruction in different racing
scenarios, where Gaze Direction #2 yielded a larger % AVO for each halo variant
compared to Gaze Direction #1.
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6 Discussions

The aim this study was to demonstrate an alternative approach to obstruction
analysis with DHM. We developed a macro within ImageJ software to calculate
percent area visual obscuration from the forward FoV binocular eye-view snap-
shots. The results illustrate that the proposed approach is repeatable for a wide
range of vision obstruction studies, such as assessing obstructions caused by halo
safety equipment and F1 race care cockpit elements, as demonstrated via a case
study in this paper.

The macro-based obstruction analysis approach represented in this study
provides a readily quantifiable and repeatable image analysis model as an alter-
native quantification method. ImageJ is a reputable open-source software used
in scientific peer-reviewed publications for processing images and performing
image analysis. Further, the ImageJ macro demonstrated in this study also sup-
plies automation and direct import capabilities via Microsoft Excel integration.
These features enable designers to use Siemens Jack as a testbed to collect quick
eye-view snapshots and run rapid analysis. Generating high-fidelity coverage
zone analysis and working with complex CAD models is a computer resource-
hungry process. Often, designers complain about difficulties in importing high-
polygon models into DHM software, making obstruction zone analysis even more
challenging. The approach discussed in this research allows speeding up the per-
cent obstruction quantification process compared to existing tools (e.g., coverage
zones in Siemens Jack). As demonstrated in this case study, the quick-and-dirty
approach via low-fidelity CAD models would allow designers to create rapid
vision analysis studies suitable for early design activities.

This study provided only a glimpse into quantifying drivers’ vision obstruc-
tion via DHM. Other aspects of the DHM-based vision analysis tool for engi-
neering design and computational ergonomics require further research beyond
increasing the speed of the analysis. One of the significant limitations of this
study is the fidelity of the analysis methodology. First of all, this study did not
replicate F1 vehicles or attempt to assess the ergonomics of actual standard halo
equipment used in F1 racing. Instead, we took inspiration from the F1 domain
and developed a computational case study to demonstrate a proof-of-concept
methodology focusing on proactive ergonomics. Secondly, quantifying the vision
obstruction does not tell whether drivers register what they see. Look-but-failed-
to-see type accidents are common in accidents and mishaps. Thus, there is a need
to inject cognitive aspects of drivers. In addition, this study can be enhanced
by considering the dynamic aspects of driving. An immersive simulation setup
that brings human participants to try different halo safety equipment variants in
virtual or augmented environments can significantly increase the fidelity of data
collection. Another shortcoming is that the research methodology discussed in
this paper can be improved by further automating the scene and driver setup
process. For example, the scene setup within DHM, including manikin creation,
posture configuration, and generating eye-view snapshots, can be automated.
This capability would allow designers to generate a large pool of scenarios with-
out manually arranging different layouts or postures.
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Abstract. This paper aims to ergonomically analyze and improve an excavator
operator’s seat design for comfort and reachability. Anthropometric diversity con-
siderations uncover glaring oversights in the seat’s initial design and serve as a
potential for improvement before actual production begins. Three manikins - 2
males and 1 female - of different sizes were used in all assessments to simu-
late even demographic spread and identify boundary conditions. The 3D CAD
software RAMSIS was used to perform all simulations, dichotomized into oper-
ators performing two key actions from their seat – Driving and Digging. The
three fundamental analyses that were covered in this report are Comfort Feel-
ing, Joint Capacity, and Reach assessment. Results demonstrate that the neck and
shoulder joints face maximum discomfort while performing digging tasks and a
simple design change like raising the armrests showed considerable improvement
in comfort feeling. Some variation in discomfort was seen when the manikin type
was altered. Reachability analysis unveiled another crucial design flaw as a con-
trols shaft near the steering wheel was out of reach of all three manikins. Some
of the recommended modifications in seating include height-adjustable armrests
(discomfort feeling dropped by 28% for the medium Male) and slide-mounted
steering, which can move forward and backward (a translational movement of
100–130 mm along the x-axis was required to get the touchscreen and driving
controls within arm’s reach of all manikins). Procedure and challenges are dis-
cussed, and some operator-specific customizations have been incorporated along
with the scope for further design improvement. As a motivation for the problem
statement, literature surveys, and bibliometric analyses have been included in this
report, which highlights the importance of cultural change in higher-order decision
making to push for design improvements that promote employee well-being. Rel-
ative movement of repositioned controls has been tabulated at the end, in a table
for each case, to access the range of movement needed for each object/control.
Findings and studies from this paper can be referenced by design teams to aid
in ergonomically optimizing operator seats and controls of excavators or similar
construction equipment.
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1 Introduction and Background

1.1 Problem Statement and Objective

Repositioning controls for improved ease of access and minimizing strain to make sen-
sible recommendations considering a broader perspective than the last paper. The same
3 manikins were used to run all simulations, providing a range of values for customizing
the positions of the seat and controls. Apart from the usual driving and digging tasks, the
manikin is simulated to access the touchscreen and control knobs near the right armrest
as well. Foot pedal positions and angles, which were largely ignored in the previous
analysis have been taken into consideration. Also, eye and head movements have been
introduced to get a holistic sense of vision and barriers to the line of sight. Individual
objects for the armrests, foot pedals, touch screen, and steering wheel were defined to
identify the best positions for each manikin, and boundary conditions were identified.

1.2 Motivation

Boosting employee health and safety. Jobs like those of an excavator operator require
prolonged shifts repeated actions under stressful operating conditions. Cases of employ-
ees suffering fromWork-related musculoskeletal disorders (WMSDs) are prevalent in a
job line like theirs. This issue has ballooned, even in developed countries like the US.
Conservative figures estimate that WMSDs cost the US a total of $45 to $54 billion
annually [1].

Moreover, a press release by the Bureau of Labor Statistics shows that there were
1000 cases of WMSDs each day on average during 2014, at a rate of 34 cases per
10 000 full-time workers [2]. This can be seriously debilitating for businesses as these
are not only lost work hours but seriously crippling cases can also lead to lawsuits and
compensation charges. Software like RAMSIS can largely assist in solving this problem
by suggesting smarter workplace and job designs through CADmodels and simulations.

Another motivating factor was that as of today very few engineers have been trained
in human factors and ergonomics, and only a small percentage of human factors and
ergonomics specialists have the opportunity to learn about DHM (Digital Human Mod-
eling) as a part of the course curriculum [3]. Increasing awareness and demonstrating
the benefits of HMI modeling to inculcate these indispensable aspects of engineering
in future generations is a strong motivating factor for corporations and educational
institutes.

2 Systematic Review

Change beings from the top. Leaders are often the drivers of positive change that is
reflected in safe and employee-friendly workplace practices. Initially, my literature sur-
veys were heavily focused on ergonomics in corporate decision-making and how culture
creates a dialog that reflects in design changes. These changes aimed at improving
employee health and safety trickle down to the grass-root level to benefit frontline work-
ers. As engineers, our challenge is not only to push for implementing best practices
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but also to understand if corporations introduce effective policies to improve work con-
ditions and if they really take into account workers’ issues [4]. The next steps in my
systematic review approach covered finer topics pertinent to this project. 3 out of the 8
conducted analyses have been included below.

2.1 MAXQDA Wordcloud Analysis

I chose 4 random articles across a spread of sources (SpringerLink, ResearchGate, and
GoogleScholar) and Chapter 15 from the Handbook of Human Factors to identify buz-
zwords and popular terms used in publications. The overarching theme of all these
papers revolved around Human Machine interface and computer aided-simulation. The
wordcloud in Fig. 1 indicates trending hot topics and as expected, some popular terms
repeated across multiple publications are – analysis, model, disability, design, and
measurement.

Fig. 1. Literature analysis: Word-cloud to identify main topics of discussion from publications

2.2 Pivot Chart of Authors for Selected Search Terms

A keyword search for the terms “accessibility” and “ergonomics” was performed on
Google Scholar to identify key contributing authors whose publications encompass these
fields as shown in Fig. 2. The time range was set to 2010–2021 to filter out obsolete
trends.

2.3 Cluster Analysis Using WoS Extract on CiteSpace

For the next analysis, I wanted to narrow my search down towards a specific appli-
cation of ergonomics, that was related to my project work. My search terms on Web
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Fig. 2. This chart displays the leading authors who’ve published articles pertaining to the fields
of ergonomics and accessibility. Values above 4 have been retained.

of Science were “driver”, “seat” and “ergonomics”. Time slicing for the years 2016–
2021 was performed in CiteSpace to visualize the attached cluster diagram. As seen in
Fig. 3, “Automotive Ergonomics” and “Seat design” are prominent clusters amongst the
6 identified. Some popular authors also came up from this analysis.

Fig. 3. This image was generated using Citespace and the Metadata was sourced from Web of
Science.
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3 Statements of Work – RAMSIS Simulations

3.1 Creating Boundary Conditions for the Tasks

Using the Germany2004 dataset available in RAMSIS, I created 3 manikins to simulate
all experiments, representative of almost 90% of the entire population. Anthropometric
measurements were retained from my last paper [5]. The 95%tile male and 5%tile
female were used to determine upper and lower bounds. Initial runs were carried out on
the Medium Male and to ascertain upper and lower limits of motion, these were then
replicated on the Tall Male and Short Female. The process to group and name objects
and define kinematics can be referenced in my previous paper. A walkthrough of those
procedures would be repetitive and hence those have purposefully been omitted from
this paper.

3.2 Evaluating Location, Adjustment Range, Comfort for the Overall Driving
and Digging Posture Including Seat Adjustment, Pedal Position, and Steering
Wheel Position/adjustment

Fig. 4. Creating the steering tilt object and defining Kinematics.

The new Steering wheel geometry splits the steering mount into 2 parts. After the
new steering wheel geometry file was copied to the project folder, 2 degrees of freedom
were added for the upper part. The first changed the angle of tilt between 0° to 30° as
shown in Fig. 4 above. The second translational degree of freedommoves the upper joint
up and down for improved reach.
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The pedals were grouped into a common object called Pedals. This was then assigned
a rotational degree of freedom to adjust angle of tilt and a translation one to move it up
and down as seen in Fig. 5.

Fig. 5. Creating the Pedals object and defining Kinematics.

Fig. 6. Comfort feeling assessment for driving task. The white portion of the radar chart indicates
discomfort values before repositioning

After repositioning the steering wheel and foot pedals, a comfort feeling analysis
was done for the medium male manikin (Fig. 6). The reference values were set before
relocating pedals and steering wheel to compare the change in comfort levels. Splitting
the steering wheel and lifting the foot pedals has resulted in an improvement of comfort
feeling from my previous paper [5].

As an improvement frommy last paper [5], The armrests were assigned now assigned
an additional translational degree of freedom along the x-axis apart from the pre-existing
one for the z-axis (Fig. 7).



Redesigning an Excavator Operator’s Seat and Controls 51

Fig. 7. Creating the ArmrestLEFT object and defining Kinematics. Similarly, ArmrestRIGHT
was also created

Fig. 8. Joint capacity analysis for digging task performed by the medium male. NASA zero-g
posture is used to compute discomfort percentages. Apart from the shoulder joints and fingers, all
values were green. (Color figure online)
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Both armrests move in unison, so instead of 2 groups, a common object could have
been created. This is something future students can consider. Wrist pads are connected
to the armrests and do not move independently.

3.3 Evaluating the Location, Adjustment Range, and Comfort of Wrist Pads

This part only applies to the digging task. A driving action would require the manikin
to free its elbows while rotating the steering wheel. Resting elbows on wrist pads would
show an increase in comfort feeling but restrict hand movements. It is important to
consider what the task demands before suggesting ways to minimize strain.

For all experiments, wrist pads have been assumed to be connected to the rest of
the armrest. The manikin’s elbows have been made to touch the wrist pads to reduce
discomfort % as seen in the joint capacity analysis image in Fig. 8 for the medium male
manikin.

3.4 Evaluating the Location, Reach, and Comfort of Touchscreen

The touch screen object was created by combining individual parts and the center point
and assigned 3 degrees of freedom to enable translation motion along the x-axis, towards
the manikin and rotational movement to face the manikin. This is shown in Fig. 9 below.
The angle change was added later, following observations from reachability analysis.

Fig. 9. Creating the touchscreen object and assigning degrees of freedom

Digging. A reachability analysis of the manikin’s right arm uncovered some oversights
in initial touchscreen placement. For this analysis, the touchscreen object was moved
by 200 mm along the z-axis and 500 mm along the x-axis. The inner green sphere in
Fig. 10 indicates “comfort reach” which was created under Reach Definitions by using
points on the manikin’s right shoulder and index finger. This is an improvement from
the change of 250 mm suggested for the medium manikin in my mid-term paper [5].
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Fig. 10. The green envelope indicates comfort reach of the manikin’s right arm. The touchscreen
is now within comfortable reach (Color figure online)

Another key observation from this exercise - the touchscreen was not only found to
be out of reach of the short female manikin’s right arm but also partially blocked, beyond
her line of sight (Fig. 11).

Fig. 11. For the touchscreen’s initial position, the short female manikin was simulated to look at
that general direction. Her vision is captured in the image on the left

Once the touchscreen position is changed, it is also desirable to alter the viewing angle
to ensure that it faces the operator (Fig. 12). Additional head movement, if avoidable
would reduce the chances of neck injuries or strain. Hence, 3 degrees of freedom were
finally assigned to the touchscreen and the final position is shown below, in reference to
the medium male mannikin. The final touchscreen position is shown in Fig. 13.



54 B. Jayaswal

Fig. 12. Touchscreen position post-relocation. In the 2nd image, the screen has been tilted by 40°
towards the operator for better viewing. Now, the touchscreen directly faces the manikin.

Fig. 13. Final touchscreen position for the short female manikin. The touchscreen is within
comfortable reach of her right arm

Driving. The touchscreen is assumed to require occasional access during the driving
task as it would cause distraction. Its main purpose might be as a display, as commonly
seen on car dashboards. It is highly unlikely that the operator would need to periodically
press buttons on the touchscreen while driving. For the driving task as well, although it
isn’t shown in Fig. 14 for the sake of brevity, the touchscreen was repositioned following
a reachability analysis.
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Fig. 14. The manikin is simulated to reach the mid-point on the touchscreen with one hand on
the steering. Comfort feeling (radar diagram, joint capacity (color-coded bar plot), and vision are
also displayed (Color figure online)

3.5 Evaluating Comfort While Actuating Controls

A key observation from Fig. 15 is that while actuating the control knobs/buttons on its
right, the manikin’s right shoulder joint is under considerably less stress as opposed to its
left shoulder. Outstretched arms exert more load on the shoulder joint and this is directly
proportional to the object’s proximity.

4 Results and Recommendations

For each of the 3 manikins, unique combinations of repositioning metrics have been
calculated fromRAMSIS simulations and tabulated inTable 1. For digging, joint capacity
analysis was used to compute (NASA) discomfort percentage levels and comfort feeling
analysis for driving. The optimum levels of comfort were reached when all objects were
moved in unison.

Office-chair-like armrest adjustments that go up-down and slide forward and back-
ward need to be installed on the seat. The steering wheel needs to be angle adjustable
as well as movable towards the operator’s seating direction. This can be achieved by
splitting the steering joint and adding a telescopic arm connecting the 2 parts. This arm
would then be placed on a hinge-joint to facilitate angular motion. To accommodate
height differences among operators, foot pedals should move up-down but angle adjust-
ment is largely insignificant. Adding an additional movable part on the pedals for a
minuscule improvement in comfort wouldn’t be prudent. There is a further need to sim-
ulate the manikins’ feet under flexion while pressing the pedals. Hanging pedals can also
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Fig. 15. Comfort feeling and joint capacity analysis while actuating controls

Table 1. Recommended changes in object placement. All non-angle values are in mm.
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be tested. The touchscreen needs to be mounted on a movable arm with multiple degrees
of freedom. It should allow for rotation as well as front-back and side-side translational
motion. Ideally, a 2-stage arm connected by ball and socket joints would suffice.

5 Discussion

5.1 Prior Experience

My prior analytics experience came in handy and I could understand concepts pertinent
to systematic review quite well. I have worked as a freelance tutor in the past, helping
master’s and doctorate students with their dissertations and reports. I am well versed
with literature review concepts and have performed text mining, bibliometric analyses,
natural language processing, and created interactive visuals like word clouds, clusters,
and network diagrams using R.

5.2 Overcoming Challenges

I took this course online alongside my full-time co-op which is scheduled to end in
January 2022. As my company is still in a relatively nascent stage, my team is putting
in the hard yards to get ahead of the curb. For a significant portion of my co-op, I ended
up working overtime. Balancing and distributing my time was quite challenging but my
multitasking abilities helped me overcome this challenge. I deployed the Agile project
management strategy to deliver this project on time - breaking down deliverables into
sequential daily tasks to keep myself on track.

At least 6 software were required to perform bibliometric and literature analyses as a
pre-requisite for this project. RAMSIS in itself is quite bulky and combined with these,
I had to clear out quite some space on my laptop to install all of them. Future students
should clear out at least 8 GB of space on their computers beforehand to successfully
install and run these without lag. It would help if a consolidated download manual with
all links is provided at the very start of the course rather than scattering setup instructions
across pdfs on TopHat.

6 Future Work

A bottom-up approach can be tested where students get to reverse engineer ideal seating
position by defining restrictions first and then repositioning the manikin on the seat. This
approach might give better results in terms of joint stresses and reach.

Amongst several data points that are missing, perhaps the most critical piece is data
on resistance to motion. Additional insight on motion resistance of the steering wheel,
foot pedals, and joysticks to the force exerted by the operator. The closest approach
for simulating this is by adding additional weights on the manikin’s joints under joint-
capacity analysis.

A myriad of practical considerations come into play when a redesign is discussed
in depth. HVAC aspects like the positioning of cooling vents have not been considered
in the cab design at all. Accelerated fatigue on hot sunny days needs to be simulated to
understand actual field conditions. Ingress-egress and ladder placement were not taken
into account in this paper.
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Abstract. Helicopter cockpit ergonomic evaluation is a process of judging
whether the matching relationship design of pilot-related displays, controllers
and auxiliary components in cockpit design meets ergonomic requirements based
on helicopter cockpit design specifications and pilots’ operating experience.
Based on the analysis and trade-off study of the influencing factors of helicopter
ergonomics, combined with the design features of the cockpit and the pilot’s oper-
ating procedures, this paper initially establishes an index system for evaluating
the ergonomics. The index system for evaluating the ergonomics was screened
and optimized according to the results of expert consultation. Finally, 3 first-level
evaluation objectives, 9 second-level evaluation objectives, 23 third-level evalua-
tion objectives, and 78 evaluation indexes were obtained. The evaluation methods
and evaluation rules of the indexes have formed a scientific and reasonable index
system for evaluating the ergonomics of helicopter cockpits. It lays a foundation
for the comprehensive evaluation of helicopter cockpit ergonomics with multiple
indexes.

Keywords: Ergonomics · Modified Delphi Method · Helicopter cockpit ·
Evaluation index system

1 Introduction

1.1 Research Content

The purpose of the ergonomic evaluation of helicopter cockpit is to discover the defects
in the design in time and feedback to the design department for modification, to improve
the ergonomic characteristics of the cockpit. Helicopter cockpit ergonomic evaluation is
a multi-attribute problem that needs to be comprehensively considered. It involves many
factors, and the evaluation process often contains many uncertainties, randomness and
ambiguity. Therefore, a comprehensive evaluation system needs to be established. Only
by constructing a pilot-centered evaluation model that fits the cockpit mechanism can
the ergonomic evaluation be effectively carried out according to the characteristics of
the cockpit.

In the past, ergonomic evaluation was often carried out at the end of the cockpit
design or during the test flight of the aircraft, which not only made it difficult to improve
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the found ergonomic design problems, but also caused a waste of manpower and mate-
rial resources. Therefore, the ergonomic evaluation of the helicopter cockpit should be
carried out synchronously with the cockpit design process. In the past, ergonomic eval-
uation was often carried out at the end of the cockpit design or during the test flight
of the aircraft, which not only made it difficult to improve the found ergonomic design
problems, but also caused a waste of manpower and material resources. Therefore, the
ergonomic evaluation of the helicopter cockpit should be carried out simultaneously
with the cockpit design process. At each stage of the cockpit design, there should be
a corresponding ergonomic evaluation process. In this way, the ergonomic problems
existing in the design of the cockpit can be discovered and solved in time through the
evaluation, so as to ensure that the ergonomics level at this stagemeets the design require-
ments. The common ergonomic evaluation has high requirements on the experience and
knowledge background of the evaluators, and has defects such as strong subjectivity,
and it is difficult to comprehensively consider the human–machine-environment factors.
Based on the research on the influencing factors of helicopter ergonomics, combined
with the characteristics of cockpit design and pilot operating procedures, this paper uses
the Modified Delphi Method (MDM) to establish an ergonomic evaluation index system
and gives the evaluation methods and evaluation rules for each index. This research lays
the foundation for the comprehensive evaluation of the multi-index ergonomics of the
helicopter cockpit.

1.2 Related Work

In the early stage of the development of aviation ergonomics, most of the research on
the ergonomics of the cockpit was based on the analysis and evaluation of a certain
ergonomic problem, and there were few systematic ergonomic evaluation studies on
the cockpit. However, with the development of disciplines such as complex systems,
the evaluation research on cockpit ergonomics has become more comprehensive and
comprehensive.

As early as 1984, the U.S. Army and the National Aeronautics and Space Admin-
istration (NASA) jointly launched a research project called the Army-NASA Air-
crew/Aircraft Integration Interface Design and Analysis (A3I). TheMan–machine Inter-
face Design and Analysis System (MIDAS) [1] is used in the conceptual design of the
advanced rotorcraft cockpit. NASA’s Gomes et al. [2] studied the automatic evaluation
method of ergonomics based on expert knowledge, developed a software called TAKE to
collect and analyze human factors related evaluation intentions, and implemented it on
the MH-53 J helicopter. application. In addition, NASA has established a guideline on
human–machine systems (NASA-STD-3000) [3], and through a series of investigations
and studies, it has clarified the ergonomic data, methods and related tools needed in
the design process. Grant et al. [4] aimed at the back muscle pain problem of HH-60G
helicopter pilots, measured the occupant’s working posture size, and compared it with
the anthropometric data of the USAir Force pilots. The ergonomic design was evaluated.
Craig andBurrett [5], researchers at the British Institute ofDefenseAppraisal, conducted
research on the ergonomic factors of the C-130 J cockpit of a large transport aircraft.
The ergonomic design of the cockpit was evaluated in the form of a questionnaire.
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Estock et al. [6] studied the impact of F-16 fighter visual ergonomics on pilot perfor-
mance. The United States and other countries have also applied computer technology
virtual simulation technology to the ergonomic evaluation of the human–machine inter-
face of the aircraft, studied the development of digital prototypes and human models,
the construction of simulation environment, and the methods of ergonomic simulation
and evaluation, and developed COMBIMAN, DELMIA, JACK and RAMSIS and other
ergonomic design analysis software.

China’s research on cockpit ergonomic evaluation has largely benefited from the
research results of computer-aided design, using advanced computer-aided design meth-
ods, combined with ergonomics, robotics, aviation ergonomics and other borderline
interdisciplinary knowledge, on CATIA, ProE, RAMSIS, JACK and other platforms, the
use of secondary development languages VB, VC++ and other functions to achieve the
corresponding pilotmanipulation action simulation, vision inspection, visual simulation,
accessibility calculation and manipulation force calculation.

Nanjing University of Aeronautics and Astronautics has established an ergonomic
index system and a comprehensive evaluation model for aircraft driving ergonomics and
maintenance ergonomics, and has studied ergonomic design, analysis and evaluation
technology based on virtual simulation [7]. Based on the changes of the pilot’s phys-
iological index parameters, a comprehensive price model of the pilot’s task load was
constructed [8]. Beijing University of Aeronautics and Astronautics proposed a com-
prehensive evaluation method system based on the ergonomic evaluation of the human–
machine interface of the fighter cockpit [9]. In the indexes, 100 evaluation indexes were
selected through two rounds of expert consultation [10], and then the G1 method was
used to determine the weight coefficient of each index [11], and finally the eigenvalues
of each index were quantified, and then the fuzzy weighted average operator was used
as a comprehensive method. The mathematical model of the evaluation calculates the
evaluation result. Northwestern Polytechnical University has carried out research on the
ergonomic design and evaluation of UAV ground control stations and civil aircraft cock-
pits, and used the fuzzy comprehensive evaluation method to comprehensively evaluate
the reliability of human–machine interface design [12]. The CATIAmodel was imported
into the ergonomic analysis software JACK and optimized, and the layout of equipment
such as seats, instrument meals, hoods, rudder pedals, and joysticks (handwheel) was
evaluated [13].

China has developed rapidly in cockpit ergonomic design, analysis and evaluation
technology, but due to its late start, there is a lack of systematic and in-depth research on
helicopter cockpit ergonomic evaluation technology, mainly in the following aspects:

– Ergonomic analysis and evaluation are mainly based on the subjective feelings of
experts (including experienced pilots, ergonomic experts, etc.) or the experience data
of similar equipment, which lacks scientificity and normativeness.

– Ergonomic analysis and evaluation are mainly carried out on a certain aspect of
ergonomic problems, which lacks systematicness and comprehensiveness, whichmay
easily lead to the better level of some ergonomic indexes, but other ergonomic indexes
have obvious defects.

– The ergonomic analysis and evaluation methods corresponding to the index system
often rely on physical prototypes, resulting in a serious delay in the timing of analysis
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and evaluation, and high economic costs.When using virtual prototypes for ergonomic
analysis and evaluation, it relies on imported computer software. Some of the func-
tional modules (such as anthropometric data) do not conform to the actual situation
in our country and cannot be directly used in the ergonomic analysis and evaluation
of the helicopter cockpit.

– For the research on cockpit ergonomics, foreign countries generally take specific
models as the research objects, and carry out a series of method research and soft-
ware development, and the models are relatively comprehensive. Relatively speaking,
domestic research is mostly concentrated on civil transport aircraft, lacking applicable
Methods and tools for helicopter cockpit ergonomics.

2 Overall Framework

By the requirements of safety, comfort, efficiency and system optimization of the
ergonomic design of the helicopter cockpit, the index system for evaluating the
ergonomics of helicopter cockpit shall be established according to the following
principles:

– Scientific and objective. The selection, screening and optimization of evaluation
indexes must be scientific and reasonable, not only to meet the basic requirements
of ergonomics, but also to be combined with the specific background of helicopter
cockpit design. The establishment of the index system for evaluating must be based
on the theory and method of multi-index comprehensive evaluation and be objective.

– Comprehensive and comprehensive. If only a single index is considered, and the
relationship between each index is not comprehensively considered, it is prone to the
problem that some indicators are better, but the overall work efficiency level is not
good. Therefore, the ergonomics requirements of all aspects should be considered as
comprehensively as possible, and an index system should be established.

– Hierarchy and independence.When establishing an index system, in order to facilitate
analysis and comparison, the evaluation indexes should be divided into different levels;
at the same time, each index should be as independent as possible to avoid adverse
effects caused by overlapping indexes.

– Operability. Each evaluation index should have a clear meaning and be easy to under-
stand, determine reasonable qualitative or quantitative index values, and give the
corresponding single-index evaluation method.

The establishment of the index system for evaluating is a process of gradually deepen-
ing, improving and systematizing the understanding of the evaluation target. Generally,
the establishment of an index system needs to go through the steps of determining the
evaluation objectives, familiarizing with the basic theories in the relevant fields, estab-
lishing an evaluation index framework, and optimizing and improving the evaluation
indexes. Among them, the comprehensiveness and comprehensiveness of the evaluation
indexes should be ensured first when constructing the evaluation index framework and
preliminary screening evaluation indexes, and repeated or even unnecessary evaluation
indexes can be allowed. Then based on mathematical statistics and other methods to



Research on the Index System for Evaluating the Ergonomics Design 63

analyze the relationship between the indexes, further select the evaluation indexes, opti-
mize and improve the index system structure, and finally form a scientific and reasonable
index system for evaluating the ergonomics of helicopter cockpit.

The overall framework of the index system for evaluating the ergonomics of
helicopter cockpit is shown in Fig. 1.

Start

Research on the development 
of cockpit ergonomics

Cockpit ergonomic design 
Standards

Expert Assessment Iteration 
(Delphi Method)

Preliminary construction of 
index system

Analyze whether the 
preliminary index system is 

perfect

Ergonomic evaluation index 
system

Combining specific models and 
their mission requirements

Specific set of indicators

Carry out comprehensive 
evaluation

N

Y

Finish

Influencing 
factors

Task 
requirements

Evaluation 
method

Fig. 1. Overall framework on the index system for evaluating the ergonomics design of helicopter
cockpits

3 Basis for Constructing the Index System

3.1 Influencing Factors of Ergonomics

Good ergonomic design can enable pilots to quickly and accurately obtain various visual,
auditory and tactile signals reflecting the working state of the aircraft without feeling
fatigued, and make correct manipulation and control instructions as needed. It can also
reduce the probability of erroneous operations as much as possible, so as to complete
the flight mission safely and smoothly. In the design process, the layout and arrange-
ment of airborne system equipment such as manipulation, control, communication, and
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navigation should be reasonably planned according to the aircraft development indexes
and the pilot’s cognition, physiology, psychology and other factors.

The factors affecting the ergonomics of helicopter pilots are mainly divided into the
following three aspects.

• Pilot’s factors
Human psychological, physiological characteristics and ability limits are the basis

of all “human–machine-environment” system design. The design of the helicopter
cockpit must consider the pilot’s physical characteristics, perception characteristics,
behavior characteristics, work reliability, ability limits, as well as the pilot’s cogni-
tive, physiological, psychological characteristics and their changes during the driving
process. Whether the design of the cockpit takes into account the above requirements
directly affect the ergonomics of the helicopter.

• Cockpit design factors
The cockpit is the pilot’s workplace, which is characterized by small space, many

instruments, and high functional and safety requirements. Arranging numerous instru-
ments in a very limited space requires consideration of the ergonomic aspects of the
basic structure, size and layout of the cockpit. Onlywhen these devices are designed to
fit the characteristics of the human body can pilots be able to fly the aircraft efficiently
and in a comfortable working posture without premature fatigue. Therefore, whether
the design of the cockpit structure and layout is reasonable has a direct impact on the
pilot’s work efficiency and work comfort.

The cockpit design factors can be attributed to the layout and arrangement, control
devices, display devices and seats. The ergonomics design level of the cockpit has
a great influence on the pilot’s work efficiency. The space design size requirements
are given by analyzing factors such as human body size and the field of view in the
cockpit. Require. The research on the arrangement of the control device shows that
both the throttle lever and the joystick arrangement range should be arranged within
the comfort zone of hand operation. The research on display arrangement shows that
the main factors influencing the pilot’s observation and identification of the displayed
content are the physical characteristics of the display. The display should clearly
and unambiguously indicate and direct the appropriate response of the controller.
The response of the display to the movement of the controller should be consistent,
measurable, and consistentwith the operator’s expectations. The character recognition
effect on the display is closely related to the observation angle. Within a certain
range, there is a compensatory relationship between the observation angle and the
viewing angle of the characters. The layout of the console and the instrument panel
and its markings are closely related to the pilot’s observation, identification of various
information in the cockpit, and comfortable operation of various devices.

• Cockpit environmental factors
The working environment directly affects people’s work efficiency and physical

health.Helicopter cockpit environmental factorsmainly include light, noise, vibration,
acceleration and thermal environment. Studies have shown that glare can cause pilots
to distract, reduce visibility, and affect visual performance; long-term repeated noise



Research on the Index System for Evaluating the Ergonomics Design 65

effects can cause pilots to have dizziness, headache, tinnitus, heart palpitations, ner-
vousness, irritability, inattention, insomnia and other neurasthenic syndromes; vibra-
tionwill have a physiological and psychological response to the pilot, thereby affecting
the pilot’s visual recognition, voice call quality and hands-on ability; excessive accel-
eration will cause The pilot had difficulty breathing, difficulty speaking, chest pain,
loss of touch, and periodic total loss of vision. Measures must be taken to control the
light, noise, vibration, color, acceleration, temperature and humidity in the cockpit
within a reasonable range to protect the pilot’s health and improve the pilot’s work
efficiency.

3.2 Human–Computer Interaction Equipment

Helicopter cockpit human–computer interaction equipment includes twocategories: con-
trol device anddisplay device. Taking the display device as an example, the display device
provides the pilot with various display information such as flight data and system work-
ing status, including instrument panels, head-up displays and multi-function displays,
visual warning systems and auditory warning systems.

• Dashboard
The instrument panel refers to the board that is located in the pilot’s field of

vision and is used to install instruments, electronic displays, control devices, and
light signal devices. According to the requirements of GJB 1560–1992 Helicopter
Dashboard Layout, the ergonomics of helicopter dashboard layout have the following
index factors: viewing angle, accessibility, consistency, correspondence, preventing
interference with visual reading and emergency use.

• Head-up display and multi-function display
With reference to GJB-T 5062–1991 General requirements for ergonomics of

information display devices, HB 7270–1996 General specifications for helicopter
head-up display systems and other relevant standard requirements, the ergonomic
design index factors of head-up displays and multi-function displays mainly include
brightness, Field of view, character and glare.

• Visual warning system
The ergonomics of the cockpit visual warning system is mainly determined by the

coding of thewarning signal, and the influencing factorsmainly include the position of
the warning signal and the color coding of the warning signal.When comprehensively
considering the ergonomics of the cockpit warning system, attention should also be
paid to the ergonomics of the warning response operation.

• Audible warning system
In the display and control system of the helicopter cockpit, a lot of information

is transmitted to the pilot in the form of sound. Hearing is an important informa-
tion transmission channel second only to vision. Auditory information transmission
has the advantages of quick response, the transmission device can be configured in
any direction, and the response performance is good when talking in language. The
influencing factors of sound alarm ergonomics are: signal strength, signal coding and
signal alarm reliability.
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3.3 Pilot Operating Procedures

There is a direct relationship between Pilot Operation Procedures (POP) and driving
ergonomics. It is a technical document that describes and explains the relationship
between avionics system functions, pilot operations, aircraft status, and the environment
from the human–machine interface, that is, the display interface-pilot-control interface,
in the environment-aircraft-pilot system. The pilot operation procedure is related to how
the pilot operates to make the entire avionics system and even the entire aircraft enter
the optimum state required by the pilot, so that the pilot can complete the task quickly,
easily and effectively.

Pilot operating procedures are divided into standard procedures and abnormal emer-
gency procedures. Modern aircraft are highly sophisticated and complex. The aircraft
operates close to the limit of its capability, and the allowable variation range of flight
parameters is very small. Pilots are required to accurately grasp various parameters,
and the flight crew controls many systems, each of which has multiple control links,
each link has multiple options. Various manipulation combinations, or even different
manipulation sequences of the same combination, will affect the work of the system
and affect the flight status. The environmental conditions at that time will ultimately
have different consequences for flight safety. Especially for highly automated aircraft,
the severity of the consequences of many combinations is difficult to predict. The stan-
dard operating procedure is flight specification. It is an industry consensus that has been
rigorously analyzed, carefully designed and tested in practice. It takes into account the
optimization of performance, ease of operation and sufficient safety margin. Deviation
from the standard operating procedure will reduce the efficiency and reduce the safety
margin, sometimes creating potential trouble for the operator, increased workload and
the possibility of additional errors.

4 Construction and Optimization of Index Systems Based onMDM

There are two commonly used methods for establishing an index system. One is the
statistical analysis method of data, which establishes the index system through statistics
and analysis of data, so it is only suitable for quantitative indexes; the other is the
combination of expert subjective evaluation and comparative judgment. The method is
to establish an index system through expert knowledge and experience, which is suitable
for indexes that are relatively lacking in data and difficult to obtain statistical data. Due
to the numerous elements of helicopter cockpit ergonomic evaluation indexes, most of
which are qualitative indexes, it is difficult to carry out quantitative processing, and
similar research data and statistical data are rare. Based on the MDM, we solicit and
refine the opinions of expert groups, select indexes, and establish an index system.

4.1 Implementation Steps of MDM

The steps of establishing an index system based on the MDM are shown in Fig. 2.
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Fig. 2 Implementation steps of establishing index system based on MDM

4.2 Statistical Method of Expert Consultation Results

In practice, statistical parameters such as the degree of concentration, degree of disper-
sion, and degree of coordination are often used to analyze the consulting results of the
MDM.

• Concentration of expert opinion
The degree of concentration can be represented by the mean value Ei and the full

frequency Ki.

Ei =
∑5

i=1
Ejmij/d , i = 1, 2, · · · , n (1)

In the formula,Ej represents the degree of influence of the index on the ergonomics
of the helicopter cockpit (the value is 1 ~ 5);mij represents the number of experts who
rate the index I at level j; d represents the total number of experts; n represents the
number of indexes.

Ki = mij

d
(j = 5) (2)

The full-score frequency Ki can be used as a supplement to Ei in the evaluation.
It represents the ratio of the number of experts who give the index i full marks to the
total number of experts, and the value is between 0 and 1. The larger the Ki, the more
important the index is.

• The degree of dispersion of expert opinion
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The degree of dispersion can be represented by the standard deviation σ i. The
smaller the value of σ i, the smaller the dispersion degree of experts’ opinions on the
evaluation result of the index i.

σi =
[∑5

i=1
mij

(
Ej − Ei

)
/(d − 1)

] 1
2

(3)

• The degree of coordination of expert opinions

The degree of coordination can be represented by the coefficient of variation Vi and
the coefficient of coordination W.

Vi = σi

Ei
(4)

W = 12

d2
(
n3 − n

) − d
∑d

k=1 Tk

∑n

i=1
s2i (5)

In the formula,Vi represents the coordination degree of experts on index I, the smaller
the coefficient of variation, the higher the degree of coordination; W represents the
degree of coordination of experts on all indexes, the larger the coordination coefficient,
the higher the degree of coordination of expert opinions; Tk is the correction coefficient;
si represents the difference between the level sum of index I and the arithmetic mean of
the sum of all index levels.

The significance of the coordination coefficient can be tested by the χ2 test:

χ2
R =

∑n
i=1 s

2
i

dn(n + 1) − 1
n−1

∑d
k=1 Tk

(6)

According to the degree of freedom and significance level, the critical value χ2
α

can be found from the χ2 distribution table. If χ2
R > χ2

α , it means that the coordination
coefficient is significant, and the coordination degree of expert opinions is better, and the
result is desirable; otherwise, the smaller theχ2

R is. It shows that there is a high probability
of non-accidental coordination of expert opinions. When the confidence level is 95%,
if P > 0.05, it indicates that the reliability of the evaluation conclusion is poor, and the
result is not desirable.

4.3 Evaluation Index Screening Method

After two rounds of consultation, the coordination coefficient of expert opinions was
calculated, and based on the boundary value method, the indexes were selected by cal-
culating the full score frequency, average value and the boundary value of the coefficient
of variation of each indexes influence degree score. The boundary-value of the full score
frequency and the average value is A1, which is defined as the difference between the
arithmetic means and the standard deviation, and the indexes whose scores are higher
than the boundary value are screened out; the boundary value of the coefficient of varia-
tion is A2, which is defined as the sumof the arithmeticmeans and the standard deviation,
and filter out the index whose scores are lower than the threshold.
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After two rounds of consultation, the coordination coefficient of the expert opinion
was calculated. Based on the boundary value method, the full score frequency, average
value and the boundary value of the coefficient of variation of each index’s influence
degree score were calculated. The boundary-value of the full score frequency and the
average value is A1, which is defined as the difference between the arithmetic mean and
the standard deviation, and the indexes with a score higher than the boundary value are
selected. The cutoff value of the coefficient of variation is A2, which is defined as the
sum of the arithmetic mean and the standard deviation, and indexes with scores below
the cutoff are selected.

A1 = x − σ (7)

A2 = x + σ (8)

In order to ensure the comprehensiveness and comprehensiveness of the index sys-
tem, the indexes that do not meet the requirements of the above three measurement
scales are eliminated; one and only one that does not meet the requirements shall be
reserved; there are only two indexes that do not meet the requirements, which need to be
comprehensively considered in combination with expert opinions, and the choice should
be made after repeated weighing.

5 Case Study

5.1 Preliminary Establishment of Index System

Based on analyzing the relevant standard (Chinese military standards, Aviation industry
standards, US military standards, SAE standards, FAA standards, airworthiness stan-
dards, NASA standards, ISO standards, etc.) requirements of cockpit ergonomics, com-
bined with the design characteristics of helicopter cockpit, the ergonomic evaluation
index of helicopter cockpit was preliminarily screened out with the analysis and trade-
off results of cockpit ergonomics influencing factors as input. Establish a multi-level
index system for evaluating.

The index system for evaluating the ergonomics of helicopter cockpit is composed of
evaluation objectives and evaluation indexes. O represents the overall evaluation objec-
tive (the ergonomic level of helicopter cockpit), Oi represents the first-level evaluation
objective, Oi-j represents the second-level evaluation objective, and Oi-j-k represents
the third-level evaluation target, and Ui-m represents the evaluation index. The initially
established helicopter cockpit ergonomic evaluation index system includes 3 first-level
evaluation objectives, 9 s-level evaluation objectives, 23 third-level evaluation objectives,
and 80 evaluation indexes. The sources of each index have a relevant basis. For example,
the evaluation index of perception ability is a qualitative index, derived from psycho-
logical and physiological research, and the evaluation method is subjective evaluation;
the evaluation index of rotor brake control logic is derived fromMIL-STD-1472G-2012
Department Defense Design Criteria Standard: Human Engineering, etc.
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5.2 Screening and Optimizing the Index System

According to actual needs, 15 active helicopter pilots were selected as consultants in the
research. Their average age is 38 years old (SD= 3.99), and average flight time is 3160 h
(SD= 1126.40). They have piloted several types of helicopters and have rich experience
and professional knowledge. In the implementation of theMDM, each expert judged the
degree of influence of each index on the ergonomics of the helicopter cockpit based on
their own knowledge and experience.

According to the preliminary constructed index system, a questionnaire was
designed. During the first round of consultation, experts need to judge the degree of
influence of 80 indexes on the ergonomics of the helicopter cockpit and their confidence
in their judgment based on their own experience.

Statistics obtained from the questionnaire include:

– Parameters Ei (average value), Ki (full score frequency), and η (the percentage of
experts who believe that the degree of influence is greater than 3 to the total number
of experts) that describe the degree of concentration of expert opinions.

– The parameter σ i describing the dispersion degree of expert opinions.
– The parameter Vi representing the degree of coordination of expert opinions.
– The parameter GCR describing the average confidence of expert opinions.

In addition, consider the degree of freedom = n − 1 (n is the number of evaluation
indexes).

When the degree of freedom is greater than 30, Z =
√(

2χ2
)−√

(2n − 1) should be
calculated, and the statistical significance limit should be determined according to the
standard normal distribution law. If the value of P corresponding to Z is less than 0.01
or P is less than 0.05, it indicates that the coordination of expert evaluation is good, and
the result is desirable; If the value of P corresponding to Z is larger than 0.05, the result
is not desirable.

According to the statistical data of the expert questionnaire, the evaluation indexes
are screened.

Set the data with GCR ≥ 3 as valid data for statistics. It is considered that the index
with η < 0.4 has a low degree of influence, the index with σ ≥ 1 has a larger degree of
dispersion, and the index with V > 0.3 has a poor degree of coordination. Screen out
the indexes with low confidence in expert judgment, low degree of influence of indexes,
large degree of dispersion, and poor degree of coordination, and feed them back to each
expert. After the experts consider these situations, they will conduct a second round of
evaluation of each index. The selected indexes will be marked in the questionnaire, the
second round of expert consultation will be carried out, and the index system will be
adjusted and optimized according to the consultation results.

First round of expert consultation. In general, in the implementation of the MDM,
the responses of experts in the first round of consultations were scattered.

In subsequent rounds, through information feedback, the responses of experts will be
gradually concentrated, and the group opinion (average of all expert judgments) of the
expert group from the previous round to the next round will be more and more accurate.
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Generally, through two rounds of consultation, the opinions of experts have
converged.

Therefore, according to the second round of opinions, the evaluation indexes were
selected. The unanimous opinion of experts is defined as: no less than 2/3 (about 67%,
hereinafter referred to as P33) of the expert judgment level is the judgment result above
“big”. The “big” in it indicates the degree of influence of the index on the ergonomics
of the cockpit.

A total of 15 questionnaires were received in this survey. Statistical data include
the degree of concentration, average confidence, dispersion and coordination of expert
opinions. The statistical results corresponding to some index parameters are shown in
Table 1:

Table 1. Statistical table for the first round of expert consultation

Index name Degree of concentration Average
confidence

Degree of
dispersion

Degree of
coordination

Ei Ki η GCR σ i V i

Perception 4.533 0.600 0.933 4.400 0.640 0.141

Quality of
attention

4.400 0.467 0.933 4.533 0.632 0.144

Memory 3.933 0.267 0.667 4.200 0.799 0.203

Judgment 4.267 0.400 0.867 4.467 0.704 0.165

… … … … … … …

Differential
pressure
Protection

3.667 0.200 0.600 3.933 1.047 0.285

Temperature
range

3.933 0.267 0.800 4.000 0.961 0.244

Humidity
range

3.533 0.133 0.600 4.000 0.990 0.280

Thermal
regulation

4.333 0.600 0.800 4.333 0.976 0.225

After completing the first round of expert consultation, the indexes with higher
discrete values were screened as shown in Table 2:

It is considered that the index with V > 0.3 has a poor degree of coordination, and
the indexes with a poor degree of coordination are shown in Table 3.

The second round of expert consultation was conducted for the indexes in Tables 2
and 3.

Second round of expert consultation. The results of the second round of expert con-
sultation showed that η were all greater than 0.4, indicating that experts believed that
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Table 2. Indexes with greater dispersion in the first round of expert consultation

First-level index Second-level
index

Third-level index Index name Degree of
dispersionσ

Human Comprehensive
ability

Environmental
tolerance

Overload
endurance

1.060

Heat and
humidity
endurance

1.014

Machine Layout and
arrangement

Equipment layout Rotor brake
installation
location

1.014

Wheel brake
installation
location

1.014

Control device Rotor brake Rotor brake
control logic

1.404

Wheel brake Wheel brake
control logic

1.438

Environment Air environment Pressure
environment

Differential
pressure
protection

1.047

Table 3. Indexes of poor coordination in the first round of expert consultation

First-level index Second-level
index

Third-level index Index name Degree of
coordination V

Machine Control device Rotor brake Rotor brake
control logic

1.060

Wheel brake Wheel brake
control logic

1.014

the 80 indexes had a high degree of influence. Indexes with a GCR < 3 are considered
to have low confidence.

The results of the first round of expert consultation showed that GCR> 3, indicating
a high degree of confidence in expert judgment. It is considered that the dispersion
degree of the influence degree of the index with σ ≥ 1 is larger. The indexes with larger
dispersion are shown in Table 4.

It is considered that the degree of coordination of the index influence degree of V >

0.3 is poor. Indexes of poor coordination are shown in Table 5.

Recommendations of the Advisory Group of Experts. In order to give full play to
the experience advantages of experts, during the second round of expert consultation
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Table 4. Indexes with greater dispersion in the second round of expert consultation

First-level index Second-level
index

Third-level index Index name Degree of
dispersion σ

Machine Control device Rotor brake Rotor brake
control logic

1.280

Wheel brake Wheel brake
control logic

1.320

Table 5. Indexes of poor coordination in the second round of expert consultation

First-level index Second-level
index

Third-level index Index name Degree of
coordination V

Machine Control device Rotor brake Rotor brake
control logic

0.436

Wheel brake Wheel brake
control logic

0.347

in this survey, the following two additional subjective questions were added to the
questionnaire:

1. Do you think this questionnaire can fully cover the ergonomic evaluation of
helicopter cockpit entry? If not, what other indexes do you think should be added?

2. On the basis of the current helicopters, in what areas do you think the cockpit of
high-speed helicopters should be improved or optimized?What are your suggestions
for the development of high-speed helicopter cockpits?

By summarizing and analyzing the experts’ replies to the first question, some unrea-
sonable indexes in the research process were screened out, and the statistical results
during the expert consultation process were verified to be correct.

For example, in the initially established index system, one of the indexes is the control
logic of the rotor brake, which means that the movement direction of the rotor brake
is consistent with the direction of the helicopter’s movement. In the first and second
rounds of expert consultation, this index has a larger degree of dispersion and a lower
score of influence degree. For this index, two experts believe that the setting of this index
is unreasonable and that the movement direction of the rotor brake is not directly related
to the direction of the helicopter’s movement. The same goes for wheel brakes.

The answer to the second question is that the experts gave suggestions on the
ergonomic optimization design of modern helicopter cockpits from the perspective of
pilots. Combined with the actual flight experience, the expert advisory group gives opti-
mization suggestions for the ergonomic design of the helicopter cockpit. In the future,
the ergonomic design optimization of the helicopter cockpit can be carried out from
these aspects, such as solving the problem of heat supply and physiological needs of
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Table 6. The index system for evaluating the ergonomics design of helicopter cockpits

First-level
evaluation target

Second-level
evaluation target

Third-level
evaluation target

Evaluation
index

Index description

O1Human O1-1
Comprehensive
ability

O1-1–1
cognitive ability

U1-1
Perception

The ability to
quickly and
accurately respond
to in-flight
information
(including speed,
altitude,
three-dimensional
distance, ground
and air targets,
flight status, and
spatial orientation)
through vision,
hearing, touch,
vestibular and other
sensory organs

...
...

...

O1-1–4
environmental
tolerance

U1-12
Overload
endurance

The ability to
maintain
coordinated
movements of the
hands, feet, and
head during
acceleration
overloads

...
...

O2Machine O2-1 layout and
arrangement

O2-1–1 General
layout
...

...

O3 Environment O3-1 Lighting
environment
...
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long-range pilots, improving seat comfort to reduce fatigue caused by long-term flight,
reducing cockpit noise and vibration, and improving cockpit vision conditions. Solving
potential ergonomics problems can create a safer and better cockpit environment for
pilots.

5.3 The Index System for Evaluating the Ergonomics Design of Helicopter
Cockpits

In two rounds of expert consultation, the concentration of expert opinions, the degree
of coordination, and the average self-confidence are counted. Among the 80 evalua-
tion indexes, 78 indexes that have a high degree of influence on the ergonomics of the
helicopter cockpit are selected, and the two indexes with less influence, the rotor brake
control logic and the wheel brake control logic, are removed. Finally, the index sys-
tem for evaluating the ergonomics design of helicopter cockpits contains 3 first-level
evaluation targets, 9 s-level evaluation targets, 23 third-level evaluation targets, and 78
evaluation indexes.

Some contents of the index system are shown in Table 6.

6 Conclusion

The comprehensive evaluation of helicopter cockpit ergonomics is an extremely impor-
tant step in the development of the cockpit. In the past, during the development of
the cockpit, the comprehensive evaluation of ergonomics may have been neglected due
to various engineering quality measures, resulting in many ergonomic problems in the
designed cockpit. Therefore, the research on cockpit ergonomics evaluation method is of
practical significance. This paper conducts a systematic and in-depth study on the index
system for evaluating the ergonomics design of helicopter cockpits from the aspects of
the index system construction method based on the MDM and the initial construction of
the index system.

From the aspects of scientificity and objectivity, comprehensiveness and compre-
hensiveness, hierarchy and independence, and operability, the top-level principles for
constructing the index system for evaluating the ergonomics design of helicopter cockpits
are determined.

The factors affecting thework efficiency of helicopter pilots, the design standards and
specifications for human factors in the helicopter cockpit, the development trend of the
human–machine interaction in the helicopter cockpit, and the pilot operating procedures
are considered comprehensively. The general idea of constructing the index system for
evaluating the ergonomics design of helicopter cockpits based on the MDM is formed.

The constructionmethod of the index system is studied from the aspects of improving
the implementation steps of MDM, the statistical method of expert consultation results,
and the selectionmethod of evaluation indexes. The implementationmethod of screening
the evaluation indexes and optimizing the index system is given.

A multi-level index system for evaluating the ergonomics design of helicopter cock-
pits was initially constructed from the aspects of pilots, cockpit design and cockpit envi-
ronment, a questionnaire for expert consultationwas designed, and the selection principle
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of evaluation indexes were proposed. The initially constructed index system includes 3
first-level evaluation objectives, 9 second-level evaluation objectives, 23 third-level eval-
uation objectives, and 80 evaluation indexes. Based on theMDM, the initial construction
index system was screened, and finally 3 first-level evaluation objectives, 9 second-level
evaluation objectives, 23 third-level evaluation objectives, and 78 evaluation indexes
were obtained.

In this paper, by researching and analyzing the ergonomic design standards of heli-
copter cockpit and the influencing factors of helicopter cockpit ergonomics, based on
the MDM which has the advantage of expert group decision-making, an index system
for evaluating the ergonomics design of helicopter cockpits is established, which can
provide technical support for evaluating the ergonomics of helicopter cockpits.
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Abstract. In cycling accidents, head injuries have been one cause of high injury
rates. Therefore, the protection of the head from injuries is essential to any cyclist.
Helmets are an effective head protective system. The protective capabilities of
helmets are provided by inner liners made of expanded polystyrene foams (EPS).
However, it is not easy to adopt this material to obtain more protective capabil-
ities, limited by weight requirements and wearing comfort. Therefore, it is still
significant to propose a new helmet design method. The honeycomb structure is
a structure with excellent properties such as lightweight and energy absorption.
The use of honeycomb structures in helmet design can improve energy absorption.
This also does not add extra weight to a helmet. Since helmets are curved in shape,
the design of honeycomb structures needs to adapt to curved surfaces. This paper
proposes a new parametric design method. It enables the more flexible creation of
honeycomb structures on curved surfaces. Finally, we apply the developedmethod
to complete the design of a honeycomb-shaped helmet.

Keywords: Helmet design · Honeycomb structure · Algorithm design ·
Generative design

1 Introduction

The protection of the head from injuries is essential to the safety of cyclists. Cycling
helmets are the head protection system that reduces impact injury severity or prevents
such injuries. A typical cycling helmet consists of a rigid outer shell, an impact-absorbing
liner, a comfort pad, and a retention system. The protective functions aremainly provided
by the outer shell and the inner liner, the latter of which plays an essential role in head
protection by absorbing impact energy. Expanded polystyrene foams (EPS) are often
used to produce helmet liners due to their impact resistance and low costs [1]. The
liners made of EPS perform energy absorption by deforming and crushing the structures
within. The energy-absorbing performance provided byEPS can be adjusted by changing
the material’s density and the foam’s thickness [2]. However, the density is limited by
weight requirements, while the thickness is limited by wearing comfort constraints [3].
Newman [4] showed the theoretical thickness required to prevent serious concussion at
two impact speeds. At 16 kph, the 3.8-cm (1.5-in.) liner is able to absorb enough energy
to prevent concussion. At 32 kph, at least 12.7-cm (5-in.) liner is required to prevent
concussion. These results give us an insight into the design challenge, which is to provide
enough protection without creating a large helmet that the user may not accept.
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2 Motivation

Within helmet design, the use of honeycomb structures can improve energy absorption
[1]. This does not add extra weight and bulk to a helmet. For the purpose of a lightweight
and energy-absorbing helmet, the design of honeycomb structures is required to adapt
curved surfaces. For a long time, honeycomb structures have been used in freeform
structural design to reduce material usage without losing structural strength. Therefore,
the methods to construct honeycomb structures in an interactive way have also become
an issue worth exploring.

Ways of interactive geometry modeling are often used in freeform structural design.
Designers can use constrained optimization algorithms to realize design goals [5]. Tang
et al. [6] proposed an effective method. They developed a system that has a graphical
interface. This system is suitable for the interactive design of meshes and other struc-
tures. A user can create and modify a geometry by setting constraints such as boundary
alignment and equilibrant forces. This approach is useful to design a freeform structure
consisting of similar elements.

When designing honeycomb structures and others, it is common to start by creating
planar meshes (like triangle meshes or quad meshes). Meshes with various additional
properties (like equal angles, equal sides) are available for interactive geometry mod-
eling [5]. A typical example is Lobel meshes, which are a type of structure composed
of equilateral triangle meshes. Lobel meshes can be used to create the corresponding
honeycombs [5]. Schiftner et al. [7] showed that hexagonal torsion-free structures could
be derived from Lobel meshes. Their work also showed that Lobel meshes could be used
to create other patterns or structures, such as circle patterns and sphere packings. These
show the extensibility of Lobel meshes in structural design.

Jiang et al. [8] proposed a design method for structural design. It allows constructing
torsion-free structures aligned with hexagonal meshes on a curved surface. In their work,
the focus is an analysis of the flexibility of using honeycomb structures to cover a curved
surface. They applied the developed method to design a freeform shade structure with
honeycomb structures. Their work shows the applicability of honeycomb structures in
freeform structural design.

The methods in the above works can efficiently realize the creation of honeycomb
structures. But these methods involve complex coding and algorithms. These may not
be easy for designers who do not have a specific programming foundation. Rhino (RH)
and Grasshopper (GH) are design software commonly used by industrial designers. We
need to propose a parametric design method for creating honeycomb structures by using
RH and GH.

3 Design Issue

The research aims to propose a parametric design method, which is flexible to create
honeycomb structures on curved surfaces. Our method should have two capabilities. The
first is that the creation of honeycomb structures cannot be constrained by the UV lines
on a curved surface. The secondary is that uncontrolled deformations can be reduced in
creating honeycomb structures. This method can be easily applied to create honeycomb
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structures on different shapes of curved surfaces. This is an important quality. It means
that designers can create suitable shapes of honeycomb structures according to different
design goals, such as a helmet, elbow pad, or knee pad. This research also aims to
complete the design of a sports helmet through the developed method. The key point of
this design is to create a honeycomb helmet liner based on the morphological features
of the human skull.

4 Building the Design Program

We used GH to build a generative design program for creating honeycomb structures.
GH is a graphical program editor which is integrated into RH. In the program, the key
point is the combined use of two GH plugins, ShapeMap and Kangaroo. To illustrate the
essence of the program, we first briefly describe the functional advantages of the two
plugins.

ShapeMap is a parametric plugin developed by the Shaper3D®. Designers can
quickly map a 2D or 3D geometric grid to a curved surface by using this plugin. The
advantage of using this plugin is that the grid mapped to a surface reduces uncontrolled
deformation. In addition, the operation of mapping grids is not constrained by the UV
lines on a surface. The combined use of Shapmap and other GH plugins can adjust and
change the shape of grids in real-time and intuitively. Therefore, we applied this plugin,
which is used to map a hexagonal grid to a surface. The mapped grid is used to generate
honeycomb structures.

Kangaroo is a parametric plugin for shape design. Now, there are many ways
to manipulate digital geometry. Still, one significant advantage of physically-based
approaches is that we have a natural feel for them, and this quality makes itself ideal for
the parametric design [9]. Using the Kangaroo plugin, designers can shape geometric
forms in real-time by inputting parameters such as applied forces and material proper-
ties. Simulation is nonlinear in Kangaroo. Therefore, it helps design structures involving
large deformations [9]. We applied the Kangaroo plugin to carry out shape design and
optimization for hexagonal grids.

We developed the generative design program by mainly using these two plugins.
The program enables the creation of honeycomb structures on a curved surface, and the
process is intuitive and real-time. To illustrate how the design of honeycomb structures
is generated, we explain the key points of the program created for this research. As seen
in Fig. 1, this is the program created for our research.



80 K. Man et al.

Fig. 1. The program is created for generating honeycomb structures.

A curved surface was created in Rhino, representing the target used to map grids.
Based on the shape of this surface, The program would first generate the design of a
hexagonal grid. In our process, the first step is to unfold the curved surface, as seen in
Fig. 2. The way to unfold surfaces uses ShapeMap components, including ShapeSolver
and ShapeMap, as seen in Fig. 2 pink group. The unfolding of surfaces is done to make
it easier to create grids. The program allows generating a hexagonal grid on the unfolded
surface and thenmapping it to the curved surface. Compared to creating grids directly on
curved surfaces, this indirect approach is useful to improve the quality of grids created.

Fig. 2. The curved surface is converted to the unfolded surface.

The program created for this research only accepts geometry converted to meshes
as input. As seen in Fig. 3, The initial mesh is created using the non-parametric method,
which is that designers createmeshesmanually inRH.Based on the shape of the unfolded
surface, we applied theMesh tool to create the initial mesh composed of triangle meshes.
And then, the initial mesh is subdivided using the Refine and Mesh Triangulate compo-
nents, as seen in Fig. 3 green group. The result is that triangle meshes in the initial mesh
are converted into a large number of smaller meshes. As seen in Fig. 3, this is the final
mesh used to prepare it for creating a hexagonal grid.
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Fig. 3. The process of creating meshes

The final mesh consists of a lot of triangle meshes, each of which contains three
vertices. Therefore, the essence of manipulating meshes is to adjust the positions of all
vertices. In our research, the vertices are divided into outer points and inner points, as
seen in Fig. 4. The final mesh is manipulated mainly using Kangaroo forces, including
tensile forces and gravity, as seen in Fig. 4 purple group. The tensile forces are applied
to pull the outer points to the boundary of the unfolded surface. The gravity is applied
to keep all points on a plane. We required that each triangle mesh should be shaped into
an equilateral triangle. This was useful for our program to generate a regular hexagonal
grid. Therefore, the final mesh is also shaped using Kangaroo constraints, such as rest
angles and equal angles, as seen in Fig. 4 purple group. After setting the requirements
above, we solved it with the Kangaroo solver to obtain the mesh with an optimized
shape.

Fig. 4. The shape optimization for the final mesh

Theway to generate hexagonal grids useWeaverbird’sDual graph component, which
allows extracting center points of triangle meshes and creating polylines from these
points to form closed graphs. As seen in Fig. 5, this is the hexagonal grid created. The
gaps between the hexagons represents the wall thickness of honeycomb structures. After
the hexagonal grid is obtained, it is mapped to the curved surface by the MapToShape
component.
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Fig. 5. The hexagonal grid and the state of mapping it to the curved surface

The final phase addresses creating honeycomb structures based on the hexagonal
grid mapped. It is divided into two parts: extruding hexagonal prisms from the grid
and then cutting honeycomb structures out of a solid. In the first part, the hexagonal
prisms were generated by extruding planar surfaces along vectors. The program created
each planar surface from the edge curves, which were converted from every hexagon
boundary. In addition, each planar surface was matched an individual vector, involving
the direction and the length. As seen in Fig. 6, these are the hexagonal prisms created.
In the second part, the honeycomb structures were cut out of a solid by the Boolean
difference command. The solid was created by offsetting the curved surface. As seen in
Fig. 6, It partially intersects with the hexagonal prisms.

Fig. 6. The hexagonal prisms intersect with the solid to form honeycomb structures.

5 Generating the Design

5.1 Understanding Human Skull

The human skull, which consists of twenty-two bones, is a complex structure in human
skeleton. The skull is generally divided into the cranium and the facial skeleton. The
cranium, which consists of eight bones, encloses and protects the brain, meninges, and



A Design Method of Sports Protective Gear Based on Periodic 83

cerebrovascular system. In anatomy, the cranium can be subdivided into the cranial roof
and the cranial base. The cranial roof is composed of the frontal bone, the pairs of parietal
bones, and the occipital bone. The bones that make up the cranial roof form the three
most important sutures in the human skull: coronal, sagittal, and chevron sutures. In
addition, two important junctions are pterions where the frontal, parietal, sphenoid, and
temporal bones meet. The pterions are the thinnest parts in the cranium, with an average
thickness of about 1–2 mm. Compared to the pterions, the other parts in the cranium are
thicker, about 5~10 mm.

Typical head injuries are skull fracture, cerebral contusion, concussion, and intracra-
nial hematoma. The skull fracture is the most common type of head injury caused by
traffic accidents. It is caused by three main injury mechanisms: contact force, head
acceleration, and rotational motion [10]. The fracture will occur when the impact force
exceeds the tolerance level of the skull. Depending on the severity of the skull frac-
tures, there are four typical types of skull fractures, including linear fracture, depressed
fracture, comminuted depressed fracture, and compound fracture. In the linear fracture,
the bone breaks but does not move from its original position, while in the compound
fracture, the bone is severely fractured with a skin laceration. Skull fractures mainly
occur in the parietal and frontal bones, followed by the occipital and temporal bones.

As seen in Fig. 7, we divide six protective areas based on the anatomy of the skull and
the biomechanics. Four protective areas (A1, A2, A3, A4) cover the coronal, sagittal,
and herringbone sutures. Two protective areas (A5, A6) cover the two pterions with
their surrounding areas. In the design of the helmet liner, we would apply the developed
method to design suitable honeycomb structures for each protective area.

Fig. 7. The six protective areas

5.2 Ergonomic Elements Related to Helmet Design

The European EN 960 is the widely accepted international standard that specifies the
performance of the head forms used in helmet design [11]. This standard identifies four
reference planes for head dimensions. These are the basic plane, the longitudinal plane,
the transverse plane, and the reference plane. The protective range of a helmet needs to be
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arranged regarding these planes. As seen in Fig. 8, the basic plane, roughly in the center
placement of the head, is defined by the points of the lower edge of the eyelid and the
upper edge of the ear canal. The longitudinal plane is perpendicular to the basic plane.
The transverse plane is perpendicular to the two previous planes, through the center of
the ear hole. The reference plane is parallel to the basic plane and above it, approximately
2.5 cm from the basic plane. In addition, the definitions of four reference planes are also
adopted in the Chinese GB 24429–2009, which is the current design standard for sports
helmets in China. The helmet sizing for this project is set with reference to the GB
24429–2009.

Fig. 8. The four reference planes in helmet design

The helmet sizes are divided according to the head circumference, including 520mm,
540 mm, 560 mm, and 580 mm [12]. In addition to head circumference, we collected
other head dimensions required for helmet design. As seen in Table 1, these are the
reference head dimensions. The data are derived from the anthropometric study of the
3000 Chinese workers of different ages by Wang et al. [13]. These dimensions are
essential for adjusting the digital head model we bought. Referring to head dimensions
at P90, we adjusted the shape of the digital head model in RH. The adjusted head model
was used as the reference for modeling the helmet.

5.3 Creating Honeycomb Liner for Helmet Design

In Sect. 3 of the paper, we have detailed the essence of the developed program. Therefore,
in the discussion of helmet lining design, we briefly show the generative process of the
honeycomb liner through multiple sets of pictures.

As seen in Fig. 9, these are six curved surfaces created with reference to the head
model, each ofwhich represents a protective area of the head. The first step in our process
is to unfold these surfaces. The unfolded surfaces can make it easier for the program to
create hexagonal grids.
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Table 1. The head dimensions required for helmet design

Dimension Mean Standard deviation Percentiles

P10 P50 P90

Male

Head circumference 567.0 13.6 541 567 586

Head length 185.7 5.8 175 186 194

Head breadth 157.2 5.3 147 157 165

Bitragion frontal arc 311.7 10.1 292 312 326

Bitragion coronal arc 358.7 11.8 335 360 376

Source: Head-and-face anthropometric survey of Chinese workers [J].

Fig. 9. The six curved surfaces are used to create hexagonal grids.

The program only accepts geometry converted tomeshes as input. As seen in Fig. 10,
the unfolded surfaces are converted into five collections of meshes, each composed of a
lot of triangle meshes.
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Fig. 10. The five collections of meshes (A5 and A6 are mirrored)

We applied the physically-based approach to optimize the shape of each collection
of meshes so that it was suitable for creating a hexagonal grid. As seen in Fig. 11, we
have completed the creation of initial hexagonal grids.

Fig. 11. The five initial hexagonal grids are created under the physically-based algorithm.

As seen in Fig. 12, the final grid used for mapping is created based on the initial
hexagonal grid. The gaps between the hexagons represent the wall thickness of hon-
eycomb structures. The average gap widths are different among the final grids. This
is because the thickness of the bones is different in different parts of the cranium. For
example, the two protective areas (A5, A6) cover the pterions, the thinnest parts of a
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cranium. Therefore, the gaps in the final grids for A5 and A6 are thicker than the other
ones. It has the potential to enhance the protection of pterions.

Fig. 12. Each final grid and the state of mapping it to the corresponding curved surface

As seen in Fig. 13, each part of the honeycomb liner is created from the correspond-
ing mapped grid. For each part, prisms are extruded from the mapped grid, and then
honeycomb structures are cut out of the solid. As seen in Fig. 14, this is the design
model of the helmet with the honeycomb liner.

Fig. 13. Each part of the honeycomb liner is created by the Boolean difference command.
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Fig. 14. Helmet rendering

6 Conclusion

We propose a new parametric design method. It enables the more flexible creation of
honeycomb structures on curved surfaces. This method has two main advantages. The
first advantage is that the creation of honeycomb structures is not constrained by UV
lines on a curved surface. The second advantage is that uncontrolled deformations can
be reduced in the creation of honeycomb structures. Using this method, we create hon-
eycomb structures based on different shapes of surfaces. This shows that our method has
a certain generality. It means that other designers may refer to our method to create hon-
eycomb structures according to different design goals. Finally, we apply the developed
method to complete the design of a honeycomb-shaped helmet.
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Abstract. Construction machine ingress and maintenance is burdensome. Evalu-
ating the operator’s physical load is thus important according to individual differ-
ences of the operators and machines. This paper presents a feasibility study for the
physical load evaluation of two real-life operators of two excavator machines by
motion measurement experiment in actual construction fields. Wearable inertial
measurement units are used to capture the full-body posture of the operator. Insole
foot pressure sensors and a strain gauge on the machine are used for measuring
the contact forces. Physical load indices such as joint torques, the Ovako working
posture analyzing system (OWAS), and the base-of-support (BoS) are calculated
by kinematic and dynamic analysis of the digital human (DH). Applicability and
effectiveness of evaluating physical load based onmeasurement in actual construc-
tion fields were discussed. Our results indicated that the joint torque evaluation
is applicable to almost cases, however, the BoS and the OWAS are effective for a
part of works.

Keywords: Digital human · Construction machine · Ergonomics · Inertial
measurement unit

1 Introduction

Construction machines are widely used by people with a variety of body shapes.
However, construction machine-related work, such as ingress and maintenance, is bur-
densome. Apart from safety-related standards, there are no detailed specifications for
working postures, which differ among operators and machines.

Evaluating operator’s physical loads can improve machine design and posture
instructions. Laboratory-based evaluation using digital humans (DHs) have been con-
ducted; however, there remains an unavoidable gap between actual construction equip-
ment and the imitated environment [1, 2]. In the laboratory setting, it is basically infea-
sible to use actual construction machine. Thus, we are forced to use mock-ups for exper-
iments. In addition, the operators are required to wear a special clothing and markers for
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motion capture system. Therefore, the laboratory-based method does not always capture
the actualmotion in the construction fields although it is useful for revealing human basic
characteristics. On the other hand, recent advances in inertial measurement unit (IMU)
enables the wearable motion capture in various environments. For example, Greco et al.
utilized the IMU-based motion capture for ergonomic assessment during manufacturing
task [3]. Caputo et al. applied the IMU-based motion capture for car assembly task [4].
However, no research has been done to evaluate the operator’s physical load by capturing
their full-body motion in actual construction fields.

Therefore, this paper presents a feasibility study for the physical load evaluation of
two real-life operators of two excavator machines. The operators perform eight work
items (W1–W8) shown in Fig. 1. Full-body postures and external forces during ingress
and maintenance were measured by IMU-based motion capture [5], insole foot pressure
sensors, and machine-mounted force sensors. Several physical load indices such as
joint torques, the Ovako working posture analyzing system (OWAS), and the base-of-
support (BoS) were calculated by kinematic and dynamic analysis of the DH, and their
applicability is discussed.

2 Method

2.1 Motion Measurements

As shown in Fig. 2, the full-body posture and the external forces during performing the
work items in Fig. 1 were measured as follows.

Fig. 1. Work items

• Full-body motion: To avoid occlusions and ambient light effects, an IMU-based
motion-capture [6] was used. 15 IMUs (Xsens, MTw2) were attached on the body
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segments of the subject, pelvis, trunk, upper arms, forearms, hands, upper legs, lower
legs, feet, and head. At the begging of the measurement, the subject was asked to
take a calibration pose for calculating the relative sensor orientation with respect to
the body segment. To reduce the effect on sensor drift error, the measurement was
performed within 10 min per trial.

• External forces: The forces in both feetweremeasured by insole pressure sheet sensors
(Novel, Pedar). During ingress (W1), the hand forces were measured by a strain gage
on the handrail (Kyowa, KFGS series). The conversion equation from the strain to the
force has been calculated using a spring scale prior to the experiment.

After the operator completed each work item, the operator is asked to fill a ques-
tionnaire about the physical load shown in Fig. 3. In the questionnaire, the operators
answered the physical load they felt in percentages.

Fig. 2. Measurement overview

Fig. 3. Subjective evaluation
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2.2 Motion Analysis

Themeasured motions and forces were then reconstructed by our in-house DH software,
DhaibaWorks [2], and the following physical load indices were calculated.

• Joint torque: Although the joint torque requires both motion and force measurements
for calculation, it can be applied to several ergonomics assessments [6]. In this study,
it is calculated by an inverse-dynamics calculation [2], where the torque is estimated
by solving an optimization calculation under the assumptions of the equilibrium of
gravity, inertial, and contact forces and the equilibrium of moment. The details are
described in our previous paper [2].

• OWAS:TheOWASevaluates a four-level physical load by classifying posture and load
forces [7]. When the hand forces were not measured (W2–W8), they were estimated
by the difference between the body weight and the foot forces.

• BoS: The BoS represents the posture stability from the kinematic aspects [8]. The
convex hull coverings of both feet were calculated. Then, the point-to-line distance,
db, between the center-of-mass (CoM) projected onto the floor and its nearest hull
polyline was calculated. This was represented as a signed value, where a positive or
negative db represented the CoM inside or outside the hull, respectively. The posture
became more unstable as db decreased.

3 Results

3.1 Experiment Overview

We conducted an experiment with two male operators (S1 and S2), who have experience
of construction machine-related works in Fig. 1. They were 1.69 and 1.75 m tall, and
they weighed 59 and 70 kg, respectively. They performed the work items with two
excavators, M1 and M2. During the experiment, 15 IMUs and insole pressure sensors
were attached to the operators. Safety management during the experiment and protection
of personal information were carried out in compliance with the internal regulations of
the organizations to which the subjects and the experimenters belonged (Komatsu Ltd.).

3.2 Subjective Evaluation Results

The subjective evaluation results are shown in Fig. 4. As shown in Fig. 4, there is no
difference between two excavators for the ingress (W1). For the shut-off cock (W6), both
operators answered that the physical load of the excavator M1 is greater than that of M2.
In contrast, their answers showed the opposite trend for the liquid replenishment work 1
(W3). Thus, itwas confirmed that the subjective physical loads for differentmachines and
work items did not necessarily coincide even for the operators with similar body heights.
The subjective evaluation resultswere comparedwith the physical load evaluation results
in the following subsections.
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Fig. 4. Subjective evaluation results. S1 andS2are theoperators, andM1andM2are themachines.

3.3 Physical Load Evaluation Results

Figure 5 shows the joint torque estimation results during the ingress (W1). The ingress to
the excavator was carried out in three steps. No difference was observed in the subjective
evaluation; however, the estimated torso joint torque differed between the operators and
the excavators. For operator S1, the joint torque at step 1 for excavator M1 was larger
than that of M2. As shown in Fig. 6, this is caused by the operator’s different postures
for each excavator. In particular, the angle between the upper leg and the trunk during
the ingress to M1 was larger than that of M2. This led the increases in the joint torque
for M1. Since the ingress posture was easily affected by the body dimensions and the
arrangement of the handrails and steps, the evaluation using the joint torque might be
considered to be suitable. In addition, it should be evaluated for individual operators on
individual machines.

Figure 7 shows the physical load evaluation results for the shut-off cock work (W6).
As shown in Fig. 7 (a), this work was performed while standing. In this work, both
joint torque and the OWAS corresponded to the subjective evaluation. In addition, the
postures with M1 seemed to be unstable. As shown in Fig. 7 (b), the BoS evaluation
results also indicated the work with M1 was unstable both operators. Thus, applying the
BoS analysis for such maintenance work with unstable reaching posture is considered
as reasonable.
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Figure 8 shows the physical load evaluation results for the liquid replenishment
(W3). As shown in Fig. 8 (a), this work was performed by different postures for each
excavator (Fig. 8). In this case, although applying joint torque and the OWAS seemed
reasonable, they did not correspond to the subjective evaluation.

Our results indicated that the joint torque evaluation is effective for clarifying the
difference in physical load during the ingress. In addition, the BoS-based evaluation
has a potential for quantifying the unstable posture during the maintenance. However,
evaluating the work items in which the working posture differs greatly depending on the
machine, i.e., the work W3, remains challenging.

Fig. 5. Ingress step-1 postures

Fig. 6. Joint torques during ingress (W1)
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Fig. 7. Results for shut-off cock (W6)
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Fig. 8. Results for liquid replenishment 1 (W3)

4 Conclusion

This paper presented a feasibility study for physical load evaluations based on the mea-
surement in actual construction fields. The wearable IMU-based motion capture, the
insole foot pressure sensors, and the strain gauge were used to capture the actual opera-
tors. From the posture and force measurements, the joint torque, BoS, and OWAS were
calculated for real-life operators using construction machines. It was confirmed that the
joint torque evaluation could be used to clarify the physical load differences especially
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in the case of ingress (W1). This is because analysis by the joint torque is affected by
slight differences in posture and external forces. In construction machine maintenance,
the operator might take an unstable reaching posture as shown in Fig. 7. It was con-
firmed that the BoS-based analysis was particularly effective for such unstable postures.
In general, the OWAS has been used to clarify the physical load differences between the
working postures differed greatly as shown in Fig. 8. However, the OWAS evaluation
results did not correspond to the subjective evaluation results. Therefore, it remained a
challenge to evaluate physical loads when working postures differed greatly.

It should be noted that only two operators joined the experiment in this feasibility
study. Therefore, the statistical validity has not been shown. In addition, differences
in body shape and age have also not considered. Therefore, our future work will be
addressed for conducting the experiment on various subjects to validate the effectiveness
of the proposed method.

In this study, the maneuvering motion of a construction machine is excluded from
the work items. This is because the drift error of the IMU is caused by the vibration of
the construction machine, and it is difficult to remove it. Since the operators do not walk
around in the cockpit, there is a possibility that the RGB or RGBD cameras could be
utilized for capturing the full-body or a part of the operator’s motions. The measurement
and analysis of the maneuvering motion are challenges in our future study.

On the other hand, it is difficult to cover all types of the operators only by the
evaluation of field experiments. Therefore, it is desirable to combine the analysis results
by the field experiments with the simulation of body shape and movement patterns using
digital human technology. This will enable the evaluation of construction machine that
reflects the field context and various types of the operator to be conducted at the early
stage of the design process.
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Abstract. The twomain objectives of this project are to understand the menu and
basic functions of RAMSIS. The other purpose of this project is to implement the
understanding of the software and used those skills to improve the design of an
excavator by doing ergonomic analysis. This report talks about several main func-
tions used to create manikins, discomfort assessment, and the future improvement
of the project based on the result. The project mainly focuses on a 50 percentile
Americanmale body sizemanikin. After running several iteration and analyses, by
raising the armrest height, the result shows it is necessary to improve the excavator
in order to make the product more user-friendly. This report also compared and
contrasted with another paper with a similar project done by Sinchuk et al. The
comparison allows the author to think further about the project and also learned
serval new ways that will lead to the same result.

Keywords: Discomfort assessment · Excavator · RAMSIS

1 Computer- Aided Ergonomic Analysis

“Ergonomics (or human factors) is the scientific discipline concerned with the under-
standing of interactions among humans and other elements of a system, and the pro-
fession that applies theory, principles, data, and other methods to design in order to
optimize human well-being and overall system performance” [1]. Many product design-
ers devoted themselves to ergonomics in order to create a comfortable and user-friendly
environment for people to live in. A properly designed product may improve people’s
productivity and also make them enjoy, not endure, the long time work [4]. Thus, project
one focuses on improving the excavator in the factory, which helps theworker tomitigate
the accumulation of stress over a long time repetitive working situation.

Themethod used to achieve this goal in this project is by doing a computer simulation
on RAMSIS. RAMSIS is a 3D Digital Human Modeling tool that permits the user
to create specified manikins. Then, by adjusting the gesture of the manikins, and use
the analyzing tool that comes with the system. The discomfort assessment will run
automatically and provide a discomfort score for each joint. Thus, the ultimate goal of
project one is to adjust the excavator to make it more comfortable for drivers to use.
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2 Problem Statement

There are two main purposes of Project 1. The first part is to learn how to use RAMSIS
and to understand the use of some of the functions in the software menu. This includes
how to build a manikin with specific values (e.g. height, bust, age, gender, region, etc.);
how to select points on the manikin and connect them to the environment or the object
used; and how to analyze the comfort level when they were using the object in a specific
position in order to help the designer better adjust the product parameters and improve
the design. The other goal of this project is to do research on the excavator’s driving
seat and find the ergonomic risks. In the project, the original idea was to create 3 sets
of manikins: one very tall American male, one 50 percentile size American male, one
5 percentile size American female. The reason to run the project with different sizes
and genders of people is intended to design the workstation better while minimizing
the number of people being excluded [2]. Each sets includes two roles: one driving and
one digging. Then each set was altered to sit on the excavator while having the hand
either hold on the steering wheel or the joystick, while the eye line looks to the front.
Finally, derive the discomforting number for each manikin and diagnose the ergonomic
risk factor of the joints. However, due to the author don’t have access to the RAMSIS,
the result based on Andre’s sample only shows the simulation and the result of the 50
percentile men. Thus, the simulation was only done for one set and been repeated three
times. The reason that this project is important is that the driving situation is a commonly
seen situation in the real-life, andmany people have stated that a comfortable chair could
is one of the most essential facilities in a working place, which helps them relieve stress
and maintain independence [3]. Therefore, what has been explored in this project, can
also be put into practice in the real world situation.

3 Procedure

3.1 Loading the Software

After following the instruction of installing RAMSIS correctly, after launching into the
software, it should look similar to Fig. 1. Next, by clicking the (File > Load Session
> Find Session Folder > OK), the model of the excavator should pop up as shown in
Fig. 2.

Fig. 1. (Left): The panel after launch in
RAMSIS

Fig. 2. (Right): The model of the excavator
without manikins
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3.2 Hide and Show Unnecessary Parts

The concealment feature allows the user to see a separate part of a complex product
simply and directly after all the parts have been mounted. This not only ensures that
the user can easily select the widget they want after installation but also provides a
more visual representation of the relationship between each piece and the product. In
RAMSIS, there are two ways to achieve this goal. The first is to right-click on the
component that needs to hide and select the (Hide/Show) option, refer to Fig. 3, then
the component will be hidden. Alternatively, one can find the corresponding parts on the
general structure tree and shift the active to inactive. Besides, one can hide the unhidden
part while showing the hidden part by selecting the (Swap Visible Space) option after
right click on the features. More specific details of the selection on the menu can be
found in Fig. 4 and Fig. 5.

Fig. 3. The panel for selecting the parts visibility.

Fig. 4. (Left): The sitting section of the
excavator. All other parts are being hidden.

Fig. 5. (Right): Figure under Swap Visible
Space.

3.3 Create Manikins with Specified Role and Gender

There are two methods to create manikins by RAMSIS. The first way is to click the
blue circle button indicate in Fig. 6, then adjust the necessary feature on the screen that
pops up. First, under the “Anthropometry” section adjust the feature to a very tall male,
medium waist, and long torso. Then, move to “Role Assignment” and click the green

https://doi.org/10.1007/978-3-031-05890-5_3
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circle in Fig. 6 for generating new roles. Adjustig the features as shown in Fig. 7 and
name the role as Driving. Following the same steps while keeping everything else the
same as Driving, generating another role called Digging. By doing those steps, a set of
manikins is produced. If the generated manikins are formed by lines only, then click the
red circle as shown in Fig. 1. The other way to create a new manikin is by click (Start
> NextGen Body Builder). Then following (Anthropometry > Typology > Control
Measurement) to input percentile of the size of the manikin, the data shown in Fig. 8.
Comparing with the first method, this method can generate a more precise manikin, the
difference can be found in Fig. 9. Repeating the step and create a 5 percentile female
and a 50 percentile male. Following the step in the next few sections to add restrictions,
and the final view looks like Fig. 10.

Fig. 6. (Left): Panel for creating manikins. Fig. 7. (Right): Properties selection when
creating roles for manikins.

Fig. 8. (Left): The data input to create a male
manikin with a 50 percentile size.

Fig. 9. (Right): Difference between use
Anthropometry (right) and Body Builder
(left) to create manikins
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Fig. 10. The simulation when all the 3 manikins been placed on the seat.

3.4 Altering the Manikin’s Joint Position

Since the role of the manikin is to drive the excavator, thus the manikins need to be
adjusted to the sitting position. In order to fulfill this goal, by clicking (Anthropometry
> Toggle Measuring Posture). The manikin will automatically change to the sitting
poition as in Fig. 11.

Fig. 11. Manikins in sitting gesture.

3.5 Manikins-Object Interaction

Manikins- object interaction allows the user to adjust the gesture and position ofmanikins
as they want. This function could be regarded as the fundamental that supports RAMSIS
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to perform the necessary analysis and deduct the conclusion on whether the manikin is
in a comfortable situation. This function can be accessed by click on the yellow circle
shown in Fig. 1 (Define Restriction > Input as Fig. 12). The “Manikin Comp.” is the
yellow dots (Fig. 13) shown on the manikins which represent the joint of the model.
There are various kinds of restrictions that can be added between the object and the
manikins. In this project, the commonly used restrictions are Target, Pelvis Rotation,
and Direction.

Fig. 12. (Left): The panel for adding the
restriction between the manikins and the object

Fig. 13. (Right): The example of manikin
components (yellow dots) on the hands.
(Color figure online)

Target Restrictions. Target restriction meaning having the body in contact with the
surface. For example, if add a target restriction between the manikin’s hand and the
steering wheel, it will result in that hand hold on the steering wheel. The list of target
restrictions need to create between the manikin and the object is shown in Fig. 14.

Fig. 14. The list of target restriction

Pelvis Rotation. Pelvis rotation in this project prevents the manikin tilt in the seat,
which makes sure the manikin is sitting straight on the seat. The properties selected
are shown in Fig. 15. After set as Fig. 15, click create for adding this restriction to the
general structure tree.

https://doi.org/10.1007/978-3-031-05890-5_14
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Fig. 15. The input properties for pelvis rotation.

Direction. This feature is also under the Restriction menu. This feature allows the user
to constrain certain movements by defining the direction of the movement. For example,
in the case of this project, the eye line of the manikins is defined as looking horizontally
forward by setting the restriction as shown in Fig. 16. Then press the Posture Calculation,
and the manikin will eventually look like Fig. 17.

Fig. 16. (Left): The setting panel of changing
the direction of the line of vision.

Fig. 17. (Right): The manikin posture after
adding the restriction of the line of vision.

Create Surface Point. Create surface point is used to add additional restrictions
between the object and the manikin, this feature is mainly used when some objects
are not directly selectable by the user, therefore, the user needs to create a new contact
point on the object to meet the interaction between the manikin and the object (Geome-
try > Point > Change the point type to “create on object” > Select the position on the
surface that need to add point).
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Posture Calculation. The posture calculation function can be found in the grey box of
Fig. 1, then click the start button. After the user adds all the restrictions, this function
does iterations to make sure all restrictions could be satisfied. If there is an error, the
system will indicate the error by marking the restriction in red. The final posture with
the manikin’s hand on the steering wheel looks similar to Fig. 18. By following the same
steps with adding points to the joystick, the posture with manikin holding the joystick
looks like Fig. 19. The restriction type for the joystick should be Target at first, and
then add a Manual Grasping restriction to the same point of the manikin and the object.
This will result in the hand of the manikin hold on the stick. Besides, by changing the
grasping model, the way to hold could also be modified.

Fig. 18. (Left): Manikin hold the steering
wheel

Fig. 19. (Right): Manikin hold the joystick

3.6 Position Adjustment and Analysis Tool

The Position Adjustment feature helped the designer to improve their design, in this
case, the excavator. In order to do the position adjustment, since the design is altogether,
thus grouping the component is necessary before adjusting its position. Grouping both
sides armrest as shown in Fig. 20 by selecting the necessary component and (right click
> Group > name the group).

After grouping both sides’ armrests, the next step is to add the degree of freedom
to the object. This could be proceeding under (Geometry > Kinematics > Degree of
Freedom> Create>Add Object> Select the armrest group> Create). The input value
is shown in Fig. 21 and Fig. 22.

After adding the degree of freedom to the object, the next step is to analyze the
gesture of the manikins. Under Analysis on the top screen menu scroll down and select
Comfort Feeling, the comfort value of the current gesture will be displayed in Fig. 23.
Any values over 3.5 are considered as uncomfortable. In order to adjust the position and
improve the design, (Select the grouped armrest > Right click > Object Properties >
Double click the DOF value > Change the DOF value). For the second iteration set the
DOF value to 50mm. Then do the Comfort Feeling test again, set the first iteration as the
reference, and start the Posture Calculation. The result of the data is shown in Fig. 24.
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Fig. 20. The grouped armrest.

Fig. 21. (Left): The pop-up screen and value input for adding object kinematics

Fig. 22. (Right): The pop-up screen and value input for adding object’s degree of freedom
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Fig. 23. (Left): the discomfort assessment of the first
iteration

Fig. 24. (Right): the discomfort
assessment of the second iteration

4 Discussion

4.1 Analysis Result

Table 1. The comfort feeling iteration result for different heights of the armrest

As shown in Table 1, by moving the right armrest up, most of the discomfort position
was relieved by raising the right handrail. Moreover, the discomfort value gradually
decreases as the right armrest progressively elevated. This shows that raising the armrest
allows the elbow to make contact with the armrest does help to alleviate the discomfort
when driving. After the armrest was raised to 100 mm, only the neck and left arm felt
discomfort. For the left arm, perhaps the problemcan be solved by raising the left armrest.
However, since the actual operation is not currently feasible, the proposed improvement

https://doi.org/10.1007/978-3-031-05890-5_1
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method is only conjecture. For the neck, the main discomfort is likely to come from
the joystick is located too far away, so the manikin needs to lean forward to reach the
joystick. However, at the same time, there is a need to look straight ahead, so it leads
to neck discomfort. For this reason, there are two methods to improve the discomfort of
the neck. The first is to adjust the whole armrest group backward, the second is to adjust
the seat forward. The purpose of both methods is to shorten the distance between the
person and the joystick, thus ensuring that the joystick can still be easily reached while
leaning on the seat.

4.2 Compare and Contrast with Sinchuk et al. (2020) Sample Paper [4]

Comparing with Sinchuk’s sample paper, the author believes the content between the
sample paper and Project 1 is similar because both of them aiming to improve a kind
of working space. Therefore, the general procedure is alike to each other. However,
the approach to the same procedure is slightly different. For example, in project one,
in order to make the manikin’s eye look to the front, Project 1’s approach is to add a
directional restriction. However, the approach that Sinchuk used is the Move Eye button
in the menu. Also, project 1 used Comfort Feeling analysis to determine whether the
gesture is comfortable or not, while Sinchuk’s project used Joint Analysis.

In addition, the chair of Sinchuk’s project was ignored. Thus, the freedom of the body
position is higher than in Project 1. Since in Project 1, the designer set the constrain that
the manikin has to sit straight on the surface of the chair, if the chair is not moving then
the distance between the steering wheel and the body is about the same. On the other
hand, Sinchuk’s project allows the manikin to sit at distance to the table. This difference
would lead slight difference in the ergonomics analysis.

4.3 Author’s Experience and Challenge

The author’s experience with ergonomics that is similar to the Project 1 is the author’s
driving experience. This is because both driving and Project 1 has the joystick and
steering wheel. When driving, it is particularly important to pay attention to whether
the posture is comfortable and correct, otherwise, it will probably lead to accidents. The
difference in height and weight of population makes it almost impossible to design a
seat that can precisely meet the requirements of each person. Thus, almost all cars have
buttons on the side of the seat that can adjust the seat, and most cars can also adjust
the position of the steering wheel. The author believes by reference to car driving, it is
possible to find a better solution for Project 1.

The greatest challenge that the author mainly overcome during the project is the
locational problem. First, since the author’s current location has a time lagwith America,
thus, sometimes it is hard to get immediate help. In addition, due to RAMSIS couldn’t
provide the license to the author’s current location, therefore, the author need to talk to
Professor and find an alternative way to complete the project.

5 Future Work

In all, four points that could be further ameliorated if there is a chance to continue this
project in the future. First, because of the author’s current location, RAMSIS does not
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work properly after download due to the absence of a license. Therefore, all data is
currently derived from Andre’s demonstration video. This is an objective factor that
leads to incomplete data. Therefore, it is not possible to extrapolate the most suitable
angle and posture for a manikin. Nevertheless, the available data do provide a certain
degree of direction for improvement, but they cannot provide an optimal solution.

Secondly, the simulation only simulates a medium male figure, so the insufficient
types of sample imply that a certain degree of generalizability is lacking. In order to
better simulate the effects of various people in the excavator environment, more models
should be built and more optimum solutions should be found for each manikin. Finally,
the simulation results of all manikins should be integrated to find the most universal
design parameters.

Third, since the purpose of Andre’s video is more for demonstrating the steps and
providing ideas than finding the optimal solution. Therefore, many of the restrictions
are not exactly perfect. For example, the manikins’ feet and pedals are crossed and the
manikins’ hands do not fit perfectly on the joystick. Therefore, these details may have
some influence on the final results. If the project is pursued, adding more restrictions to
make the manikins and objects more compatible is one way to improve the accuracy.

In the fourth place, although the computer’s calculation is quite close to reality, it
is still based on a relatively idealized state. For instance, all manikins have the same
sitting gesture and with perfect body shape, but there is a gap between this and reality.
For example, someone will hunch over, or someone will lean against the chair when
operating, etc. Although it is not possible to simulate each person’s situation completely
and perfectlywith a computer, these errors caused by the inability to perform calculations
can also have an impact on the final results. Therefore, if there are ways to enhance this
situation, these improvementswillmake the simulation resultsmore realistic and reliable.
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Abstract. Upper Limbs are expected to have precise functionality to
do normal activities and perform a specific occupation. The functional-
ity loss will impair the performance accuracy of the tasks. The ampu-
tation of a limb can lead to a great reduction in the standard of life
and daily activities. Each activity follows a particular intent pattern.
The grasp is one of the primary activities to interact with the real or
virtual worlds. The grasp intent incorporation in the development of an
advanced prosthetic hand needs grasp intent detection using multimodal
sensorial data. Multimodal sensorial data is expected to detect precise
movements and reduce motion artifacts by using modern Tech innova-
tions. We develop a great classification algorithm to predict the specific
grasp intent depending on the type of object through continuous feed-
back during the approach towards the object using multisensorial data
from IMU sensors, EMG and cameras. The deep learning (DL) approach
has been developed to increase the accuracy of the grasp intent by con-
tinuously predicting the intent class while moving the hand towards the
object. The deep learning network archives an accuracy of 92.3% over
89% as in literature using hybrid network Convolutional Neural Network
(CNN) and Long Short-term Memory (LSTM) networks on visual feed,
inertial measurement unit (IMU) and electromyography (EMG) data.

Keywords: IMU · EMG · Eye and hand-view images · CNN · LSTM

1 Introduction

The individuals with the loss of upper limb require innovative research in the
field of the robotic prosthesis to enhance quality in life [12]. The developments in
electromyography based human intent solutions demonstrated promising results
in the literature for the patients with loss of upper limbs at the point of wrist
or elbow [2,10,11]. However, artefacts in EMG significantly reduce the predic-
tion accuracy. Some studies also investigate the deep possibility of using EMG
with EEG to improve the accuracy [2,4,11,17]. However, the added informa-
tion from EEG does not provide significant information to boost the prediction
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accuracy, as both EEG and EMG models need frequency calibration to nullify
the nonstationarity [5]. Also, the EEG and EMG models suffer from variabil-
ity from electrode placement on the scalp and conductance of the scalp [12].
Moreover, the intent detection models using the EMG and EEG is challenging
due to the possibility of amputations at different locations. The grasp intent
detection in prosthetics [18,22] is mainly concerned with having a directional
approach, directional angles, the position of the object, and kinematics of the
motion [8,9] . Also, individuals with prosthetic hands don’t have the freedom to
choose the approach trajectory towards an object [12]. Hence, the primary focus
is to evaluate the intent of grasp from environmental and physiological measure-
ments. The environmental and physiological measurements are extracted from
the object recognition of images using convolutional neural net-work models and
time series models [4,15]. Prosthetic hand researchers started exploring the use of
CNNs as visual evidence processing solution. We used the Open Access HANDS
dataset to train the model and compare the results over the classification results
from the paper [12].

1.1 Convolution Neural Network (CNN)

Convolutional Neural Network (CNN or ConvNet) is a major category under
Neural networks. The inspiration for CNN came from the human eye. In occipetal
lobe while processing the visual data, brain takes information generated by the
receptive fields and feed forwards to the cortex forming a kernel. The working
of visual data processing was observed by Hubel and Wiesel first under animals
and CNN’s imagination is formed [6,13,21]. This network practically inspired in
the creation of LeNet-5. After training with the back propagation, the LeNet-
5 was able to distinguish visual patterns from raw pixels without the use of
any independent feature engineering method. CNN also made model training
easier because it has fewer connections and parameters than conventional Feed
forward neural networks with equivalent network sizes. However, despite these
advantages, CNN’s accuracy in complex issues like deep classification of a high-
resolution videos was limited at the time because of non availability of substantial
training data, non inclusiveness of regularisation, augmentation, and insufficient
computational power [16].

1.2 Long Short-Term Memory Network (LSTM)

LSTMs are a form of Recurrent Neural Network (RNN) that are used to express
inter-relationships within sequential data. An RNN is a Feed-Forward Neural
Network (FFNN) with loops in the hidden layers that is an extension of an
FFNN [19]. This enables the model to take a set of samples as input and detect
time correlations between them. They have, however, been discovered to have
difficulties learning long-term partnerships. LSTM networks address this prob-
lem by incorporating parameters into the hidden node loops, allowing them to
acquire and release states based on the input sequence [1]. As a result, states are
triggered in response to short-term events, but the network can maintain those
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states active indefinitely, giving the network long-term memory. The LSTM has
been found to be more effective than the traditional RNN at learning sequences
[7].

1.3 Data Augmentation

Data augmentation techniques are primarily used in the Deep Learning to create
synthetic data which can generalize the model. The models trained over vast
variety of transformations can anticipate the outputs in better manner [23]. The
commonly used techniques to augment the data are blocking, segmentation,
noise insertion, Rotation changing the background blur, focal point changes,
inversion, and intersections of data points. But, while working with video feed,
segmentation is prohibited [14,18].

1.4 EMG and EEG Based Grasp Intent Detection Models

Despite the shortcomings in the prediction, many studies are conducted to detect
the grasp intent based on human physiological signals e.g., Electroencephalog-
raphy (EEG) and EMG signals [24]. Even the models achieved good accuracy
with small classification label set, they are prone to artifacts. When the label set
increases the model’s accuracy becomes not reliable as the model lacks stabiliza-
tion and context. Hence accuracy will be reduced to classify the objects which
is hazardous in amputees’ crucial life tasks [20]. The modern models depend on
human input such as biomedical signals from the subject which includes EMG.
As the EMG has many setbacks like artifacts, frequency calibration and localiza-
tion, can reduce the accuracy of prediction during daily activities [8,9]. Hence,
there is a requirement for innovative models to detect grasp intent to control the
prosthetic hands.

1.5 Gaps in the Literature and Present Research

The literature models explored the possibility of having individual feed as input
and suggested the possibility of fusing the data and giving the context also as
input [1,2,8,11]. The accuracy of intent detection models with EEG and EMG
can be improved by visual feedback from various positions along with IMU. As
the video data available we got an opportunity to process the data and create
context top the data and evolve the model while processing the context during
individual timesteps. By considering multimodal dataset and single shot Hybrid
Neural Network we can eliminate the issues associated with EMG and Image
data.

2 Methodology

2.1 Dataset

HANDS dataset contains 413 trails’ data over 102 different objects. Every indi-
vidual trail consists of Hand-View video, Eye-View Video, EMG and IMU data
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tracked during the trial. Hand-View data is captured by GoPro Hero session
Camera of resolution (3648× 2736 pixels). Eye-View data is captured by Log-
itech Webcam C600 of resolution (1600× 1200 pixels). EMG and IMU data is
acquired from the arm using MYO armband.

2.2 Data Augmentation

We created synthetic data for the training by applying three techniques as shown
in Fig. 1a. For Eye-view video we apply random blur to the individual frames in
random. Next, we added Gaussian Noise with zero mean and random variance
to all three RGB channels. The final transformation is by rotating the Eye-View
video randomly within the range of −15◦ − 15◦ to generalize the model. The
Hand-view video is added with Random Background Blur followed by Noise
addition to individual RGB channels with zero noise and random variance. We
didn’t do rotation of the video as it is interdependent on IMU. This augmentation
provides more synthetic data and take into consideration of practical issues. At
the end every datapoint consists of two videos and measurements from IMU and
EMG.

(a) Flow chart (b) Model architecture

Fig. 1. a. Steps involved in Augmentation of video Data from eye-view and hand-view.
Flow chart showing the data feed setup from subsequent sensors such as camera, IMU
and EMG

2.3 Need for Continuous Data

A neural Network model’s accuracy depends upon the inference time and avail-
ability of data. The classification depends upon the position of the object and
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viewing angle. The classification accuracy can be boosted by using object data
from multiple angles. Literature show that the image data in the field of pros-
thetic hand development mainly using eye-level cameras held at the eye level
of the user, typically located on the head. Robotics hands can be developed
using the cameras attached to the hand level along with eye level to provide
multi directional view positions [3,12]. Similarly the approach will also create
challenges as object that we want to grasp may be moving or our view may
be moving while grasping the object. Thus having an extra view angle provides
context to the main view position and the model learns efficiently. This mod-
elling also stabilizes the artifacts formed during occlusion. If the artifacts are
formed during movement or occlusion, The correction happens when we fuse the
data from past inference steps to the present step and use the past prediction
as an input to the network to give the context. The con-text will be modulated
while the data feed is being observed by the model. The accuracy from the
context-based models is proven to be having higher accuracy [14].

2.4 Overview of Proposed Model

The novelty in the paper comes from data fusion from different sensors and
change in CNN Network. The set-up of data flow from different feeds to the
Neural Network is explained in the Fig. 1b. The feeds from the eye and hand-
view camera are fed to the individual CNN networks and the feed from IMU
and EMG are fed to the respective LSTM networks which are parallel to each
other. Cumulatively the two CNN networks and the two LSTM networks work
independently. Even if Eye-View or Hand-View goes out of focus as a practical
case, the model will evolve to bring the data from other feed to classify the grasp
intent.

2.5 Proposed CNN Architecture

Accuracy of the CNN model heavily depends upon the many factors. But pri-
mary factors are: generalized data, high-performance computational unit and the
network complexity. Out of these, HANDS dataset is an open access database,
that provides the requirement of a large-scale training database. We used Nvidia
GTX 1080 GPU to train the proposed Network. However, the network depth has
uncertainty because there is no such calculation that can provide the number of
layers required. Deep networks extract more complex and robust features [17].
We used VGG19 network as basis and added 2 extra dense layers over it to
prepare a custom network as shown in Fig. 2. In the literature VGG16 network
is used to train the model. Compared to VGG16, VGG19 network has access to
deep layers along with extra Relu layers. But, this small change in the network
boosts the accuracy of the model for the object detection task [18].
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(a) CNN architecture

Fig. 2. Proposed CNN architecture constituting of VGG19 network with custom layers

Before incorporating all the data feed into consideration, as inference takes
incremental time we developed different types of models and trained them using
the augmented data. The models are created using the VGG19 neural network
added with 2 output dense layers to construct a customised model. We incorpo-
rated softmax layer with 5 output parameters as number of classes are 5. The
hybrid models are created with dense layers at the end. We freezed the model
weights of the initial layers of VGG19 network and trained over final dense layers
and LSTM parameters. The models that we developed are explained below.

Hybrid Model 1: We trained the first hybrid model which consists of single
VGG19 network with feeding Eye-view data only. As explained in the Dataset,
The model’s performance is expected to have nominal improvement with out
using the video data instead of image based classification.

Hybrid Model 2: The hand-view data is incorporated into the model to add
another view point for the image data, we used the Conv-net individually over
both the views of the images and Fused them at the ending with a dense layer by
appending one over another as shown in Fig. 3. The model will be simultaneously
using the feed and provide inference.

In this model we used the individual images from eye-view and hand-view
instead of video data to train the model. Hence we didn’t involved LSTM net-
works. By using the hybrid model which contains two individual networks with
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(a) Two CNN architecture

Fig. 3. Architecture of parallel CNN model using data from hand and eye views

different datafeeds we are expected to have invariability while classification even
with higher noise in one feed. To provide this functionality we augmented the
data with insertion of the noise into individual RGB channels. Thus in the pres-
ence of higher noise the model is expected to stabilize after initial frames and
classification be robust. But this model only depends upon the visual infor-
mation, some challenges are posed when tackling transparent and translucent
objects.

Hybrid Model 3: Even though IMU produces artifacts and drift, It contains
rotational and positional data. The data becomes crucial when the eye view goes
out of focus. To incorporate the IMU feed, we use the Conv-net individually over
both the views of the images and LSTM over the IMU data as shown in Fig. 4.
We fused the outputs at the ending with a dense layer by appending one over
another. The model will be simultaneously using the feed and provides inference
taking a feed from IMU and Camera views. When dealing with the transparent
and translucent objects, the IMU data is expected to stabilize the classification
and converges easily.

Hybrid Model 4: Our final Model takes into consideration of data feed from all
4 channels of eye-view and hand-view cameras and IMU and EMG data feed. We
built the new model over the hybrid model - 3 used in the previous section. The
final model consists of two parallel CNN and LSTM networks respectively for
eye view and hand view, and two LSTM networks respectively for IMU feed and
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(a) Model 3 (b) Model 4

Fig. 4. Architecture of two parallel CNN and LSTM networks using data from eye-view
and hand-view along with a. one LSTM network for IMU b. two LSTM networks for
IMU and EMG

EMG. The fusion happened with a dense layer, and we used the combined model
for training as shown in following Fig. 4. The accuracies for different models are
shown in following Table 1.

Table 1. Model comparison

Models Accuracy

Original network 89%

Hybrid model 1 89.4%

Hybrid model 2 91.3%

Hybrid model 3 91.5%

Hybrid model 4 92.3%

3 Results and Discussion

The efficiency of the Proposed hybrid model is evaluated using changes in loss
occurred and accuracy in grasp type classification. Both Accuracy and loss are
convergent and after reaching value of 92.3% accuracy and 0.032 loss there was no
significant improvement at epoch 18. After the epoch 18, we observed over-fitting
as training accuracy getting improved and validation accuracy was reducing.
The plots for loss and accuracy are shown in the Fig. 5. We used different train
data and test data splits with randomized distributions and achieved the same
accuracy. The proposed CNN model works better with a single view as shown in
the table. The model accuracies are dependent on noise, so data augmentation
played a key role while generalizing the model. Prosthetic hands wont be having
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control over the positional approach possibly because of off-the-shelf robot hands
without built-in cameras in hand. While it is possible that in future innovations
there may be possibility of having extra view so that the model can have a better
image data. From a networks’ perspective. The dataset contains 2 view-points,
The positional data from the IMU and human physiological signal from EMG.
Human grasp intent path is heavily correlated with the position and movement
of the hand. The prediction loss and accuracies are shown in the Fig. 5.

(a) Accuracy (b) Accuracy

Fig. 5. a. Accuracy of the model b. Loss of the model

4 Conclusion and Future Scope

Using image, EMG, and positional data, this paper proposes a method for mul-
tisensory classification of human grasp intent. The use of combined eye-view and
hand-view visual data of an object, with context correction, is a novel aspect of
the approach. Instead of predicting the label at the end, the model predicts it at
each timestamp and corrects it sequentially with the next sample data without
relying for the data feed to finish. As a result, the model can handle data feeds
of varying durations. This also accounts for artefacts caused by EMG and IMU.
The intent recognition uses EMG and other signals to evolve previous estimates
based on image data.

The intent of grasp can be useful to predict the grasp task in Virtual envi-
ronment. Moreover, the error in depth prediction in transparent objects in real
or virtual worlds can cause issue in grasping the object, wherein the IMU and
EMG data feed can aid in correcting the grasp.
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Abstract. Chinese minors spend a lot of time in school and spend a lot of time in
classroom desks and chairs for learning activities. Many studies have shown that
minors are in a period of growth and development, but the existing classroomdesks
and chairs do not match the size of minors’ bodies. This has a negative impact on
the physical health of minors and their learning efficiency. The aim of this study is
to investigate the height adjustability of classroom desks and chairs for the most
affected age group of underage students. This paper ensures that the height of the
classroom desks and chairs match the students’ body dimensions by determining
a reasonable range of adjustment and adjustment scale. The methodology used
in this study is based on Chinese minors’ body size data to determine the most
influential age group. The age range and adjustment scale of the desk and chair
were then calculated by substituting the body size data of the age group into the
size formula. The results of the study show that the three most affected age groups
are 7 to 10 years, 11 to 12 years and 13 to 15 years. Finally, three sets of classroom
desk and chair height adjustment ranges and scales were calculated to match each
of these three age groups.

Keywords: Chinese minors · Body size · Classroom desks and chairs ·
Adjustable

1 Introduction

Primary, secondary and tertiary students spend a significant proportion of their day in
classroom desks and chairs. Many studies at home and abroad have shown that in both
developed and developing countries, the mismatch between the size of classroom desks
and chairs and the size of students’ bodies is very common. [1, 2]Mismatched classroom
desks and chairs can easily cause physical and psychological fatigue, reduce learning
efficiency and lead to musculoskeletal disorders in the long term. In China, underage
students are under heavy pressure to study and spend a considerable amount of time (8
to 10 h) in the classroom. On the one hand, underage students are at their peak of growth
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and development, and at the same time there are significant differences in physical
development between students and between genders. As a result, it is difficult to match
the size of desks and chairs in the same classroom to the body size of each student.
On the other hand, underage students who study on mismatched desks and chairs for
a long time may develop poor sitting habits, which may lead to poor muscle and bone
development. In order to ensure the health of young people and their learning efficiency,
the community should pay great attention to the design of desks and chairs for underage
students, especially the ergonomic design of desks and chairs.

Many experts and academics have also now proposed options for improvement. One
is to provide classroom furniture manufacturers with student body sizes so that they can
make different sizes of tables and chairs to suit different students.Another is to design and
manufacture classroomdesks and chairswith adjustable heights to suit different students.
Both of these options are theoretically feasible, but neither has been implemented well
in reality. In this paper, a more scientific and feasible solution for adjustable desks and
chairs based on the human body dimensions of Chinese minors will be developed in
order to more reasonably adapt to the human dimensions of underage students.

2 Current Status of Classroom Desks and Chairs in China

According to research, there are various categories of desks and chairs for primary and
secondary school classrooms in China. Classified by variable height, desks and chairs
can be divided into fixed height desks and chairs and adjustable height desks and chairs.

2.1 Fixed Height Desks and Chairs

Fig. 1. Fixed height desks and chairs
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Currently, most of the desks and chairs used in primary and secondary schools in China
are fixed height desks and chairs, as shown in Fig. 1. Schools tend to purchase multiple
sets of classroom desks and chairs in certain size increments. However, differences
in the size of these desks and chairs exist only between different grades; the size of
desks and chairs in the same grade and class is consistent. In fact, there is a very large
variation in the body size of underage students in the same grade and in the same
class. The use of desks and chairs of the same fixed size in schools often results in
a mismatch for some students. Furthermore, in primary and secondary schools, the
physical development of pupils varies greatly from one pupil to another throughout
the year, with some pupils developing rapidly and others developing slowly. Therefore
the incremental sizing method with grade level still does not meet the needs of many
students.

2.2 Height-Adjustable Desks and Chairs

In order to meet market demand, height-adjustable classroom desks and chairs began
to appear on the market, as shown in Fig. 2. Height-adjustable desks and chairs have
started to become popular in many primary and secondary schools in China, especially
in developed regions. However, the actual effect is not obvious.

Fig. 2. Height-adjustable desks and chairs

Firstly, some adjustable tables and chairs are not easy to adjust. The user needs to
use a tool to unscrew the screws in order to adjust the height. At the same time, this
design hides the adjustability of the tables and chairs, and the final result is no different
from that of a fixed height desk and chair. Secondly, the range and scale of adjustment of
these desks and chairs are not marked with instructions, but only uniformly perforated
as the level of adjustment, lacking a scientific basis. Students also have to rely on their
senses and make adjustments as they are appropriate at the time. They are not adjusted
according to a scientific scale relationship, which can still have a negative effect after a
period of time.
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As a result, desks and chairs in primary and secondary schools in China currently do
not match well with students’ body sizes. Although some ways are used to compensate
for this, their effectiveness is not obvious.

3 A Study of Adjustable Classroom Desks and Chairs

At present, the problem of mismatch between classroom desks and chairs and the body
size of underage students is common. The use of adjustable desks and chairs to improve
the mismatch has been mentioned in relevant studies. However, they do not give specific
research and solutions for adjustability, and commercially available adjustable desks
and chairs do not improve this problem. Therefore, this paper investigates adjustable
classroom desks and chairs based on ergonomic principles and data on the human body
size of Chinese minors. The paper finally arrives at an adjustable height range and scale
for classroom desks and chairs suitable for the body size of underage students.

3.1 Target Groups

The target population for this study is a group of Chinese underage students, mainly
in primary and secondary schools, whose age range is from 7 to 17 years old. This
age range has a relatively large age span. This study firstly grouped the primary and
secondary school students into age groups and secondly selected the age groups with
relatively significant differences in body size as the target population. This was to ensure
the accuracy and relevance of the study results. This is because, the greater the difference
in body size in the same age group, the lower the match with classroom desks and chairs.

According to the General Requirements for the Establishment of Anthropometric
Databases and the age grouping methodology of the Chinese Minors, the 7 to 17 years
age group is divided into four age groups: 7 to 10 years, 11 to 12 years, 13 to 15 years
and 16 to 17 years.

Fig. 3. Anthropometric charts
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The adjustment parameters for adjustable tables and chairs are table height (vertical
distance from table top to floor) and chair height (vertical distance from chair surface
to floor). According to ergonomic principles, the chair height is related to the human
popliteal height (PH) and the table height is related to the human popliteal height, elbow
height (EH) and shoulder height (SH), as shown in Fig. 3. Human popliteal height, elbow
height and shoulder height are all positively correlated with human body height. In order
to more visually compare the variability of body dimensions among the age groups of
underage students, human body height was chosen as the parameter for comparison of
variability, as shown in Tables 1 and 2.

Table 1. Standard deviation of height of underage males in six regions of China

Age groups North East
China
Height
Standard
Deviation

Midwest
China
Height
Standard
Deviation

Lower
Yangtze
River
Region
China
Height
Standard
Deviation

Middle
Yangtze
River
Region
China
Height
Standard
Deviation

South
China
Height
Standard
Deviation

South West
China
Height
Standard
Deviation

7–10 86 90 83 84 79 76

11–12 86 75 85 78 69 79

13–15 91 89 83 90 93 86

16–17 59 62 59 59 63 59

Unit: mm.

Table 2. Standard deviation of height of underage females in six regions of China

Age groups North East
China
Height
Standard
Deviation

Midwest
China
Height
Standard
Deviation

Lower
Yangtze
River
Region
China
Height
Standard
Deviation

Middle
Yangtze
River
Region
China
Height
Standard
Deviation

South
China
Height
Standard
Deviation

South West
China
Height
Standard
Deviation

7–10 88 91 86 95 92 83

11–12 77 81 75 69 71 71

13–15 61 56 60 53 59 60

16–17 54 55 52 52 52 55

Unit: mm.

Table 1 shows that the most significant difference in height was found between the
ages of 13 and 15 for minor males, followed by the ages of 7 to 10 and 11 to 12. The
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difference in height for minor males between the ages of 16 and 17 was relatively flat
compared to the other age groups. Table 2 shows that the most significant difference in
height was found in the age group 7 to 10 years for minor females, followed by 11 to
12 years and 13 to 15 years. 16 to 17 years for minor females showed a flat difference
in height compared to the other age groups.

In summary, height differences among Chinese preteens aremost pronounced during
the six years of primary school and the three years of junior high school, levelling off at
the senior high school level. Due to physiological differences between male and female
students, male students show the greatest variability during middle school and female
students show the greatest variability during primary school. Based on the differences
in body size between age groups and between the male and female genders of underage
students, adjustable desks and chairs are more suitable for the primary and junior high
school student groups. Therefore, this study is based on considerations such as differ-
ences in body size between the age groups of underage students and the adjustment
limits and costs of adjustable tables and chairs. The target groups were identified: 7 to
10 years old, 11 to 12 years old and 13 to 15 years old.

3.2 Adjustment Method

Fig. 4. Adjustment method
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Most of the adjustable desks and chairs currently used in schools in China use the
adjustment method shown in Fig. 4. Their shortcomings have been presented above.

Based on the existing deficiencies, this study uses a knob adjustment method. This
type of adjustment is already used in some children’s desks and chairs in the home, but is
rarely used in school classrooms. The use of knobs not only makes it easier to adjust the
height of the desk and chair, but also provides a visual reminder to students or teachers
that the desk and chair are adjustable. In addition, the body size of students of different
ages varies, corresponding to the range of adjustment of each age group and the scale
is also different. In this paper, the adjustment range and scale are calculated according
to the body size of each age group. The scale is labelled with the height of the human
popliteal fossa on the left and the height of the desk and chair matching the human
body size on the right. This allows students to measure their popliteal fossa height and
quickly adjust the height of the desk and chair to their own size with relative accuracy.
The matching principle is described in more detail below.

3.3 Adjustable Range and Scale

From the above study on the target population, it is concluded that the final target
population for this study is the age groups of 7 to 10 years old, 11 to 12 years old and 13
to 15 years old. The body size of each age group was used to determine the adjustment
range and scale for each of the three types. This allows for a more scientific and effective
way of adjusting the height of the table and chair to suit the needs of different students’
sizes. In this study, human body data is substituted into the standard formula to obtain
the height adjustment range and scale.

Body Size Data. According to ergonomic principles, the height of a desk and chair is
determined based on the popliteal height (PH), elbow height (EH) and shoulder height
(SH) of the human body. In order to make the results more general and realistic, this
study uses the data counted in GB/T 26158–2010 Human Body Dimensions of Chinese
Minors and divides the human body dimensions into 11 percentile for each age group.
As shown in Tables 3, 4 and 5.

Table 3. Body size percentile for minors aged 7 to 10 years

Measurement
items

P1 P2.5 P5 P10 P25 P50 P75 P90 P95 P97.5 P99

Man Popliteal
height

263 272 280 288 302 324 342 360 371 378 389

Elbow height 137 147 152 159 173 188 202 217 227 235 249

Shoulder
height

354 367 379 390 419 448 476 502 520 535 559

(continued)
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Table 3. (continued)

Measurement
items

P1 P2.5 P5 P10 P25 P50 P75 P90 P95 P97.5 P99

Female Popliteal
height

263 269 277 285 300 320 339 357 368 380 387

Elbow height 137 145 152 159 170 184 199 213 224 235 246

Shoulder
height

346 362 376 387 412 437 470 495 517 535 553

Unit: mm.

Table 4. Body size percentile for minors aged 11 to 12 years

Measurement
items

P1 P2.5 P5 P10 P25 P50 P75 P90 P95 P97.5 P99

Man Popliteal
height

310 318 324 335 349 367 382 399 409 421 430

Elbow height 155 163 170 177 188 206 224 238 253 264 271

Shoulder
height

404 419 434 444 466 498 531 556 578 596 611

Female Popliteal
height

316 324 331 339 355 371 382 397 404 414 424

Elbow height 162 166 173 181 195 213 228 246 256 264 271

Shoulder
height

411 422 437 448 477 509 535 567 585 596 611

Unit: mm.

Table 5. Body size percentile for minors aged 13 to 15 years

Measurement
items

P1 P2.5 P5 P10 P25 P50 P75 P90 P95 P97.5 P99

Man Popliteal
height

342 356 363 371 386 403 421 439 447 454 465

Elbow height 173 181 191 199 217 235 253 271 285 293 310

Shoulder
height

444 463 480 495 528 560 593 620 646 661 706

Female Popliteal
height

333 342 346 356 370 382 396 407 417 424 429

Elbow height 180 188 195 202 217 235 253 267 278 285 296

Shoulder
height

454 466 480 494 520 549 578 603 617 632 650

Unit: mm.
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Based on ergonomic principles, an adjustable range model is used in order to obtain
an adjustable range that matches the majority of the group. The concept was to match
5% of the females and 95% of the males in the population, thus matching 90% of the
user population. However, in this study, the study group was minors, and the rate of
development as well as the cycle of development is not consistent between the underage
males and females. Therefore, the 5% and 95% figures are no longer fixed by gender.
The lower value of the 5th percentile and the higher value of the 95th percentile were
used as the basis for body size for both males and females.

Standard Formulas. Standard formulas is used to obtain the range and scale of height
adjustment for desks and chairs corresponding to human dimensions. The standard for-
mulas used in this study are the most commonly used and have been experimentally
validated by other researchers.

Fig. 5. Correlation between anthropometric dimensions and desk and chair dimensions
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Seat height range formula:

(PH5% + SC)Cos30◦ ≤ Seat height ≤ (PH95% + SC)Cos5◦ (1)

In Eq. 1, PH refers to the height of the popliteal fossa. SC refers to the height of
the shoe, usually taken as 2 cm. 30° and 5° refer to the seat height that allows the knee
to bend so that the lower leg forms an angle of 5° to 30° relative to the vertical. This
ensures that the student’s foot is adequately supported under normal contact with the
floor, while avoiding increased pressure on the tissues of the lower thigh area. As shown
in Fig. 5.

Desk height range formula:

(PH5% + SC)Cos30
◦ + EH5% ≤ Deskheight ≤ (PH95% + SC95%)Cos5

◦

+ 0.8517EH95% + 0.1483SH95%
(2)

InEq. 2, EH refers to elbowheight. SH refers to shoulder height. Desk height depends
not only on elbow to height, but also on the flexion and abduction angle of the shoulders.
Students should be able to study at their desks in such a way that their shoulders meet a
flexion angle of 0° to 25° and an abduction angle of 0° to 20°. As shown in Fig. 5.

Seat height adjustment scale values:

(PH + SC)Cos30◦ + (PH + SC)Cos5◦

2
(3)

Desk height adjustment scale values:

PH + SCCos30◦ + EH + PH + SCCos5◦ + 0.8517EH + 0.1483SH

2
(4)

Equation 3 and Eq. 4 are used to derive the scale values for the height adjustment
of the desks and chairs. Take the average size of the 10th percentile boys’ size and the
10th percentile girls’ size and substitute it into the formula to get the minimum value
of the 10th percentile desk and chair height as well as the maximum value, and take
the average value. Similarly, the average of the table and chair heights at the 25th, 50th,
75th and 90th percentiles are calculated. The average of these 5 percentiles is used as a
reference value for the 5 scales within the adjustment range. From Eq. 2 and Eq. 3, it can
be obtained that the height of the desk and chair are numerically related to the height
of the human popliteal fossa. Therefore, in the marking of the scale, the left side is the
height of the human popliteal fossa and the right side is the height of the desk and chair
matched with the human body size.

Final Results. The final result is obtained by substituting the body size data into Eqs. (1)
(2) (3) (4). See Table 6 as well as Fig. 6.
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Table 6. Height adjustment range and reference scale for desks and chairs for underage students
by age group

Age groups Seat height
adjustment
range

Scale Desk height
adjustment
range

Scale

7–10 241–372 269 282 301 319 336 393 ~ 643 445 472 507 540 571

11–12 282–410 316 330 345 358 372 452 ~ 715 514 542 577 606 638

13–15 301–448 340 354 367 382 396 492 ~ 786 563 594 626 660 690

Unit: mm.

Fig. 6. Model of height adjustment range and reference scale for desks and chairs for underage
students by age group

4 Conclusions

In view of the mismatch between the body size of Chinese minors and the size of
classroom desks and chairs, this paper conducts a study on the adjustability of desks
and chairs based on the body size of Chinese minors. The study identifies the target
population of the study by comparing the variability of height data for each age group
of minors: 7 to 10 years old, 11 to 12 years old and 13 to 15 years old. The popliteal
height, elbow height and shoulder height of the minors in these three age groups were
then substituted into a standard formula at the corresponding percentile. Ultimately, the
range and scale of adjustment of the desks and chairs were obtained. The results of
the study show that there are differences between the adjustable ranges and scales of
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the desks and chairs for the three age groups, especially in the marking of the scales,
reflecting the differences in the body dimensions of the minors in each age group. This
reflects the need to derive adjustable ranges and scales based on body size. This study is
therefore a reference for the design of adjustable desks and chairs for underage students,
and provides a scientific improvement to commercially available adjustable desks and
chairs.
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Abstract. With the coming of population aging, the number of the elderly in
China has continued to increase. The demand for the age-appropriate furniture has
also continued to expand. Bed especially occupies a vital position in all varieties
of age-appropriate furniture. In China, the demands of the self-care elderly who
is the largest group compared to nursing elderly and assisted elderly are always
ignored by furniture designers. Therefore, this paper has conducted a research in
order to explore a design method which is more suitable for the self-care elderly
so that they can accept this kind of deign more easily. This paper firstly uses lit-
erature analysis to define the self-care elderly and clarify their physiological and
psychological changes. Secondly, the Jack simulation experiment technology was
used to determine the size of the bedding. Thirdly, based on data of the question-
naire survey to construct a KANO model, the kinds of function and structure of
the bedding are confirmed. On the basis of these researches, the design scheme
can be completed. And finally finish the evaluation and the selection of the design
schemes.

Keywords: Self-care elderly · Bed · Design model

1 Introduction

Acountry or region has entered aging society when the population aged over 65 accounts
formore than7%according to the classification criteria determinedby theUnitedNations
“The Influence of Population Aging and Its Socio-Economic”. The results of China’s
seventh census show that the number of people over the age of 65 has reached 13.5%,
which has been constantly increasing. This trend indicates a huge market potential of
age-appropriate furniture. However, the furniture for the elderly in the Chinese market
cannot perfectly meet the needs of the old people, and there are few enterprises engaged
in the production and design of age-appropriate furniture. The elderly are divided into
three types: self-care elderly, assisted elderly and nursing elderly based on the “Basic
Norms of Social Welfare Institutions for the Elderly”. The elderly group studied in this
paper is the self-care elderly, who is “the elderly who can basically carry out their living
behaviors independently and can take care of themselves” according to the “Code for
Architectural Design of Elderly Facilities”. The furniture designed for self-care elderly
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has large potential because most of the furniture for the elderly in China is for assisted
elderly and nursing elderly and the self-care elderly accounts for the majority of elderly
in China [2].

2 Classification of Nursing Beds

There are some health problemswith self-care elderlywhose self-care ability is relatively
better than the other two types of elderly. The nursing beds with suitable functions are
essential to both improve the well-being of the elderly and reduce the workload of
caregivers. Because with the age increasing, the time spent on bedding by the self-care
elderly will increase, and the bed is the bedding that the elderly spend the longest time.
And it is inevitable that some facilities are needed for assistance on the bed as the self-
care ability declines. By analyzing the existing nursing beds in the Chinesemarket, it can
be roughly divided into two categories: one is medical nursing beds, which are mostly
multifunctional and low in price, and can basically meet all the needs of the elderly who
are bedridden for a long time. However, the color of this type of bedding is mainly blue
and white, and the material is mainly plastic and metal, which is difficult to be favored
by the elderly; the second type is household nursing beds, whose appearance are similar
to normal furniture. And the price is high, but the function is less. So it is difficult to
meet the needs of the elderly. And most importantly, these nursing beds are generally
designed for assisted elderly and nursing elderly, so they cannot well meet the needs of
self-care elderly, and self-care elderly generally express that they are psychologically
unacceptable.

3 Determination of Bed Dimensions

The dimensions of bedding should be adjusted compared to ordinary bedding due to
the changes of body dimensions of self-care elderly people. Meanwhile, it is necessary
to determine the size of the auxiliary facilities because the self-care elderly with strong
self-care skills also need the assistance of them. This paper based on the Jack software
to test and analyze digital humans of the elderly and bedding models to determine the
specific size of the nursing bed. Jack is a human body modeling and simulation system
platform developed by the University of Pennsylvania. As the software that can verify
and evaluate efficacy, it has beenwidely used in industrial fields formany years. Themain
superiorities of Jack software are the flexible, realistic 3D human simulation behavior
and 3D digital humans, especially the simulations of the hands, spine and shoulders[3,
4]. This experiment used Jack software to establish a mannequin that corresponds to the
size of the self-care elderly in purpose of obtaining the bedding size which suit the self-
care elderly. And on the basis of the accurate simulations of the actions of the human, it
can more intuitively verify and determine the size of the bed.
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3.1 Establish the Models of Bedding and Humans

First, the bedding model is established based on the size of nursing beds on the market,
whose size is 2000 mm× 1000 mm× 450 mm (the mattress is 50 mm thick). Secondly,
according to the body size data of the elderly over 60 in Haitao Hu’s paper “Anthro-
pometric Measurements of the Elderly”, three digital humans, P5, P50 and P95, which
conform to the dimension of the self-care elderly’s body, are established [5] (as shown
in Fig. 1).

Fig. 1. From left to right are P95 digital human, P50 digital human and P5 digital human.

3.2 Experimental Process/Conclusion

In this paper, the two main purpose of this experiment using Jack software is to test
whether the size of the bed is appropriate and determine the dimensions of the component
of the bedding based on the simulation of the digital humans.

To check whether the size of the bed model established in this paper is suitable for
the elderly, import the bed model and three digital humans P5, P50 and P95 into the Jack
system. Then adjust the three models according to the postures of the elderly lying flat
and sitting on the bed (as shown in Fig. 2).

To determine the length and height adjustment range of the bed railings, first, adjust
the three mannequins P5, P50 and P95 to lie flat on the bed and use the Jack software
system to simulate the movement of the palms. Then take the distance from the junction
between the range of motion and the edge of the bed to the head of the bed as L1 [1].
After that, turn the mannequins to from lying down to getting out of bed (as shown in
Fig. 3), taking the length from them to the bedside as L2. Finally, calculate the height of
the old man’s upper arm to the bed surface as H. The height adjustment range is obtained
by comparing the H of three digital humans (as shown in Table 1).

L1 reflects the reachable range of the elderly’s arm, which means that the railing
can be installed within this range. Because the existence of the railing cannot hinder
the movement of the elderly to get out of bed, L2 represents the maximum length of
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Fig. 2. Adjust the mannequin to a lying position.

the railing. Therefore, the minimum value of L2 should be taken within the range of
L1, thereby exporting the length of the railing. The determination of H is based on the
maximum and minimum lengths from the upper arm of the elderly to the bed surface.

In this way, under conditions that avoid interfering with the elderly getting out of
bed, make convenience for the elderly to get up with the assistance of the railing to the
greatest extent. The adjustable railing height enables elderly people of different heights
to receive appropriate assistance.

Fig. 3. Measurement process of L1 and L2.

Table 1. Final dimensions of railing height and length (unit: cm)

Number P5 P50 P95 Final dimension

L1 98.6 103.2 106.1 80

L2 82.7 87.1 90.8

H 20.5 25.5 30.1 20–30
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4 Determination of Bedding Functions

This paper uses questionnaire survey and establishing KANO model to determine the
function of the nursing bed.Questionnaires are sent to the elderly and their adult children.
On the one hand, their adult children are also one of the buyers, and they pay more
attention to functions and are more likely to express the needs of their parents directly.
Therefore, the questionnaire for them focuses on the functions of bedding. And the
KANO model based on the results is a main reference for functions. On the other hand,
the questionnaire for the elderly focuses on the feelings of their daily life and the current
nursing bedwhich is in the form of a scale. Then according to the results, adjust the above
functions and appearance designs to make the elderly more easily accept the bedding.
A total of 203 questionnaires were returned finally.

4.1 The Investigation for the Adult Children

First, identify the KANO attributes of 11 questions from the questionnaire for the adult
children individually based on the survey results (as shown in Table 2). Then establish a
Better-Worse coefficient graph based on the results to prioritize problem resolution (as
shown in Fig. 4).

Table 2. The numbers and contents of questions

Number Content

Q1 The appearance is similar to the ordinary furniture’s

Q2 Better security (such as rounded corners, set up guardrails, etc.)

Q3 Assist the elderly to complete some daily actions (such as turning over, getting
up, etc.)

Q4 Universal wheels for easy movement

Q5 Meet the needs of the elderly to eat in bed

Q6 Assist the elderly to carry out some small-scale recreational activities (such as
watching mobile phones, watching TV, reading, writing)

Q7 Assist the elderly in some medical care projects (such as acupuncture, cupping,
etc.)

Q8 Assist with some medical items (such as intravenous injections, etc.)

Q9 The function can be added by purchasing accessories and installed without
overall replacement

Q10 Conversion from ordinary bed to nursing bed without overall replacement

Q11 Basic sleep functions and ensure comfort



140 X. Su and R. Fu

From the Better-Worse coefficient graph, what should be prioritized are the
requirements in the fourth quadrant (Basic Quality): Q2-requirement for security, Q3-
requirements for some auxiliary facilities and Q8-assistance for the need of medical
items (such as intravenous injection). Secondly, the needs in the first quadrant (Perfor-
mance Quality) should be realized: Q4-demand for universal wheels, Q5-demand for
bed tables and Q11-demand for sleep. Finally, it is the turn of the demands in the second
quadrant (Attractive Quality): Q6-need for recreational activities, Q7-need for medical
care programs, Q9 and Q10-extended use of nursing beds. Q1-demand for the appear-
ance is an Indifferent Quality/Neutral Quality. It is indicated the respondents are not very
concerned about the appearance of nursing beds. The respondents are more willing to
focus on the function of the nursing bed though most of them indicated that they prefer
nursing beds with a similar appearance to ordinary furniture. The survey results are of
great reference value for the determination of the function and structure of the nursing
bed.

Fig. 4. Better-Worse coefficient graph.

4.2 The Investigation for the Elderly

The questionnaire for the elderly which is in the form of a scale is aimed at investigating
the elderly’s views on nursing bedding and current living habits. The questionnaire is
set up to let the elderly make judgments on the degree of compliance with the ques-
tions according to their own circumstances (agreement-disagreement is recorded as 1–5
points). The survey results are shown in Table 3 below.
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Table 3. Investigation results for the elderly

Content Average score

1. You prefer nursing beds that look similar to normal furniture 2.71

2. You will care about the security when using the nursing bed (such as the
handling of corners, the setting of guardrails)

1.58

3. Some of your daily activities (e.g. rolling over, getting up)need assistance 4.2

4. You will find it easier with facilities to assist you with daily activities 3.03

5. Some of your recreational activities (such as using your phone, watching
TV, reading, writing) are done in bed

3.39

6. You eat in bed sometimes 4.85

7. You spend a long time in bed each day 4.44

8. You don’t mind changing your bed frequently 4.39

Through the analysis of Table 4, it is indicated that most of the elderly prefer to nurs-
ing beds similar to ordinary furniture, and show a little dissatisfied with the appearance
of the current nursing beds. And almost all the elderly pay much attention to the safety
facilities of nursing beds, who believe that safety should be the priority. As can be seen
from the third and fourth questions, most of them think that they do not need facility
assistance at present, but they think this will be helpful to them if such facilities exist.
There is not a long time the elderly spend in bed at present, but some of them tend to
have recreational activities in bed from the 5th, 6th, and 7th questions. And most elderly
people are reluctant to change their bedding which can be seen from the eighth question.

4.3 Investigation Findings

1) The security facilities should be the top priority, because both the elderly and their
adult children concerned about the safety issues.

2) The guardrails and the facilities to assist getting up are very necessary, and it is best
to assist in some medical projects because of the influence of the existing nursing
beds.

3) Recreational facilities should be added to bedding, because the elderly have demands
for entertainment.

4) Take care of the feelings of elderly who have strong self-esteem while facilitating
their lives.

5) Extending the use period should be considered in the design because respondents
are unwilling to replace bedding.

5 Design Process

This part summarizes the principles of nursing bed design for the self-care elderly accord-
ing to the determination of the bed size using the Jack software and the questionnaire
survey for users. And the scheme is formed on the basis of these principles, including
the explanation of function and structure of it.
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5.1 Principles

1) Security: The principle that should be put first according to the research results, such
as rounding the corners, installing guardrails, etc.

2) Humanization: People-oriented. It makes the bedding bring convenience to the
elderly just right.

3) Versatility: It is easier for the self-care elderly to accept the universal design due to
the strong self-esteem of them. For example, the induction lamp is needed for all
age groups at night, which can reduce the discomfort of the elderly.

4) Sustainability: The length of using period of nursing beds is generally short, and it
should be extended through reasonable design.

5.2 The Dimensions of the Design Scheme

Using the Jack software to conduct the experiment is able to establish digital humans
according to the current body size of the elderly over 60. And it tests the size rationality
of the model established with reference to the existing nursing beds on themarket. Based
on the determined size of bed and guardrails, the bed size drawing is as follows (as shown
in Fig. 5).

Fig. 5. The dimensions of the bed for self-care elderly (unit:mm).
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The overall size of the bed was set to 2000 mm× 1000 mm× 450 mm (the mattress
is 50 mm thick) in accordance with the dimensional reasonableness inspection results.
According to the L1 and L2 obtained in the experiment, the length of the railing is set to
800 mm, and the adjustment range of the height is set to 200–300 mm. The remaining
dimensions are determined based on the results of product research on the market.

5.3 The Functions of the Design Scheme

The functions are determined based on the results of the questionnaire survey and prin-
ciples. First, the priority of needs is defined according to the survey results of the
questionnaires for the adult children. The functions of bedding are as follows:

Table 4. Correspondence between research results and functions

KANO quality Content and number Function Principle

Basic Quality Q2- Security
requirement

Rounded corners,
bedside rails, sensor
lights

Security,
versatility

Q3- Requirement for
ancillary facilities

Bedside rails,
adjustable mattress

Humanization

Q8- Requirement for
medical programs

A place for IV pole Humanization,
versatility

Performance Quality Q4- Requirement for
universal wheels

Detachable universal
wheel

Humanization

Q5- Requirement for
table on bed

Table on bed Humanization

Q11- Requirements for
comfortable sleep

The suitable
dimensions and
mattress

Humanization,
versatility

Attractive Quality Q6- Requirement for
entertainment

Bed table, bedside
lamp

Humanization,
versatility

Q7- Requirement for
health care programs

Auxiliary therapy
facilities

Humanization

Q9 and Q10-
Requirement for
extended usage time

Accessories,
removable adjustable
bed frame

Sustainability

Indifferent Quality Q1- Requirement for
the appearance

According to the
survey results of the
elderly

Humanization
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Second, design the appearance of the bedding, and adjust the functions according to
the survey results of the questionnaires for the elderly. Since the elderly prefer nursing
bedding that is similar in appearance to ordinary furniture, the bedding is made of wood,
and the appearance is similar to the style of normal home decoration. In addition, the
majority of the elderly have no such needs for some functions of the table on bed, such
as dining needs, so the table on bed is designed as an accessory.

5.4 Design Scheme

The reasonable dimensions and functions with the highest user preference obtained by
questionnaire survey are integrated into the design scheme (as shown in Fig. 6). This
scheme is in warm color, and the style is simple and elegant, which is integrated with
most decoration style. The bedding is of reasonable size which conforms to the principle
of ergonomics. In addition, according to the security principle, the corners of the bedding
are rounded to avoid accidents.

Fig. 6. The effect picture of the bed for self-care elderly

A. Bedside
To make the elderly more comfortable, the bedside installs a sponge. And a

touch-type lamp is installed, which is convenient for the elderly to read and use
mobile phones at night.
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B. A place for the crutches
This structure facilitates older people who use crutches to place them at the

bedside more securely. Some elderly people choose to use crutches to assist their
daily life. But ordinary flat corners cannot place crutches firmly, and not all elderly
people will choose crutches which can keep standing.

C. Adjustable mattress
Long-term sitting or standing will lead to edema of the legs, because blood

circulation slows down with the increasing age. A folding bed frame can adjust the
angle freely, and the edema can be relieved by raising the legs. Some elderly also
engage in daily activities such as having meals. Adjustments of the angle make the
elderly more comfortable when eating.

D. Table on bed
This installation is in the form of accessories, which can be used for activities

such as dining in bed and entertainment. To avoid the cervical spine problem caused
by incorrect posture, the table can be raised, lowered and rotated 360 degrees to
adjust the angle to adapt to the different needs of the elderly. And the bottom is
equipped with a universal wheel, which can be easily moved.

E. Storage space
This bedding increases storage space, which can store more personal items,

because most of the elderly have requirements for the storage of items. When the
elderly need to stay in bed for a long time, it is very useful.

F. A hole for IV pole
The hole is mainly designed for the elderly who need infusion medical care. The

device is located at the bedside. When the elderly need to receive medical care such
as infusion, an IV pole can be placed in the hole.

G. Guardrails
The guardrails can provide assistance for daily activities of the elderly’s, pro-

tecting the lumbar spine and knees. And it can be disassembled and is designed to
an accessory, which will save resources and avoid unnecessary waste.

H. Infrared sensor lamp
It is located under the bed and induces the elderly’s movements through infrared

rays. Most of the elderly have the habit of night time urination. The induction-type
lamp saves the trouble of finding a switch and avoids accidents in the dark.

6 Design Evaluation

To verify whether the design scheme is in line with the preferences of the target users,
the design scheme is compared with two nursing bed on the market. This scheme is
verified through user interviews. First, the functions of the design scheme and the other
two nursing bed beddings were introduced to the interviewed participants in detail, and
the participants were asked the views of the three beddings (as shown in Fig. 7).
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Fig. 7. Two main kinds of nursing beds on the market

There are 6 participants, including self-care elderly and their adult children. And
some of them have experience in caring for the disabled. The procedure of this interview
are shown in Table 5 below.

Table 5. Process of interview

Number Procedure

1 Show the three pictures shown in Fig. 6

2 Introduce each type of bedding to participants briefly

3 “Which bedding do you prefer for you/your parents?”

4 “What is your reason for choosing/not choosing this bedding?”

During the interview, 5 out of 6 people chose the design scheme. The reasons given by
them include “I prefer nursing beds that look similar to ordinary furniture”, “I think that
the existence of accessories can reduce the trouble of changing bed”, “The existence of
storage space can accommodatemore personal belongings” and “I think that the presence
of infrared sensor lights is convenient forme”.However, therewere also participantswho
prefer the other two nursing beds, thinking that these nursing beds have more functions
and are more useful to take care of the elderly. And most of the participants indicated
that they prefer to control the nursing bed electrically, and the adjustable guardrails.

7 Conclusion

The design of a bed for the self-care elderly, firstly, is based on the results of literature
research for the physical and psychological conditions of the elderly, and the results
of market research for nursing beds on the market. Secondly, use Jack software to
determine the dimensions of the bed. Thirdly, the functions and structure of the bedding
are determined based on the results of questionnaire survey and the establishment of
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the KANO model. Finally, produce and evaluate the design scheme. This paper mainly
proposes a framework for designing themultifunctional bedding for the self-care elderly,
which aims to attract more attention to them and further enhance their happiness. In
addition, it also aims to reduce the frequency of bedding replacement so that resources
can be saved, and utilized effectively.
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Abstract. In this paper, we propose a synthesis method for grasping
postures by using a digital hand for the elderly. For the virtual evalu-
ation of inclusive design products, it is necessary to synthesize natural
grasps for non-healthy hands, including those of the elderly. In modeling
the hand of the elderly, we focused on the following three features: (1)
narrowed range of motion (ROM), (2) decline in muscle strength, and
(3) decline in friction coefficient. The modeling was based on existing
studies of physical characteristics of the elderly, and it is possible to cre-
ate hand models of any age from 20 to 100 years old. We improved our
previous method for synthesizing grasps, which was developed for hands
with limited thumb ROM, and synthesized grasping postures for elderly
people. We found that the grasping posture of the 60-year-old hand was
slightly different from that of the healthy hand and that the 100-year-old
hand experienced great difficulty in grasping objects.

Keywords: Grasp synthesis · Digital hand · Inclusive designing

1 Introduction

Virtual evaluation of product usability using a digital hand and a computer-
aided design (CAD) model of the product is a human-centered design approach.
Virtual evaluation has two major advantages: (1) it reduces the cost of making
prototypes and recruiting subjects for usability tests, and (2) ensures the com-
prehensiveness of the subjects because by preparing comprehensive hand models,
evaluation of product usability using various people is possible.

The latter is essential for inclusive designs because it facilitates assessing
product usability by various people without real experiments. In inclusive designs
[1], product usability by various people who have been excluded from traditional
design processes, such as elderly people or people with disabilities, is considered
from the early stages of the design process.

For virtual evaluation using a digital hand, it is necessary to synthesize nat-
ural grasps for arbitrary product models. [2] investigated the literature on data-
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V. G. Duffy (Ed.): HCII 2022, LNCS 13319, pp. 148–159, 2022.
https://doi.org/10.1007/978-3-031-05890-5_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-05890-5_12&domain=pdf
https://doi.org/10.1007/978-3-031-05890-5_12


Grasp Synthesis for Elderly’s Hands 149

driven grasp synthesis such as [3–7]. Data-driven approaches use the database of
real human grasps, and the necessary data are identified based on known grasp
classification (e.g., [8–12]). Therefore, it is possible to synthesize natural grasps
that are similar to real human grasps. Previous studies on grasp synthesis have
mainly focused on healthy hands. However, in inclusive designs, non-healthy
hands are also considered. Non-healthy hand grasps differ from healthy hand
grasps. In the virtual evaluation of inclusive design, it is important to synthesize
natural grasps using various hands, including non-healthy ones.

In this study, we have succeeded in synthesizing the grasp of a hand whose
thumb range of motion (ROM) is limited, which is typically observed in patients
with carpal tunnel syndrome [13]. In this study, we considered the hand of the
elderly as representative of non-healthy hands. Moreover, in an aging society,
it is important to design products that can be easily grasped by elderly people.
Therefore, we propose a method of creating the elderly hand model incorporating
the reduction of the muscle force, the lower coefficient of friction, and the limited
ROM due to aging. We also propose a method for synthesizing grasping postures
using the created hand model of elderly people.

2 Algorithm of Grasp Synthesis

2.1 Grasp Synthesis Method

This section provides an overview of the grasp synthesis algorithm. We extend
the method for grasp synthesis of hands whose thumb ROM is limited, which
we previously proposed in [13] for the grasp synthesis of elderly hands.

The main feature of this method is the use of a grasp database based on
“contact regions.” The contact regions are the areas on the hand surface that
touch an object while grasping it. An outline of the grasp synthesis method is
shown in Fig. 1. The input information for grasp synthesis is (1) target grasp-
ing points on a given object, (2) contact regions, and (3) the correspondence
between the target grasping points and contact regions. The grasp database
contains 814 postures, including 801 typical postures of healthy hands and 13
postures that are observed in hands whose thumb ROM is limited. The postures
of the healthy hands were determined by classifying the basic human grasping
postures observed in [8] from the viewpoint of the contact regions and changing
the distance between the fingertips and the number of fingers used. The grasp
database is searched for primitive postures that use the same contact regions
as the input contact regions. Next, the primitive grasp postures were interpo-
lated such that the distance between the contact regions matched the distance
between the grasping target points, and an interpolated posture was synthesized.
Then, the interpolated posture was aligned with the object, and an initial pos-
ture was synthesized. Finally, the initial posture was optimized by considering
the following four items:

– formation of contacts with an appropriate position and orientation;
– margin from the ROM boundaries;
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Fig. 1. Outline of grasp synthesis algorithm [13]

– amount of interference between the hand model and the object model; and
– judgement of graspability considering the musculoskeletal model.

Here, the judgement of graspability is checked under these two conditions: (1)
the arrangement of the contact points satisfies the force of the closure, and (2)
the grasp is balanced against gravity considering the musculoskeletal model [14].
The final grasp posture was then synthesized.

To synthesize grasps by elderly hands, the following points have been mainly
changed from our previous method [13].

– Modification of evaluation items for optimization calculation.
– Retrying by changing the initial posture when grasp synthesis fails. (If the

synthesis fails after recalculation, it is regarded as an ungraspable condition.)

2.2 Modification of Evaluation Items for Optimization Calculation

In our previous grasp synthesis algorithm, the formation of contacts with an
appropriate position and orientation was one of the evaluation items for the
optimization calculation. Specifically, the following two items were used:
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– The distance between the input grasping target points and the contact regions
of the hand model.

– The difference in normal directions between input grasping target points and
the contact regions of the hand model.

However, because of the first evaluation item, the posture in which the distance
from the target point is close without touching the object is preferred over that
where the distance from the target point is far but touching the object. Moreover,
owing to the second evaluation item, the posture in which the surface of the
fingers is in line with the surface of the object is preferred, even if the hand
surface is floating away from the object. For these reasons, the hand tends to
move away from the object unless the grasping target points are carefully input.

If the hand is not in contact with the object, it is impossible to compute
the distance and normal direction of the contact point. The problem is that the
distance and normal vector are calculated forcibly, even when there is no contact.
Therefore, we modified the evaluation value design so that the evaluation value
would be much worse when the hand was not in contact with the object.

2.3 Retrying by Changing the Initial Posture When Grasp
Synthesis Fails

When the finger completely penetrates the object in the synthesized initial pos-
ture, it is difficult to escape from the penetration by the optimization calculation.
Thereby, the posture synthesis fails because the amount of interference does not
change when the joint angle is slightly changed.

Therefore, when the evaluation value of the final synthesized posture is above
the ungraspability threshold defined in advance and the posture synthesis is
judged to fail, the joints of the initial grasp posture are randomly modified to
open the hand, and the optimization calculation is repeated from the new initial
posture. This process was repeated up to three times until a graspable posture
was obtained. If the graspable posture is still not synthesized after this process,
it is judged that the grasping condition is ungraspable.

3 Hand Model of Elderly People

The hands of the elderly were modeled as having a narrower range of motion
(ROM), lower muscle strength, and a lower friction coefficient compared to young
hands.

3.1 Narrower ROM

It is known that the ROM of the upper extremities of the elderly decreases with
age [15]. In this study, the ROM of the wrist, elbow, shoulder, lumbar spine, and
cervical spine were measured, and it was found that all ROMs decreased with
age, although the degree of decrease varied.
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Fig. 2. Decrease rate of narrower ROM due to aging

In our study, we aimed to model the decrease in ROM of the hand joints.
Therefore, we focused on the reduction of ROM in the shoulder, elbow, and
wrist, which are considered to be relatively similar to hand joints. The ROM of
these three joints in the older age group (mean age, 70 years) was on average 93%
of that in the younger age group (mean age, 27 years). Therefore, we simplified
the results. ROM limitation was applied from 30 years of age, and the ROM
was determined to decrease linearly to 90% at 70 years of age. The decrease rate
rROM[%] is expressed by the following equation.

rROM =

{
100 if age ≤ 30,
100 − 10 × age−30

40 otherwise.
(1)

where age is the age of the hand model to be created. The decrease rate is shown
graphically in Fig. 2.

In this study, two methods of ROM expression were considered: one-
dimensional ROM for independently controllable finger joints and two-
dimensional ROM for joints coordinated with other joints. For one-dimensional
ROM, the maximum and minimum relative joint angles from the median are lim-
ited according to age. For two-dimensional ROM, the polygonal ROM shrunk
similarly based on the centroid of its bounding box. However, when the centroid
is located outside of the ROM, a part of the ROM after restriction may be out-
side the ROM before restriction. This indicates that ROM partially expanded
with age. Since such a phenomenon is unlikely to occur in real life, we must avoid
a situation in which the ROM after the restriction is larger than that before the
restriction. Therefore, in this case, the intersection of the original ROM and the
shrunk ROM was defined as the final limited ROM due to aging.

3.2 Lower Muscle Strength

According to [16], who studied the changes in muscle innervation that occur
during the aging process, the number of muscle fibers decreases with age, and
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muscle strength declines. The study shows that people aged 70–80 years have
20–40% lower muscle strength than young adults, and people older than 70–80
years of age have more than 50% lower muscle strength. The degree of muscle
weakness differs between concentric, eccentric, and isometric muscles. Because
these three types of hand muscles are crucial to grasp, it is necessary to apply an
appropriate restriction ratio to each muscle to strictly express muscle weakness
due to aging. However, in this study, the isometric limiting ratio was applied
to all muscles for simplicity. The decline in muscle strength was modeled as a
gradual decline in muscle strength until 60 years of age and a sharp decline
thereafter, referring to the results of [16]. Because it was difficult to express the
decease rate in mathematical formulas, we specified the rate for each age from
20 to 90. The rate was assumed to be constant above 90-years-old. The decrease
rate is shown in Fig. 3.

3.3 Lower Friction Coefficient

According to [17], who clarified the effect of aging on changes in the friction
coefficient of fingertips, age and friction coefficient are negatively correlated.
Some studies suggest that the coefficient of friction does not change with age,
but in these studies, the coefficient of friction was measured under conditions in
which the moisture content of the hand surface was the same for all age groups.
In contrast, the moisture content of the hand surface is natural in [17]. It has
also been pointed out by [18] that the moisture content of the skin decreases
with aging. In this study, we use the measurement results of [17] because we
believe that it is more realistic to use the data measured without modifying the
moisture content of the hand surface. Because the friction coefficient depends on
the object to be grasped, in this study, the decrease in the friction coefficient with
aging was calculated from the friction coefficient values measured in [17]. The
decrease in friction on the hand surface indicates that the friction coefficient
should decrease linearly from 20 years of age, according to [17]. In [17], the
friction coefficient of 20-years-old is approximately 0.55 and that of 80 years old
is approximately 0.15. Therefore, the decrease rate rfriction[%] is expressed by
the following equation. The rate was assumed to be constant above 80-years-old.

rfriction =

{
100

{
1 − age−20

60

(
1 − 0.15

0.55

)}
if age ≤ 80,

100 × 0.15
0.55 otherwise.

(2)

where age is the age of the hand model to be created. The decrease rate is shown
graphically in Fig. 4.
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Fig. 3. Decrease rate of lower muscle strength due to aging

Fig. 4. Decrease rate of lower friction coefficient due to aging

4 Grasp Synthesis Results and Discussion

4.1 Confirmation of Simulated Elderly Hand

First, we confirmed that the features of the hands of the elderly, such as narrow
ROM, muscle weakness, and reduced frictional coefficient, can be expressed by
comparing the grasping postures of young adults with those of the elderly.

We prepared three conditions of the hand model: (1) a healthy hand of a 20-
year-old, (2) an elderly hand of an 80-year-old. The subject for ROM and muscle
strength studies for a 20-year-old healthy hand was a female in her twenties.
The hand models of the 60-year-old and 100-year-old were created with the
aforementioned restrictions applied to the data of the 20-year-old. The shapes
of these hand models were reproduced from that of the female subject. The
coefficient of friction for a healthy hand was defined as 0.5.

The input contact regions are shown in (1) in Fig. 5 as the colored regions.
The target points on the object are empirically input. The posture of picking
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Fig. 5. Input contact regions

Fig. 6. Comparison between healthy and aged hands: narrow ROM

up a cuboid using fingertips was compared between the healthy hand and the
elderly hand.

Narrower ROM. The object to be grasped was a 60 [mm] × 60 [mm] × 150 [mm]
cuboid with a weight of 800 [gf]. The direction of gravity is assumed to be per-
pendicular to the paper surface. A large grasping object relative to the hand
size was employed to increase the effect of ROM narrowing. The grasp synthesis
results for the healthy and elderly hands are shown in Fig. 6. We checked the
margin from the ROM boundaries which is an evaluation item for the optimiza-
tion calculation. The synthesized postures were within the ROM for the hand of
young adults, while they were outside the ROM for the hands of the elderly, and
the elderly grasp was judged to be ungraspable even after modifying the initial
posture three times at random. It can be concluded that the input condition is
ungraspable for elderly people.

Lower Muscle Strength and Lower Friction Coefficient. The object to be grasped
was a 30 [mm] × 30 [mm] × 150 [mm] cuboid with a weight of 5000 [gf]. The direc-
tion of gravity is assumed to be perpendicular to the paper surface. The weight of
the object to be grasped is set to be heavy so that the effect of muscle weakness
and the decline in the friction coefficient is greatly reflected. In this study, the
contact was modeled as a simple point contact with friction, and it was difficult
to separate the effects of muscle force and friction. Therefore, muscle weakness
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Fig. 7. Comparison between healthy and aged hands: Lower muscle strength

and frictional weakness should be examined together. The grasp synthesis results
for the healthy and elderly hands are shown in Fig. 7. We checked the judgement
of graspability considering the musculoskeletal model, which is an evaluation
item of the optimization calculation. When the mechanical margin of grasp was
used to determine whether the hand could grasp the object, the hand of a young
adult could grasp, but the hand of the elderly could not even after modifying
the initial posture three times at random. It can be concluded that the input
condition is ungraspable for elderly people.

4.2 Some Examples of Grasp Synthesis

We prepared three conditions of the hand model: (1) a healthy hand of a 20-
year-old, (2) an elderly hand of a 60-year-old, and (3) an elderly hand of a
100-year-old. The subject for ROM and muscle strength of 20-year-old healthy
hand studies was a female in her twenties. The hand models of the 60-year-old
and 100-year-old were created with the aforementioned restrictions applied to
the data of the 20-year-old. The shapes of these hand models were reproduced
from that of the 20-year-old female subject.

The object to be grasped was a 40 [mm] × 40 [mm] × 150 [mm] cuboid with a
weight of 600 [gf] and a cylinder with a diameter of 40 [mm], height of 150 [mm],
and weight of 800 [gf]. The direction of gravity is assumed to be perpendicular
to the paper surface. The input contact regions for each grasp are illustrated in
Fig. 5 as the colored regions. The cuboid is grasped with the fingertips of five
fingers ((1) in Fig. 5), and the cylinder is grasped with the whole fingers ((2)
and (3) in Fig. 5). The target points on the object are empirically input. Some
examples of the grasp synthesis results are shown in Fig. 8. These objects were
judged to be mechanically ungraspable by the elderly hand of a 100-year-old
person. In the case of the healthy hand, the palmar surface of the thumb was in
contact with the object, while the radial side of the thumb was in contact with
the object in the case of the elderly hand of a 60-year-old person in (1) and (2).
In (3), the used side of the thumb does not change between the healthy and the
60-year-old hand. The inability of the hands of a 100-year-old person to grasp
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Fig. 8. Some examples of the grasp synthesis

was due to a decrease in muscle strength and friction coefficient. In particular,
muscle strength is reduced to approximately 50% of that of a healthy hand, so
it is extremely difficult to grasp objects. The use of the radial side of the thumb
in the hand of a 60-year-old person is due to the narrowing of the ROM of the
thumb and the difficulty of contacting the palmar side. In (3), the ulnar side
of the thumb is used explicitly even in the healthy hand. A grasping posture
similar to that of the healthy hand can be reproduced by the 60-year-old hand.
Therefore, in this input condition, grasping posture did not change significantly
between the healthy hand and the 60-year-old hand.

5 Conclusion

In this study, we synthesized grasps for an elderly hand, which can be used to
virtually evaluate inclusive design products. The grasp synthesis method for the
thumb ROM-limited hand [13] was extended. Based on previous studies on the
decline in physical functions in the elderly, we proposed a method to create a
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hand model of the elderly by modeling the narrow ROM, the decline in muscle
strength, and the decline in friction coefficient with aging. It was confirmed that
both grasps for healthy hands and elderly hands were synthesized using the
proposed method.

In future work, we will evaluate the validity of the synthesized postures. In
addition, the adjustment of the grasp target points, which is executed by trial
and error in our current method, should be automated. Moreover, we will modify
the contact model from a hard-finger point contact to a soft-finger contact, so
that the system can synthesize grasps with a small number of contacts, such as
pinching.
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Abstract. The study used 3D body scanning technology to collect 3D body mod-
els and body size data of female college students aged 18–23 years old fromHunan
Province, China. The study aims to optimize the fit of clothing, and divides the
knowledge of human body shape into top-level ontologies, domain-task ontolo-
gies and application ontologies based on the basic level of knowledge ontologies,
and develops software to evaluate the fit of skirts. The software was developed
to evaluate the fit of skirts. The main functions of the software are 3D body
shape knowledge module, body shape classification module and clothing fit eval-
uation module. Through this software, the current design problem that knowledge
of human body shape ontologies and clothing fit evaluation knowledge system is
fragmented can be improved to a certain extent, which will help designers to better
understand the knowledge of human body size and body shape, provide designers
with auxiliary tools for clothing design, and enhance the fit of innovative clothing
design.

Keywords: 3D body measurement · Knowledge of shape classification · Fit
design

1 Introduction

Knowledge of the human shape directly influences the design and construction of cloth-
ing and its size, and determines the fit of clothing. A well-fitting clothing adapts to
the user’s body shape, meets the requirements of wearing aesthetics and improve the
comfort experience, while an ill-fitting clothing can be too tight, too loose or make
users difficult to move [1]. With clothing design and its production becoming more and
more personalized and customized, body size analysis has become a fundamental key
knowledge in the field of clothing and wearable product design. At present, there is still
a lack of complete human body size data. For example, in China, the current national
standard for adult human body size in China is still in the national standard document
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issued by the China National Institute of Standardization in 2008. The standard number
is GB/T 1335.2–2008 [2]. The data is outdated and the geographical and age span of
the subjects is large, resulting in a low reference value of the data in practical design
applications. Therefore, the analysis of regional and group body shape subdivisions in
China, the formation of a correlative knowledge system based on regional human body
shape classification and fitness evaluation, the construction of a computer-aided system
for the application and sharing of large sample body model data, and the realization of
data-driven innovative design of clothing [3] are the fundamental research issues of great
urgency in the design field.

2 Construction of aMappingModel of Clothing Fit and Knowledge
of Human Shape

Knowledge of body measurements is a prerequisite for the design of clothing and wear-
able products [4]. The Oxford Dictionary defines clothing fit as an ability to shape body
and create fit size. Current assessment methods include 3D anthropometry, mathemat-
ical and statistical methods and virtual try-on methods [5]. Clothing fit includes both
psychological fit and physical fit. Among them, the psychological fit means that the
wearing effect meets the subjective expectations of the user, to show the advantages of
the wearer’s body shape and to cover up the body shape defects as much as possible, that
is, the posture, proportion and curve characteristics of the user body shape need to be
analyzed in the research. The physiological fit places more emphasis onwearing comfort
andmeeting the demands ofmovement. This part requires the researcher to analyze body
shape data and generalize body shape types in order to be able to meet the psychological
expectations of most users in mass production. Therefore, research on fitness in clothing
design is the process of collating, analyzing, integrating discrete body size and shape
data to form a complete body shape knowledge system by using appropriate knowledge
organization models, to optimize the innovative design of clothing.

Clothing design and fit assessment is an important part of the process of translating
creative thinking into a physical presentation of the clothing, involving the process
of measurement, structural drawing and fit evaluating. This shows that knowledge of
the human shape has a direct impact on the styling outcome of the clothing design.
Combining clothing design and production process, this study divides the knowledge
of human body shape into top-level ontologies, domain-task ontologies and application
ontologies based on Guarino’s basic level of knowledge ontologies [6]. The three levels
of ontologies are proposed to further clarify the association between clothing fit and
ontological knowledge of human shape, and to serve to extract ontological knowledge
of human shape accurately in the rapid iterative clothing design.

As shown in Fig. 1, the top-level ontology is the human body model in the initial
position of the mapping model, which is the basic and objective knowledge of the study
of the human shape, consisting of two parts: human size data and body shape classifying,
that is, the objective knowledge generated by the formof the human bodymodel, which is
also the factual basis for design research. The domain-task ontologies is the second layer
and concerns the knowledge required for the field of clothing design. On the one hand,
it contains the size knowledge acquired in different body shape classification models,
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which is still a part of the domain knowledge of the human shape. On the other hand, it
is driven more by the task of clothing design and contains the designer’s skills in two-
dimensional clothing patterning based on body size data. The application ontologies,
on the right side of Fig. 1, is directly related to the styling outcome of the design
knowledge, and it requires not only an objective evaluation of the fitting effect on the 3D
body from the designer’s viewpoint, but also to analyze the psychological expectations
of the fitting effect from the user’s perspective. As shown in Fig. 1, according to the
clothing design process, the whole process of knowledge structure includes the retrieval
of body knowledge, and also covers the application process of design products that are
visualized by design techniques, forming a knowledge mapping model and mapping
relationship from seeking truth to usability.

Fig. 1. Mapping model of clothing fit and knowledge of human shape

3 Clothing Fit Evaluation Software Design

The application purpose of the research is to build application and sharing of a large
sample of human body model data classification, and to build a computer-aided system
to analyze clothing fit. On the base of the mapping model of garment fit and body shape
knowledge, this study builds a dress fit evaluation software. The software is divided into
three modules: The first module is the 3D body shape knowledge module. The second
module is the body shape classification knowledge module and the third module is the
clothing fit evaluation module. The specific analysis and design are as follows.

3.1 3D Body Shape Knowledge Module

The 3D body shape knowledge module focuses on providing a reasonable factual basis
for research [7], understanding body size measurement methods, key human body size,
types of body shape, clarifying the relationship between shape ontology knowledge and
clothing pattern design, and initially building a reliable and reusable knowledge system
of body size [5].
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The human body shape objects of this study are 18–23 years old female college
students in Hunan Province, who are also the native people in Hunan Province. Its
purpose is to explore the body shape characteristics of this group of human body and
the knowledge of body size for the needs of clothing design. In this study, 220 3D
body models and 62 size data on parts of the body relevant to clothing design, such as
height, bust and hipline and so on, were collected from female college students of Hunan
Province from 2019 to 2020, by using a German 3D scanner VITUS SMART LC3.With
the consent of the subjects, the body data was blurred and processed into the dress fit
evaluation software to build a 3D body database.

Fig. 2. Key interfaces of 3D body model size data knowledge

Figure 2 is the 3D bodymodel size data knowledge.We try to restore the real scene of
the 3D body scanning steps in this module, so the designer can embodied experience the
whole process from 3D body measurement to clothing design and production. Firstly, in
the virtual environment, the designer walks into the 3D body scanning lab and clicks on
the computer on the table to start scanning the body, and the system introduces the 3D
scanning method and points for attention. Afterwards, the 3D body model and the size
data of the corresponding body parts are obtained, with a total of 22 items, such as height,
bust and waistline. The designer can form a system of ontological knowledge of the
humanbody shape in termsofmeasurementmethods,measurementmeans,measurement
steps and data characteristics.

The second part of thismodule is based on the body shape classification of 220 female
college students in Hunan Province of China. The aim of the part is to classify and assist
the computer in identifying the specific physical characteristics of this group so that the
clothing designer can develop a structured perception of the body shape characteristics
of this group [8]. In this part, the study focuses on two questions: 1. What kind of body
types can be classified for female students in Hunan Province; 2. what are the data and
shape differences in various body part for different body types.

The first step is to extract the main components of body shape from the part size
data using factor analysis, and to extract the variables and indicators of body shape
characteristics from the main components of body shape using correlation analysis or
othermethods. In the second step,Kmeans clustering andhierarchical clustering analysis
were used to classify human body shape in detail. In this step, the size measurement data
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of 186 female college students were randomly extracted, and the chest-waist difference,
hip-waist difference and body-to-waist (circumference) ratio were extracted as the shape
characteristic indicator variables of human subjects. Kmeans clustering of variables was
made to explore the body shape types and prototypes of different body types of female
university students in Hunan Province [9].

Based on the final clustering centers of the subject’s shape characteristics indicator
variables, the results of four types of clustering were obtained, as shown in Table 1.
Comparing the national standard sizing system for garments GB/T1335–2008 (Table 2)
[2], it is found that female college students in Hunan Province have a larger difference
in chest-waist difference, and there are less female college students with body type C in
the national standard, accounting for 0.538%. In contrast, there are more female college
students with body type Y and a chest-waist difference between 19 and 24, accounting
for 41.398%.

Table 1. The mean value and range of the variables of the subject characteristic of each body
type

Body type
code/index of
subject
characteristics

Chest-waist
difference

Hip-waist difference Body-to-waist ratio Percentage
of
sample/%Average

value
Range Average

value
Range Average

value
Range

Body Type1 12.879 6.4–19.7 18.096 9.6–22.4 2.334 1.97–2.77 13.369%

Body Type2 15.342 10.2–18.7 26.136 23.1–31.7 2.542 2.21–3.01 18.717%

Body Type3 17.645 14.2–21.9 22.034 15.8–24.2 2.455 1.80–2.86 34.759%

Body Type4 21.991 18.9–32.0 26.535 21.2–34.2 2.642 2.27–3.10 33.155%

Table 2. GB/T1335–2008 Classification of adult female body types

Body type classification
code

Chest-waist
difference/cm

Number of samples Percentage of
sample/%

Other >25 12 6.452

Y 19–24 77 41.398

A 14–18 66 35.484

B 9–13 30 16.129

C 4–8 1 0.538

Study found that, as shown in the Table 2, the body type of the sample was concen-
trated in type Y and type A, with 41.4% and 35.5% respectively, while fewer subjects
with body type C, at 0.5%. The finding confirms that the majority of female college
students in Hunan Province have a standard body shape, with fewer having an obese
body shape [10]. Based on Question 1, the study uses three main morphological charac-
teristic indicators, chest-waist difference, hip-waist difference, and body-to-waist ratio,
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and found that the body shape clustering of female college students in Hunan Province
can be divided into four types, which were shown in Table 1, and the mean and ranges
of the subject characteristic index variables for each type are presented. Based on Ques-
tion 2, this study further explains the shape characteristics of female college students in
Hunan Province. The first type is fat H-shaped figure or apple shape. The main body
curve is not obvious, and the waist is thick, accounting for 13.369%; the second type is
pear-shaped figure, which accounts for 18.717%. The chest-to-waist curve is not obvi-
ous, the waist-to-hip curve is obvious, and the waist is flat and thin; the third type is
V-shape figure, the chest-to-waist curve is more obvious, the waist-to-hip curve is not
obvious, and the waist is well-proportioned. It accounts for 34.759%; the fourth type is
hourglass-shaped figure that accounts for 33.155%, with obvious chest-to-waist curves,
obvious waist-to-hip curves, and flat and thin waist.

Study constructed a knowledge module based on the 3D body model types, which
contains three parts of knowledge, as shown in the Fig. 3. The diagram on the left
shows a comparison table of the data of body shape types in Hunan Province, China,
and the detailed data are shown in Table 1. The study defines different body shape
types from three perspectives, namely chest-waist difference, hip-waist difference and
body-to-waist ratio. The middle diagram shows the body shape characteristics based on
the body type, that is, the prototype visual features of the fat H-shaped figure, the pear-
shaped figure, the standard V-shaped figure, and the skinny hourglass-shaped figure. The
rightmost diagram shows the refined 3D human body shape type model in different body
shape types. As an example, the model that is enlarged in the diagram is the selected
human model that belongs to the third type—standard V body, which has the moderate
waistline, moderate relative height, and is well proportioned. Themodel on the right side
of the figure is a fat V-shaped figure, which is fat as a whole. This module provides the
designer with visual recommendations from the body size data to the 3D body model.

Fig. 3. Key interface to the knowledge of the typology categories of the 3D body shape knowledge
module

3.2 Body Shape Classification Module

The body classification module is a mainly part of the domain-task ontologies level.
Research on clothing size selection and pattern making skills are made in the study. In
this module, a size recommendation table for designers to fit female students in Hunan
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Province was constructed, and 15 sets of dress structural drawings were placed in the
system to aid design from both domain and task perspective.

This module firstly constructed a size recommendation table that fits the female
university students inHunan Province. Research combined Size System andDesignation
for Costume to define height and bust as the basic parts of the grading, so the values of
other control parts are binary linear functions of the values of the two basic parts (height
and bust), calculated using the following binary linear regression equation:

y = b0 + b1x1 + b2x2 (1)

x1, x2 are the values of height (H) and bust (B), which are the two basic parts of Size
System and Designation for Costume, y is the estimated value of other control parts
calculated by using x1, x2. b0, b1, b2 are constants and regression coefficients. The data of
each part from each body type is imported into SPSS for regression analysis to obtain the
partial regression coefficient values of each control part from different body shapes with
respect to height and bust, appropriate adjustments was made in combination with the
actual design and production applications and the current Size System and Designation
for Costume, and the corresponding linear regression equations are summarized (Table
3).

Table 3. The regression equation of control parts of each body type

Control part/Body Type Body Type1
H-shaped figure

Body Type2
Pear-shaped figure

Body Type3
Standard V-shaped
figure

Body Type4
Hourglass-shaped
figure

Height Body height H (Body height)

Neck height 0.865H +
0.004B − 3.949

0.812H − 0.04B +
8.125

0.865H − 0.004B −
3.037

0.842H − 0.002B +
0.419

Chest height 0.776H −
0.086B − 3.637

0.779H − 0.026B −
8.244

0.806H − 0.013B −
13.017

0.807H + 0.077B −
20.826

Waist height 0.734H −
0.019B −
17.089

0.696H − 0.029B −
10.252

0.734H + 0.026B −
20.158

0.718H + 0.068B −
21.87

Hip height 0.697H +
0.089B −
39.197

0.595H + 0.012B −
17.847

0.65H − 0.042B −
21.207

0.632H − 0.003B −
22.462

Length Arm length 0.473H +
0.011B −
23.132

0.389H + 0.049B −
14.128

0.402H − 0.025B −
9.469

0.336H + 0.028B −
3.552

Leg length 0.675H +
0.006B −
36.491

0.62H − 0.094B −
20.473

0.65H − 0.144B −
20.411

0.612H − 0.081B −
20.059

(continued)
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Table 3. (continued)

Control part/Body Type Body Type1
H-shaped figure

Body Type2
Pear-shaped figure

Body Type3
Standard V-shaped
figure

Body Type4
Hourglass-shaped
figure

Girth Bust girth B (Bust girth)

Neck circumference −0.04H +
0.212B +
19.551

−0.035H + 0.215B
+ 18.382

0.037H + 0.238B +
4.71

0.023H + 0.144B +
14.199

Waistline 0.074H +
0.866B −
13.742

−0.034H + 0.938B
− 4.835

−0.027H + 0.875B
− 2.918

−0.008H + 0.654B
+ 8.845

Hipline 0.12H + 0.671B
+ 12.895

0.057H + 0.856B +
13.057

− 0.023H + 0.763B
+ 27.828

0.128H + 0.469B +
28.545

Leg circumference 0.265H +
0.508B −
35.205

0.023H + 0.657B −
5.355

0.008H + 0.51B +
5.626

−0.001H + 0.569B
+ 2.605

Breadth Neck breadth 0.000009H +
0.077B + 3.981

0.015H + 0.032B +
5.087

0.008H + 0.061B +
3.838

0.007H + 0.025B +
6.932

Shoulder breadth −0.006H +
0.103B +
29.978

0.044H + 0.231B +
11.731

0.063H + 0.211B +
9.88

0.079H + 0.245B +
4.044

Chest breadth 0.042H +
0.248B − 0.329

−0.075H + 0.142B
+ 26.689

−0.019H + 0.25B +
8.937

−0.007H + 0.28B
+ 3.938

Waist breadth 0.071H +
0.285B − 9.407

0.014H + 0.305B −
2.775

− 0.044H + 0.261B
+ 9.03

0.011H + 0.207B +
3.712

Hip breadth 0.093H +
0.271B − 5.679

0.006H + 0.234B +
14.025

0.004H + 0.206B +
14.472

0.109H + 0.113B +
5.271

Thigh breadth 0.023H +
0.132B + 1.081

−0.05H + 0.172B
+ 10.141

0.001H + 0.145B +
3.307

−0.02H + 0.137B
+ 7.56

Knee breadth 0.013H +
0.083B + 2.056

−0.019H + 0.076B
+ 7.999

− 0.011H + 0.135B
+ 1.419

−0.005H + 0.045B
+ 8.002

Calf breadth 0.005H +
0.074B + 3.445

−0.018H + 0.124B
+ 3.436

−0.012H + 0.111B
+ 3.127

0.004H + 0.089B +
2.233

Depth Neck depth −0.017H +
0.148B + 0.02

0.007H + 0.09B +
0.801

−0.004H + 0.078B
+ 3.738

0.021H + 0.044B +
2.392

Chest depth 0.003H +
0.344B − 7.054

0.018H + 0.264B −
3.456

−0.007H + 0.283B
− 0.507

−0.004H + 0.264B
+ 0.203

Waist depth −0.025H +
0.229B + 3.315

−0.002H + 0.272B
− 4.409

−0.04H + 0.304B −
0.935

−0.014H + 0.208B
+ 1.076

Hip depth 0.032H +
0.223B − 1.788

0.006H + 0.243B +
1.11

−0.02H + 0.276B +
1.355

−0.012H + 0.195B
+ 6.353

Thigh depth 0.06H + 0.135B
− 5.299

−0.002H + 0.192B
+ 0.501

−0.01H + 0.165B +
3.069

0.004H + 0.182B −
0.359

Knee depth 0.041H +
0.062B − 0.287

0.003H + 0.071B +
5.365

0.017H + 0.103B −
0.166

0.035H + 0.1B −
2.623

Calf depth 0.014H +
0.051B + 4.029

0.007H + 0.102B +
1.416

0.007H + 0.106B +
0.737

0.014H + 0.059B +
3.403
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The grading counts of the control part is still a binary linear function of the grading
counts of the basic part, the formula is as follows:

grading counts of control parts = b0(constant term)+ b1 × grading counts of basic part 1

+b2 × grading counts of basic part 2
(2)

Height and bust are chosen as basic parts 1 and basic parts 2 respectively, according
to the regression equation in Table 3, the grading counts (grading difference) of other
key control parts from various shapes can be calculated by importing the grading counts
(grading difference) of the basic parts. Based on the binary linear regression equation,
a body shape classification module was built in the system (Fig. 4). In this module,
users can input two basic parts of the body (height and bust), and the system will push
out 28 data on the body in relation to the size of the clothing design, the body shape
type, the size table (Table 4), and provide a 2D body prototype plane template closest
to the height and bust. The plan template of prototype can be printed or downloaded to
assist in the drawing of clothing and wearable products that conform to the body shape
characteristics, enhancing design efficiency.

Fig. 4. Key interface for size selection knowledge of the body classification module

Table 4. Height and bust size of female college students in Hunan Province

Body Type1
H-shaped figure

Body Type2
Pear-shaped figure

Body Type3
Standard V-shaped figure

Body Type4
Hourglass-shaped figure

154/77Body Type1 157/75Body Type2 156/79Body Type3 157/77Body Type4

159/81Body Type1 162/79Body Type2 161/83Body Type3 162/81Body Type4

164/85Body Type1 167/83Body Type2 166/87Body Type3 167/85Body Type4

169/89Body Type1 172/87Body Type2 171/91Body Type3 172/89Body Type4

174/93Body Type1 177/91Body Type2 176/96Body Type3 177/93Body Type4
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The second part of the module explores the designer’s pattern making skills, which
are a structural knowledge in clothing design. In this module, researcher set up two dif-
ferent push modes of knowledge based on the cognitive model and the clothing design
process. In mode one, 15 sets of common clothing and skirts are placed in the system.
Designers can roam in the clothing studio and click on the corresponding skirts. The
system provides the pattern and structural drawing of the skirt for the designer to learn
about knowledge of pattern making. In Mode 2, the designer will obtain the correspond-
ing one-step skirt structure drawing based on the user’s waist and hip size data entered
in the previous module and appropriate size was also took into consideration, as shown
in the Fig. 5.

Fig. 5. Key interface for pattern making skills knowledge of body classification module

3.3 Clothing Fit Evaluation Module

It is the application module of 3D body shape knowledge. This module focuses on the
visual effect of the fit. The user’s psychological expectations, as well as the rational
evaluation of the structure and size of the clothing after trying on. Knowledges in this
part is interrelated and influences each other, and in the design of system, we have placed
the knowledge in a holistic interface, as shown in the Fig. 6. On the right side of each
interface is the visual effect of the model after trying on the skirt, which can be rotated
360 degrees in the system to observe the virtual dressing effect of the skirt designed after
pattern making. Comparing the virtual dressing effect of the skirt after two plate-making
on the left and right sides of Fig. 6, we can see that there are design issues that skirt is
too tight or too loose in the fitting evaluation. Designer will observe the virtual dressing
effect of the design. According to the design evaluation given by the system, designer
can adjust the amount of relaxation for unfit parts such as waist and hips, and until the
design is reasonable and aesthetically pleasing.
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Fig. 6. Key interfaces for knowledge of clothing fit evaluation module

4 Conclusion

This paper created skirt fit software based on the human body data of female college
students in Hunan Province from 3D body scanning, for solving the issue of fragmenta-
tion of clothing fit and fit evaluation system. The study constructs a mapping model of
clothing fit and human body shape knowledge, and auxiliary application of knowledge
digitization is realized initially. The main conclusion is as follows:

4.1 Truth-Seeking

Truth-seeking is to explore the body shape characteristics of female college students
in Hunan Province. The study corresponded to the classification in Size System and
Designation for Costume, and found the shape of sample was concentrated in type
Y and type A, accounting for 41.4% and 35.5%. The presence of type C shapes was
few, accounting for only 0.5%. This finding confirms that the majority of female college
students inHunan Province have standard body shape, with thinness shapes and fewer fat
shapes. The study used threemain shape characteristic indicators: chest-waist difference,
hip-waist difference and body-to-waist ratio, and concluded that the main body types of
female college students in Hunan Province were H-shaped figure, pear-shaped figure,
standard V-shaped figure and skinny hourglass-shaped figure. Study finally constructed
a binary regression equation for each control parts of each body shapes. The method is
reproducible and suitable for further research on human body shape types in different
age ranges and innovative applications of computer-aided design.

4.2 Usability

Usability is to achieve the sharing of large sample body size data and the reuse of
body size knowledge. Unity was used to develop auxiliary 3D body data classification
software. a human body shape ontology knowledge system and auxiliary system was
built for clothing design according to the human 3D body shape knowledge module,
body shape classification module and clothing fit evaluation module. The software can
assist designers to recognize the link of body shape ontology knowledge and clothing
fit knowledge. By identifying the body shape characteristics of different human body
shapes, the fitness and adaptability of clothing design are improved.
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4.3 Shortcomings of the Study

The study focuses on the software design of skirt fit according to the ontological knowl-
edge of human body shape. It emphasizes the designer’s learning and overall knowledge
of the ontological knowledge of human body shape. There is still a lack of refinement
in truth-seeking and usability.

1. From perspective of truth-seeking, the study only considers a single group of univer-
sity students inHunan Province. The future research should expand the occupational,
age and geographical range of the surveyed subjects to serve more needs in design
activities.

2. From perspective of usability, system in this study is still at the stage of prototype
design and there are some aspects which can be improved in terms of usability and
experience. Less consideration has been given to the innovative design of the clothing
design.

Acknowledgments. This paper is a part of MOE (Ministry of Education in China) Project of
Humanities and Social Sciences entitled Research on Scenario Service Design of Personal Data
in Mobile Internet (17YJCZH275) and one of the phases fruits of project of Hunan Provincial
Department of Education, which title is Research and Application of Aging Design of Intelligent
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Abstract. Classroom seats are very important for college students. Students have
to sit on the seats for a long time in class. When designing classroom seats, it is
very important to consider the matching degree between the ergonomic data of
the seats and the human body of college students and the relationship between
students’ behavior.

Taking East China University of science and technology as an example, this
paper collects the comfort evaluation of folding seats in the ladder classroom of
students from the school of art design and media through interview and question-
naire, and finally determines the factors that have the highest impact on students’
human comfort in the size of classroom seats, which are seat height, seat depth
and seat surface angle.

The seat data related to the three influencing factors were measured by using
the range finder and standard tape, and then 23 students from the school of art
and design of East China University of technology were selected as samples to
measure their body data related to the folding seat. Then the measured student
body data were brought into the matching standard equation for verification, and
the seat height except the seat surface angle was proved. The data of seat depth
is reasonable. Therefore, the second questionnaire survey was conducted to study
the seat angle, which proved that students felt uncomfortable because the seat
angle did not match the relationship between College Students’ behavior in class,
and put forward some suggestions on the design of classroom folding seats.

Keywords: Ladder classroom seat · Matching standard equation · Student
behavior

1 Introduction

1.1 Research Background

College students spend a large part of their daily life in school (5–8 h a day). When
they are in school, most of their activities (such as reading and writing) are carried out
in school seats. Because they sit in their seats for a long time, students are particularly
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V. G. Duffy (Ed.): HCII 2022, LNCS 13319, pp. 172–184, 2022.
https://doi.org/10.1007/978-3-031-05890-5_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-05890-5_14&domain=pdf
https://doi.org/10.1007/978-3-031-05890-5_14


Improvement of Chair in Ladder Classroom 173

vulnerable to the negative impact of problematic classroom seats. These problematic
seats have various ergonomic problems, which may increase the risk of musculoskeletal
diseases. Good classroom seat design can match with students’ human body structure,
make students feel comfortable physically and mentally, and reduce the occurrence of
musculoskeletal diseases.At the same time, the designof classroomseats should consider
students’ behavior habits. There are two main behaviors of college students sitting in
classroom seats: one is listening with their upper body upright, and the other is sitting
at the desk and taking notes. This requires that the size of classroom seats should also
be considered to match students’ behavior, so as to reduce fatigue and improve learning
efficiency. If there are ergonomic problems in classroom seats, which can not correctly
match the body size and behavior of college students, sedentary students will lead to
musculoskeletal pain and discomfort, damage eyes, affect classroom efficiency, and even
suffer from musculoskeletal diseases. This paper studies and discusses this background.

1.2 Research Purposes and Significance

At present, many university classroom seats are foldable. The seat height, seat width
and seat depth of this kind of seats are fixed values. In order to verify whether the size
of classroom seats conforms to the human body data of college students and explore the
relationship between seat design and college students’ behavior in class, a study was
carried out.

Firstly, a questionnaire survey was conducted on the possible problems of seats,
the factors that have the strongest impact on College Students’ human comfort were
extracted, and the classroom seat data related to the impact factors were accurately
measured. Then, according to the proportion of male and female students in East China
University of science and technology, 23 samples were selected, including 13 boys and
10 girls, The human body data related to the influencing factors are measured by using
the standard measurement tools. According to the relevant body data of the subjects,
the seat data is checked whether it conforms to the human body of college students by
matching the standard equation. Finally, the design suggestions to solve the problem are
put forward according to the result analysis.

1.3 Literature Review

In the past decades, more and more scholars began to pay attention to the impact of
classroom seats on students’ human body, and measured classroom furniture and human
body data to compare whether they match.

Samuel A. Oyewole et al. Proposed that children spend more than 30% of their time
in school. Most classroom activities require long periods of sitting, and every effort
should be made to ensure that young children do not experience back pain and other
musculoskeletal disorders from sitting on improperly designed classroom furniture for
long periods of time. The author puts forward methods and guidelines for designing
ergonomic oriented classroom furniture for first grade students in primary school. Based
on meeting the needs of at least 90% of the first grader population in the United States,
several suitable classroom furniture data are proposed [1].
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Parcels et al. (1999) measured the mismatch between school furniture and students
by measuring the human body data of American children. They suggest that less than
20% of students can find an acceptable combination of tables and chairs. Goufali and
boudolos (2006) focused on the suitability of school furniture for anthropometry ofGreek
children, using a combined equation modified according to the principles proposed in
the literature [2].

Castellucci et al. Proposed that children spend about five hours sitting in their seats in
work class every day. Considering this and the possible shortcomings of school furniture,
the author compared the furniture sizes of three different schools with the human char-
acteristics of Chilean students in Valparaiso to assess the potential mismatch between
them. 195 volunteer students (94 males and 101 females) from three different schools
were selected as samples, ranging in age from 12.5 to 14.5. Six anthropometric indexes
(height, popliteal height, hip popliteal length, sitting elbow height, hip width, thigh
thickness and subscapular height) and eight sizes of school furniture were collected.
The matching standard equation of classroom furniture evaluation is defined. After con-
sidering the size of existing classroom furniture in each matching standard equation, the
anthropometric characteristics of the considered population are compared to determine
the mismatch between the two [3].

The results showed that among the three schools, the seat height of two schools
was suitable for the popliteal height of students, and the seat height of three schools
was suitable for the popliteal height of students, 14% in two schools and 28% in three
schools. The height from the seat to the desk is too high.

99% of the students in one school do not match 100% of the students in another
school. Therefore, it is concluded that in almost all cases analyzed, the furniture of the
classroom is insufficient. The high mismatch between furniture and student anthropom-
etry may be related to the fact that the acquisition and selection of furniture are not based
on any ergonomic problems or relevant standards [4].

Castellucci et al. Proposed that themismatch between students and school furniture is
likely to cause some negative effects [4], such as uncomfortable posture and pain, which
may eventually affect the learning process. Themain purpose is to review the literature on
the standard equations that define the mismatch between students and school furniture,
apply these equations to specific samples, and put forward the methods to evaluate the
appropriate school furniture according to the results. 2261 volunteers from 14 schools
were selected as samples, and 21 equations were determined to test 6 furniture sizes.

Iman dianat et al. Conducted a study to prove that the body size of Iranian high
school students did not match the existing classroom furniture, and assessed the potential
mismatch between the classroom furniture size and anthropometric characteristics of 978
Iranian high school students (498 girls and 480 boys). The sample students were aged
between 15 and 18 years. Nine anthropometric measurements (height, sitting height,
sitting shoulder height, popliteal height, hipwidth, elbowseat height, hip popliteal length,
measuring hip knee length and thigh gap) and five dimensions of existing classroom
furniture were measured, and then compared using the matching standard equation to
determine any potential mismatch between them [1].



Improvement of Chair in Ladder Classroom 175

The results show that the students’ body size does not match the existing classroom
furniture, among which the seat height (60.9%), seat width (54.7%) and desktop height
(51.7%) are the furniture sizes with a high degree of mismatch. The degree of mismatch
between high school grades and gender varies, indicating their special requirements and
possible problems. The size of classroom furniture more suitable for students is put
forward. These additional information about student anthropometry can be used by the
local furniture industry as a starting point for school children to design more suitable
furniture, or by schools to help choose furniture [5].

Yanto et al. Conducted a study to evaluate the possiblemismatch between the Indone-
sian national standard school furniture size and the latest anthropometric size of Indone-
sian primary school children [6]. The results show that in the Indonesian national standard
issued by the Indonesian National Bureau of standardization in 1989, the anthropom-
etry of students does not match the size of school furniture, and the percentage of
mismatch shows that the current standard size is not suitable for most primary school
students. Based on these findings, the current Indonesian national standard for seat
size of primary school students (SNI 12-1015-1989) and the national standard for desk
size (SNI 12-1016-1989) issued by the Indonesian National Bureau of standardization
need to be updated. Four different sizes of school furniture are recommended to cover
anthropometric related changes in grades 1 to 6.

This paper studies the possible mismatch between classroom folding seats and col-
lege students’ body data, focuses on the relationship between seat angle and college
students’ behavior, proves the existence of the problem through the combination of qual-
itative and quantitative methods, and puts forward design suggestions for the problem
[7].

2 Research Methods

2.1 Investigation on the Comfort of Folding Seats in the Classroom

In view of the problems existing in classroom folding seats, the questionnaire is designed
from the two aspects of user background and seat comfort. Finally, the evaluation ques-
tionnaire of classroom folding seat comfort is collected from 69 students, 39 boys and
30 girls (the proportion of men and women is calculated according to the overall propor-
tion of the school) from four departments of art design and media School of East China
University of science and technology (Figs. 1 and 2).
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2.2 Questionnaire Data Analysis

Fig. 1. The folding seats and desks in the classroom make college students uncomfortable

Fig. 2. Parts of physical discomfort after sitting for a long time in the classroom

The survey results show that the uncomfortable seat parts of college students include
seat back, seat depth and seat surface inclination. Among them, the angle of classroom
folding seat is the most prominent, while the most uncomfortable parts are cervical spine
and lumbar spine, 52.5% and 55% respectively, and the back and thigh also account for
a large proportion, 40% and 32.5% respectively.

2.3 User Interview

According to the conclusion of the first questionnaire. Ten students were selected from
the students who had previously sent out the questionnaire to interview the seat back, seat
depth, seat height and seat surface inclination that had the highest impact on comfort. The
interview concluded that the seat back is uncomfortable because the backrest material is
too hard, and the thigh is uncomfortable because the legs feel uncomfortable due to the
pressure of body weight. The discomfort of cervical spine and lumbar spine is caused by
looking up at the blackboard or bending down to take notes. The seat depth and height
have not been effectively interviewed, which will be verified by experiments later.
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The problem with the seat angle with the highest proportion of discomfort is that
when leaning against the back of the seat, the seat surface close to the popliteal fossa will
compress the thighs, which will lead to discomfort over time. When bend on the desk,
the ass will sit at the front of the seat surface, and the seat angle close to the popliteal
fossa will tilt downward, so the body will slide downward, It is necessary to exert slight
force on the leg muscles to overcome the force of the body sliding from the seat surface,
so it will feel tired and affect the learning efficiency. Therefore, the influence of materials
on the human body is excluded. Only the aspects that may be related to ergonomic data
are discussed, and the seat depth, seat height and seat angle are selected as the research
directions. Experiments are carried out on this.

3 Experimental Method

3.1 Define Relevant Data

Extract the elements of human body data related to seat depth and height, as shown in
Table 1.

Table 1. Human body data elements related to seat depth and seat height

Seat data to be tested Human data related to the experiment

Seat height Popliteal height

Seating depth Hip popliteal height

3.2 Dimension Measurement of Classroom Furniture

Measure the folding seats in the classroom according to the required data. Themeasuring
tools are laser rangefinder and standard tape. Samples are randomly taken during mea-
surement. In order to avoid seat deformation caused by mismeasurement and external
damage, at least 20 seats and desks are measured and averaged. The final measured data
is Table 2.

Table 2. Relevant folding seat dimensions

Seating depth 39.3 cm

Seat height 43.5 cm

Seat inclination angle 4°

According to the latest ratio of male to female students in East China University of
science and technology, random sample screening was carried out. Finally, 23 students
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were selected, including 13 boys and 10 girls. They were measured by laser rangefinder
and standard tape measure. During the measurement, the students wore light clothes and
flat soled shoes to remove the interference of clothing and sole thickness on the data.
The measured data are shown in Table 3.

Table 3. Maximum, minimum and average values of popliteal height and hip popliteal height of
boys and girls

Maximum
popliteal
height

Minimum
popliteal
height

Average
popliteal
height

Maximum
hip
popliteal
height

Minimum
hip and
popliteal
height

Average hip
popliteal
height

Girl student 44.3 cm 42.4 cm 43.7 cm 46.3 cm 43.5 cm 45.18 cm

Schoolboy 47 cm 44.7 cm 45.9 cm 49.5 cm 46.5 cm 47.34 cm

3.3 Application of Matching Standard Equation

Seat height: most researchers have concluded that the popliteal height (PH) should be
higher than the seat height (SH) (Parcels et al., 1999; mukdad and Ansari, 2009; Dianat
et al., 2013); Otherwise, most students will not be able to rest their feet properly on the
floor, increasing tissue pressure on the posterior surface of the knee (Castellucci et al.,
2015).

The seat height shall be lower than the popliteal height, so that the lower limbs form
an angle of 5–30° relative to the vertical axis, and the angle of the lower legs and thighs
is between 95° and 120°. The literature shows that in order to ensure that the angle of
the lower legs relative to the vertical axis does not exceed 30° and that the thighs have
sufficient support so that students can sit comfortably, the seat height must be greater
than

[(Ph + 2) × cos(30◦)] (1)

In order to ensure proper contact between students’ feet and the floor and avoid increasing
the tissue pressure in the lower thigh area, the seat height must be less than

[(Ph + 2) × cos(5◦)] (2)

Therefore, the matching standard equation is obtained:

(Ph + SC) cos 30◦ ≤ SH ≤ (Ph + SC) cos 5◦ (3)

(where SC is the sole correction, but SC can be ignored because it is measured with
shoes on).

Themeasured humanbodyvalue is substituted into thematching equation.Compared
with the seat height of the folding seat in the classroom, it is found that the value is
matched.
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Seat depth: hip popliteal length (length from hip to popliteal fossa) is anthropometric
data used to specify the size of seat depth (SD) (Castellucci et al., 2015). Goufali and
boudolos (2006) pointed out that SD is at least 5 cm shorter than hip popliteal length
(PBL). Other researchers explained that the depth of the seat should be designed to the
5th percentile of the PBL distribution so that the seat back can support the lumbar spine
without compressing the popliteal surface.

Parcels et al. (1999) defined that when SD is greater than 95% of the hip popliteal
length or less than 80% of the hip popliteal length, it does not match the human body of
college students. Therefore, the matching standard equation is:

0.80 PBL ≤ SD ≤ 0.95 PBL (4)

The measured human body value is substituted into the matching equation, and the seat
depth of the classroom folding seat is found to bematched. Therefore, it is concluded that
the ergonomic data of the height and depth of classroom folding seats are reasonable, and
the causes of College Students’ physical discomfort may be related to the seat material,
seat surface angle, or seat surface shape.

Seat angle: the data are obtained through experiments and the standard equation
proves that the data of seat height and seat depth are within a reasonable range. However,
the standard equation of seat angle has not been proposed in the literature. Therefore,
the research goal is to focus on the seat angle.

It is mentioned in the literature that when students are in class and self-study, their
bodies keep leaning forward reading andwriting posture for a long time. If the front edge
of the seat surface is convex, great body pressure will be generated at the thigh close
to the popliteal fossa, and their abdomen will also be badly squeezed. In the forward
leaning posture, when the angle between the thigh and the upper body is greater than
or equal to a right angle, the body pressure distribution on the seat surface will be more
reasonable. According to the needs of students in the forward leaning posture and the
national standard, the seat surface inclination of the folding seat is usually 3–6°.

4 Relationship Between Seat Tilt Angle and Students’ Behavior

4.1 Use Interviews to Make Assumptions

According to the previous measurement, the average angle of the folding seat in the
classroom is 4°, which meets this standard, but the students still feel uncomfortable.
Through the interview, it is learned that students not only need to rest on the back of the
seat, but also need a lot of time to bend on the desk to take notes and write. Because of
the 4° inclination of the seat surface, the thigh and popliteal fossa will be compressed
by the seat when writing on the desk. After a long time, you will feel tired and cause
musculoskeletal damage. Therefore, it is assumed that the reason for college students’
discomfort is the mismatch between the seat angle and students’ behavior. If it can not be
proved that students lean on the back of the chair for much longer than the time of bend
on the desk, the 4° inclination of the folding seat in the ladder classroom is unreasonable.
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4.2 The Second Questionnaire Survey

In order to explore the relationship between College Students’ behavior and the angle of
classroom folding seat, the second round of questionnaire design and investigation were
carried out for college students’ behavior in class. The results are shown in Figs. 3, 4, 5,
6.

Fig. 3. Time ratio between leaning on the back of the chair and bend over the

Fig. 4. Time of leaning on the back of the chair

According to the data, the number of college students leaning on the back of the
chair is similar to that of sitting at the desk in class, and the time of leaning on the back
of the chair and bend over the desk is the most in 20–30 min, accounting for about half
of the time of each class. Therefore, the two situations of college students leaning on
the back of the chair and bend over the desk in class exist and have similar rates, and
the frequency of bend over the desk is mostly 5–6 times or more, There are few students
who never bend over the desk. Therefore, it is concluded that the inclination of the seat
surface of the classroom at 4° only meets the needs of students to lean on the back of
the chair, but can not meet the needs of college students to bend over the desk.
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Fig. 5. The time of bend over the desk

Fig. 6. The frequency of bend over the desk

5 Design Suggestions

In view of the mismatch between the surface inclination of classroom folding seat and
students’ behavior, this paper puts forward some suggestions for improvement.

(1) The inclination angle of the rear seat surface of the seat can be adjusted. When the
students lean forward, the seat angle can be automatically adjusted by the students’
own gravity to meet the forward leaning needs of students. When students rest on
the back of the chair, the seat angle will be automatically adjusted to meet the needs
of students’ rest (Figs. 7, 8 and 9).
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Fig. 7. Seat surface of the seat can be adjusted

(2) The seat surface can be divided into front and rear parts. The inclination of the front
half close to the popliteal fossa is − 4°, and the inclination of the rear half close to
the hip is 4°, which can meet the needs of backrest rest and desk writing.

Fig. 8. The seat surface is divided into front and rear parts

(3) The inclination angle of the desktop can be adjusted to 3–5° or more to meet the
inclination angle of the seat surface (but the inclination angle should not be too large
to cause the computer and notebook to slide and cannot be placed on the desktop),
so that students will not have to bend down to write, which is more comfortable.
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Fig. 9. Desktop adjustable angle

6 Conclusion

(1) The finding of this study is that the matching degree between classroom folding
seats and college students’ human body is generally acceptable, but there are still
problems.This paper aims at the problemsof the inclination angle of the seat surface,
whichmay lead to students’ inability to rest properly and skeletalmuscle discomfort.
According to the data obtained, it can be concluded that there are still problems
to be solved in classroom folding seats. The irrationality of classroom furniture
design should be avoided by considering the relationship between ergonomics and
students’ behavior.

(2) In addition to the seat angle, the size of folding seats in other classrooms is within
a reasonable range, which is suitable for students. In order to solve the problem of
folding seat angle, the design thinking is carried out in combination with the liter-
ature, hoping to meet the different needs of college students or graduate students
when using classroom furniture. When using appropriate classroom furniture, stu-
dents will study in a comfortable environment, and their physical and mental health
will be adversely affected.

(3) There are also deficiencies in this paper. Due to the limitation of the number of
samples, the results may be biased. In the future, the sample size can be expanded
to obtain more accurate data, because the horizontal distance between the seat and
the desk is also the reason that affects the comfort of classroom seats. This paper
ignores this aspect because it focuses on the influence of research angle, and will
make up for it in the future.
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Abstract. Adolescence is a critical period for female breast development, and
young girls’ breasts show dynamic changes at different stages of growth and
development. Nearly half a century of research shows that 80–85% of girls do not
know how to choose the right underwear. The reason for this is mainly caused by
the uncritical measurement base and technical methods.

In this study, we propose a new sternal measurement standard in accordance
with anthropometry and develop a sternalmeasurement tool with a stable standard,
which can be self-operated and repeatedly measured to improve the accuracy of
sternal measurement while accumulating and analyzing sternal measurement data.
In this paper, the design process of the measurement tool is first demonstrated,
and then the accuracy and precision of the new measurement tool are verified,
and the subjective feelings of the users in using the tool are evaluated. The results
show that the new measurement tool has good accuracy and precision, and that
it is stable, objectivity, comfortable, learnability, and popularity for the users to
operate.

Keywords: Chest measurement · Measurement technology · Data
accumulation · Ergonomics · Developmental stage

1 Introduction

Adolescence is a critical period for female breast development and appropriate bra
products play a key role in their physical health for cardiorespiratory activity [1], mental
health for peer interaction play a key role [2].

From the beginning of breast development to maturity, adolescent girls need five
stages in ten years, and each stage will show dynamic changes with psychological and
behavioral changes, with different needs for bras [3]. Nearly half a century of relevant
literature points out that more than 85% of adolescent girls choose inappropriate under-
wear [4], and actual interviews and analysis of the current status of patents and products
for adolescent girls’ underwear reveal that the main reason for this is the uncritical
measurement base (easily The main reason for the lack of rigorous measurement bases
(easily displaced breast points, blurred breast boundaries) and technical methods (using
simple upper and lower bust sizes, with little consideration of the dynamically develop-
ing breast size). As the human body is a dynamic body, the change of female breast is
about 10%–20% every month, which requires regular measurement of the breast [5].
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In order to obtain the correct body dimensions, the necessary measurement reference
points are marked on the body before measurement to indicate the correct measurement
location (site), and the measurement reference points are usually at the bones such as
bone protrusions, joint ends, cut marks and sutures, which do not change shape even
under physical pressure, especially for physiological changes [6]. If the location of the
measurement point is not correct, the data of the sample is suspicious or even wrong,
and if the measurement point is not stable, it is impossible to accumulate and compare
the breast data under dynamic body changes. Depending on the measurement technique,
there are currently two types of measurement reference points: contact and non-contact
[7].

Contact measurement uses manual touch of skeletal points to identify the marker
points, which can be measured in any posture of the body, and the results are highly
accurate; contact measurement of the base point also has its drawbacks, such as time-
consuming measurement (depending on the measurement sample), plus the skeletal
endpoints occupy a considerable area, which is difficult to find from the “surface”. “In
addition to being covered by the body surface, it takes a long period of training and
practice to be able to clearly identify the location of the marker points. The most serious
problem in non-contact anthropometry is the datum [8]. Many landmarks on bones used
in traditional methods cannot be accurately determined from surface shapes; therefore,
they must be determined by palpation by the anthropometrist. Researchers have devel-
oped algorithms to automatically calculate the location of landmarks or to automatically
detect and calculate the 3D coordinates of marker stickers affixed to landmarks deter-
mined by the anthropometrist, but these methods are subject to significant errors, such
as the darker areas of the body surface that are affected by their measurement principles
In addition to the fact that the sensor sometimes does not capture the corresponding data,
for example, it is very difficult to determine the extraction of anterior abdominal protru-
sion points, greater trochanteric points, cervical points [9], and has the disadvantage of
high computational overhead and few acquired body dimensions.

Therefore contact measurements are more accurate than non-contact measurements
to obtain a measurement base. However, according to the anatomical description of the
human body, the breast is the only organ on the female body without skeletal support,
and the interior is mainly composed of glandular breast lobules and fatty tissue [10].
Because of the special characteristics of breast tissue, the reference point for existing
breast measurement techniques is extracted from the breast point or the surface features
of the body rather than the skeletal points of the body.

The traditional and now mostly used technique of breast size measurement involves
the use of a physical method represented by a tapemeasure tomeasure the circumference
of the bust (around the nipple) and the lower bust (around the bottom of the chest)
[11]. This method has limitations, including being prone to error (breast compression
deformation) and psychological embarrassment for the subject (Asian women are shy
about exposing their bodies, and thismethod has cultural limitations to its use), and relies
heavily on the judgment of the measureer. When using the traditional measurement
technique, the reference points for measurement are the breast point and lower bust,
which in addition to low accuracy (the data based on only two parts of the bust and lower
bust cannot reflect the complex picture of breast shape), the breast point and the lower end
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of the breast will shift with the growth of the breast and are not stable. These limitations
can lead to inaccurate measurement of breast size and consequently, inappropriate bra
recommendations, but it has not been completely replaced due to its simplicity and low
cost [12].

The introduction of 3D anthropometric scanner measurement systems has revolu-
tionized the way anthropometric data is collected, evaluated and updated [13]. This
technology can provide very detailed and accurate anthropometric data to be stored and
reused in the future [14]. However, the technology is not yet as readily available as a sim-
ple tape measure for chest-type measurements because the system generally has a com-
plex basic structural design, is bulky and expensive, and thus, it is very time-consuming,
requires expensive equipment and trained experts to acquire and analyze scans, frequent
breast changes need to be measured periodically, and thus directly affects commercial
applications and promotion to end-store use, andmore importantly, the The precise loca-
tion of the measurement reference and how to measure these marks can be subjective,
resulting in low repeatability of the measurement operation and unstable measurement
data [15–17].

In summary, this study proposes a new sternal measurement benchmark in accor-
dance with anthropometry and develops a new sternal measurement tool that can be
self-operated and repeatedly measured to improve the accuracy of sternal measurement
and to accumulate and analyze sternal measurement data at the same time. In this paper,
we first demonstrate the design process of the measurement tool, and then verify the
accuracy and precision of the new measurement tool.

2 Design Process of Chest-Type Measurement Tool

2.1 Definition of New Measurement Reference

A reasonable, accurate, and ergonomic base point for measurement should be a human
skeletal point with stability characteristics. The skeleton is composed of bone links that
form the body’s scaffold, which supports weight, protects internal organs, participates
in movement, and acts as a lever [18]. The breast measurement sites required for bra
production are the chest, shoulders and back and, according to human skeletal anatomy,
involve the sternum, ribs and vertebrae in the trunk bone area and the upper limb girdle
in the extremity bones of the acromioclavicular joint [19, 20].

The breast is a three-dimensional morphological organ of the hemisphere, one on the
left and one on the right, and in addition to the length and width dimensions, the height
dimension is included in the measurement, so the parameters of the three-dimensional
morphology need to be measured. We chose the suprasternal point and the saber point
as potential measurement reference points (see Fig. 1). The saber point is the origin of
the plane right-angle coordinate system, with the left and right side as the x-axis and
the upward connection to the suprasternal point as the y-axis, and the coordinate system
can record the value and displacement changes of the left and right breast in the width
and height dimensions. The saber point is the 0 point of the coordinate system, and its
verticalmapping to the vertebrae behind forms the z axis, which eventually forms a stable
coordinate system with the saber point as the common 0 point and positive intersection
of the x, y and z axes.
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2.2 Design of Chest Measurement Tools

Human body measurement technology is prone to measurement errors and lack of reli-
ability. Unreliability can be divided into two parts: 1) inaccuracy refers to the measure-
ment error variance caused by the variability within and between observers; And 2)
unreliability, a function of physiological changes, such as biological factors, may affect
the repeatability of measurement. Inaccuracies may result from inadequate or improper
personnel training, difficulties in measuring certain anthropometric features (such as
skin folds), and instrumental or technical errors. It is still a more concerned issue in
anthropometry.

It has been shown that anthropometric measurements are very difficult even under
controlled conditions and after extensive training of the observer, and this is compounded
by the fact that measurements are influenced by the water content of human muscles,
thermal expansion of the skin, body movements, and breathing patterns, making it even
more difficult to obtain accurate anthropometric data, which, according to the study,
is unique The study points out that anthropometric data is unique because it is almost
impossible to measure the accuracy because there is no “true value” of the measurement
with which it can be compared. In addition, breast measurements fail to account for
cultural differences because Asianwomen are shy about exposing their bodies. Although
several studies have been conducted to find the best structure of measurement tools, they
have focused on the assistance of others rather than on the subjective comfort of self-
measurement. Since the human body is dynamic and needs to be measured continuously,
there is often inaccuracy and instead of providing them with accurate measurements,
users should measure their own breast values to know the degree of change.

Fig. 1. The new measurement datum and coordinate system
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Based on the new reference coordinate system, we developed a wearable self-service
breast measurement tool (see Fig. 2), which includes a measuring tape (including two
horizontal and two vertical measuring tapes) to measure the detailed dimensions of the
breast, which can record the X and Y coordinate dimensions of the transverse breast
diameter, vertical breast diameter and breast spacing of breast shape characteristics; and
a height tape to record the height of the breast, which can measure the breast height and
breast depth. The circumference ruler for measuring the body circumference size can
measure the lower bust size.

In the measurement operation procedure, the measuring tool is front-opening type,
first of all, the measuring tool is put on, the circumference ruler is close to the lower
edge of the breast, and adjusted to its own comfortable state by the adjustment buckle
on the side and rear of the tool, according to the human body size instructions, the range
of human lower bust is 63–92 cm, also for the reference of the measurement tool lower
bust adjustment; secondly, according to the new In order to ensure the level of X-axis
in the measurement coordinate system and the vertical state of Z-axis, a level meter is
placed at the connection of the ruler and the two horizontal rulers to adjust the balance
of the ruler, and the ruler is pulled out to fit the skin to read the lower bust size; again,
the height measuring device is installed and placed at the level of the breast point, and
finally, by operating the height The height measuring device is installed again and placed
at the level of the breast point, and finally the left and right breast dimensions are read
by manipulating the height ruler.

Fig. 2. Wearable self-service chest measurement tool

3 Methodology

3.1 Participants

Thirty healthy women (age 26.40 ± 3.92 years; height 162.60 ± 0.04 cm; weight
56.07 ± 8.36 kg) were recruited and screened according to the BMI of the partici-
pants in Guangzhou, China. Participants were classified into three body size groups
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according to their BMI: standard, obese and thin, and three BMI categories (under-
weight: <18.5 kg/m2, normal: 18.5–24.9 kg/m2, overweight: 25–29.9 kg/m2) based on
the World Health Organization’s international BMI classification (World Health Orga-
nization 2006). To determine BMI, each participant’s height was measured using a
Seca 214 portable rangefinder (Seca Corporation, Hanover, MD, USA), and weight was
measured according to standard procedures (Stewart and Marfell-Jones 2011) using
a Tanita body composition analyzer (model: TISC24OMA, Tanita, Ill. USA). Based
on these data, BMI was calculated as weight (kg)/height2 (m). The protocol of the
study was approved by the University Ethics Committee of the Guangdong Univer-
sity of Technology (RNN/100/18/KE). Written informed consent was obtained from all
subjects.

3.2 Experimental Materials and Procedures

Breast measurements were performed at different times of the day and under random
lighting conditions. Participants were required to be topless, and for comfort, the experi-
mentswere done in a laboratorywith a room temperature of (25± 2)°C, relative humidity
of (65 ± 5)%, and wind speed less than 0.1 m/s. The measurement sites were selected to
reflect the five dimensions of breast morphology, which are: breast transverse diameter,
breast spacing, lower breast drape distance, breast height and lower breast circumfer-
ence, representing the circumference factor and morphological factor of breast shape. In
order to obtain reference data, measurements were taken for each subject in three steps:
(1) All manual measurements were obtained by an accredited anthropometrist (level 1 or
2) according to standard ISAK procedures to minimize human error in measurements,
by a professional who performed all previously listed measurement sites directly (gold
standard method), measured linear parameters using a tape measure, and recorded each
recordedThe duration of themeasurementswere taken and all samplesweremeasured by

Fig. 3. Experimental operability definition of the new measurement tool
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one person (plastic surgeon); (2) participants self-measured using the new measurement
tool; and (3) a questionnaire was completed to assess comfort of use and learnability of
the new tool. In order to be able tomeasure objectively and accurately, themeasurements
were taken after practicing once with the new tool according to the operational definition
(see Fig. 3).

3.3 Measurement Result

Accuracy is the degree of relationship between the true reference value of an estab-
lished physical measurement and the corresponding numerical measurement. In all cases
of manual measurements, accuracy depends on operator expertise and the average of
multiple measurements performed by multiple operators, and the accuracy of the new
chest-type measurement tool is assessed by comparing the measurements of the new
measurement tool with manual measurements performed by a professional surveyor.
Precision assessment was determined by performing three repeated measurements on
the subject using the new measurement tool. The new measurement tool was tested for
differences in measurement results due to postural differences, respiratory movements
and skin compression factors. Subjective evaluation was done by assessing the stability,
objectivity, comfort, learnability, and popularity of the new measurement tool by the
semantic difference method among users.

3.4 Data Statistics

All statistical analyses were performed using SPSS 24.0 (SPSS for Windows, Chicago,
IL, USA). Accuracy was performed as a t-test to compare the mean of all sites in the
professional chest measurement with the self-breast measurement, and as an F-test to
compare the standard deviation. Precision was determined for three chest measurements
performed by the subject using the new measurement instrument, using the intraclass
correlation coefficient (ICC) to determine the measurement accuracy (variability or rela-
tive reliability of measurements performed by the same observer) for each variable, i.e.,
the summary statistic describing unit similarity between groups and its 95% confidence
interval (95% CI).Hopkins (2000) and Atkinson and Nevill (1998) strongly recom-
mend providing more than one reliability measure. The most common interpretation
of ICC values follows Cicchetti’s guidelines: values in the range 0.00–0.39 are consid-
ered poorly correlated, 0.40–0.59-average correlation, 0.60–0.75-good correlation and
0.75–1.00-very good correlation. The acceptable level of measurement deviation in the
thoracic region is less than 1 cm. therefore, such a range would be categorized as good
accuracy. The subjective evaluation of the new measurement tool used the semantic
difference method to establish 5 levels of semantic difference (Kuijt Evers et al., 2007)
to quantitatively evaluate the chest volume measurement tool in five aspects: stable,
objectivity, comfortable, learnability, and popularity. The following evaluation model
was constructed to facilitate later data processing.

F = �sign(Xi−X ), i ∈ (1, 2, 3...30) (1)

where X takes the middle value of the scoring interval 0, Xi indicates the score scored
by each user for the same evaluation index, sign is the directional function, and the value
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interval of F can be calculated as [−1, 1]. If F > 0, it means that the user is satisfied with
the chest volume measurement tool, if F = 0, it means that the user is generally satisfied
with the evaluation index, and if F < 0, it means that the user is less satisfied with the
evaluation index.

4 Results

4.1 Accuracy

The accuracy results of subjects measured by professionals and self measured with the
new tool are listed in Tables 1 and 2.

Table 1. Descriptive statistics of self measurement and professional measurement

Group Group A subjects Group B subjects Group C subjects

Mean SD Mean SD Mean SD

Lower chest
circumference

n = 10 n = 10 n = 10

Professional
measurement

68.020 1.8510 75.080 3.1365 82.360 2.5308

Self
measurement

68.240 2.1956 74.920 2.9578 81.270 1.8756

Left breast height n = 10 n = 10 n = 10

Professional
measurement

1.390 0.7564 2.040 1.0200 4.180 1.3357

Self
measurement

1.600 0.3944 2.300 0.9487 4.500 1.4142

Right breast height n = 10 n = 10 n = 10

Professional
measurement

1.830 0.6800 2.460 1.0824 4.550 1.3168

Self
measurement

1.600 0.5164 2.450 0.9846 4.650 1.4347

Left breast
transverse diameter

n = 10 n = 10 n = 10

Professional
measurement

15.350 0.9009 16.520 0.8066 17.880 1.2908

Self
measurement

15.660 0.7457 16.850 1.0352 17.120 1.0789

Right breast
transverse diameter

n = 10 n = 10 n = 10

Professional
measurement

15.810 0.7608 16.880 .7815 18.550 1.5587

(continued)
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Table 1. (continued)

Group Group A subjects Group B subjects Group C subjects

Mean SD Mean SD Mean SD

Self
measurement

15.820 0.7885 16.960 1.0543 17.180 1.1849

Inframammary
Distance

n = 10 n = 10 n = 10

Professional
measurement

17.680 0.3736 17.090 0.5021 17.680 0.8904

Self
measurement

17.400 0.4690 17.140 0.6004 17.580 0.7700

Vertical distance of
left lower breast

n = 10 n = 10 n = 10

Professional
measurement

5.420 0.4872 5.710 0.7564 5.260 1.7258

Self
measurement

5.170 0.5964 5.600 0.9274 4.910 1.4279

Vertical distance of
right lower breast

n = 10 n = 10 n = 10

Professional
measurement

5.190 0.5507 5.870 0.7617 5.230 1.7683

Self
measurement

5.090 0.6244 5.640 0.9021 4.980 1.5859

Table 2. Difference test between self measurement and professional measurement

Group A subjects Group B subjects Group C subjects

F Sig. t Sig. F Sig. t Sig. F Sig. t Sig.

Lower
circumference

0.265 0.613 0.117 0.908 0.265 0.613 0.117 0.908 10.803 0.196 10.094 0.288

Left height 0.022 0.883 −0.590 0.562 0.022 0.883 0.590 0.562 0.050 0.826 0.520 0.609

Right height 0.006 0.941 0.022 0.983 0.006 0.941 0.022 0.983 0.129 0.724 0.162 0.873

Left transverse
diameter

0.103 0.752 0.795 0.437 0.103 0.752 0.795 0.437 10.080 0.313 10.429 0.170

Right transverse
diameter

0.162 0.692 0.193 0.849 0.162 0.692 0.193 0.849 0.708 0.411 20.213 0.040

Inframammary
Distance

0.000 0.989 0.202 0.842 0.000 0.989 0.202 0.842 0.054 0.820 0.269 0.791

Vertical distance of
left lower

0.072 0.792 0.291 0.775 0.072 0.792 0.291 0.775 0.813 0.379 0.494 0.627

Vertical distance of
right lower

0.020 0.890 0.616 0.546 0.020 0.890 0.616 0.546 0.373 0.549 0.333 0.743
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Based on the above output, the F statistics and their sig. values for specific variables
such as chest circumference in the F test (i.e., chi-square test) can be obtained. It can be
seen that in all three groups, group A, group B and group C, the sig. value (significance)
of the F statistic is greater than 0.05 under the condition that equal variances are used,
and it can be concluded that there is no difference between the variance of the data
measured by professionals and self-measured in all variables in this group.

The same t-test values were obtained for the equality of means, and the sig. values
(significance) of the t-statistics were greater than 0.05 in all three groups, group A, group
B and group C, under the condition of equal variances, thus concluding that there was
no difference between the professional and self-measured data.

4.2 Precision

The precision results of the subjects’ three self-measures using the new instrument are
presented in Table 3.

Table 3. Descriptive statistics of self measurement and professional measurement

Group A subjects Group B subjects Group C subjects

Icc 95% CI SEM
(cm)

Icc 95% CI SEM
(cm)

Icc 95% CI SEM
(cm)

Lower
circumference

0.99 0.91–0.99 0.71 0.99 0.97–0.99 0.94 0.95 0.88–0.98 0.59

Left height 0.85 0.64–0.95 0.11 0.98 0.94–0.99 0.28 0.98 0.96–0.99 0.44

Right height 0.93 0.82–0.98 0.17 0.98 0.94–0.99 0.31 0.98 0.95–0.99 0.45

Left transverse
diameter

0.89 0.72–0.97 0.21 0.98 0.96–0.99 0.33 0.95 0.87–0.98 0.33

Right
transverse
diameter

0.92 0.79–0.97 0.23 0.99 0.97–0.99 0.33 0.97 0.91–0.99 0.38

Inframammary
Distance

0.87 0.69–0.96 0.14 0.96 0.89–0.99 0.19 0.94 0.85–0.98 0.23

Vertical
distance of left
lower

0.96 0.88–0.98 0.18 0.97 0.93–0.99 0.30 0.99 0.98–0.99 0.44

Vertical
distance of
right lower

0.96 0.89–0.98 0.19 0.99 0.97–0.99 0.28 0.99 0.98–0.99 0.49

It can be seen that the ICC value of each variable of Group A is greater than 0.85 and
close to 1, so we can judge that the three measurements are highly consistent; the ICC
values of each variable of Group B and Group C are greater than 0.9 and close to 1, so
we can judge that the three measurements are highly consistent. the absolute reliability
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ICC values of Group B and Group C are greater than that of The ICC values of Group
B and Group C are greater than those of Group A.

4.3 Subjective Evaluation

The subjective evaluation results of subjects using the new tool are listed in Table 4.

Table 4. Subjective evaluation results of new tools

F1 (stability) F2 (Objectivity) F3 (Comfort) F4 (Learnability) F5 (Popularity)

0.892 0.761 0.616 0.875 0.529

The evaluation results show that the new measurement tool is stable and easy to
learn, which proves that the advantages of the new measurement tool are recognized
for its simple structure, economy and low learning cost; Popularity needs to be further
optimized, which is also where this design scheme needs to be further improved.

5 Discussion

Considering the existing dynamic characteristics of breast and anthropometry, a new
chest measurement benchmark in line with anthropometry is proposed, and a chest mea-
surement tool with stable benchmark is developed to improve the accuracy of measure-
ment and realize the accumulation of dynamic data. In this study,we also verified our new
measurement tool design by comparing with the “gold standard” direct measurement
conducted by professionals and self repeating threemeasurements. The high consistency
of the results shows that the high repeatability of the measurement is independent of the
experience of the measurer.

As demonstrated byOdo et al. direct anthropometric measurements are themost reli-
able method for describing differences between breasts. Reliability has two components:
precision and reliability. Precision is the consistency between repeated measurements
over time, and reliability is the physiological fluctuations within an individual. Accuracy
is the degree to which the “true” value of a measurement is achieved. While random
error can affect the reliability of measurements, inaccuracy is caused by systematic bias.
Reliability is affected by observer-related problems (e.g., inconsistencies in positioning
landmarks or in applying pressure to the instrument) and subject-related problems (e.g.,
due to breathing or postural changes). In contrast, in indirect anthropometry, the subject
is usually wearing well-fitting clothing. Although the measurer does not need to touch
the participant’s body, there are still some privacy issues. On the one hand there is more
privacy because the body is not touched, but on the other hand, the capture of identifiable
images of the semi-naked body leads to sensitive personal images and data that may be
stored in an insecure environment and potentially available on the Internet.

None of the existing measurement methods are suitable for personal operation; con-
tact measurement techniques will result in largemeasurement errors compared to profes-
sionals, while non-contact measurement techniques, although they can measure more
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parts and have greatly improved in terms of accuracy, are expensive and have a high
technical threshold, requiring the use of high-end computers or external cloud services
(not recommended for sensitive data) for lengthy calculations; more importantly, since
breasts are soft tissue organs without skeletal support, existing measurement techniques,
whether direct or indirect, cannot guarantee repeatability of breast measurements, accu-
mulate personal breast shape data, and predict breast shape changes due to frequent
changes and displacements of the reference base.

In this paper, we defined three new chest measurement bases located above the
stable bone disc and developed a new chest measurement tool based on this, which can
be operated by users themselves and well protects their personal privacy, and it does
not require much time for users to feel confident about using it. Because of the natural
differences between different BMI chests, it is crucial to validate the tool in different BMI
groups.We found that the higher the BMI index, the variance of individual measurement
is instead smaller than the variance of professional measurement, and we believe that
the measurement error due to skin press and breathing is unavoidable in professional
measurement only with the experience of the measurement personnel, while in self-
measurement is more The subjective comfort of breathing and skin compressions can
be better felt during self-measurement.

The ICC values of each variable in Group A were greater than 0.85 and close to
1, and the ICC values of each variable in Group B and Group C were greater than 0.9
and close to 1, all of which were highly consistent, but in the lower bust circumference
measurement, the ICC of Group C was 0.959, but it was lower than that of Group
A and Group B. This may be because in this experiment, the Group C had subjects
with sagging breasts, which affected the accuracy of the measurement to some extent;
the ICC of Group A in breast height, transverse breast diameter, breast spacing, and
breast pendulous distance were lower than those of Group B and Group C, respectively,
because the sample of subjects in the lowBMI group, breast edge identificationwasmore
difficult than the other two groups, and according to scholarly research, the inaccuracy
of the measurement results may be due to instrument error or The accuracy results of
the new tool and the gold standard showed no difference between the data measured
by professionals and self-measurement, which is due to the fact that the measurement
technique of the gold standard is also through the subjective judgment of professionals,
while themeasurement tool developed in this study can also achieve the equivalent effect,
and it can be known that the new tool based on the new measurement base is stable.

Last but not least, in order to perform an aesthetic breast assessment, it is necessary
to measure the degree of asymmetry of the breast, which can be time-consuming when
performing direct measurements, whereas in the new measurement tool, the user can
use the most natural way to measure in sequence, saving some time.

There are several features and limitations of this study that need to be noted. One of
the first limitations is the number of participants; we believe that 10 subjects per group,
depending on the BMI grouping, is sufficient to validate the measurement procedure,
especially when taking into account the prescribed data quality procedures. This issue
was addressed by randomly selecting subjects, resulting in a wide variety of different
breast shapes and sizes. However, this may also lead to data bias and therefore further
studies should be conducted on a larger sample of women. Separate validation of the
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different breast deformations should probably be performed. On the other hand, there
is the issue of data recording, and in the successive work, the app that the measurement
tool is equipped with will be developed to facilitate the storage of measurement data.

6 Conclusion

The new measurement tool we have developed may be a useful tool in breast measure-
ment practice. It offers an objective method of breast measurement that provides high
accuracy and precision without processing 3D data and without drawing points and lines
on the user’s body. Users can accurately assess asymmetries regardless of the measure-
ment environment and time constraints. The new breast measurement tool proposed
by this research will enable users who are still in the stage of dynamic breast shape
change to accurately measure and purchase suitable bras to protect their own healthy
development and subsequently reduce their dependence on “change, disease, medical
treatment, orthopedic care”, which will help improve the overall national health and
social competitiveness and promote the construction of a healthy society.
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Abstract. Human movement classification and analysis are important in the
research of health sciences and the arts. Laban movement analysis is an effec-
tive method to annotate human movement in dance that describes communica-
tion and expression. Technology-supported human movement analysis employs
motion sensors, infrared cameras, and other wearable devices to capture critical
joints of the human skeleton and facial key points. However, the aforementioned
technologies are not mainstream, and the most popular form of motion capture is
conventional video recording, usually from a single stationary camera. Such video
recordings can be used to evaluate human movement or dance performance. Any
methods that can systematically analyze and annotate these raw video footage
would be of great importance to this field. Therefore, this research offers an anal-
ysis and comparison of AI-based computer vision methods that can annotate the
human movement automatically. This study trained and compared four different
machine learning algorithms (random forest, K neighbors, neural network, and
decision tree) through supervised learning on existing video datasets of dance
performances. The developed system was able to automatically produce anno-
tation in the four dimensions (effort, space, shape, body) of Laban movement
analysis. The results demonstrate accurately produced annotations in comparison
to manually entered ground truth Laban annotation.

Keywords: Artificial intelligence · Human motion classification · Laban
movement analysis

1 Introduction

Humanmovement has been studied inmultiple disciplines, including health sciences and
the Arts, resulting in a large but disparate assortment of multi-modal datasets, includ-
ing video, skeletal motion capture, manual annotations, and clinical metadata. Laban
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notation is a standardized form of kinetograph annotation [1, 2]. Although it was orig-
inally proposed for vector-based choreographic transcription [3], it has been success-
fully applied to several fields that study human motion [4], such as neuroscience [5],
kinesiology [6], human-computer interaction [7], as well as theater and dance [8]. Tradi-
tional data collection processes often include Laban movement analysis and annotation
that parameterizes observed changes in pre-defined 4-dimensional feature space (effort,
space, shape, body). Such analysis requires lengthy manual input from professionals
who annotate the recorded data through a time-consuming “watch and pause” process,
which is also prone to human errors. The majority of automated Laban analysis focuses
on processing 3D point sets (skeletal sequences) captured by specializedmotion tracking
equipment that may require the installation of markers on the user’s body and calibration
of the devices [6, 8]. However, these technologies are not mainstream, and until today
the most commonly used form of observation and documentation of human motion is
conventional video recording, typically done from a single stationary camera discretely
placed within the professional setting.

In this project, we proposed using Artificial Intelligence (AI) methods to fully auto-
mate the annotation process involved in Laban analysis by training and testing different
machine learning algorithms on existing video datasets of human motion, focusing on
performative movement. First, we trained four different machine learning algorithms
through supervised learning on existing dance video datasets in this study. Second, this
study tested feature extraction methods (within and across frames) to improve the anno-
tation accuracy. The trained model was then tested in Laban-annotating existing video
sequences and validated using manually produced Laban annotation, which was consid-
ered our ground truth. Finally, a software application was developed that can be used by
researchers to input raw videos and export automatically produced Laban annotation.

2 Related Works

Laban movement analysis was originally developed by Rudolf Laban [2]. Laban system
has been widely used for human movement analysis and annotation, and its reliability
has been extensively studied and evaluated [9]. Figure 1 shows the detailed hierarchy
of the Laban movement analysis in four dimensions. Shape quality has six elements:
opening, enclosing, rising, sinking, advancing, and retreating. Shape quality can be
described by observing the positioning of the body along the vertical, horizontal, and
sagittal axes. Effort quality has eight elements: light, strong, free, bound, sustained,
quick, indirect, and direct. The majority of the elements in effort quality can be related
to motion features such as velocity and acceleration. The space zone has six elements:
side-open, side-across, up, down, forward, and backward. These elements describe the
trajectory of human motions. Body phrasing has three elements: impulsive, swing, and
impactive. These elements explain the kinematic chains and global locomotion.

With the use ofmotion tracking technologies, there have been numerous applications
of Laban movement analysis in dance emotion recognition [10], folk dance evaluation
[8], parameterizing interpersonal behavior [6], and signal interpretation [11], among
others. Several of these examples were focused on behavior patterns recognition and
human-computer interaction using Laban movement analysis, and the majority of them
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have been restricted to the effort and shape dimensions of the 4-dimensional Laban
annotation space.

More recently, Microsoft Kinect sensors have been employed for Laban-based
motion tracking and analysis [12–14]. More specifically, Ajili [13] compared the effec-
tiveness of machine learning methods to classify human actions using Kinect sensors.
The results indicated robust classification across the Laban dimensions. Similarly, Kim
[14] extracted motion features such as velocity and acceleration of joints to analyze
the Laban movement. Although motion sensors such as Kinect have been consistently
becoming more affordable, they are still not in mainstream use by consumers. On the
contrary, the popularity of video sharing and streaming platforms, ranging from telecon-
ferencing tools to social media, have established conventional video recording (without
additional sensors) as the dominant form of recording and documenting the human
activity. In professional settings (such as clinical, performative, etc.), the use of a sin-
gle stationary video camera has been the current standard for observing and recording
human movement.

Fig. 1. Laban movement annotation hierarchy

Our method involved the processing of raw video footage of human movement
using a sequence of artificial intelligence algorithms. First, human skeleton detection
algorithms extracted key skeletal features from the input videos. Then feature vectors
were calculated from in-frame and across-frames values and were used to train and
test the effectiveness of four machine learning algorithms (random forest, K neighbors,
neural network, and decision tree) in automatic Laban classification across the four
dimensions of the Laban analysis space. Random forest is an estimator that fits many
decision tree classifiers on various sub-samples of the dataset and uses averaging to
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improve the predictive accuracy and control over-fitting. K neighbors is a classifier that
captures the similarity, such as calculating the distance between points on a graph. The
neural network is a multi-layer perceptron classifier to optimize the log-loss function.
The feedforward network generates a set of outputs from a set of inputs in the neurons.

3 Methods

As in the majority of AI-based methods, our process included the following four mile-
stones: 1) Data preparation, 2) Feature extraction, 3) Training and testing, 4) Automated
annotation.

In this pilot study, we used performative video datasets from the Digital Worlds
Institute at theUniversity of Florida and videos from theDanceMotionCaptureDatabase
of theUniversity ofCyprus [15].A selection of four videoswasmanually annotated using
Laban movement analysis. In order to identify the skeleton and body joints in the raw
input videos, we used Facebook Detectron2 [16], which is an open-source platform for
human motion analysis.

Features extracted from single frames (in-frame features) were initially used as the
baseline to check the accuracy of four traditional machine learning algorithms. After
finding the best algorithms, features within and across frames were extracted to improve
the annotation accuracy. Figure 2 shows the total of 17 key points extracted from the
video, including nose, left eye, right eye, left ear, right ear, left shoulder, right shoulder,
left elbow, right elbow, left wrist, right wrist, left hip, right hip, left knee, right knee, left
ankle, and right ankle.

Fig. 2. Skeleton detection from input video (left), Extracted body key points (right)

The x, y coordinates of each key point were estimated for each frame of the video,
generating 34 time-series/signals for our analysis. Figure 3 shows the x and y coordi-
nates as signals in the left and right plots, respectively. By visually inspecting these
plots, it is evident that patterns can be observed from the corresponding motion activity.
Subsequently, these features and other quantities derived from these features, such as
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Fig. 3. Plots of the human joint movements. Left: x-coordinate, right: y-coordinate.

distance, velocity, and acceleration, can be correlated with the four dimensions of the
Laban analysis system.

After the feature extraction step,we trained fourmachine learningmodels to receive a
video sequence as input and recognize the bodymotion changes across the 4-dimensional
domain used in Laban annotation, including effort, space, shape, and body. Table 1 shows
an example of Laban movement annotation in four dimensions. Each dimension has two
elements, and this study created four binary classifiers to annotate the humanmovement.

Table 1. Laban movement annotation

# Shape Effort Space Body

1 Enclosing Light Side-open Impulsive

2 Opening Strong Side-across Swing

For our training dataset, we used dance videos from the Graphics Lab at the Univer-
sity of Cyprus. Additional video datasets from the University of Florida Digital Worlds
Institute were used for evaluation and testing. We randomly selected 70% of the com-
piled dataset for supervised training, and the remaining 30% was used for testing. The
annotation system was implemented in Python using existing libraries (Scikit-learn) to
expedite the project’s prototyping phase. The system was developed and tested in UF
High-Performance Computing Facility (HiPerGator). Facebook Detectron2 was used to
detect the human key points, estimating a total of seventeen key points for each human
skeleton. The feature vector that we used to detect the Laban annotation consisted of
the velocity and acceleration of each detected key point as well as distances between
specific key points, as listed in Table 2.

More specifically, for the experiments in this pilot study, we calculated the distance,
velocity, and acceleration between ankle and hip, velocity and acceleration of ankle, hip,
and wrist [8]. Each dimension in Labanmovement analysis containedmultiple elements,
and not all the videos covered every element of four dimensions. Therefore, two elements
in each dimension were used in this study, and multilabel classification was generated.

In our experiments, we also compared distances between adjacent joints in order to
study the suitability of each feature in our feature vector (such as the distance from hip to
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Table 2. Features for Laban annotation

Distance Velocity Acceleration

Ankle and hip Ankle Ankle

Wrist and nose Hip Hip

Wrist and hip Wrist Wrist

knee, elbow to wrist, elbow to shoulder, and shoulder to shoulder). Hip to knee distance
had a minimum standard deviation, and it was regarded as a normalization factor. Based
on the average thigh length of humans, this study normalized the data based on the hip
to knee distance.

Performance evaluation was based on the precision, recall, and F1 scores. Precision
is the ability of the classifier not to label as positive a sample that is negative. The recall
is the ability of the classifier to find all the positive samples, and its value ranges from
0–1, with 1 being the best. F1 can be interpreted as a harmonic mean of the precision
and recall, and its value also ranges from 0–1. The relative contribution of precision and
recall to the F1 score are equal. The formula for the F1 score is:

F1 = 2 ∗ (precision ∗ recall)/(precision + recall) (1)

Finally, the automated annotation was visualized by Matplotlib, which was a
comprehensive library for creating animated and interactive visualization.

4 Results

Multilabel classification treats each label independently whereas multilabel classifiers
treat the multiple classes simultaneously. The multilabel approach taken in this pilot
study is to break the Laban movement analysis problem into four binary classification
tasks and one for each Laban dimension. Each binary classifier decides body (impulsive
or swing), shape (enclosing or opening), effort (light or strong), and space (side-open
or side-across), respectively. Table 3 shows the results of Laban annotation using four
machine learning algorithms, including random forest, K neighbors, neural network,
and decision tree. It should be noted that all four algorithms were used in the multilabel
classification framework.

The data indicated that Random forest had the best performance compared to the
other machine learning algorithms. Additional experiments were performed with larger
feature vectors that were generated by adding cross-frame features. The added features
were the average, maximum, minimum, and standard deviation of the original frames
for a duration of two seconds. These additional features increased the accuracy of Laban
annotation, especially the space dimension, side-across, and side-open, which are highly
related to the content of the previous frames, as reported in Table 4.

This pilot study also explored the accuracy based on different frame intervals. The
frame interval experiments were varied with increments of 10 frames at a time because
the manually produced labels were based on ten frames interval. Cumulative mean,
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standard deviation, maximum, minimum for 10–60 frames interval were calculated as
the input data for training. Based on the results, the frame interval that produces the best
results was 60 frames.

Table 3. Laban annotation using four machine learning algorithms

Random Forest K neighbors Neural Network Decision Tree

P R F1 P R F1 P R F1 P R F1

Enclosing 1.00 0.97 0.98 0.93 0.93 0.93 0.85 0.97 0.90 0.80 0.97 0.88

Impulsive 1.00 0.45 0.62 0.50 0.09 0.15 0.56 0.43 0.49 0.38 0.35 0.36

Light 0.98 1.00 0.99 0.97 0.99 0.98 0.97 0.98 0.98 0.97 0.97 0.97

Opening 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.99 1.00 0.98 0.99

Side-across 0.81 0.76 0.79 0.79 0.67 0.72 0.79 0.79 0.79 0.69 0.73 0.71

Side-open 0.80 0.84 0.82 0.81 0.73 0.77 0.81 0.81 0.81 0.74 0.70 0.72

Strong 1.00 0.45 0.62 0.50 0.10 0.17 0.50 0.40 0.44 0.40 0.40 0.40

Swing 0.98 1.00 0.99 0.96 0.99 0.98 0.97 0.98 0.98 0.97 0.97 0.97

Table 4. Laban annotation using cumulative frames

Random Forest (Single frame) Random Forest (Cross frame)

P R F1 P R F1

Enclosing 1.00 0.97 0.98 0.88 0.78 0.82

Impulsive 1.00 0.45 0.62 0.94 0.61 0.74

Light 0.98 1.00 0.99 0.98 1.00 0.99

Opening 1.00 1.00 1.00 0.99 0.99 0.99

Side-across 0.81 0.76 0.79 0.95 0.91 0.93

Side-open 0.80 0.84 0.82 0.92 0.96 0.94

Strong 1.00 0.45 0.62 0.94 0.61 0.74

Swing 0.97 1.00 0.99 0.98 1.00 0.99

Figure 4 describes the confusion matrix of Laban annotation using random forest
(Cross frame). The results showed the high accuracy of the detection in Labanmovement
four dimensions including eight elements.

Figure 5 shows an example of our results from a single frame of one of the input
videos. The automatically detected human skeleton and the corresponding key points
are superimposed on the image. For this frame, the automated Laban annotation in four
dimensions was: Shape = opening, Effort = light, Space = side-open, Body = swing.
Our developed software was able to successfully produce Laban annotation for each
frame of an input video. Our classifier had two elements for each Laban dimension:
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effort (light, strong), shape (enclosing, opening), space (side-open, side-across), and
body (swing, impulsive). The multilabel binary classifier could produce the annotation
such as “light, opening, side-open, swing” for each frame of the input video. The labels
reflected the human movement in each frame.

Fig. 4. Confusion matrix of each Laban movement dimension

Fig. 5. Sample demonstration of our results. Detected skeletal features are shown in the frame.
Automated Laban classification result for this frame: Effort = light, Shape = opening, Space =
side-open, Body = swing.
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5 Conclusion

In this pilot study, we developed a method for recognizing Laban movement dimensions
from input videos using machine learning algorithms. The study trained and compared
four different machine learning algorithms (random forest, K neighbors, neural network,
and decision tree) through supervised learning on existing humanmotion video datasets.
Our results obtained high accuracy in three dimensions: shape (enclosing, opening),
effort (light, strong), and body (swing, impulsive) for the single-frame analysis. The
annotation accuracy was increased in space (side-open, side-across) when cross-frame
features were included in our feature vector. These results demonstrated that Laban
movement analysis could be fully automated using machine learning algorithms that
operate on raw input videos and that AI-driven standardized human motion evaluation
systems can be developed.

Our results indicated that such AI-driven movement classification could enable fully
automated reporting in commonly used Laban annotation using only a single stationary
camera. Furthermore, an AI-based solution to this problem may lead to standardization
of data processing and optimize professionals’ time and decrease human errors. In the
future, this can significantly impact the health science and art areas that use Laban
analysis, by bringing AI to new domains and applications such as atlas construction of
choreographic data and clinical assessment in dance therapy.

6 Limitations and Future Work

Although AI-based Laban annotation has already shown the improvement of efficiency,
this study only trained a limited number of four videos, and more datasets need to
be trained in the future. Only a specific genre of dances was included in the dataset;
inclusion of more genres may lead to larger variability of cross frames features based
on the rhythms and motion patterns. Our binary classifier only detected two elements in
each Laban dimension, and all the elements in the four dimensions need to be tested in
the Laban annotation in the future.

Facebook Detectron2 only contains x, y coordinates which may bias the annotation
to patterns that are visible in the 2-dimensional plane of the video frame. Newer pose
estimation models with 3D coordinate detection need to be tested in the future. The
inclusion of the z-dimension (depth) of the joints may help us detect more elements in
the Laban movement analysis.

In the future, more algorithms can be tested using Tensorflow, such as Convolutional
Neural Network (CNN), through supervised learning on the time-series of the features
extracted from the video datasets.
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Abstract. This article aims to conduct a bibliometric analysis of robot collabora-
tive service from 2011 to 2021 based on VOS viewer. 5141 articles have 162,358
cited references were analyzed. Publication source, publication organization,
authors, country and citation of articles were recorded and analyzed. Bibliometric
mapsof authorship, citation, co-citation andnetworkof co-occurrenceof keywords
are drawn. The China and USA dominates the publications (1279,24.87% or 895,
16.71%) and citations (15960 times or 22017 times). Chinese Academy of Science
is the most productive organization. Bu jiajun is the most productive author. The
top 5 highly cited journals are “Intelligent Service Robotics”, “IEEE Access”,
“Sensors”, “International Journal of Advanced Robotic Systems”, “Robotics and
Computer-integrated Manufacturing”. The 215 minimum number of occurrences
of a keyword was set 35, of the 18681 keywords, 97 keywords were divided into
four clusters. Cluster 1 mainly about design of robot. Cluster 2 mainly design
about task of robot collaborative service. Cluster 3 mainly technology of robot
collaborative service. Cluster 4 mainly about fields of application of robot col-
laborative service. The latest keyword analysis shows that “task”, “robot sensing
system”, “robot kinematics”, “deep learning” and “manipulators” have burst end
time of 2021.

Keywords: Robot collaborative service · Service robot · Bibliometric · Vos
viewer

1 Introduction

Service robot provides necessary services in an unstructured environment,mainly includ-
ing home service robot, medical robot and public service robot. The research of service
robot is making progress and different definitions are proposed to describe service robot.
For example, The International Federation of Robotics [1] defines service robots as those
“that perform useful tasks for humans or equipment excluding industrial automation
applications.” Wirtz et al. [2] define them as “system-based autonomous and adaptable
interfaces that interact, communicate and deliver service to an organization’s customers.”
A service robot has not only technological features for services but also the ability to
engage in human interactions [3].With the development of computer vision, visual recog-
nition, sensors and artificial intelligence, service robots have also made great progress.
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V. G. Duffy (Ed.): HCII 2022, LNCS 13319, pp. 211–219, 2022.
https://doi.org/10.1007/978-3-031-05890-5_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-05890-5_17&domain=pdf
https://doi.org/10.1007/978-3-031-05890-5_17


212 X. Hu et al.

Innovations in sensors, navigation systems, and machine learning have made robots
smarter, more mobile, and offer fewer service arrangements in dynamic environments,
requiring the ability to navigate dense and sometimes restricted areas [4]. Service robots
have many potential benefits, such as increased productivity, consistent service quality,
and reduced personnel costs. Service Robot enable quickly collects data from the envi-
ronment, dynamically analyzes it, and meets customers’ changing needs. For example,
intelligent robot wheelchair, monitoring robot, education robot, therapy robot, enter-
tainment robot and self-driving car [5]. According to the “Gartner Hype Cycle 2019”
on ARTIFICIAL intelligence, intelligent robots are rising rapidly and the technology is
expected to be widely available within 5 to 10 years. Some of the cost savings in the
adoption of service robots can be achieved through automation and human substitution
[6].

The growth prospects for the robotics market are very strong. According to Mar-
ketsandMarkets [7], the service robotics market is expected to grow from USD 37.0
billion in 2020 to USD 102.5 billion by 2025 at a compound annual growth rate of
22.6%. According to a Brookings Institution survey [8], 52 percent of 2021 adult Inter-
net users feel robots will perform most human activities and 94% of those who have
adopted robots say that robots increased productivity in their business.Industrial robots
have been widely used in a variety of manufacturing tasks, including hazardous material
handling, hazardous handling, and machine monitoring and operation. Service robots,
on the other hand, are deployed for specific service functions. Service robots show great
opportunities to improve productivity and reduce costs. As COVID-19 is a major threat
to public health, consumers are more frequently faced with the choice of human and
robotic services in the hospitality industry and have a more positive attitude toward
robot-equipped hotels. With the widespread use of robots and artificial intelligence,
researchers and practitioners have been discussing the impact of robots on the labor
market and economy, as robots have the potential to replace human jobs and labor [9].

Service robots have a mature category [7]. They are widely accepted and requested
in a growing number of fields of activity, and the future trend is clear: as long as technical
and financial issues allow, a kind of service robot will be available in specific areas of
human activity to help and do things faster and better (in most cases, anyway) [10]. With
the rapid increase in the variety of service robots, potential users are becoming more
and more aware of technological progress. Therefore, it is necessary to take into account
users’ requirements for such robots: safe and reliable operation, simple programming,
easy to learn, low cost and energy saving, friendly and independent, strong adaptability,
strong cooperation ability, smart and flexible [11].

Since robot collaborative service has attracted the attention of many disciplines,
this field has accumulated numerous research outcomes. Therefore, it is important and
timely to make a systematic and comprehensive evaluation of the research output of
robot collaborative service over the last decades. Therefore, we use the bibliometric
analysis method to achieve this objective. The bibliometric analysis method can be used
to investigate the quantity and quality of a research discipline [12] and to indicate the
frontiers of scientific research [13], and has advantages on handling a large number of
articles compared to traditional literature review method. Hence, it serves as an ideal
method in comprehending the status quo of a research discipline. Albeit one study have
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bibliometrically evaluated the discipline of robot collaborative service, these studies
have some limitations, such as with limited publications and out of date (i.e., published
10 years ago). Thus, this article aims to delve into providing a comprehensive and
objective analysis of robot collaborative service under different perspectives in the past
decades. This paper consists of five sections: (1) introduction, (2) methodology, (3)
result, (4) discussion, (5) conclusion.

2 Methodology

This paper aimed to conduct a quantitative and visualized analysis of representative
papers related to robot collaboration service through bibliometric methods. Web of
Science (WoS) is an online subscription-based scientific citation indexing service that
provides a comprehensive citation search, enabling users to acquire and analyze relevant
scientific literature including journal articles, conference proceedings, etc. Therefore,
WoS was selected as a source database to obtain the initial data to be analyzed. To obtain
the maximum number of relevant documents related to robot collaborative service, data
were collected and stored for the defined search terms using the “Topic” search in Web
of Science Core Collection. And the field tag “Topic” in WoS means that a record will
be sorted out if the search terms are included in Title, Abstract, Author Keywords,
or Keywords Plus within the record. The keywords used for the initial data collection
included different expressions, such as “robot collaboration service”, “service robot”.In
the period from2011 to 2021, therewere 5141 articles after overlapping records retrieved
from both sources that were downloaded and recorded from the databases.

A bibliometric analysis was performed using Vos Viewer 1.6.14. The Vos Viewer,
developed byVanEck andWaltman, is a powerful piece of software for building and visu-
alizing bibliometric networks, with keyword emergence, that can process large amounts
of itemsor data extracted fromwell-knowndatabases such asScopus andWebofScience.

3 Results and Discussion

3.1 Co-authorship and Journals Analysis

We then investigated the most productive countries. China (1279), USA (895), France
(482), Italy (430), and England (380) are the top 5 productive countries, followed by
Germany (370), Spain (329), Japan (273) and Canada (203). China dominant this field.
The citation of countries can show the quality of publications of each country. And the
results show that the top 5 cited countries are USA (22017 times), China (15960 times),
Germany (10069 times), Italy (8828 times), and England (8813 times), which are the
sources of high-quality publications.

More than 5000 institutions have done research related to robot collaborative service.
The most productive organization is University of Chinese Academic of Sciences with
105 publications, followed by Harbin institute technology (103 publications), Univer-
sity of Zhejiang (93 publications), University of Shanghai jiaotong (69 publications),
University of munich (53 publications), etc. University of Zhejiang ranked first with
citation frequency of papers for 2114 times, followed by University of Hongkong (1660
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times), University of London (1592 times), Harbin institute technology (1318 times),
University of Paris (1284 times), etc., which means that high-quality papers were mostly
from these organizations.

We have further analyzed the co-authorship at the author level. Figure 1 displays
the co-authorship network of productive authors by using VOSviewer. The minimum
number of documents of an author was set 5, of the 19092 authors, 312met the threshold.
The 312 points represent the 312 authors. Different colors of points divided the authors
into different clusters. The size of a point represents the number of publications. The line
between two points represents that there exists co-authorship between each author. The
distance between two circles is conversely corresponding to the collaboration between
each author (Fig. 1 and Table 1).

Fig. 1. Co-authorship network of productive authors.

Table 1. The top 10 most productive authors.

Total publications Author Total publications Author

47 Bu, jiajun 14 Dong, W

43 Chen, chun 13 Wang, C

36 Cohen, david 13 Huang, P

23 Ishiguro, H 13 Hagita, N

20 Cavallo, filippo 12 Sterkers, O

The dedication of journals was also analyzed. In Table 2, we can see the top 5 highly
cited journals are “Intelligent Service Robotics”, “IEEE Access”, “Sensors”, “Inter-
national Journal of Advanced Robotic Systems”, “Robotics and Computer-integrated
Manufacturing”.
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Table 2. The top 5 most productive journals.

Total publications Journal

319 Intelligent Service Robotics

234 IEEE Access

136 Sensors

115 International Journal of Advanced Robotic Systems

102 Robotics and Computer-integrated Manufacturing

3.2 Co-citation Network

In a specific scientific activity, co-citations of reference are one of the most significant
method to analyse and reflect the evolutionary process. 5141 articles have 162,358 cited
references. Figure 2 shows the mapping on co-citation of references. The 40 points
represent the 40 cited reference. The identical colour shows that the cited reference is
from the same cluster. The point’s size represents the citation the paper’s frequency. The
connection between two points represents that both of articles had been cited in one
paper. On the contrary, the distance between two points is corresponding to the closer
between each paper. We can see that the top 5 most productive co-cited reference in
Table 3.

Fig. 2. Mapping on co-citation of references.

https://doi.org/10.1007/978-3-031-05890-5_2
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Table 3. The top 5 most productive co-cited reference.

Co-cited frequency Cited article

85 Lowe Dg, 2004, Int j comput vision, V60, P91, https://doi.org/10.1023/b:
visi.0000029664.99615.94

68 Dindo D, 2004, Ann surg, V240, P205, https://doi.org/10.1097/01.sla.000
0133083.54934.ae

67 Flores-abad A, 2014, Prog aerosp sci, V68, P1, https://doi.org/10.1016/j.
paerosci.2014.03.002

57 Krizhevsky A., 2012, P adv neural inform, V25, P1097, https://doi.org/
10.1145/3065386

54 Simonyan K., 2014, Arxiv, https://doi.org/10.1109/cvpr.2015.7298594

4 Research Trends Analysis

Figures 3 and 4 show the co-occurrence of author keywords by VOS viewer. The 215
minimum number of occurrences of a keyword was set 35, of the 18681 keywords, 97
keywords were divided into four clusters. Cluster 1 are mainly about design of robot.
Cluster 2 are mainly design about task of robot collaborative service. Cluster 3 are
mainly technology of robot collaborative service. Cluster 4 are mainly about fields of
application of robot collaborative service. The latest burst keyword analysis shows that

Fig. 3. Network visualization of co-occurrence of keywords.

https://doi.org/10.1023/b:visi.0000029664.99615.94
https://doi.org/10.1097/01.sla.0000133083.54934.ae
https://doi.org/10.1016/j.paerosci.2014.03.002
https://doi.org/10.1145/3065386
https://doi.org/10.1109/cvpr.2015.7298594
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Fig. 4. Overlay visualization of co-occurrence of keywords.

“task”, “robot sensing system”, “robot kinematics”, “deep learning” and “manipulators”
have and burst end time of 2021.

5 Discussion

This study uses a quantitative and visual method to evaluate the history, current, and
future of publications regarding robot collaborative service. Bibliometric analysis can
be applied in an objective manner, eliminating the influence of subjective factors, and in
this aspect, it is superior to peer review. However, it cannot take into consideration all
special features of the objects to be assessed, that is to say, qualitative knowledge about
the scholars involved and the sub-disciplines inwhich they are active should be combined
with bibliometric data. Although relatively objective and comprehensive, there are some
limitations in this study. First, extensive databases containing other languages should
be considered. Second, predefined terms are used which may make some publications
ruled out. Third, bibliometric data are dynamic, but this analysis is based on a static data.
Hence, some newly published and outstanding articles may not be cited many times but
with a rapid increase. In this condition, a bibliometric analysis may not reflect the truth.

6 Conclusion

This bibliometric analysis showed a visual and systematic review of robot collaborative
service in detail by collecting every related paper from Web of science from 2011 to
2021. China (1279), USA (895), France (482), Italy (430), and England (380) are the
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top 5 productive countries, followed by Germany (370), Spain (329), Japan (273) and
Canada (203). The most productive organization is University of Chinese Academic of
Sciences with 105 publications, followed by Harbin institute technology (103 publica-
tions), University of Zhejiang (93 publications), University of Shanghai jiaotong (69
publications), University of munich (53 publications), etc. Bu jiajun is the most produc-
tive author. The top 5 highly cited journals are “Intelligent Service Robotics”, “IEEE
Access”, “Sensors”, “International Journal of Advanced Robotic Systems”, “Robotics
and Computer-integrated Manufacturing”. The 215 minimum number of occurrences
of a keyword was set 35, of the 18681 keywords, 97 keywords were divided into four
clusters. Cluster 1 are mainly about design of robot. Cluster 2 are mainly about robot col-
laborative service design about task. Cluster 3 are mainly technology of underpins robot
collaborative service. Cluster 4 are mainly about fields of application of robot collabo-
rative service. All the summaries of this study mainly depends on databases from Web
of science, extensive literature should be collected. Few conclusions may be one-sided.
Hence, study should be updated in the future. The latest keyword analysis shows that
“task”, “robot sensing system”, “robot kinematics”, “deep learning” and “manipulators”
have burst end time of 2021.
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Abstract. The clothing that coworkers and others wear in the work-
place affects our evaluations of them, including what personality traits
we ascribe to them. In this study, we sought to determine whether
observers’ subjective impressions of a subject’s sincerity and nervous-
ness vary depending on the subject’s clothing, and the extent to which
observers look at subjects’ clothing while making those assessments. We
measured subjective scores for sincerity and nervousness as components
of personality traits perceived by observers. Specifically, we displayed
stimulus images containing subjects wearing several types of clothing and
measured observers’ subjective scores and gaze distributions. The exper-
imental results indicated that the subjects’ clothing strongly affected the
observers’ subjective assessments of the subjects’ sincerity and nervous-
ness. We also confirmed that the observers gazed at both the subjects’
clothing and head regions.

Keywords: Clothing · Personality evaluations · Subjective scores ·
Gaze

1 Introduction

In online-interaction interfaces, observers frequently form positive impressions of
subjects in images displayed on screens, and also form unconscious impressions
of those subjects. In particular, observers’ impressions are strongly affected by
the subjects’ clothing (e.g., a woman’s dress) [7]. Consider a female shopper
exploring an apparel shopping website to purchase clothing to wear at the office.
Figure 1 shows that she is concerned about what impression her clothing will
give to observers; here, we consider that she is imagining herself wearing what
the subjects in the images are wearing. In this paper, we report on our study on
how observers perceive subjects wearing office-style clothing. We assumed that
the observers were unfamiliar with the subjects.
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User

Coat Dress

Observer

She is
probably
sincere.

Maybe
she is 

sincere.

Observer

Subject Subject

Fig. 1. A user buying clothes is concerned about what impression they will give to
observers.

We consider that the most important impressions will vary depending on indi-
vidual contexts; however, many relevant impressions are formed in interpersonal
relationships. For example, physical appearance is relevant to the impressions
that are formed of employees who interact with the public face-to-face, such
as retail clerks or ushers at trade shows. In contrast, personality traits such
as sincerity and nervousness are relevant to the impressions that are formed of
engineers in IT companies or of human resource personnel. In this study, we
considered observers’ impressions of others’ personality traits in an office work-
place. More specifically, we investigated sincerity and nervousness as components
of one of the Big Five personality traits, conscientiousness and neuroticism [6].
The Big Five are the most commonly used basic personality traits.

Our aim was to quantitatively measure a subjective sincerity score and a
subjective nervousness score from Japanese participants. Perceptions of others’
sincerity and nervousness vary depending on various subjective elements, such
as their hairstyle, facial expressions, and clothing. In this study, we focus on
subjects who are wearing clothing for working in an office. In one study [5], it
was reported that work clothing affects perceived personality traits. However,
those authors used only a text-based questionnaire for analysis. No researcher
has yet examined whether what people are wearing in images affects others’
impressions of them. To partially close this research gap, we investigated the
following hypothesis in the present study:

Main Hypothesis (Hm): Observers’ subjective scores for a subject’s sincerity
and nervousness will vary depending on what the subject is wearing.

Furthermore, we investigated whether observers viewed subjects’ clothes while
making their assessments. It is generally well-known that an observer’s gaze
tends to fixate on the subject’s head for a long duration [2]. On the basis of this
knowledge, then, we investigated the following hypothesis:

Sub Hypothesis (Hs): Observers will gaze at a subject’s clothing as well as
their head while making assessments about the subject’s sincerity and ner-
vousness.

Experimental results showed that both hypotheses Hm and Hs were supported.
We confirmed that the subjects’ clothing strongly affected the observers’ subjec-
tive assessments of the subjects’ sincerity and nervousness. We also confirmed
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: Coat : Dress : Sleepwear

Fig. 2. The clothing categories of coat Cc, dress Cd, and sleepwear Cs used in our
investigation.

that the observers gazed at both the subject’s clothing and head regions while
making their assessments.

2 Methods for Measuring Subjective Scores and Gaze
Distributions During Personality Evaluations

2.1 Stimulus Images

To investigate the hypotheses Hm and Hs, we selected stimulus images from
a multiview clothing (MVC) dataset [9]. The MVC dataset consists of 161,260
images comprising 264 clothing category labels, such as button-up shirts, polos,
tank tops, swimwear, and sweaters. Each stimulus image contained a person
wearing clothing from one of the clothing categories, and was labeled accord-
ingly (e.g., “tops and coats”). We selected only images of women in which the
entire body was included. Furthermore, we selected only clothing category labels
belonging to whole-body items such as dresses and coats, and eliminated cate-
gories containing exclusively upper- or lower-body items (e.g., tops or bottoms).
The following labels were assigned to the clothing categories:

Clothing category Cc: Coat,
Clothing category Cd: Dress,
Clothing category Cs: Sleepwear.

Figure 2 shows examples of stimulus images for coat Cc, dress Cd, and sleepwear
Cs. The reasons for selecting these clothing categories are described below. We
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: Coat : Dress : Sleepwear

Fig. 3. Average calculated from the stimulus images for each clothing category.

used coats Cc that are frequently worn when commuting to workplaces such as
IT companies and to jobs such as human resources in Japan, where observers’
impressions of personality traits are particularly important. We used a dress Cd

typical of those worn by sales clerks at workplaces such as retail department
stores and trade shows, where a person’s appearance is especially salient. We
used sleepwear Cs as a simple comparison with the other clothing categories.

We resized the height of all the stimulus images to 960 pixels while main-
taining the aspect ratio of the original MVC dataset images. To control the
experimental conditions, we used only the frontal orientation of the subject’s
body. Furthermore, each subject appeared in multiple images and wore different
clothes in each. The number of stimulus images for each clothing category was
24 and the total number of stimulus images was 72. We checked the alignment of
all the images using the average image computed from all the stimulus images.
Figure 3 shows the averaged stimulus images for each clothing category. The
positions of the face and torso were deemed to be in rough alignment, while the
positions of the wrist and toes were not in alignment.

2.2 Personality Traits

We selected the adjectives to represent personality traits in the present study
by referencing existing analytical studies [1,10] that employed the Big Five
personality traits. These traits are categorized as [6]: openness to experience,
conscientiousness, extraversion, agreeableness, and neuroticism. Table 1 lists the
adjectives that represent the factors of each of the Big Five personality traits.

To detect differences in subjective scores, we used the contrasting categories
of conscientiousness and neuroticism. Conscientiousness indicates a tendency
toward responsibility, diligence, and seriousness, all of which are strongly asso-
ciated with the workplace and specifically that found in many IT companies
and in departments such as human resources. In contrast, neuroticism indicates
a tendency toward strong stress tolerance, another feature associated with the
workplace.
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Table 1. Examples of adjectives representing the Big Five personality traits.

Trait Adjectives

Openness to experience Curious, Creative, Imaginative, Smart

Conscientiousness Sincere, Diligent, Conscientious, Cautious

Extraversion Fun, Active, Enthusiastic, Social

Agreeableness Friendly, Generous, Kind, Forgiving

Neuroticism Nervous, Emotional, Impulsive, Stressful

Finally, we selected the following adjectives to represent conscientiousness
and neuroticism, respectively.

(a) Sincere
(b) Nervous

2.3 Body-Part Attention Probability for Analyzing Gaze
Distribution

To investigate the sub hypothesis Hs, we measured the body-part attention prob-
ability [8] to validate where the observer’s gaze fixated. The body-part attention
probability indicated how long an observer viewed which of the subject’s body
parts in the stimulus image during gaze measurement. This allowed us to directly
compare the body-part attention probabilities among all the stimulus images,
which contained a variety of subject postures. For example, even though the
subjects’ hand postures differed among the stimulus images (e.g., the hand is
in the pocket or the hand is raised), we could quickly check whether observers’
gazes frequently fixated on the hands by viewing the values of the body-part
attention probabilities.

To calculate the gaze attention probability, we used the procedure proposed
by Kinoshita et al. [8]. Figure 4 shows the body parts used in our gaze analy-
sis. We included 12 body parts: the nose of the face region, the left and right
shoulders, the waist of the torso region, the left and right elbows, the left and
right wrists, the left and right knees, and the left and right toes. All the body
parts except the nose comprised the clothing region. Figure 5 shows examples of
12 body parts automatically detected by OpenPose [4].

2.4 Experimental Conditions

Twenty-four observers (13 men, 11 women; average age 21.9 years) participated
in our experiment. We fully explained the limitations of gaze measurement to the
participants and obtained their written consent. Figure 6 shows the experimental
setting. The observer was seated at 65 cm from the display, and then adjusted the
chair height so that their eye level was 110–120 cm above the ground while seated.
The display size was 24 in. (resolution: 1920× 1080 pixels, size: 53 cm × 30 cm).
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Nose

Left shoulder

Left elbow
Left wrist

Right shoulder

Right elbow
Right wrist

Waist
Left kneeRight knee

Right toes Left toes 

Fig. 4. The 12 body parts included in our gaze analysis. We used the nose of the face
region, the left and right shoulders, the waist of the torso region, the left and right
elbows, the left and right wrists, the left and right knees, and the left and right toes.

: Coat : Dress : Sleepwear

Fig. 5. Examples of 12 body parts detected in the stimulus images for each subject’s
clothing category Cc, Cd, and Cs.

We used a Gazepoint GP3 HD eye tracker device to measure eye movement. The
sampling rate 150 Hz, and the angular resolution was between 0.5 and 1.0◦. We
displayed the stimulus image at a random position on the screen to avoid center
bias [3]. Each observer viewed 24 stimulus images, selected randomly from the
repository of 72 stimulus images.

2.5 Procedure for Measuring Observers’ Subjective Scores

The observers were asked the following questions for each stimulus image:

Qs: How sincere do you perceive the subject to be?
Qn: How nervous do you perceive the subject to be?

The observers gave their subjective rating for each image on a 4-point scale,
ranging from 0 to 3. The higher the score, the more sincere or nervous the
observer perceived the subject to be. We used the following procedure to measure
observers’ scores for the questions.
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Fig. 6. Experimental setting. Twenty-four observers participated in our experiment.
We used a screen to display the stimulus images. To measure gaze distribution, we used
a gaze measurement device with a 150-Hz sampling rate.

Fig. 7. Subjective scores relating to the main hypothesis Hm. In (a), we asked the
question Qs to measure perceived sincerity. In (b), we asked the question Qn to mea-
sure perceived nervousness. We confirmed that the subjects’ clothing (Cc, Cd, and Cs)
strongly affected the observers’ subjective assessments of their sincerity and nervous-
ness.

P1: We randomly selected one observer.
P2: We set the question as either Qs or Qn.
P3: We randomly selected one stimulus image.
P4: We displayed a gray image presented on the screen for 2 s.
P5: We displayed the stimulus image for 8 s while measuring the gaze movement.
P6: We displayed a black image for 3 s, and the observer answered the question

verbally.
P7: We repeated the procedure P3 to P6 for 24 stimulus images.
P8: We repeated the procedure P2 to P7 for the total number of observers.

3 Experimental Results

3.1 Results for the Main Hypothesis Hm

Figure 7 shows the subjective scores for the main hypothesis Hm. In this figure,
(a) shows the results for sincere Qs and (b) shows the results for nervous Qn. It is
clear that the subjective scores for coat Cc were highest and those for sleepwear
Cs were lowest for both questions Qs and Qn. Furthermore, the subjective scores
for coat Cc in (a) and (b) were higher than the neutral score of 1.5. Additionally,
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Fig. 8. Body-part attention probability (%) for clothing categories Cc, Cd, and Cs.
In (a), we asked the question Qs to measure perceived sincerity; in (b), we asked the
question Qn to measure perceived nervousness. All the body parts except for the nose
corresponded to the clothing region. Observers viewed both the subjects’ head regions
and clothing regions.

the subjective scores for dress Cd and sleepwear Cs were lower than the neutral
score of 1.5.

Next, we checked for significant differences in the subjective scores between
the clothing categories, Cc, Cd, and Cs, using the Steel-Dwass test for multiple
comparisons. Results showed significant differences (p < .05) in subjective scores
among all the clothing categories for both questions Qs and Qn. We confirmed
that the subjects’ clothing strongly affected the observers’ subjective assessments
of their sincerity and nervousness. The results indicated that the observers per-
ceived the subjects as more sincere and nervous when the subjects wore coats
rather than dresses and sleepwear.

3.2 Results for the Sub Hypothesis Hs

Figure 8 shows the results of the body-part attention probability analysis. As
described in Sect. 2.3, the region containing all the body parts except for the
nose corresponds to the clothing region. The observers’ gazes were fixed on the
subjects’ head region (i.e., containing the nose) for the most prolonged time dura-
tion, and on the subjects’ clothing regions for the remaining time. We observed
this same tendency for all clothing categories. From these results, we can con-
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: Head: Torso and legs: Whole body(a) (b) (c)

Fig. 9. Examples of the stimulus images used in the additional evaluation.

firm that the observers gazed at both the subjects’ clothing and head regions.
Therefore, we believe that Hs is supported.

4 Additional Evaluation

We further evaluated observers’ responses to conditions in which the subjects’
head regions (where observers’ gazes fixate the longest) and clothing regions were
alternately either visible or not visible. We set the stimulus image conditions as

BW : Whole body,
BT : Torso and legs,
BH : Head.

Figure 9 shows the examples of the stimulus images. In condition BW of (a)
in this figure, the subject’s whole body is visible, the same condition as that
shown in Fig. 2. In condition BT of (b), the top 20% of the stimulus image is
obscured with the background color. In condition BH of (c), the lower 80% of
the stimulus image is obscured with the background color. The experimental
conditions, except for the stimulus images, were the same as those described in
Sect. 2.

Figure 10 shows the results for the subjective assessments of the whole body
BW , the torso and legs BT , and the head BH for both questions (i.e., regarding
perceived sincerity Qs and perceived nervousness Qn). Note that the results for
BW shown in this figure are the same as those shown in Fig. 7. A comparison
of whole body BW and torso and legs BT showed that the ranking order of
the subjective scores for coat Cc, dress Cd, and sleepwear Cs was the same.
By contrast, a comparison of whole body BW and head BH showed that the
ranking order of the subjective scores for clothing categories Cc, Cd, and Cs

differed. For questions about perceptions of sincerity Qs when torso and legs BT

was displayed, the subjective score for coat Cc exceeded the neutral score of 1.5.
For questions about perceptions of nervousness Qn when torso and legs BT was
displayed, the subjective scores for Cc, Cd, and Cs did not exceed the neutral
score of 1.5. For questions about perceptions of sincerity Qs when head BH was
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Fig. 10. Subjective scores for the stimulus image conditions of whole body BW , torso
and legs BT , and head BH used in the additional evaluation. In (a), we asked the
question Qs to measure perceived sincerity. In (b), we asked the question Qn to mea-
sure perceived nervousness. All three clothing categories, Cc, Cd, and Cs, were used.
By comparing this figure with Fig. 10, we could conclude that the stimulus images
containing the subject’s torso and legs, which represent the clothing region, signifi-
cantly affected the observer’s subjective scores compared with those containing only
the subject’s head region.

displayed, the subjective scores for Cc, Cd, and Cs were higher than the neutral
score of 1.5. For questions about perceptions of nervousness Qn when head BH

was displayed, the subjective scores frf Cc, Cd, and Cs were close to the neutral
score. These results illustrate that the stimulus images containing the subject’s
torso and legs, which represented the clothing region, significantly affected the
observers’ subjective scores compared with those containing only the subject’s
head region.

5 Conclusions

In this study, we investigated the influence on observers of the type of clothing
being worn by subjects in digitally presented stimulus images. More specifically,
observers rated their subjective impressions of the subjects’ personality traits
in response to images showing subjects wearing a coat, a dress, or sleepwear.
Both the main hypothesis Hm and the sub hypothesis Hs, respectively, were
supported: observers’ perceptions of a subject’s sincerity and nervousness varied
depending on what the subject was wearing, and observers gazed at both the
clothing and the face of the subjects while making their assessments.
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In future work, we will expand our investigation by using more adjectives that
represent the Big Five personality traits, and using more clothing categories.
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Abstract. Dynamic semantics provides a mechanism by which infor-
mation and discourse referents are introduced gradually into context as
a discourse unfolds. Dynamic semantics involves left-to-right evaluation:
discourse referents must be introduced before they can be accessed. (E.g.
Johni entered the room. Hei began to sing. vs. *Hei began to sing. Johni

entered the room.) Anaphoric relations also depend on the local con-
texts introduced by logical operators; for example, pronominal reference
is possible within the local context of nobody but not outside of it. (E.g.
Nobody received [a prize] i and bragged about it i. vs. *Nobody recieved
[a prize] i. It i was made of gold.) Here, I argue that a similar dynamic
system governs the iconic use of space in sign language. Intuitively, one
must create a picture before one can point to it. This dynamic iconic
system runs parallel to the grammatical system, but interfaces with it,
with interpretation similarly modulated by local contexts. I discuss the
interaction of ‘dynamic iconicity’ with sign language examples involving
cataphora and embedded indefinites.

Keywords: Iconicity · Dynamic semantics · Sign language ·
Cataphora · Multimodality

1 Introduction

Human communication expresses meaning both through description (‘grammar’)
and depiction (‘iconicity’) [7]. An English speaker may describe a scene with
words and sentences at the same time as depicting it through co-speech gesture.
In sign languages, description and depiction are arguably even more intertwined,
with the signing space being used to iconically organize and depict referents that
have been introduced in the discourse [8]. In this paper, focusing on data from
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French Sign Language (LSF), I argue that both descriptive and depictive mean-
ing should be represented using dynamic semantics, in parallel but interacting
systems.

Dynamic semantics provides a mechanism by which information and dis-
course referents are introduced gradually into context as a discourse unfolds [10].
Dynamic semantics involves left-to-right evaluation: discourse referents must be
introduced before they can be accessed, as shown in (1). Anaphoric relations also
depend on the local contexts introduced by logical operators; in (2), for example,
pronominal reference is possible only within the local context under nobody.

(1) Left-to-right evaluation
a. [A man]i entered the room. Hei began to sing.
b. * Hei began to sing. [A man]i entered the room.

(2) Sensitivity to local contexts
a. Nobody received [a prize]i and bragged about iti.
b. * Nobody recieved [a prize]i. Iti was made of gold.

Here, I argue that a similar dynamic system governs the iconic use of space
in sign language. Intuitively, one must create a picture before one can point
to it. This dynamic iconic system runs parallel to the grammatical system, but
interfaces with it. I motivate this by looking at a number of linguistic phenomena.
First, I look at cases of cataphora, or ‘backwards anaphora,’ which have been
claimed to be more restricted in sign language than in spoken language. Second,
I look at indefinites appearing in embedded contexts, where iconic inferences are
interpreted relative to the local context.

2 Depictive Meaning

2.1 Descriptive and Depictive Representations over Time

Consider how a series of linguistic utterances, unfolding over time, change a dis-
course representation. In (3), we start out with an empty context; (3a) introduces
John into the discourse context; (3b) introduces Mary; (3c) introduces Susan.
Linguistic expressions that predicate about these discourse referents establish
semantic relations between them (see, call over). As the discourse develops,
these discourse referents can be referred to by pronouns.

(3) a. John entered.
b. Mary saw him.
c. She called Susan over.

Now consider how a pictorial production, unfolding over time, changes a dis-
course representation. In (4), we start out with an empty context; (4a) introduces
A into the discourse context; (4b) introduces B; (4c) introduces x. Here, seman-
tic relations are not introduced by linguistic expressions, but rather by holistic
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iconic mappings acting on the structural, configurational properties of the forms
themselves: B is interpreted as a subset of A and x is interpreted as an element
of A that is not in B. As the discourse develops, these discourse referents can be
referred to, by the labels ‘A,’ ‘B,’ and ‘x’ that name the objects once they have
been introduced, or by gestural pointing (in a multimodal setting).

a.(4) b. c.

In either case, there is a mechanism to introduce discourse referents. There is
a mechanism of predication (although descriptive relations and iconic relations
are qualitatively different in nature). And there is a mechanism of indexicality
or anaphoricity that allows the retrieval of discourse referents (but only those
that have been introduced by that point in the discourse).

In multimodal utterances these two systems may interact. A speaker may
point to a depicted object, and refer to it with linguistic anaphora, such as this,
that or it. Iconic inferences may be generated about linguistically introduced
discourse referents, via depictive elements (gestures, drawings, etc.) that co-
occur with an utterance.

In what follows, I will show that sign language provides a rich case study
to investigate the interaction of descriptive and depictive meaning. I will argue
that the two different kinds of meaning can be productively seen as acting on
two separate tiers of representation, with grammatical mechanisms that mediate
between them. I will propose a model of the iconic level of meaning that draws
heavily on recent theories of dynamic semantics, thus extending the theories that
have been built for (3) to the representations manipulated in (4).

2.2 Spatial Features in Sign Language

Sign languages are well known to use space to index discourse referents. A noun
phrase may be established at a locus—a point in the horizontal space in front of
the signer. Later, the signer may direct a pronoun to this locus to retrieve the
relevant discourse referent. This use of space in sign language mirrors the use
of logical variables, motivating some researchers to posit that loci are in fact a
syntactic realization of variable names [17,21].

On the other hand, [14,16] argue that loci are not themselves variables;
rather, they act as morphological features that constrain the value of a pronoun.
Specifically, [14] observes that two pronouns may appear at the same locus but
nevertheless receive different interpretations. For example, the LSF sentence in
(5a) may receive a reading in which one pronoun co-varies under only but the
other does not. Loci are thus closer in behavior to the gender features in (5b)
than to the variable names in the logical form in (5c).

(5) a. only jean-a question poss-a mother poss-a favorite color.
‘Only Jean quizzed his mother about his favorite color.’
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b. Only Jean quizzed his[masc] mother about his[masc] favorite color.
c. [only Jeanj ] λx.x [quizzed j’s mother about x’s favorite color]

[16, p. 116]

One implementation of this insight is as a presupposition on the value of the
pronoun [22]. Following [12], we define pronouns as the identity function. The
feminine English pronoun she presupposes that the value returned is a female;
by analogy, the LSF pronoun ix-a presupposes that the value returned is at locus
a, as shown in (6).

(6) a. �she� = λx : fem(x) . x

b. �ix-a� = λx : at(a)(x) . x

What remains defined, of course, is what the meaning of a locus is and
what it means for a value to be ‘at’ this locus. Below, I will argue that loci
like ‘a’ are referents in a iconic, pictorial representation that grows as discourse
develops. Like in standard theories of dynamic semantics, a pictorial discourse
referent must be introduced before it can be retrieved. Additionally, the pictorial
representation generates iconic inferences arising from a mapping that preserves
structural properties of loci. Depending on context, these inferences may include
rich geometric structure, such as the geometric configuration of individuals in
a three dimensional space, schematic properties such as set relations, or very
minimal structure, approximating a simple list of referents. For present purposes,
we will assume only a single iconic constraint on loci: namely, a single individual
cannot be at two different loci at the same time.1 This entails that (a) a pronoun
at one locus may not be bound by an antecedent at a different locus and, (b)
the use of two loci entails the existence of two distinct discourse referents.

3 Cataphora and Order Sensitivity

As mentioned in the introduction, dynamic systems show order sensitivity: dis-
course referents must be introduced before they can be accessed, as in (7).

(7) a. [A man]i entered the room. Hei began to sing.
b. * Hei began to sing. [A man]i entered the room.

If iconic representations are also governed by a dynamic system, then we
should expect to see similar order sensitivity. Here, I argue that evidence in favor
of such order sensitivity comes from examples involving cataphora, in which a
pronoun precedes its binder. Notably, on the definition in (6b), there are two
values to be bound—the value of the pronoun (x), and the value of the locus (a).
Even when a pronoun is subject to quantificational, in-scope binding, the locus

1 We leave it open whether this is an entirely iconic constraint that can be weakened
in appropriate contexts, or whether there is also a stricter constraint that requires
morphosyntactic feature matching; of relevance, see [22] on bound iconic loci.
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still requires dynamic binding of the iconic variable. I will argue that certain
cases of cataphora allow a dissociation of these two levels. In these examples,
quantificational binding of the pronoun proceeds as normal, but dynamic binding
of the locus is no longer possible.

3.1 Cataphora as In-Scope Binding

Cataphora describes a phenomenon in which a pronoun precedes its binder, as
shown in (8b).

(8) a. Before Jeani left the office, hei turned out the lights.
b. Before hei left the office, Jeani turned out the lights.

Exactly what is going on in cases of cataphora has been the subject of some
discussion [2,6]. One particular point of note regards the nature of binding
in these examples: is it quantificational binding or dynamic binding? I think
that a reasonable case can be made that at least some of these examples are
cases of quantificational, in-scope binding. First, cataphora is becomes extremely
degraded across sentence boundaries, as (9). This suggests that the binding rela-
tion in (8b) arises from sentence-internal mechanisms.

(9) a. Jeani left the office. Hei forgot to turn out the lights.
b. * Hei left the office. Jeani forgot to turn out the lights.

Second, at least some cases of cataphora allow binding by quantificational
expressions, including negative quantifiers, as in (10). These facts suggest that
the subordinate clause in these examples is interpreted at a lower position (pos-
sibly adjoined to the verb phrase), where the pronoun is in the scope of the
quantificational expression.

(10) a. When hisi child throws a tantrum, [no father]i can sit idly by.
b. Unless theyi bought itj in the last year, [none of my relatives]i own

[a gun]j .

3.2 Iconic Constraints on Cataphora in Sign Language

Interestingly, it has been remarked occasionally that cataphora (or ‘backwards
anaphora’) is significantly less available in sign language than it is in a spoken
language like English [11,13,19]. An example from LSF is provided in (11).
The syntactic structure is equivalent to the grammatical English example in
(8); however, the LSF sentence becomes ungrammatical when an overt pronoun
points to a locus where the antecedent will later be introduced, in (11b).

(11) a. jean-a leave office before, ix-a light-off
‘Before Jean left the office, he turned out the lights.’
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b. * ix-a leave office before, jean-a light-off
Intended: ‘Before he left the office, Jean turned out the lights.’

Koulidobrova and Lillo-Martin (2016) offer an informal explanation of this
observation: one can’t point to something (an object or a demonstration) until
it has been introduced. This is exactly the constraint on iconcity that we aim to
spell out in dynamic terms.

Expressing this as a constraint on space and iconicity makes a further pre-
diction. Specifically, cataphora should sometimes be possible in LSF, but only
in cases in which a non-iconic pronominal form is used. This prediction seems to
be borne out. First, LSF (like a number of other sign languages) allows the use
of null pronouns in certain positions. As observed by [21], since null pronouns
have no overt form, they generate no iconic inferences and cannot be subject
to iconic constraints. As seen in (12), null pronouns also do allow cataphora.
Second, some relational nouns have been argued to involve implicit anaphora
(neighbor = ‘neighbor of x’) [1,18]. Unlike pronouns, these nouns allow a neu-
tral form that does not invoke any iconic use of space; for example, the sign
neighbor in (13) is signed in the neutral space in front of the signer. As seen
in (13), the interpretation of the sentence allows a cataphoric relation, in which
the implicit argument is bound by the later noun phrase.2

(12) leave office before, jean-a light-off
‘Before he left the office, Jean turned out the lights.’

(13) when neighbor noise, marie-a call police
‘When (her) neighbor makes noise, Marie calls the police.’

These examples provide further evidence that the unavailability of cataphora
in examples like (11) arises from the use of space and iconicity.

3.3 Analysis: Cataphora with Iconicity

Based on the evidence in Sect. 3.1, we analyze our examples of cataphora as
in-scope, quantificational binding. Specifically, we assume that a sentence with
an adverbial phrase has an underlying structure in which the antecedent c-
commands the pronoun that it binds. A syntactic operation dislocates the tem-
poral phrase to the left, but a mechanism of reconstruction allows the pronoun
to be interpreted in its lower position, bound by its antecedent.

To this static analysis, we add a dynamic component that manages the pic-
torial representation. That this representation is pictorial, and not just a list of
discourse referents, will be seen in the fact that iconic inferences can be drawn
the geometric relations between the locations in space. In the example below,
though, only a single discourse referent is established in the dynamic picture, so
no iconic inferences appear. The present system is thus for the moment highly
similar to a standard dynamic semantics that manages discourse referents.
2 In some cases, this interpretation may compete with an interpretation in which the

implicit argument is interpreted as the signer—for example sister = ‘my sister.’



A Dynamic Semantics for Multimodal Communication 237

Building on [3,4] meaning is modeled as a tuple which pairs the basic static
meaning of an expression with its dynamic effect on the pictorial representation
that is being constructed in context. For linguistic expressions that make no
reference to this representation, their static meaning x can be converted to a
dynamic type via the unit operator η in (14), which passes along a pictorial
representation unchanged.

(14) η(x) = λP.〈x,P〉
We note that one formal difference between this model and standard dynamic

models is that there is no nondeterminism. In linguistic utterances, indefinites
like somebody can introduce discourse referents whose value varies across a set
of assignment functions. In contrast, pictures are always definite, so only a single
pictorial representation is needed at any given stage of the computation.

In iconic constructions, when noun phrases and pronouns are indexed in
space, they manipulate or make reference to the pictorial representation. Noun
phrases at loci introduce a new pictorial discourse referent, then presuppose that
the relevant individual is at this pictorial referent, as shown in (15). Pronouns
do not change the pictorial representation, but presuppose that the value that
they return is at the indicated pictorial referent, as shown in (16).

(15) �jean-a� = λP.

〈
j if at(a)(j) in P+a
# otherwise , P + a

〉

(16) �ix-a� = λP.

〈
λx.x if at(a)(x) in P
# otherwise , P

〉

The rules of composition are defined to pass dynamic information from left
to right. Following [3], we define these rules directly, but see [5] for discussion
about how to define them in terms of an applicative functor. Critically, in these
definitions, regardless of whether a function appears to the left or the right of
its argument, the pictorial information is updated first by the element on the
left and then by the element on the right.

(17) a. A/B B → A
m n λP.〈f(x),P ′′〉 where 〈x,P ′′〉 = n(P ′)

〈f,P ′〉 = m(P)
b. B B\A → A

m n λP.〈f(x),P ′′〉 where 〈f,P ′′〉 = n(P ′)
〈x,P ′〉 = m(P)

As an example, consider an LSF sentence with an overt cataphoric pronoun.
Since the subordinate clause appears linearly first, it updates the iconic repre-
sentation first, via the definitions in (17). The resulting meaning is provided in
(18). Of note, because the pronoun is evaluated before locus a has been intro-
duced, the meaning presupposes that the value of the pronoun (Jean) is at a
in the input context P. This presupposition is not satisfied, so the sentence is
infelicitous.
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(18) �ix-a leave office before, jean-a light-off�

= λP.

〈
light-off(j) before leave(j) if at(a)(j) in P

and at(a)(j) in P+a
# otherwise

, P + a

〉

4 Iconicity and Local Contexts

4.1 The Problem with Presuppositions on the Global Context

[14] evaluates a hypothesis, very similar to the one proposed here, on which loci
introduce a presupposition that constrains the full range of values that can be
taken by a pronoun. The hypothesis is stated in (19).

(19) Referential locus hypothesis: In a context c, the value of a locus is
provided by the assignment function gc, where gc(i) is the set of type
〈e, t〉 that corresponds to the noun indexed at locus i in c.

a. ∀ assignment functions s, �ix-ik� = s(k) if s(k) ∈ gc(i);# otherwise

[14, p. 455]

[14] ultimately rejects this hypothesis, however, based on examples in ASL in
which two quantified expressions range over the same set of individuals. Empir-
ically, [14] observes that the two quantifiers in (20)–(21) may both range over
the same set of individuals; in (20), for example, John may be either the helper
or the person helped. If loci introduce a global presupposition on the values that
a pronoun can take, this means that the presupposition introduced by locus a
and locus b will be identical, since gc(a) = gc(b). And, if ix-a and ix-b carry
exactly the same presupposition, then a pronoun at either locus is predicted to
be ambiguous. But this prediction is not borne out: pointing to locus a or locus
b does disambiguate the sentence.

(20) when someone-a help someone-b, ix-b happy

‘When someone helps someone, he [=the latter] is happy.’

(21) [all boy]-a tell [all other boy]-b ix-a will win

‘Every boy told every other boy that he [=the former] would win.’
(ASL; [14, p. 456])

I contest that the source of this problem is that the presupposition in (19) is
taken to be a constraint on the global context. A related presupposition, such as
the one I have proposed in (6b), can avoid these pathological predictions if we
relativize the presupposition to the local context of the locus.
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4.2 Local Contexts in Dynamic Semantics

A local context describes the immediate scope in which an expression is inter-
preted. This includes information from the global context (roughly, the common
ground), but also incorporates information about the syntactic environment in
which the expression appears [20].

For non-iconic phenomena, constraints related to discourse reference have
been shown to be sensitive to the local context. The simplest such constraint is
that a pronoun can only be used in a context in which it has a non-empty value.
For example, as foreshadowed in the introduction, the pronoun in (22a) cannot
be anaphoric to the indefinite a prize, since the context in which it appears
entails that there is no such object. This, however, does not mean that no such
discourse referent is introduced—indeed, a pronoun within the scope of nobody
can refer back to it felicitously, as in (22b). In its local context, this pronoun has
a non-empty value.

(22) a. * Nobody recieved [a prize]i. Iti was made of gold.
b. Nobody received [a prize]i and bragged about iti.

Similarly, the adjectives other and else presuppose the existence of another
individual—but once again, this is evaluated with respect to the local context.
Examples (23)–(25) illustrate the point. In (23), the two indefinites are unembed-
ded, so the local context and the global context are the same; the sentence entails
that there are two boys, one who coughed and one who laughed. In examples
with embedding, though, the local context and global context differ, generat-
ing different judgments. In (24a), for example, another American is interpreted
in the scope of the when clause; in this local context, the existence of another
American has been entailed, so the presupposition of another is satisfied. In con-
trast, in (24b), another American appears in the following sentence, in a global
context which does not entail the existence a first American; the sentence is thus
degraded. Similarly, in (25a), every other boy is interpreted in the distributive
scope of every boy, a local context which entails the existence of another boy. In
the global context, the two quantified expressions can thus range over the same
set of individuals. But in (25b), when every other boy appears in the following
sentence, other must be interpreted with respect to the global context, so the
only interpretation is one in which the there are two distinct groups of boys, one
which coughed and one which laughed.

(23) One boy coughed. Another boy laughed.

(24) a. When an American sees another American, they say hi.
b. ? When an American goes to Paris, they take a lot of pictures. When

another American goes to Paris, they go to the Louvre.

(25) a. Every boy told every other boy that he would win.
b. ? Every boy coughed. Every other boy laughed.
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4.3 Local Contexts for Iconicity

Parallels with the English examples in (24a) and (25a) can help us understand
the ASL examples in (20) and (21). As discussed in Sect. 2.2, we have been
assuming a rather weak iconic inference—namely, that the use of two loci entails
that there are two distinct individuals. By analogy with the English examples, it
is clear that this is satisfied in the local contexts for both of the ASL sentences.

On the other hand, because this iconic inference is so weak, it is impossible to
dissociate it from inferences that already arise from (20) and (21). Specifically,
the existence of two distinct individuals is already strongly implicated by (20)
and is entailed by the word other in (21), independent of the use of loci.

In order to isolate the contribution of the iconic inference, and its modulation
by the local context, we can thus consider new examples in which the use of two
indefinites does not independently implicate the existence of two individuals.
The sentences in (26) provide one such example, in which the signer is explaining
the rules of a card game. In (26a), the same locus is used twice; in (26b), two
distinct loci are used. In both (26a) and (26b), the values of someone range
over the set of all individuals; the use of space thus does not introduce any global
constraints on the interpretation of these pronouns. However, within the local
context introduced by the conditional if, there is an iconic inference. When two
distinct locations in space are used, the two discourse referents must be distinct.
In (26a), the person who loses may or may not be the person who drew the card;
in contrast, (26b) entails that the person who loses is not the person who drew
the card. Iconic inferences thus exist, but they, like the presupposition of other,
are evaluated with respect to the local context.

(26) Context: Explaining the rules of a card game
a. if someone-a draw ix snake, someone-a lose.

‘If someone draws the snake card, someone loses.’
b. if someone-a draw ix snake, someone-b lose

‘If someone draws the snake card, someone else loses.’

Finally, we note that [15] argues that, while it is not obligatory, there is
often a tendency to interpret iconicity with respect to the global context. Such
an inference may have a variety of effects, including a preference to avoid bound
pronouns under negative quantifiers when other strategies are available [9], or the
preference of some signers to interpret (21) as referring two groups of students,
analogous to the interpretation of (25b) [14].

5 Conclusion

Drawing on a number of sign language phenomena in which grammatical opera-
tions intersect with iconicity, I have argued that iconic representations are gov-
erned by a dynamic system that is order-sensitive and mediated by local contexts.
I have provided an explicit proposal in which descriptive and depictive mean-
ing are represented in parallel but interacting systems, which thread a growing
iconic representation through the discourse.
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Abstract. This paper argues for the importance of addressee position
in the annotation and analysis of co-speech gesture. In the case of deic-
tic (e.g. Kita 2003) and ‘interactive’ gestures (e.g. Bavelas et al. 1992),
gesture position relative to both interlocutors is recognized as a primary
component of the gesture’s meaning. I argue that the attention granted
to gesture position in these special cases should be extended to gesture
description more generally. In order to implement this argument, I intro-
duce the ‘interaction space’, defined as the physical space between the
speaker and their primary addressee. The meaning of a gesture’s posi-
tion, and its contribution to discourse management, is then described
relative to this shared interaction space, rather than the speaker-centred
‘personal gesture space’ used more traditionally in gesture analysis.

Keywords: Co-speech gesture · Discourse structure · Deixis

1 Introduction

When we speak, we move, and as we move, we consider the affordances permitted
by the space around us. We know how far we have to extend our arm to grab a
glass of water on the table in front of us, the hand shape we would use to pick
it up, and how energetically we can gesture without knocking the glass over.

When in a dialogue with a co-present interlocutor, we also consider the affor-
dances granted to them, and how they may align or not with our own spatial per-
ception. This is most clearly demonstrated in “deictic” gestures, such as point-
ing to an object to incite joint attention [23]. However, speakers are attuned to
their interlocutor’s affordances throughout co-present communication, not just
in moments of overt spatial reference to an object. This paper argues that all
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communicative gestures are made relative to the position of both the speaker and
their addressee(s), where ‘communicative gesture’ means any movement of the
head, face, body or hands that conveys meaning in concert with the accompa-
nying speech. This entails that understanding a gesture’s function and meaning
requires consideration of both interlocutors’ positions. To systematically encode
and discuss this spatial information, I introduce the interaction space, a space
between interlocutors used to organize and manage discourse.

The interaction space is defined in full in Sect. 2. The discussion of how
speakers use the interaction space is then divided into two sections. First, I
discuss the physical delineation of the interaction space and how speakers use
bodily orientation to regulate engagement with different interlocutors (Sect. 3).
I then turn to the internal structure of the interaction space, and discuss how
it is organized in relation to both interlocutors (Sect. 4). Section 5 concludes
with suggestions for implementing the proposed system and directions for future
research.

2 Position and Orientation in Gesture Studies

The position of gesture, when it is described at all, is largely described relative
to the speaker’s body only, as demonstrated by the predominance of McNeill’s
gesture space [27,29] in the gesture literature. This traditional personal gesture
space is roughly a cube in front of the speaker’s chest. It is primarily this per-
sonal gesture space that is used in proposed annotation schemes, especially those
designed for computer modelling [22].

The importance of considering mutual space when analyzing gesture is rec-
ognized for specific ‘types’ of gesture, namely ‘deictic’ gestures (e.g. pointing)
used to incite joint attention, and ‘interactive’ gestures used to manage the social
interaction [1,23]. Recognition of the importance of mutual space to gesture more
broadly is limited, but includes Sweetser and Sizemore’s work on ‘interpersonal
space’ [44] and Kendon’s work on ‘use space’ [21]. However, these discussions
have yet to make it into common practice in either gesture analysis or annota-
tion. The increasingly popular view of gesture as fundamentally multifunctional
makes this even more problematic, as we begin to understand every gesture as
having deictic and interactive components [25,43]. To remedy this, I argue that
an ‘interaction space’ must be routinely included in gesture analysis.1

The interaction space, as defined here, consists of all space in between inter-
locutors along the ‘speaker-hearer line’ [44,45], at approximately the width and
height of the individual’s personal gesture spaces.2 This is depicted in Fig. 1.
Unlike Sweetser & Sizemore’s ‘interpersonal space’, which is only the space

1 The term ‘interaction space’ is chosen intentionally, as it appears informally in discus-
sions of spatial meaning in gesture, but, to my knowledge, has yet to be formalized.

2 Just as the size of the personal gesture space varies across individuals and speech
communities [8,20,27], so might the size of the interaction space. The interaction
space should be considered to scale up or down in accordance with the participants’
personal gesture spaces.
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in between the interlocutors’ personal gesture spaces, the proposed interaction
space subsumes both the interpersonal space and the individuals’ personal ges-
ture spaces. The dimensions and management of the interaction space are also
influenced by the particular affordances of the physical space in which the dis-
course is taking place. For example, a desk between interlocutors may effectively
raise the lower limit of the interaction space.

Fig. 1. Gesture space

With this proposal, I do not mean to abandon the more traditional per-
sonal gesture space. Instead, I advocate for an understanding of gesture meaning
such that the position of a gesture can convey meaning, often simultaneously, in
relation to both the speaker’s personal space and the shared interaction space.
However, the meaning conveyed is different. Under this proposal, only the inter-
action space is used for discourse management; gesture position relative to a
speaker’s personal gesture space does not convey interactive meaning, and is not
used to manage a discourse’s structure. Following from this, I argue that where
interactive meaning and discourse structure are the main focus of study, gesture
position should be described and analyzed relative to the interaction space.

The interaction space is used to convey interactive meaning and manage
discourse structure in two ways. First, speakers can manage their engagement
with an interaction space. By orienting their heads, gaze, body, and manual
gestures toward an interlocutor, speakers engage with the interaction space, and
signal the start or continuation of a discourse. By moving or turning away from
an interlocutor, speakers disengage from the interaction space, signalling a desire
to discontinue the present discourse. This form of management via the interaction
space is discussed in Sect. 3. Second, the participants of a given interaction space
can perform actions on the contents of an interaction space by introducing,
locating, and removing physical and virtual objects that are under discussion.
This form of management is discussed in Sect. 4.

Formally, I define the interaction space as a tuple consisting of participants,
who delineate the physical boundaries of the interaction space, content, physical
and virtual objects within the interaction which pertain to the discourse, and
management, the actions participants perform on the content. Every discourse
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move by a participant (roughly each utterance and distinct gesture sequence)
corresponds to a distinct state of the interaction space (ISt). Each state is spec-
ified for participants and their roles (speaker or addressee), contents (active
discourse topics and referents), and the action that the speaker performs on the
contents via gesture. Below is a proposed formal representation of an interaction
space state t.

(1) ISt =

⎧
⎨

⎩

Participants : Speaker, Addressee
Content : Topics
Management : Action

I will only use the full interaction space representation when discussing dis-
course content management in Sect. 4. Until then, I will focus primarily on inter-
action space participants.

2.1 Multiparty Interaction and Television

In an idealized face-to-face interaction with exactly two participants, the pro-
posed interaction space is relatively straightforward. However, actual communi-
cation rarely occurs under such neat conditions. We are frequently attending to
multiple social, physical, and cognitive tasks at once [31]. We shift our atten-
tion between friends at dinner, juggle attending to our pet, distracted child, and
partner every morning, and never quite finish our phone call by the time we get
to the counter or board the bus. In all of these cases, it is not enough to simply
say that there is an interaction space between interlocutors which is maintained
and managed throughout a discourse. We need systematic ways to account for
distractions, digressions, and multitasking. We need clear mechanisms for the
creation, activation, and closing of these spaces, and for that we can look to the
study of proxemics – how body position and orientation mediates social interac-
tion [11,13,14,19,21]. Following this tradition, I argue that an interaction space
is created and maintained when a speaker orients their head and body toward an
interlocutor, their primary addressee at the time of speaking. When a speaker
turns away from an interlocutor, breaking the speaker-hearer line, they are dis-
engaging from that particular interaction space, either temporarily to attend to
another interaction, or permanently to end the interaction.

To account for the complexities of multiparty interaction, I suggest that
multiple interaction spaces can be ‘open’ at any given time, so long as each open
interaction space has an existing discourse structure that can be referred to and
added to by the interlocutors maintaining the space.

All data in this study comes from interviews between a talk show host and at
least one guest on a television set with a live audience.3 This means that there

3 With the exception of the final example, all data comes from UCLA’s television news
archive, accessed in collaboration with the Red Hen Lab. For these examples, corpus
file names are given. The final example was found serendipitously, and a youtube
link is provided.
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is always, at least, two open interaction spaces: a space between the interviewer
and interviewee, and a space between the speaker and the live audience. Both of
these spaces are considered open and active throughout the interview since the
behavior of the speaker is observable by all co-present interlocutors. However, in
most cases only one interaction space is in focus. This is the space in which the
speaker is actively managing a discourse, by acting on topics in the interaction
space between them and their primary addressee. We will consider interaction
spaces to exist only between pairs of interlocutors. When it appears that a
speaker is dividing their attention across multiple spaces at once, we will consider
both spaces to be in focus.4

3 Interaction Spaces in Focus

In complex multiparty interactions, such as those discussed in this paper, speak-
ers must navigate a set of distinct, often partially overlapping, interaction spaces.
As shown in previous work, this is primarily done through the orientation of the
speaker’s body, head, and gaze [4,18]. When a speaker is oriented toward an
addressee, they are considered engaged in the interaction space between them-
selves and that particular addressee. It is this interaction space that is in focus,
and the discourse encoded in this space that is being managed.

In the remainder of this section I discuss three examples in which communica-
tion either succeeds or fails based on the speaker’s capacity to orient themselves
toward the appropriate interlocutor. In the first example, the speaker switches
between interaction spaces of co-present interlocutors – the interviewer and the
live audience. In the following two examples, the speaker attempts to create an
interaction space between themselves and an imagined interlocutor, but only suc-
ceeds in doing so when they carefully avoid engaging in another open interaction
space.

For each example, I introduce the participants and basic discourse context,
including a list of open interaction spaces. I then provide screen shots of relevant
gesture sequences and a co-indexed transcript.

3.1 Co-present Participants and Space Shifting

Perhaps the most straightforward navigation of multiple interaction spaces can
be seen when a speaker pauses a discourse in order to engage in another interac-
tion. This first example comes from an interview between the American talk show

4 There is a helpful analogy to be made between this navigation of interaction spaces
and Mental Spaces theory [9]. Each mental space, roughly the state of a possible
world at a particular time, contains distinct information which can be negotiated
and added to independently of other spaces. Using this analogy to understand the
creation and maintenance of interaction spaces has the added benefit of aligning
with a growing body of gesture literature integrating the concept of mental spaces
with gesture interpretation [35,39,42].
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host Stephen Colbert and American comedian Kathy Griffin.5 Griffin is telling
Colbert about how she successfully promoted her own show when professional
promoters refused to work with her. The audience cheers for her success, at which
point she turns to address them directly, thanking them for their applause. There
are thus two interaction spaces open to Griffin, one between her and Colbert,
and one between her and the studio audience.

(2) Spaces available to Griffin in discourse excerpt (3):
IS1 = Participants: GriffinS, ColbertA
IS2 = Participants: GriffinS, AudienceA

Now consider Griffin’s movements between these spaces, as given in Fig. 2.
From Griffin’s head and gaze orientation, we can see that she is engaged in IS1
(Griffin & Colbert) in frames A-B, E, and G; and IS2 (Griffin & audience) in
C-D. In frame F, Griffin appears to not be actively engaged in any space, as she
looks up and leans her head away from both open interaction spaces.

Fig. 2. Frames depicting the interaction between Kathy Griffin and Stephen Colbert,
corresponding to the transcript in (3).

These shifts in orientation align directly with two significant changes in the
discourse structure. A transcript of this discourse excerpt is provided in (3). To
the left of each line is a letter corresponding to the relevant frame in Fig. 2.

5 File name: 2018-12-08 0735 US KCBS The Late Show With Stephen Colbert.
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To the right of each line, the open interaction spaces are given (IS1, IS2), with
the focused interaction space underlined.

(3) A Griffin: so um I had everyone in Hollywood saying [IS1, IS2]
you can’t sell any tickets

B Griffin: and I sold out Carnegie Hall in less than 24 [IS1, IS2]
hours

C Griffin: Thank you [IS1, IS2]
D Griffin: Thank you [IS1, IS2]
E Griffin: [laughs] [IS1, IS2]
(off screen) Colbert: I never sold out Carnegie hall
(off screen) Griffin: I sold it out five times
F Griffin: Anyway um [IS1, IS2]
G Griffin: so... so then I decided to promote my own [IS1, IS2]

shows

Lines A-B are a part of the main discourse, the interview. Each of the two
lines expresses a step in the story she is telling about promoting her own shows,
and is accompanied by a distinct gesture. First, Griffin performs a two-handed
palm down gesture signalling the exhausitivity (“everyone in Hollywood”, “any
tickets”) and negation (“can’t sell”) that is co-expressed in the aligned speech
(ex. 3, line A).6 Next, Griffin performs a facial gesture consisting of a smirk and
eyebrow raise, aligning with the story’s ‘punch line’ (ex. 3, line B).

Griffin’s first shift away from the main interaction space between her and
Colbert coincides with a digression from the main discourse. Her reorientation
toward the audience contributes to maintaining a coherent discourse structure
in two ways. First, Griffin’s reorientation toward the audience disambiguates the
deictic pronoun “you” in lines C-D – because of her orientation, we know which
interaction space is in focus and that her primary addressee is the audience, not
Colbert. Second, the expressions of gratitude are not a part of the story she
is telling, this is also disambiguated by her disengagement from the interaction
space in which her main storytelling takes place.

Griffin then momentarily returns to the interaction space she shares with
Colbert, at which point Colbert begins another digression from the main dis-
course with an aside about his relative lack of success selling out Carnegie Hall.
To recover from this second digression, Griffin disengages from the interaction
space once more, while using the discourse marker “anyway” to co-express the
end of the digression in speech [34]. When Griffin finally returns to her story, she

6 See discussions of formally and functionally similar gestures in the work of Harrison
and Kendon [15,20].
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also fully reengages with the interaction space between her and Colbert by reori-
enting her head, body and gaze toward Colbert and performing a presentational
gesture with open upturned hands, as if to present an object for inspection.7

3.2 Imagined Participants and Space Creation

Things get even more interesting when imagined participants are introduced. In
this section I will discuss two examples of speakers addressing an imagined inter-
locutor, one which succeeds rhetorically, and one which results in a derailment
of the discourse. I show that the relative success or failure of these performances
is dependent on the speaker’s ability to navigate existing interaction spaces and
to create new temporary spaces.8

In the first example, American actor Lin-Manuel Miranda is telling his inter-
viewer, Stephen Colbert, about a Twitter habit he has, tweeting “goodnight”,
and the misunderstandings that have resulted from it.9 In this humorous clip,
Miranda pretends to engage directly with his Twitter followers, trying to explain
the confusion (he’s not actually going to bed when he logs off of Twitter). As
in the previous example, there are two open interaction spaces, one between
Miranda and Colbert (IS1), and one between him and the audience (IS2).
Miranda then creates a third interaction space (IS3) between and above these
two, in which he can unambiguously address his imagined interlocutors. This is
summarized in (4).

(4) Spaces available to Miranda in discourse excerpt (5):
IS1 = Participants: MirandaS, ColbertA
IS2 = Participants: MirandaS, AudienceA
IS3 = Participants: MirandaS, Twitter followersA

Now consider how Miranda reorients himself to each of these three spaces
in Fig. 3. In frames A and B, Miranda is oriented toward Colbert with both his
gaze and body (IS1). In frame C, he then widens the two-handed open palm
gesture he was holding and turns toward the audience (IS2). Still holding the
two-handed gesture, Miranda then looks up to a space that is between and above
Colbert and the audience, thus creating a third space in which to interact with
his imagined Twitter followers (IS3). Finally, in frame E, Miranda returns to the
interaction space between him and Colbert to continue his explanation (IS1).

7 See the work of Müller for extensive discussion of the pervasiveness of so-called ‘palm
up open hand’ presentational gestures in language [30].

8 Similar imagined space creation has been described in the enactment of quotation
in narrative discourse [40,41,44].

9 File name: 2018-11-23 0735 US KCBS The Late Show With Stephen Colbert.
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Fig. 3. Frames depicting Miranda shifting between real and imagined interaction
spaces, corresponding to the transcript in (5).

As before, a transcript of this discourse excerpt is provided in (5). To the left
of each line is a letter corresponding to the relevant frame in Fig. 3. To the right
of each line, the open interaction spaces are given (IS1, IS2, and sometimes IS3),
with the focused interaction space underlined. Because IS3 is a created space
delineated by Miranda and an imaginary interlocutor, it is not considered ‘open’
unless Miranda is actively maintaining the space.

(5) A Miranda: everyone thinks I’m literally going to bed [IS1, IS2]
B Miranda: I’m not [IS1, IS2]
C Miranda: I’m just saying goodnight to you to be polite [IS1, IS2]
D Miranda: because I like you and I like the time [IS1, IS2, IS3]

we’ve shared on twitter
E Miranda: um anyway [IS1, IS2]

As in the example with Kathy Griffin, Miranda’s reorientation to different
interaction spaces helps to disambiguate his use of the deictic pronoun “you”.
As he shifts from his interaction space with Colbert to the interaction space
with the audience, he also shifts his discourse style from one of explanation to
a kind of direct appeal. Miranda returns to the interaction space with Colbert
only when he is ready to continue the main discourse, co-expressing the end of
the digression in the accompanying speech with the discourse marker “anyway”
(ex. 5, line E).

To successfully create the third interaction space, Miranda had to first con-
sider the locations of his co-present interlocutors and then reorient toward an
unambiguously ‘unclaimed’ space. The next example clearly demonstrates the
misunderstandings that can arise when such considerations are not made.

This example is from an interview between English talk show host James
Corden (now living in America) and American politician Hilary Clinton, and
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her daughter, Chelsea Clinton.10 In this interaction, we are primarily concerned
with Hilary Clinton’s attempts to shift between real and imagined interaction
spaces. As before, there is an interaction space between Clinton and her inter-
viewer (IS1) and Clinton and the audience (IS2). There is also a space between
her and the other interviewee, her daughter (IS3). Corden sets the discourse
topic by asking Clinton what it was like to be on stage with Donald Trump dur-
ing the presidential debates. In this particular excerpt, Hilary Clinton describes
how Trump would sometimes hover behind her, and how she wished she had
confronted him about this unacceptable behavior. As she enacts this imagined
encounter, she attempts to open a fourth interaction space between her and an
imaginary Trump (IS4).

(6) Spaces available to Clinton in discourse excerpt (7):
IS1 = Participants: ClintonS, CordenA

IS2 = Participants: ClintonS, AudienceA
IS3 = Participants: ClintonS, DaughterA
(IS4 = Participants: ClintonS, TrumpA)

Unlike Miranda, Clinton fails to create the new interaction space. Instead,
she unintentionally puts the interaction space between her and her daughter into
focus. As depicted in Fig. 4, instead of orienting toward empty space to engage
with an imagined interlocutor, she turns her body, head, and gaze toward her
daughter. This results in a complete derailment of the discourse as Clinton’s
utterance is interpreted as an insult to her daughter. Her daughter then takes
the floor, as Clinton laughs off her mistake. Clinton remains disengaged from
the open interaction spaces as she recovers.

Fig. 4. Frames depicting Clinton shifting between interaction spaces

10 File name: 2019-11-06 0837 US KCBS The Late Late Show With James Corden.
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(7) A Clinton: It’s a difficult question, because y’know [IS1, IS2, IS3]
I thought

B Clinton: well maybe I should just turn on [IS1, IS2, IS3, IS4]
him and say back up you creep

C Clinton: umm [IS1, IS2, IS3]
C Daughter: why is she looking at me [IS1, IS2, IS3]
D Daughter: you coulda done that to James. C’mon [IS1, IS2, IS3]

Chelsea Clinton’s orientation shift in frames C and D are also worth mention.
In C, she turns and looks directly at the audience to express her dismay. She
had not been active in the discourse, and so perhaps assumes the audience to be
most sympathetic. She then turns, looks at James, and reaches toward him with
an open upturned hand as she says “you coulda done that to James”. This, in a
way, is also a failed navigation of the open interaction spaces because the “you”
she is referring to is not her gestural addressee, but her mother.

These two examples demonstrate that the locations of all participants are
relevant to gesture interpretation and management in multiparty interactions,
even when a participant is not the primary addressee.

4 Managing Spaces

So far, we have seen how speakers structure discourse by engaging and disengag-
ing with different interaction spaces. However, each individual interaction space
is also subject to management. In this section, I discuss the ways in which speak-
ers introduce, organize, and dismiss discourse topics by acting upon physical and
virtual objects within the interaction space.

In this work I only consider a small set of possible management actions:
PRESENT, REFER, CONTRAST, and REMOVE. The PRESENT action adds
a new topic to the interaction space, either in the form of a physical object being
discussed, or a metaphoric object located in the space via abstract deixis [28].
The REFER action picks out a topic already present in the interaction space.
The CONTRAST action differentiates two topics through physical separation.
The REMOVE action ends a discourse topic by removing it from the interaction
space.

I’ll begin with a relatively simple example in which the discourse topic being
managed is represented by an actual physical object in the interaction space.
In this example, the two interlocutors, American actor Natalie Portman and
American talk show host Stephen Colbert, are discussing a particular tweet that
Colbert has printed out on a physical card.11 Screenshots depicting two types of
management actions are given in Fig. 5.

11 File name: 2018-09-04 0635 US KCBS The Late Show With Stephen Colbert.txt.
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Fig. 5. Manipulating physical objects in the interaction space

In frame A, Portman is asking Colbert for more information about the tweet
under discussion, in particular whether the author of the tweet wished her happy
birthday (8).

(8) A Portman: Did he say happy birthday?

Though the utterance requests information about the immediate topic under
discussion, the manual gesture, a flat handed point toward the tweet, simply
refers to the topic. This gestural discourse move is formally represented in (9).
For this particular discourse move, Portman is indexed as Speaker (S), and
Colbert as Addressee (A); the content of the interaction space, for simplicity,
consists only of the active discourse topic, represented by a physical object on
the desk (the printed tweet); the management performed by Portman on the
content of the interaction space is a REFER action.

(9) ISA =

⎧
⎨

⎩

Participants : PortmanS, ColbertA
Content : Tweet
Management : REFERTweet

In frame B, Colbert decides to close the topic of the tweet and move on with
the interview. In speech, the topic dismissal is signalled by the discourse marker
“anyway”. The topic dismissal is co-expressed gesturally as Colbert physically
removes the printed tweet from the interaction space and places it beneath his
desk.

(10) B Colbert: Anyway, congrat... happy birthday, happy birthday. Good
to see you again.

In this discourse move, formally represented in (11), the roles are reversed,
Portman is indexed as addressee, and Colbert as speaker. The content of the
space being acted upon is still the tweet. The discourse management enacted
by Colbert is the physical removal of this content from the interaction space,
a REMOVE action. In subsequent states of the interaction space, the tweet
would no longer appear in the interaction space’s content, unless the topic was
reintroduced via a PRESENT action.
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(11) ISB =

⎧
⎨

⎩

Participants : PortmanA, ColbertS
Content : Tweet
Management : REMOV ETweet

4.1 Introducing and Dismissing Virtual Objects

In studies of interactive and discourse management gestures, recurrent gesture
patterns have been identified for performing both topic introduction and topic
dismissal. In topic introduction, speakers frequently raise an up turned open
hand toward their interlocutor, as if to present an object for inspection [1,30].
In topic dismissal, speakers frequently perform so-called ‘away’ gestures [2,3,
10,46]. Bressem, Müller and colleagues describe this latter family of gestures
as motivated by an action schema of moving unwanted objects away from the
body. Crucially, when these gestures are used for topic dismissal, I argue that
the movement being enacted is not just movement away from the speaker’s body,
but movement away from the entire interaction space. This is demonstrated with
manipulation of a physical object in the previous example, and a virtual object
in the following example.

This example comes from an interview between Colbert and Irish actor
Andrew Scott in which Scott is excitedly talking about how long he’s willing
to watch and act in a play.12 Screenshots of the relevant management gestures
are provided in Fig. 6, and the corresponding transcript is given in (12).

Fig. 6. Frames depicting topic introduction and dismissal, corresponding to the tran-
script given in (12).

The discourse excerpt begins with Scott presenting an “idea” to Colbert.
At the point of topic introduction, Scott is fully engaged with the interaction
space between him and Colbert, with his body, head, and gaze all oriented
toward Colbert. He then continues to gesture about this idea, including with
a metaphoric gesture of “cutting” in frame B. Scott then grows self-conscious
12 File name: 2018-10-04 0635 US KCBS The Late Show With Stephen Colbert.
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of his own excitement and stops himself. He stops gesturing (frame C), and
then performs an ‘away’ gesture, moving his right hand in a large arc beginning
in the center of the interaction space and moving outward (frame D). Even
though the result of the away gesture sequence is Scott’s disengagement with the
interaction space, the gesture originates from his interaction with Colbert, and is
thus assessed relative to that space. After performing this topic dismissal, Scott
remains relatively disengaged, looking down (frame E), and then briefly engages
with the audience via gaze and head orientation (frame F) before eventually
being coaxed back into the interview by Colbert.

(12) A Scott: so the idea is [IS1, IS2]
B Scott: don’t cut it down just make it four hours of [IS1, IS2]

really exciting
C Scott: um play...plays [IS1, IS2]
D Scott: anyway I’ll stop [IS1, IS2]
E Scott: talking [IS1, IS2]
F Scott: Shakespeare [IS1, IS2]

The “idea” to be discussed is introduced to the interaction space by Scott
on an upturned open hand. Unlike in the previous example where the discourse
topic was represented by a physical object, this topic is virtual. The formal
representation of the topic presentation, given in (13), is the same as it would
be if there were a physical object introduced.

(13) IS1A =

⎧
⎨

⎩

Participants : ScottS, ColbertA
Content : Shakespeare plays
Management : PRESENTShakespeare plays

Just like with the physical object, the virtual object introduced into the
interaction space by Scott can be subsequently referred to, manipulated, and
removed by either participant. Because Scott introduces and dismisses the topic
within a single conversational turn, he is the only interlocutor actually perform-
ing management actions on this particular topic. The final action he performs
on the virtual object is, of course, the removal gesture depicted in frame D, and
formally represented in (14).

(14) IS1D =

⎧
⎨

⎩

Participants : ScottS, ColbertA
Content : Shakespeare plays
Management : REMOV EShakespeare plays

In both discourse moves formally represented, it is necessary to assess the
action relative to the interaction space between Colbert and Scott. Scott intro-
duces the topic to be discussed in his discourse with Colbert, and then decides
to end the topic. Analysing these gestures as pertaining to the same discourse,
requires that they are analyzed relative to the particular interaction space where
the discourse is being managed, rather than Scott’s personal gesture space which
can be used to interact with distinct interaction spaces and distinct discourses,
as discussed in Sect. 3.
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4.2 Topic Organization

The final example shows how addressee position is relevant for the interpreta-
tion of the spatial organization of multiple discourse topics within an interac-
tion space. Previous literature has shown that virtual topics can be spatially
organized according to temporal, causal, and contrastive relations. For example,
events are frequently represented along a virtual left-to-right timeline13 in front
of the interlocutor [5], and contrasting topics are frequently presented in different
regions of the speaker’s gesture space to metaphorically convey conceptual dif-
ferences [16,17]. However, these discussions rarely consider spatial organization
relative to the addressee.

In this discourse excerpt, comedian Trevor Noah (from South Africa, cur-
rently residing in the US) is answering a question from an audience member
about the possibility of reparations in America.14 Noah disagrees with the audi-
ence member’s stance, but must present his argument in such a way as to not
alienate the audience member. To accomplish this, Noah spatially separates top-
ics in the interaction space in order to metaphorically differentiate the argument
he is making from that of the audience member. The main topic under discus-
sion, reparations for Black Americans, and subtopics therein, are intentionally
positioned away from his addressee, whereas the topics that the addressee is
referring to, namely discrimination by class, are located relatively close to the
addressee (Fig. 7).

Fig. 7. Frames depicting spatial separation of discourse topics, corresponding to the
transcript in (15)

(15) A Noah: to your question, I think you have to understand what the
word reparations means first so reparations, you are repairing
something that you have broken, you are paying for some-
thing that you were supposed to pay for.

B Noah: I’m not saying there aren’t people living in America today
who aren’t suffering.

C Noah: But reparations is a specific conversation about a specific
time in America, and that is Black people were slaves.

13 The direction of the virtual timeline is subject to contextual and cultural variation.
See work by Casasanto & Jasmin for variation within English, and Núñez & Sweetser
for cross-linguistic variation [6,32].

14 Available online: https://www.youtube.com/watch?v=Jpg o0Gk6wg.

https://www.youtube.com/watch?v=Jpg_o0Gk6wg
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To begin his argumentation, Noah refers in both speech and gesture to the
discourse topic the audience member presented. Though the audience member
does not have direct physical access to the interaction space due to distance from
the stage, Noah cooperates by showing that the topic introduced is within the
interaction space. This is done through a two-handed referring gesture in which
his right hand delineates a region of space on his desk, and his left hand performs
and open-hand point toward the same location (frame A). This management
action is formally represented in (16).

(16) IS1A =

⎧
⎨

⎩

Participants : NoahS, Audience MemberA
Content : Reparations
Management : REFERReparations

However, Noah is now tasked with differentiating class suffering from the
racial discrimination for which reparations are actually owed. The first step he
takes is to clarify that what the audience member is actually talking about is
injustices endured by lower and working classes in America. He does this by
acknowledging sufferring in America, presenting this reframing of the issue by
changing his hand shape, but referring to the same position in the center of the
interaction space (frame B).

(17) IS1B =

⎧
⎨

⎩

Participants : NoahS, Audience MemberA
Content : Reparations, Class Suffering
Management : PRESENTClass.Suffering

Having acknowledged and reframed the point made by the audience member,
Noah then moves onto his own argument. For this he introduces the actual
intended topic, reparations owed to Black Americans by the US government.
For this topic introduction, Noah performs a containment gesture, with open
hands facing toward each other as if to place an object on the table (frame C).
This gesture sequence performs two management actions, as represented in (18).
First, it PRESENTS a topic by indicating a new position in the interaction
space. Second, it CONTRASTS this topic with the previous through spatial
distancing. Noah reinforces this CONTRAST move by leaning away from the
previous topic (frames B-C). Despite leaning and gesturing toward the periphery
of the interaction space, Noah maintains engagement by orienting his head and
gaze toward the audience member.

(18) IS1C =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Participants : NoahS, Audience MemberA
Content : Reparations, Class suffering ,

Black Americans
Management : PRESENTB.Am.,

CONTRASTB.Am&Class.Suff,

The conceptual contrast signaled by the spatial separations of topics in the
interaction space cannot be fully appreciated without also considering the rel-
ative distance of each topic from the addressee. Noah’s topic of reparations for
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Black Americans is located to the far left of the interaction space not only to con-
trast it with a previously mentioned topic, but to contrast it with the argument
made specifically by the addressee.

5 Discussion

In this paper, I have looked at ways in which gesture is used in discourse and
interaction management. In particular, I discussed the ways in which physical
orientation determines the speaker’s primary addressee, and thus the discourse
being contributed to. I also explored the ways in which speakers manage the
topics of a discourse by manipulating physical and virtual objects. Crucially,
however, these discussions centered around a mutual interaction space rather
than a personal gesture space. For all cases, the contribution of the gestural
behavior could not be appropriately analysed without considering the positions
of both the speaker and their primary addressee. Analysing gesture position in
this way helps us better understand the contribution gesture makes to discourse
management, and how certain discourse structural moves, such as digressions
and distractions, are signalled.

In fields of technology, including virtual reality [33], robotics [38], and human-
computer interaction [36,37], acknowledging communication as a fully embodied
and multimodal system has gained popularity. However, the results of imple-
menting such theoretical developments will only ever be as good as our under-
standing of embodied multimodal communication in face-to-face human interac-
tion. The field of linguistics is uniquely positioned to developing formal theories
of multimodal communication, and it is to linguistics that we should turn for
appropriate models that can then be applied to technological development. The
work presented here on the recognition and formalization of the interaction space
contributes to this endeavor.

In terms of integrating the interaction space into annotation methodology, I
have two specific, straightforward proposals. First, in all interactions with more
than two participants, every utterance should be encoded for the interaction
space in focus. Second, research concerning interactive or discourse structural
meaning in particular should consistently describe gesture position relative to
the interaction space, rather than the personal gesture space. Both of these
can be accomplished by adding annotation tiers to the researcher’s annotation
scheme, and neither should be particularly onerous.

There are three significant opportunities for further research. The first is
in regards to delineation of interaction spaces. In this paper, I have framed the
interaction space as always being delineated by two participants, the speaker and
primary addressee. However, in multiparty interactions where a single discourse
is being actively constructed by more than two participants, speakers can orient
themselves toward both addressees, creating, for example, a triangular or circular
space. It is unclear in these situations whether this reorientation is a compromise
between multiple two-party interaction spaces, or the creation of a single larger
interaction space.
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Secondly, the relationship between interaction space management and par-
ticular gesture forms needs to be further understood. In this paper I have made
some initial suggestions based both on existing literature and the data pre-
sented. In particular, I have shown that open palm gestures are associated with
PRESENT actions, used to introduce a topic to the interaction space, and that
‘away’ gestures are associated with REMOVE actions, used to dismiss topics
from the discourse.

Finally, the use of the interaction space can be used to inform existing and
developing models of gesture-speech integration. These models are being devel-
oped within many linguistic frameworks, including Cognitive Grammar [7], Func-
tional Discourse Grammar [24], Head-Driven Phrase Structure Grammar [26],
and Lexical Functional Grammar [12], all of which contribute to a more com-
plete picture of human communication. Before a truly complete picture can be
formed, in any framework, it is important that we have a thorough understand-
ing of both the speech and gestural components of communication. The present
work contributes a better understanding of the gestural component, specifically
how interactive and discourse structural meaning can be systematically assessed
in face-to-face interaction.
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Abstract. Autonomous machines are more and more capable of execut-
ing complex tasks with the support of intelligent algorithms, and they are
deploying rapidly at an unprecedented pace. In the meanwhile human-
machine teaming is promising to accomplish more and more challenging
tasks by integrating strengths and avoiding weaknesses from both sides.
However, due to imperfections from both human and machine sides and
their interactions, potential safety issues should be considered in advance
so that researchers and engineers could prevent or tackle those issues
with preparation and make the human-machine system safer and more
successful. In this paper, we proposed a framework under the context
of human-machine (algorithm) collaboration, and we addressed possible
safety issues within and out of the human-machine system. We classi-
fied those safety issues into internal safety issues representing the safety
issues within the human-machine system and external safety issues repre-
senting safety issues out of the human-machine system to organizational
and societal levels. To tackle those safety issues, under this proposed
framework, we listed possible countermeasures according to the litera-
ture so that we could provide pedals to control the autonomous agents
and human-machine teaming and enable safer human- machine collabo-
ration in the future.

Keywords: Human-machine collaboration · Algorithm · Human
factors · Human-machine teaming

1 Introduction

Autonomous machines [46], such as robots [64] and autonomous vehicles [5], are
more and more capable of executing complex tasks with the support of intelli-
gent algorithms, such as Machine Learning (ML), Deep Learning (DL), Artifi-
cial Intelligence (AI), etc. In recent years, those machines have been deployed
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in different domains with great success, such as in transportation [4,32], health
care [66], manufacturing [23], etc. In the meanwhile, those AI systems are being
deployed at an unprecedentedly rapid pace in massive-scale production systems,
and they are generating impacts on millions or even billions of people [48].

Together with the machine, human-machine teaming is promising to accom-
plish more and more challenging tasks by integrating strengths from both sides
[63]. Great effort has been contributed and achievements have been done in var-
ious fields in human-machine collaboration [11], and the relationship between
human and autonomous machine has been evolved with the increasing level of
machine autonomy [20]. For example, in industrial application, the human-robot
relationship has been shifted from isolation through co-existence and coopera-
tion to collaboration [38]. It is believed human-machine collaboration would be
more prevalent in the future [49].

However, due to imperfections from both human and machine sides,
recent failures in human-machine collaboration have led to fatal accidents in
autonomous driving [9] and airplane autopilot [30]. Concerns and critiques have
been raised along with the rapid deployment of those machines as well about the
propensity to replicate, reinforce or amplify existing social biases [48]. Therefore,
potential safety issues should be considered in advance so that researchers and
engineers could prevent or tackle those issues with preparation [25]. The machine
element and human element should be systematically considered as a whole for
any AI safety plan [51].

In this paper, we are about to analyze potential safety issues in human-
machine collaboration, and we are about to propose a framework to analyze
potential risks within human-machine collaboration in Sect. 2, and list possible
countermeasures according to the literature in Sect. 3 followed by conclusions in
Sect. 4.

2 Framework of Safety Issues in Human-Machine
Collaboration

In this paper, the machine refers to “an intelligent system that can make deci-
sions in an autonomous and (partially or fully) independent manner, and the
machine’s autonomy is realized through AI, DL, or other algorithms” [46]. The
machine’s physical appearance could be in any form, such as a robot, a com-
puter, or some other type. The machine possesses different specialties realized
by the algorithm, and it is used to work with a human operator to tackle a/some
specific task(s).

In human-machine teaming, the workflow between human and machine could
be illustrated as in Fig. 1. For a given task, both human operator and machine
complete a mission together to achieve the goal of a task under a certain con-
text in a specific environment. In general, to achieve the goal of the task with
the machine, the human operator acts in a sequence composed of sensation,
perception, cognition, decision-making, and action [56]. In parallel, the machine
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Fig. 1. Illustration of work flow in a human-machine team

collects data from the human operator’s input and the task within its belong-
ing organization in its working environment and then autonomously executes its
pre-designed functions.

During this autonomous procedure, the machine is designed with a specific
objective that represents or partially represents the goal of the task, and it imple-
ments embedded algorithm(s) and generates output or actions. Both outputs
from human and machine fuse to accomplish the task. The outputs from human
and machine are fed back to each side as input for the sequential operations.
The interaction between human and machine is realized by the human-machine
interface [53] to transfer bilateral input and output.

In this human-machine system, there are different stakeholders involved (see
Fig. 2), including the human operator who operates the machine, the owner of
the machine (organization), the end-user/customers, and some other potential
subjects influenced by the system, and the public in the society [10]. The task
goal might represent the purpose of the organization which the human operator
and the machine work for, while the human operator has his/her value, attitude,
physical/mental status, experience, and preference during the task. In particu-
lar, the machine itself is shaped by its objective, its training data, its selected
method (algorithm or expressive model), and adjusted parameters [42]. There
are potential conflicting interests among those stakeholders, and those conflicts
might emerge among their representative parts in the system and the society, and
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unsolved potential conflicting interests might cause safety issues in the working
procedure of the human-machine system.

Fig. 2. Different parties involved in the human-machine system

Inspired by the definition of accidents in Amodei et al. (2016) [1], we define
safety issues in human-machine collaboration“ as unintended and harmful behav-
ior that may emerge from human-machine collaboration when we specify the
wrong objective function, are not careful about the learning process, or com-
mit other machine-learning-related and human-related implementation errors in
human-machine collaboration”.

In this illustrated simplified human-machine system, we have different risk
factors which might impair the function of human-machine collaboration, and we
classify them into internal safety risks and external safety risks [2]. The internal
safety risks are bounded within the human-machine system. They represent the
risks that human and machine together could not fulfill the task requirements
and might cause malfunctions or task failures even human and machine work
close with each other. In addition to that, the internal safety risks might also
include harms caused by either side of the system to the other side, and then fur-
ther result in fatal failures of human-machine collaboration. Internal risk factors
might be endogenous (human or machine element itself) or exogenous (interac-
tion with the other system elements) [2]. The external safety risk is regarded
as the risk caused by the human-machine system to the other entities out of
the human-machine system, and it mainly comes from the rapid spread of the
human-machine system.
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2.1 Internal Safety Issues

Machine Side Issues: In a human-machine system, internal risks can be caused
by the formulation of intelligent algorithms themselves [1]. First, each algorithm
has a specific objective pre-defined by its designer. The objective of the algorithm
might not be fully aligned with the task goal of the organization. Second, those
intelligent algorithms, are mainly developed in rich data-driven approaches, and
plenty of data are required to train the algorithm. In this approach, the per-
formance of the algorithm has a strong dependency on the training data. If the
training data quality is not good, potential bias and flaws would occur in the
output. Furthermore, when this algorithm is used in extrapolation, where the
input is out of the scope of the training data, potential error/failure might hap-
pen. In addition to that, the trained algorithm depends highly on the training
data which have already been limited by the data themselves, since the data
are collected under certain conditions. Those conditions might not be further
satisfied while handling newly generated data due to the changing context and
environment, and the algorithm could not further fit the new context and new
environment [21]. The sensitivity of the algorithm is also a vulnerable point in
the human-machine system [16].

The outcome (the accuracy) of the algorithm is statistical results and it has
a strong dependency on the selection of training data and test data within a
limited spatiotemporal scope. Therefore, the evaluation of the algorithm could
also be problematic. The algorithm’s overall performance depends on multiple
cases and only shows statistical results. However, for a single case, it is difficult to
judge if the machine (algorithm) functions well or not. Even the conditions could
be the same, the algorithm itself might be quite sensitive to noise, which would
cause the failure of the algorithm, even in simple classification tasks. However,
the human operator has no clue about when and how those errors might happen
[16]. The uncertainty of a single case might cause functional errors and further
hinder people from working together with the machine.

Human Side Issues: In the human-machine system, human is also a vulnerable
part and might cause the failure of the whole human-machine system. Different
human operators have different values, and those values might not be the same as
the designer of the algorithm or the goal of the task. Those different understand-
ing of the task goal might lead to maloperation of the machine. Even with the
same understanding of the task goal, the human operator is prone to subjective
preferences and various cognitive biases. Besides that, human operator is also
not a stable part in the system, and he/she could be easily influenced by emotion
[41], fatigue [36], stress [68], and so on. The instability of the human operator
could increase the difficulties within the communication between human and
machine, and further, impair the performance of the human-machine system.

Besides that, the human operator’s attitude towards the machine could also
impact the safety of the whole system. The attitude could be roughly classified
into acceptance of the machine [54] and the trust towards the machine [37]. The
former determines whether the human operator would like to take the machine
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as a teammate to work together, while the latter determines whether the human
operator could use the output of the machine without a doubt. Both are essen-
tial to the safety of the human-machine system. For example, in [39], people
who interact with AI can be roughly classified into Skeptics, interactors, and
Delegators, and each archetype is formed through long-term interaction with AI
and is influenced by personal traits and task traits.

In addition, the human-machine relationship is another determinant factor
for the safety of the human-machine system [63]. In general, the machine serves
the human operator in a subordinate position and provides recommendations or
suggestions to a human operator for further decision-making. However, with the
increasing power of AI, the relationship between human and machine could be
changed as well. If their positions were wrongly positioned in the organization,
potential safety risks might be raised [20].

Human-Machine Interaction Issues: In addition, the trained algorithm
itself might have a better performance than traditional machines, but the algo-
rithm itself is difficult to explain due to its “black box” feature. Therefore, unlike
traditional machines driven by automation techniques [37] which are mainly
analytically designed with high transparency, autonomous agents are prone to
unknown underlying causality mechanisms, unanalytical structure, and unex-
plainable procedure, which increases the risk of the human-machine system dra-
matically. The algorithm itself lacks transparency and explainability, and that
hinders effective collaboration between the human operator and the machine. In
general, it would cause loss of situation awareness during the work [40], overtrust
or distrust towards the machine [17], and sometimes even resistance to the col-
laboration [19].

Internal risks could also come from the ineffective communication between
human and machine. Productive human-machine collaboration requires effec-
tive communication between humans and machine. The first demand is mutual
understanding between human and machine, which means human needs to con-
struct appropriate mental model towards the machine, while the machine needs
to find proper ways to understand human. Although impressive progress has
already been achieved in the state of the art, mutual understanding is still dif-
ficult and far to reach. The second demand is effective interaction via different
manners. Multimodal methods have been developed to enrich human-machine
interaction, but the machine still cannot generalize those findings to provide
appropriate feedback under different contexts. Deficiencies in value alignment,
intention detection, bi-lateral communication hinder the advancement of human-
machine collaboration and meanwhile might result in different safety issues [40].

2.2 External Safety Issues

Since the duplication of “the machine” is easy, the autonomous agent could
be rapidly deployed in an organization or even across the world. The human-
machine system might gain more unexpected power due to the intelligence pos-
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sessed by the machine itself, such as autonomous weapons and algorithmic jus-
tice. Great potential safety risks might occur at organizational and societal levels
[29]. However, it is believed that at the society level “society lacks both clear
normative principles regarding how people should collaborate with algorithms
as well as empirical evidence about how people do collaborate with algorithms”
[18].

Organizational Perspective: Due to the conflicting interests and different val-
ues and goals held by different parties within the human-machine system, value
misalignment might occur within the human-machine team and the organization.
The value misalignment would cause deviations in human-machine teaming in
task accomplishment, and then further lead to failures in achieving the goal of
the organization. In addition, with the deployment of machines as teammates
within the organization, the relationship among people would be changed to the
relationship among agents including people and machines. This change brings
new connections and strengthens/weakens existing connections among agents,
and impacts the conventional working procedure within the organization. New
safety issues would emerge within the organization, especially when human does
not get used to the new role of the machine in their working life.

Societal Perspective: First, in a massive-scale deployed human-machine sys-
tem, the objective function of the algorithm usually has a very specific focus on
local purpose and neglects that the local optimization might not bring “global
optimal” of the whole society. The adverse impact might occur during the deploy-
ment of those human-machine teams at the societal level. Second, the machine
could be implemented under different situations where the algorithm might not
be sufficiently tested, and local implementation could also be risky. For exam-
ple, different countries and different organizations hold different values towards
the same task, such as moral ethics, etc., a largely deployed system might be
vulnerable to the changing context and environment. Third, due to the unex-
plainable nature of the autonomous algorithm and its large deployment, once
there were flaws within the system, serious consequences might be brought up
world-widely in a higher order of magnitude. Therefore, before implementing
intelligent machines on a large scale, their potential safety impact on society
should be audited and tested. Last but not least, the societal impact also includes
the new relationship between mankind and machine [46]. Those safety issues at
the societal level should also be considered before the deployment of AI systems.

3 Possible Countermeasures

As shown in Fig. 3, countermeasures to the safety issues in the human-machine
system should be considered systematically. In a down-top approach, those mea-
sures could be at the individual machine level, human operator level, interaction
level, organizational level, and societal level.
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Fig. 3. Possible countermeasures to increase the safety of the human-machine system

3.1 Machine Development

Algorithm Transparency and Explainability: The algorithm’s trans-
parency impacts the confidence and perceived reliability of the machine system
[62], which is crucial for human-machine teaming. To achieve high transparency,
twofold work should be merged. First, increase the explainability of the algo-
rithm itself [58] to support the transparency of the algorithm and to help the
human operator understand the underlying mechanism of the algorithm. During
algorithm design, the interpretability of the algorithm should be considered and
evaluated in advance to suppress the “black box” effect on the human operator.
Second, the transparency of the algorithm should be displayed appropriately
to enhance its interpretability. For example, Explainable AI (XAI) has already
been promoted by DRAPA [61] to support human-AI teaming [35], and Situ-
ation Awareness-based Agency Transparency has already been developed and
applied in human-machine teaming. Uncertainty quantification would also help
understand prediction system structure and defensibly quantify uncertainty, and
that could benefit the transparency of the algorithm [3].

Understanding Towards Human Operator - Intention Recognition:
Effective and safe human-machine collaboration requires that the machine is
capable of recognizing and “understanding” human operator’s activity and inten-
tion accurately [44]. Machine with intention recognition is capable of being aware
of the human operator’s intention, which enables pro-activeness, in cooperating
or promoting cooperation, and in pre-empting danger [43]. That could reduce the
need for classical direct human-machine interface and communication [57]. Inten-
tion recognition has already been performed with learning or using past experi-
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ence from a database of past interactions. Bayesian Network is often employed
to generate statistical evidence and tune the machine with new observations [43].

Algorithm Reliability: Reliability (or Robustness) of the algorithm is criti-
cal for the collaboration between human and machine. Similar to the security
attack to the Machine Learning Algorithm, in the real working environment,
data poisoning or wrong input, adversarial cases with noise, and model flaw
with incomplete or incorrect knowledge [16] would appear unintentionally, and
that might cause serious failures of the machine system. Therefore, to increase
the reliability of the algorithm, data sanitization, robust learning, and exten-
sive testing should be implemented [21]. Besides that, sufficient tests might be
another way to assess the reliability of the algorithm.

3.2 Human Status Evaluation and Decision Augmentation

Human Status Evaluation: Human-machine collaboration requires real-time
evaluation of human status [36] and then predicts the potential influence of
changing human status on human-machine system performance. With the devel-
opment of wearable devices, it is promising to use those devices to capture human
status in a real-time manner [59]. Some studies have already integrate human
fatigue model [14], acute stress [68], emotion [8] into human-machine system,
which enables the system to respond accordingly. Besides that, we should enrich
our scientific understanding of humans themselves, since it is the fundamental
knowledge of building up reliable computational models about humans.

Decision-Making Bias Mitigation: When working together with an algo-
rithm, human operators struggles to interpret and effectively use algorithms. In
addition, the human operator often uses algorithms in unexpected and biased
ways [47]. Particularly, in decision-making, human operators are prone to differ-
ent types of cognitive biases [22], which might harm the collaboration between
human and machine. In contrast, a machine normally works in a rigid app-
roach and could make a decision in an analytical approach. Debiasing of human
decision-makers would improve the performance of the human-machine system.
Various researches have been conducted in the literature in decision-making debi-
asing [55], however, few studies have been conducted in the human-machine col-
laboration context. In human-machine teaming, the machine needs to detect
and/or recognize the decision-making bias and then select the most appropri-
ate and effective way to persuade the human operator to change his/her biased
decision into a rational one [28].

Human-Machine Collaboration Training: Safe human-machine collabora-
tion requires intensive training as well. With a machine as a teammate, per-
ceptual and procedural teaming changes. The way human operators perceive
and work with AI agents is fundamentally different from working with a human
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teammate. Therefore, different from classical human-human team training, the
human operator needs to be trained to recognize his/her role, to understand the
machine, and to interact with the machine properly [40]. It is worth noting that
the human’s mental model towards a machine evolves along with the working
procedure with the machine [34], and convergent stable human-machine collab-
oration might achieve after a long-term human’s adaptation to the machine.

3.3 Human-Machine Interaction

Human-Machine Interface: human-machine Interface is another key element
to ensure the safety of the human-machine system [65], and it evolves from a
control interface via a human-assisted interface, to a human-delegated system
and human supervised system. As the role of the human operator changes along
the level of automation, commands, and controls should be designed to fit the
requirements of different roles, as well as the information displayed on the inter-
face.

Multimodal Interaction: In a human-machine system, if the machine has a
high autonomous level, the role of the human operator shifts to monitoring the
status of the machine and acting intervention when necessary. In this procedure,
it is necessary to have multiple modular feedbacks to increase the human opera-
tor’s presence in the loop, so that the human operator can identify misbehavior
by the system and provide an accountable entity in case of the system misbe-
haves. In the literature on autonomous driving, different warning feedbacks have
been studied to enable effective take-over [67]. Those findings could also help the
other autonomous systems work together with human operator [60].

3.4 Organization Reconfiguration

It is worth noting that the human-machine system does not exist in a vacuum,
but deploys in a concrete organization. From an organizational perspective, it is
often unclear how the organization should collaborate with algorithm [18]. “Poor
partnership between people and automation will become increasingly costly and
catastrophic” [33].

Dynamic and Adaptive Human-Machine Task Allocation: Due to the
dynamic nature of work and the increasing capabilities of the machine, human-
machine task allocation is essential to the safety of the system as well [24].
Incorrect task allocation would cause deficiencies on both sides and cause more
workload and risks to the task. From the organizational perspective, it should
be decided when and how human and machine collaborate to accomplish which
part of the task. Dynamic adaptive task allocation would consider the strengths
and weaknesses of both sides and enable more effective collaboration between
human and machine [26].
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Authority and Accountability Allocation: The determinant factor of the
relationship in the human-machine system is authority and accountability allo-
cation [63]. Currently, due to the limited capabilities of the machine, human
and machine often work in a supervisor-subordinate relationship. However, in
a broad view, invisible algorithms invade our work and life and govern labor,
and human and machine could also work as partners or even people can work
for the machine. Those managerial policies in a human-machine relationship
would also bring up potential safety risks in human-machine collaboration [20].
To assign decision authority and accountability appropriately, human-machine
teaming design should be considered. Team member competencies could be one
approach to study the composition of a human-machine team [27].

3.5 Social Responsibility in Algorithm

Society-in-the-Loop: In the case of human-machine system works in a broad
function and a larger area, society-in-loop has been introduced by Rahwan into
AI algorithm design [45]. This is a shift from “human-in-the-loop”, and this
shift could embed values of the society into algorithm design and has a broad
implication on algorithm governance of societal outcomes.

Value Alignment: Moral value in AI is concerned most in recent studies, and
multi-objective reinforcement learning [50] and moral theories, such as utilitar-
ianism [13] have been mathematically formulated to make moral decisions in
algorithms. Computational moral decision-making model has also been devel-
oped and implemented in application [31]. Those advances indicate that the
machine has already become a moral agent with its value from the algorithm
designers. As we mentioned previously, different stakeholders involved in the
human-machine system hold different values, and value alignment [12] is essen-
tial for the proper function of the whole system. Principles for value alignment
have been addressed in [15]. Value alignment verification has also been proposed
to formalize and theoretically analyze how to efficiently test whether the behav-
ior of another agent is aligned with a human’s values [6].

Algorithm Auditing: Before the deployment of the algorithm, algorithm
auditing has been recently discussed in the literature to solve concerns regarding
the social implications of AI systems [52]. An internal algorithm auditing frame-
work was introduced in [48] to support AI system development from end to
end. However, the algorithm auditing has a special focus on the algorithm itself
[7], but it does not pay sufficient attention to the combination of human and
system. Besides that, it is still challenging for practitioners to identify harmful
repercussions before deployment.

4 Conclusions

With the increase of human and intelligent machine cooperation/collaboration
in different industrial/domestic settings, we should be aware of potential safety
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issues raised in those applications. In our proposed framework, conflicting inter-
ests from different stakeholders involved in the human-machine collaboration
should be considered during human-machine system design and implementation.
Within the human-machine system, strategic thinking and tactical advances to
enhance mutual understanding between human and machine shall be consid-
ered. Out of the human-machine system, organizational/managerial measures
and societal participation in technology deployment should be implemented.
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Abstract. While meetings take up a significant part of the workday,
participants often perceive them as poor and unproductive. With the
surge in videoconferencing meetings for work due to the COVID-19 pan-
demic, many employees experienced that videoconferencing can even
aggravate negative experiences in meetings. Past research has shown
that the level of engagement during meetings is a crucial aspect of meet-
ing a success. While there have been some attempts towards utilizing
post-analysis feedback, there is little effort towards real-time support to
improve engagement. This research explores the development of a visual
support system for automated, real-time feedback on team communica-
tion behavior during online meetings. We present a novel, fully work-
ing visual support system that was evaluated with positive results. This
study outlines the step-wise development of the method. We collected a
range of qualitative feedback measures to understand better how users
perceive the visual support system. First, we collected qualitative feed-
back from participants and eye-tracking data (n = 4) to evaluate four
visualization approaches. The second step evaluated the best-performing
visualization by a user study with participants (N = 72) working in
groups of four on a collaborative problem-solving task. Users give the
tool good scores on a seven-point Likert scale: perceived usefulness (4.8),
ease of understanding (5.6), and perceived precision (5.1). Our results
indicate that our novel system can enhance the quality of video confer-
encing through real-time visual support.

Keywords: Visual support systems · Feedback · Video-conferencing

1 Introduction

In today’s highly collaborative work environments, meetings are often a signif-
icant time investment, with up to 23 h per week spent in meetings. Optimizing
productivity in these meetings is one of the keys to organizational success. Effec-
tive meetings are a medium for communication and collaboration during which
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ideas are developed and information is shared between team members. However,
research shows that between 25% and 50% of all meetings are poor [27], and
71% of surveyed managers considered their meetings unproductive [18].

Past research has shown that the level of engagement during meetings is a
crucial aspect of meeting success. Low levels of engagement have been linked
to lower perceived meeting effectiveness, diminished decision quality and lower
collective intelligence [24,26,27]. Many online platforms such as Zoom, Teams,
or Jitsi already provide options for automated meeting scripts, participation
analysis and video recordings. While there have been some first attempts towards
utilizing these automatically generated data streams for post-analysis [24], there
is little effort towards data driving real-time support for meetings to increase
meeting engagement.

Research has shown that feedback for skills development is best presented
immediately instead of delayed. This presents a particular challenge in the con-
text of online meetings. The relevant information must be understood by all
meeting members and conveyed without interrupting the meeting flow.

This paper explores how visualization can be used as automated, real-time
feedback on team communication behavior. Specifically, the focus will be on
establishing what type of visualization provides the most effective means of intu-
itively and effectively communicating spoken contributions between the partici-
pants.

The rest of this paper is organized into five sections. Section 2 briefly reviews
the relevant literature for feedback tool development and the current state of
tools developed for this purpose. Section 3 presents an overview of the method-
ology followed in the project. Section 4 details the user evaluation study. Section 5
discusses the results before the conclusion is presented in Sect. 6.

2 Related Work

2.1 Effective Feedback for Skills Development

Feedback is generally considered to be one of the most critical support strategies
for optimal learning [22]. However, the impact of individual forms of feedback has
shown to vary considerably [25]. Particularly in dynamic decision-making con-
texts, the literature generally favors providing immediate feedback over delayed.
Two types of feedback are generally considered within the space of immedi-
ate feedback: real-time feedback and near real-time feedback, with near real-time
feedback being the more common form of immediate support [6,20,21,24]. In
contrast to near real-time feedback, real-time feedback is presented within the
context of actual time passing; that is, the feedback does not interrupt or stop
the contextual timeline. Near real-time feedback, however, is either delivered
upon completion of a task or interrupts the contextual timeline.

Near real-time feedback is often picked over real-time feedback as the chal-
lenge with implementing feedback in real-time is that it may disrupt the process
and distract people from their primary task. In real-time feedback, two distinct
sources of information—the ongoing communication and the feedback—compete
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for cognitive resources. These competing streams of information may risk cogni-
tive overload and, consequently, cause detrimental effects on learning [11]. Trying
to avoid this, a study by O’Neil et al. [17] found that in the case of immediate
feedback, the modality of the feedback presented should complement the infor-
mation modality of the training task. In other words, in a verbal/audio task,
providing feedback in a visual mode is more effective, avoiding an overload of
the audio channel with additional audio information. These findings are also
supported by Fiorella et al. [6].

2.2 Real-Time Feedback Systems in Video Conferencing Meetings

Past research has explored the feasibility of using real-time feedback in computer-
mediated communication for skill development. This work has included, among
others, text or auditory [6] feedback. Further, researchers have developed multi-
ple tools using data visualization for automated feedback systems. These tools
include Breakout [1], an open measurement and intervention tool for distributed
peer learning groups, and ReflectLive [5], a system that provides real-time feed-
back about non-verbal communication behavior to clinicians with the aim of
improving their communication behavior. While the approach of using visual
support systems in video conferencing meetings seems in line with the idea
of complementing the information modality channels, both of these projects
appear to have been abandoned. One reason might be the very complex nature of
approaches that integrate multiple signals within the visual support system. Mix-
ing these signals might make it hard for participants to learn from the provided
feedback as causality could be unclear. Further, some signals such as spoken
communication exist only in the moment. Real-time speech can not be searched
or analyzed as it exists only in the memories of people. Asking conversation
participants to recall what they said often produces distorted, inaccurate repre-
sentations of the original conversation. Even recorded communications are hard
to analyze due to their temporal and multi-channel nature.

2.3 The Impact of Social Signals on Team Meetings

Spoken communication consists of four channels: 1) The semantic verbal channel
that contains the meaning of the words which are uttered; 2) The expressive
verbal channel that contains the paralingual and prosodic features of language;
3) The nonvocal channel that contains, for example, gestures, eye focus, and
body posture; 4) The relational channel that contains the manner in which two
more individuals connect and reflect.

Numerous studies in various domains have attempted to explain what makes
groups work together effectively. Approaches in the area of human–computer
interaction have focused on social signal processing to understand the impact of
communication channels 2 and 3 on various team outcomes such as creativity
[8] or performance [16]. However, previously published studies on the effect of
social signals on team outcomes are not consistent, identifying various signals
as potentially relevant. In line with this Kohl et al. demonstrated that during
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Fig. 1. Early design studies: A) Timeline visualizations below the participants showing
historic contribution; B) Changes in participant video feed size proportional to the
respective contribution

different stages of collaboration, teams display different social signals [12,13].
A detailed overview of the current state of the literature was compiled by Pra-
haraj et al. [19]. When differentiating between types of meetings, we are able to
detect more meaningful patterns. Equal participation seems to be most present
in meetings focusing on Ideation [12]–compared to other stages of the design
thinking process– and equal participation has shown beneficial in collaborative
decision-making discussions [4]. Research investigating how to create equal dis-
tribution of communication in team shown, that it is most relevant to reduce
the contribution of the over-participator [3].

3 Designing ViCon

3.1 Problem Context Analysis

An equal contribution and balanced collaboration of the participants is vital
to the success of collaborative problem-solving (CPS) tasks [4]. While there
are many approaches to analyzing individual contributions after a session [20],
the field remains mute on how to give efficient real-time feedback. Real-time
understanding of speech contribution within a specific task is challenging as the
attention is primarily drawn to the task itself, namely the verbal interaction
through speech and the visual feedback via facial expressions. Therefore, the
feedback method needs to be very simple and easy to understand to not distract
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from the primary task. As CPSs require a high level of interaction, a high risk
of cognitive overload exists [6,11]. Self-perception of communication behavior is
limited without external feedback. Prior research has shown that the channel
encoding of feedback should complement the perceptual channel of the actual
task [17]. As a CPS is based on audio conversation, a visual stimulus seems
the most promising approach. Multiple visual encodings for quantitative data
exist and can be described as channels and marks [15]. The individual visual
encodings influence how they are perceived [10]. Therefore visualization design
focuses on aligning the most efficient encoding within a specific task. However,
past research focused primarily on the accuracy and understanding of complex
phenomena and less on the direct feedback of low-complexity data. Therefore, a
careful justification of design choices is needed to validate the efficiency in the
given scenario.

3.2 Iterative Visualization Design

We initiated an iterative design process. We started with three fundamentally dif-
ferent approaches within an iterative design process: First, we used a split screen
(see Fig. 1 A). Second, we used direct encoding of the individual contribution
in the video stream and scaling the respective streams (see Fig. 1 B). Third, we
designed a mixed approach where the feedback system is centrally positioned
between the streams (see Fig. 2). After evaluating the individual approaches,
we ended with four different visualization methods (see Fig. 2). We included a
dynamic orb visualization as this is similar to the visualization used in Breakout
[1], the most similar tool to ViCon we could find in the literature. As an addi-
tional approach, we added a bar chart because this approach is commonly used
in post-meeting analysis [2].

Glikson et al. [7] proposed using a horizontal stacked bar chart to overview
the individual team contribution. However, this approach was not suitable for
our use case as the relationship between area and contributor was not appli-
cable to a video setting without significantly increasing the cognitive load. We
also included two types of area encodings: rectangles and triangles. For further
validation, we conducted an eye-tracking study (n = 4), during which the par-
ticipants solved four different tasks, one each per visualization approach (see
Fig. 4). We found that users tended to overlook the orbs, which is especially
surprising as it is the primary method used in nearly all past research projects.
The latter could explain the fact that previous research, which commonly used
orbs, was abandoned without evidence of positive results. We also conclude that
the bars are difficult to perceive as users need to jump between multiple areas.

Following the tasks, all participants were interviewed in a focus group to
reflect on their experience with the different visualizations. All users agreed that
triangle and area encodings work better than bar charts and orbs, with orbs being
the least preferred visualization method. Based on the focus group feedback and
eye tracking, we concluded that triangles and area encodings worked equally well
for users. As triangles have a smaller overlap with the streams, we decided to
use this method as the final design. Together with users, we found that triangles
and area encodings work better than bar charts and orbs.
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Fig. 2. Visualization methods included in the eye-tracking study: C) dynamic orb
visualization; D) triangular area encoding; E) bar chart visualization; F) rectangular
area encoding

4 User Evaluation Study

This section describes the user study we conducted to assess ViCon. We elaborate
on the study design as well as the variables collected.

4.1 Participants

We recruited 150 participants to take part in a 30-minute study in exchange
for course credit. All participants were randomly assigned to a team of five.
Only teams with at least four members present were allowed to participate in
the study. As participation was voluntary, 10 teams arrived with fewer than
four members and were excluded from the study. Two teams were discounted
from the participant pool as they experienced technical difficulties, leaving 72
participants (25.9% male; Mage = 18.7 years, SD = 1.21) and 18 teams.

4.2 Questionnaire

The questionnaire was used to assess user evaluation as well as to obtain qualita-
tive feedback from the participants. We used part of the technology acceptance
model (TAM) measures to assess user evaluation. The TAM model is the domi-
nant model used to explain users’ behavior toward technology, consisting of two
variables, Perceived Ease of Use (PEOU) and Perceived Usefulness (PU) [14].
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Fig. 3. Final visualization design used in the evaluation study

For this study, we focus on PU, which assesses how a user expects a system to
enhance their job performance. We did not assess PEOU as participants only
used the application to talk and had no further interaction with the software
that could be assessed. Instead, we included questions on Ease of Understanding
(EU) the visualization and Perceived Precision (PP) of the visualization. PU
was measured through seven questions, and EU and PP were measured through
two questions. Each set of questions involved reverse-coded items to assess the
internal validity of the answers. Answers were averaged to assess the perceived
usefulness of ViCon. In addition, we asked participants to reflect on ViCon in
terms of the factors: fun, enjoyable, interesting, absorbing, and boring. Last, par-
ticipants were asked to give qualitative feedback on the experience with ViCon
in the form of a written “think aloud protocol” (Fig. 3).

4.3 Task and Stimuli

For this study, the participating teams were instructed to solve two divergent
thinking tasks: an Unusual Uses Task (UUT), a classic and widely used measure
of divergent thinking [9] and a consequences task [23]. Each team used ViCon
to solve the task during a video conferencing session. For one of the sessions,
participants could see the stimuli, whereas for the other, they could not. We ran-
domized the order of showing the stimuli to exclude the possibility of sequencing
effects.

4.4 Procedure

Participants arrived at the test site in teams of four. After signing a consent
form, each participant was guided to a separate room and set up with a laptop
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Fig. 4. Gaze detection for different visualizations in ViCon. The screenshots show the
beginning of each session before the visualisation displays each user’s speech contri-
bution. From top left to bottom right, the stimuli are: triangle area plot, square area
plot, dynamic orb area plot, bar chart.

on which ViCon was already started. All participants were presented with written
instructions for the task, and the researchers made sure that all participants had
read and understood the task before starting the session. Participants had 3 min
to solve each task, after which they were asked to complete the questionnaire
before proceeding to the instructions for the next task.

5 Results

The results for the user evaluation measures can be found in Fig. 5. All mea-
sures were taken on a 7-point Likert scale. PU, EU and PP were all evaluated
above average with scores of 4.8, 5.6 and 5.1, respectively. Users further evalu-
ated ViCon as fun (5.1), interesting (5.3), and enjoyable (5.1) and not boring
(2.5). However, users did not perceive ViCon as absorbing, with an average score
of 3.7. The answers to the open-ended feedback questions indicate that ViCon
influenced participation in the task and individual attitudes in most cases. Par-
ticipant feedback included statements like, “After having used the tool, I still
tried to be more actively involved in the discussion”, “I think the square in the
middle is really helpful to see who speaks the most and who the less. I felt the
pressure to say something”, and “[I was] confused about the different colored
triangles in the middle of the screen, not sure what they mean.”
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Fig. 5. Boxplots displaying the user experience measures.

6 Conclusion

Our work represents a first step to improving team performance in video confer-
ences through visual support systems. During the visualization design process,
we developed several glyph designs to provide immediate visual stimuli requiring
a low cognitive load. Surprisingly, user evaluation showed that the most suitable
approach is different from the most commonly used approach in the literature.
We present a fully working visual support system that enables users to reflect on
their speech behavior in real time and, therefore, can directly contribute to the
quality of the meeting outcome. Users positively evaluated the resulting appli-
cation and could intuitively use the application. It appears the visual feedback
might have two effects–helping people who don’t say anything and putting the
brakes on people who say more than everyone else.

However, more research needs to be done to shed light on how the effect of
real-time feedback can be measured and quantified. The need for more research
applies to understanding the impact the visual support system has on the cogni-
tion and speech behavior of the participants and how this impact translates into
various outcome variables such as team satisfaction, rapport and performance.
First, the visual design space needs to be evaluated more extensively to con-
trol whether the evaluated effects persist in larger sample sizes and how design
choices affect perception in terms of understanding, attention and cognitive load.

Following an extensive design evaluation, we believe it is important to gain a
comprehensive understanding of how real-time visual support in meetings affects
teams and their collaboration. This evaluation should go beyond evaluating only
direct effects on performance but also aim to understand secondary outcomes
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such as rapport or satisfaction. Diminishing the negative effects of meetings and
building a workplace culture in which everyone is encouraged to and feels free to
contribute can hold large financial benefits for companies that go beyond simple
performance measures.
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Abstract. Manufacturing processes have been a long-standing component of
industrialization. Nearly all products used in everyday life are achieved through
manufacturing. As rapidmodernization occurs, human-robot collaboration should
be encouraged to ensure the wellbeing of human workers. Ergonomics of factory
working conditions are often discounted until dire injuries are reported. Imple-
mentation of collaborative robots will reduce the manual labor load on operators
in manufacturing and assembly lines. In this systematic literature review, current
and emerging publications on ergonomics, collaborative robots, and manufactur-
ing were evaluated using tools such as Harzing’s Publish or Perish, VOS Viewer,
CiteSpace,Vicinitas,MAXQDA, andMendeley.Avariety of databaseswere refer-
enced includingWeb of Science, Google Scholar, and Scopus to identify emerging
trends. Co-citation analysis, cluster analysis, and content analysis supported the
literary investigations and provided evidence on areas of greatest interest while
also highlighting areas that have potential for growth.

Keywords: Ergonomics · Collaborative Robot ·Manufacturing · Human-Robot
Collaboration

1 Introduction and Background

Human operators have been the backbone of manufacturing processes for years since
industrial development. These workers are constantly on-site performing a variety of
manual labor. Due to growing populations leading to rapid urbanization and hence an
increased demand for products, manufacturing process workers are often subject to
many workplace stressors. These include long shifts, repetitive tasks, or “inflexible,
mass customized workspaces” (El Zaatari et al. 2019). As of 2016, almost 30% of
European workers in manufacturing industries faced pain in their lower back according
to the US Department of Labor (Cherubini et al. 2016). Poor ergonomic work conditions
and physically taxing jobs are a leading cause of musculoskeletal disorders (MSDs)
among assembly line operators (Maurice et al. 2017). While automation is normalized
in manufacturing, conventional industrial robots are incapable of achieving the same
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delicate control a human operator can in difficult but intricate tasks. In such cases, the
answer lies with human-robot collaboration, where a worker and robot work alongside
each other to complete tasks efficiently and with reduced load on the human counterpart.

1.1 Ergonomics in Manufacturing Processes

Ergonomics is a fundamental aspect of occupational safety. Regardless of the work
type, ergonomics aims to ensure worker well-being is maintained. It is an area of con-
stant concern amongst manufacturing process workers. Assembly line workspaces are
often non-adjustable, leading to workers having to re-adjust their positions frequently to
reduce the “loading” on body parts that may feel uncomfortable (Mcatamney and Corlett
1993). Limb disorders and back injuries are not uncommon in the manufacturing world.
These issues were often addressed after a worker sustained considerable discomfort by
conducting an ergonomic intervention. However, this solution is not entirely sustainable
in the long run. To achieve complete ergonomic success in manufacturing processes,
a well-established ‘work design’ is crucial. The goal of a work design is to strategize
work conditions in a way that certain inevitable stressors on workers are limited to an
allowable extent (Spath and Braun 2021). In other words, the manufacturing industry
should be optimized to bemore “human-centered” where workers’ physical, mental, and
emotional health is protected (Spath and Braun 2021).

1.2 Collaborative Robots

Automation and robotics have revolutionized multiple industries allowing for increased
throughput and efficient production. Industrial robots are used widely in manufacturing
to take over many physically demanding tasks. Such robots are designed to perform
repetitive tasks and often operate away from humans under strong safety protocols such
as cages (Pearce et al. 2018). However, it can prove to be inefficient if programing the
“functional sequence” is laborious (Spath and Braun 2021). Collaborative robots, also
known as ‘cobots’ are a rising solution to increasemanufacturing flexibility. These robots
work alongside humans assisting the operator in their tasks. For example, aiding in laying
parts on an assembly line. This means that human skills can be harnessed without risk of
injury and can be combined with the benefits of a robot to achieve optimum performance
and improved worker ergonomics (Bänziger et al. 2020). As collaborative robots work in
close proximity with the operators, increased safety measures are necessary to facilitate
secure human-robot interaction.

2 Problem Statement

The purpose of this study is to conduct a systematic literature review of existing pub-
lications on the feasibility of using collaborative robots in manufacturing processes to
enhance worker ergonomics. This literature review will shed light on the current emer-
gence of the topic and areas for further research. An effective literature analysis can be
facilitated using software such as Harzing’s Publish or Perish, Vicinitas, VOS Viewer,
CiteSpace, BibExcel, MAXQDA, and Mendeley.
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3 Procedure

3.1 Data Collection

Data collection serves as a primary step for a literature review. For this research, data
was collected from three databases –Web of Science, Google Scholar, and Scopus. Web
of Science can be further narrowed to the Web of Science ‘Core Collection’ or ‘All
databases’. For this review, the Web of Science Core Collection was selected. Results
fromGoogle Scholar were obtained using Harzing’s Publish or Perish. Harzing is a valu-
able bibliometric analysis tool that can retrieve data from numerous databases. Google
Scholar was selected as it has a much more extensive scope of articles and can produce a
greater number of results. It is important to note that search results in Harzing are limited
to 1000 as a default. Lastly, Scopus also has a considerable range of publications, but
for the purpose of this research, it was selected due to its variety of statistics and trend
analyses generated for any search term(s). The search terms used in all databases were
“ergonomics” AND “collaborative robot” AND “manufacturing”. Only using the word
‘manufacturing’ was crucial as it allowed for a more exhaustive search. Adding any
other words such as manufacturing ‘process’ or ‘industry’ severely limited the number
of articles obtained, though both words have similar meaning. The resulting number of
articles and their respective publication year range for each database can be seen in Table
1. 2022 was included in the publication time range only for Google Scholar in an effort
to collect the latest and upcoming works. Articles in Web of Science and Scopus were
limited to 2021.

Table 1. Number of articles obtained from each database using respective keywords

Database Keywords and
Delimiters

Publication Years Number of Articles

Web of Science “ergonomics” AND
“collaborative robot”
AND “manufacturing”

2015–2021 51

Google Scholar
(Harzing’s Publish or
Perish)

“ergonomics” AND
“collaborative robot”
AND “manufacturing”

1989–2022 980

Scopus “ergonomics” AND
“collaborative robot”
AND “manufacturing”

2001–2021 543
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4 Research Methodologies

4.1 Trend Analysis

Trend analyses in a literature review offer support in identifying how prevalent an emerg-
ing topic is. Web of Science offers a variety of categories with which search term results
can be analyzed, such as documents published per year, times cited, authors, research
areas, countries, etc. These analyses can be visualized in the form of a bar chart, treemap
chart, or table.

The purple bars in Fig. 1 present a trend analysis for publications per year for 51
articles on ‘ergonomics’ and ‘collaborative robot’ and ‘manufacturing’. A promising
growth pattern can be seen over the years with the number of publications increasing in
recent times, with 2019 and 2021 having the highest number of documents published.
This indicates the topic is rapidly emerging and research is actively being conducted. It
is interesting to note that there is a slight drop in the publications in 2020, which could
possibly be attributed to the COVID-19 pandemic and its uncertainties.

Fig. 1. Trend analysis for publication years and number of times publications on “ergonomics”
AND “collaborative robot” and “manufacturing” were cited over time (Web of Science, n.d.)

The blue curve in Fig. 1 presents the number of times a publication is cited over
time. It can be seen that the curve is steadily increasing from 2015 to 2021, with 18 cita-
tions this year. Certain years such as 2015, 2018, and 2019 appear to have relatively low
citations when compared to the number of publications. This shows that there is signif-
icant attention and exploration given towards using collaborative robots and improving
ergonomics in manufacturing processes.

4.2 Relevant Statistics

During a literature evaluation, leading lists are useful for identifying the most prevalent
authors, sources, universities, etc. that publish works in a particular area of interest.
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The leading tables were obtained using BibExcel. Using the keywords “ergonomics”
and “collaborative robot” and “manufacturing”, metadata was extracted from Google
Scholar via Harzing and imported to BibExcel. BibExcel was used “due to its flexibility
to work with large datasets and the compatibility with different computer applications
including Excel” (Fahimnia et al. 2015). Its capability to analyze results from Google
Scholar allows for a much more expansive database to be analyzed. For this review,
leading authors and leading sources were identified.

Leading Authors. The top 14 leading authors for works on ergonomics and collabora-
tive robots in manufacturing were identified and are presented in Table 2 along with the
respective number of publications. It can be seen that Raunch E and Gualtieri L have
published the greatest number of articles. For further graphical emphasis, the information
was imported to Excel and organized in a PivotTable as shown in Fig. 2.

Table 2. Top 14 leading authors for articles about ergonomics and collaborative robots in
manufacturing (BibExcel, n.d.)

Author Number of Publications

Rauch E 20

Gualtieri L 17

Malik AA 10

Vidoni R 9

Colim A 9

Matt DT 9

Lorenzini M 9

Faccio M 8

Liau YY 8

Kim W 8

Zanchettin AM 7

Bilberg A 7

Makrini I El 7

Mark BG 7

Leading Sources. The top 10 leading sources for works on ergonomics and collabora-
tive robots in manufacturing were identified and are presented in Table 3. It can be seen
that Procedia CIRP and Robotics and Computer-Integrated Manufacturing have pub-
lished the most papers, i.e. 35 and 22 respectively. The information was then imported
to Excel and organized in a PivotTable as shown in Fig. 3.
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Fig. 2. PivotTable for leading authors for number of publications on ergonomics and collaborative
robots in manufacturing (BibExcel, n.d.)

Table 3. Top 10 leading sources for articles about ergonomics and collaborative robots in
manufacturing (BibExcel, n.d.)

Source Number of Articles

Procedia CIRP 35

Robotics and Computer-Integrated Manufacturing 22

Procedia Manufacturing 19

IFAC-PapersOnLine 19

Applied Sciences 14

IEEE Robotics and Automation and Letters 12

International Journal of Automation Technology 12

Sensors 11

Proceedings of the Computational Methods in Systems and Software 10

arXiv preprint arXiv 10

4.3 Further Justifications

Applications Justification. The topic of ergonomics and collaborative robots in man-
ufacturing is emerging in numerous fields of study. Evidence of this was shown using
the keywords “ergonomics” and “collaborative robot” and “manufacturing” in Scopus.
The results were then analyzed. Figure 4 presents a pie chart reflecting different subject
areas the scopus results came from and their percent breakdown.
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Fig. 3. PivotTable for leading sources for number of publications on ergonomics and collaborative
robots in manufacturing (BibExcel, n.d.)

Fig. 4. Breakdownof publications on ergonomics and collaborative robots inmanufacturingbased
on various subject areas (Scopus, n.d.)

It can be seen from Fig. 4 that a diverse set of subject areas are covered ranging from
engineering and medicine to social sciences and business. This indicates that the topic
of ergonomics and collaborative robots in manufacturing has applications in multiple
industries and expanding the research can be advantageous to a large audience. This
can be attributed to the fact that human-robot interaction is an interdisciplinary field
encompassing “classical robotics, cognitive sciences, and psychology” (Bauer et al.
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2008). A topic with such a wide range of research areas allows for more applications
variety and hence a stronger justification for emergence.

Academic Justifications. Ergonomics and collaborative robots in manufacturing is a
topic of growing popularity in academia as well. This can be confirmed by observing
the publications trend over 5 years. Using the keywords “ergonomics” and “collabora-
tive robot” and “manufacturing” in Google Scholar via Harzing, the number of articles
published in 2015 vs. in 2020 were identified and presented in Table 4.

Table 4. Comparison of the number of articles published in a span of 5 years related to ergonomics
and collaborative robots in manufacturing (Harzing’s Publish or Perish, n.d.)

Database Year Number of Articles

Google Scholar (Harzing’s Publish or Perish) 2020 236

Google Scholar (Harzing’s Publish or Perish) 2015 17

It can be seen from Table 4 that there has been an immense increase in the number of
articles published, jumping from 17 to 236 in a fairly short timeframe. Thus, this justifies
that this topic is quite promising and suitable for conducting a systematic literature
review.

4.4 Engagement Indicator

Social media is a powerful tool to share new ideas and assess the current audience for
a certain topic. Social media indicators can provide insight into community interest
surrounding research areas that may seem limited to academia or niche industries. For
this research, Twitter was used as the social media source, and metadata on hashtags
was pulled using Vicintas. Due to the concept of the hashtag, it is important to note
that keywords must be brief or abbreviated. In this case, the topic search was separated
into ‘ergonomics and manufacturing’ and ‘collaborative robot and manufacturing’. The
respective metrics obtained from Vicinitas are shown in Table 5.

Table 5. Analytics indicating engagement of ergonomics and collaborative robots in manufac-
turing on social media (Vicinitas n.d.)

Topic Users Posts Engagement Influence

Ergonomics and manufacturing 13 15 6 24.7K

Collaborative robot and manufacturing 5 5 16 87.0K

It can be seen from Table 5 that Vicintas provides quantitative information on the
‘users’, ‘posts’, ‘engagement’, and ‘influence’ for any topic. ‘Ergonomics and manu-
facturing’ has a higher number of users and posts, however, the engagement is 6 which
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is relatively low. This could be due to ergonomics being a well-established study rather
than a developing area. ‘Collaborative robot and manufacturing’ resulted in a lower
number of users and posts, but a higher engagement of 16, indicating a stronger social
medial presence on the use of collaborative robots in manufacturing industries.

4.5 Emergence Indicator

Emergence indicators are valuable for supporting the need for systematic literature
reviews. By proving the emergence of a topic, the potential to expand and investigate it
in-depth increases. In this systematic literature review, research funding agencies were
explored from Web of Science. It was found that from the 51 articles identified for
‘ergonomics’, ‘collaborative robot’, and ‘manufacturing’, there were 46 funding agen-
cies supporting research on this topic, with ‘European Commission’ funding the most.
A greater number of funding agencies indicates a strong, diverse interest in ergonomics
and collaborative robots in manufacturing and a desire for more research, thus indicating
emergence of the topic.

5 Results

5.1 Co-citation Analysis

Using the 51 articles from Web of Science, a co-citation analysis was conducted using
VOS Viewer software. Publications are said to be co-cited if they are listed simulta-
neously in the reference lists of other articles (Fahimnia et al. 2015). Web of Science
was the database of choice as it allows ‘full record and cited references’ content to be
exported in a plain text file. The text file was then imported to VOS Viewer. The mini-
mum number of citations of a cited reference was defined to 3. This led to 62 meeting
the threshold out of a total of 1804 cited references. In an effort to keep the number of
citations relevant to the topic of interest, only 30 cited references that had the greatest
link strength were selected for this co-citation map which can be seen in Fig. 5.

It can be seen from the co-citation map for ‘ergonomics’ and ‘collaborative robot’
and ‘manufacturing’, that the 30 items are organized into 3 distinct clusters – red, blue,
and green. There are 343 links with a link strength of 451. This indicates that there is
significant work done in this field, and there is literature connecting ‘ergonomics’ and
‘collaborative robot’ and ‘manufacturing’. Increasing the minimum number of citations
can yield more specific results. However, this review is analyzing the relation between
three different topics, thus having a lower number of minimum citations allows for a less
restricted search. Additionally, the emergence of this topic can be further ascertained
from Fig. 5 by looking at the co-citation dates. Most of the co-citations are fairly recent,
within the past 6–7 years.

Co-citation with Cluster Analysis. While VOS Viewer can organize co-citations into
clusters and color them to show the distinction, it does not have the capability to extract
cluster names. Having a co-citation with cluster names can aid in identifying which
group of literary works in the co-citation map are most relevant to the topic of interest,
thus making the evaluation process efficient. This type of analysis can be achieved using
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Fig. 5. Co-citation analysis forWeb of Science articles on ‘ergonomics’ and ‘collaborative robot’
and ‘manufacturing’ (VOS Viewer, n.d.)

CiteSpace, which is a far more powerful and intensive tool for conducting a cluster
analysis.

Using the same 51 articles from Web of Science, the metadata was uploaded to
CiteSpace. Based on the findings from the VOS Viewer co-citation analysis that most
articles are fairly recent, the time span for the CiteSpace attempt was set to 2017 to 2021.
This will limit the analysis to only display the most current publications. The software
was run, leading to 47 records being identified. After the basic co-citation map was
obtained, cluster labels were extracted using keywords. The resulting cluster analysis
can be seen in Fig. 6. The top five clusters included ‘artificial intelligence’, ‘human body
posture’, ‘risk assessment’, ‘optimization’, and ‘collaborative robot’. All of these can
be related to the topic of this literature review.

Citation Burst. CiteSpace also has a ‘citation burst’ feature, in which the references
with the strongest surge of citations can be discerned. “Citation burst is an indicator of
a most active area of research” (CiteSpace, n.d.). Based on the topic of interest, certain
parameters of the CiteSpace control panel may need to be adjusted to obtain a citation
burst. In this case, the ‘betweenness centrality score’ was set to 0.1. The resulting citation
burst is presented in Fig. 7.
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Fig. 6. Co-citation and cluster analysis for Web of Science articles on ‘ergonomics’ and
‘collaborative robot’ and ‘manufacturing’ (CiteSpace, n.d.)

Fig. 7. Citation burst for Web of Science articles on ‘ergonomics’ and ‘collaborative robot’ and
‘manufacturing’ (CiteSpace, n.d.)

It can be seen that 6 references were identified and sorted based on strength.
Boessenkool H and Bohlin R are the top 2 authors with the highest strength of 1.12.
“Optimizing human–robot task allocation using a simulation tool based on standardized
work descriptions” by Baenziger T is the most recent reference.

Identification of Key Articles. Using the results from both co-citation analysis, the
cluster analysis, and citation burst, the top 8 articles were selected based on their popu-
larity and relevance to ergonomics and collaborative robots in manufacturing and pre-
sented in Table 6. The articles were then reviewed in-depth to aid in the re-appraisal of
the topic of ergonomics and collaborative robots in manufacturing for this paper.

5.2 Content Analysis

A content analysis is beneficial for classifying keywords related to a particular topic.
These keywords can then be used for further lexical searches. Using Google Scholar via
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Table 6. Top 8 references identified through co-citation analyses

Main Author Article Title Co-citation Source

Cherubini, Andrea Collaborative Manufacturing with Physical
Human–robot Interaction

VOS Viewer

El Zaatari, Shirine Cobot programming for collaborative industrial
tasks

VOS Viewer

Bauer, Andrea Human–Robot Collaboration: a Survey VOS Viewer

Mcatamney, L RULA: a survey method for the investigation of
work-related upper limb disorders

VOS Viewer

Pearce, Margaret Optimizing Makespan and Ergonomics in
Integrating Collaborative Robots Into
Manufacturing Processes

VOS Viewer

Bänziger, Timo Optimizing Human–robot Task Allocation Using a
Simulation Tool Based on Standardized Work
Descriptions

CiteSpace

Ranz, Fabian Capability-based Task Allocation in Human-robot
Collaboration

VOS Viewer

Battini, Daria Preventing Ergonomic Risks with Integrated
Planning on Assembly Line Balancing and Parts
Feeding

CiteSpace

Harzing, 980 results from the search terms ‘ergonomics’AND‘collaborative robot’AND
‘manufacturing’ were downloaded and imported to VOS Viewer. Google Scholar was
the database of choice for this analysis because a large set of results can be investigated,
thus allowing for more content.

In VOS Viewer, the total number of terms was 8805. The minimum number of
occurrences of a term was set to 24, and 95 terms met the threshold. As a default, only
the terms with 60% relevance are selected by the software. In this case, 57 terms were
identified. The system also allows word filtration before creating the final content map.
Out of the 57 terms, all irrelevant words were removed. The resulting content map can
be seen in Fig. 8.

7 clusters can be identified fromFig. 8 – purple, dark blue, yellow, red, green, orange,
and light blue. It can be seen that the largest clusters with the highest occurring terms are
‘collaborative robot’ (purple), ‘ergonomic’ (dark blue), and ‘manufacturing’ (yellow).
It is interesting to note that ‘collaborative robot’ and ‘human robot collaboration’ are
separated in different clusters, though they share a similar meaning. This could be due to
different authors using the terminology of their choice resulting in the content map con-
sidering both terms as independent. This sheds light on the importance of search terms
and how a content analysis can help extract them. The similarities between the topic
of interest and the main keywords from the content analysis provide further evidence
that Google Scholar is a highly suitable resource for identifying relevant publications.
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Fig. 8. Content analysis from Google Scholar (via Harzing) articles on ‘ergonomics’ and
‘collaborative robot’ and ‘manufacturing’ (VOS Viewer, n.d.)

Using the content analysis, the keywords with the highest occurrence and their % rele-
vance were collected and presented in Table 7. It can be seen that ‘collaborative robot’
and ‘ergonomic’ had the most occurrences, whereas ‘human robot collaboration’ and
‘robotics’ had the highest relevance scores.

Table 7. Relevant keywords identified for ergonomics and collaborative robots in manufacturing
(VOS Viewer, n.d.)

Keyword Occurrence Relevance

Collaborative robot 640 0.41

Ergonomic 574 0.37

Manufacturing 392 0.43

Cobot 159 0.44

Safety 147 0.35

Human robot collaboration 122 0.51

Technology 100 0.33

Robotics 73 0.48
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5.3 Word Cloud Content Analysis

Wordclouds are a valuable technique for content visualization and canbe facilitatedusing
MAXQDA software. All articles referenced in this systematic literature review were
imported to MAXQDA. Applicable lexical search terms related to each ‘ergonomics’,
‘collaborative robot’, and ‘manufacturing’ are shown in Table 8. The 50 most relevant
keywords with an occurrence frequency of 4 were extracted and shown as a word cloud
in Fig. 9.

Table 8. Applicable lexical search terms extracted for ergonomics, collaborative robots, and
manufacturing (MAXQDA, n.d.)

Ergonomics Collaborative Robot Manufacturing

Safety Cobot Work Allocation

Posture Robot Operator

Fig. 9. Word cloud content analysis constructed from articles on ergonomics and collaborative
robots in manufacturing. ‘Human’ in the center emphasizes the importance of human-centric
designs and solutions (MAXQDA, n.d.)

6 Discussion

It has been well established that worker ergonomics in manufacturing processes is an
area of great concern. As the manufacturing demand grows exponentially, expectations
on human operators to meet deliverables are also increasing. Assembly lines are proven
to be the most demanding of manual human skill, partially due to such productions
having frequent re-configurations and design upgrades (Ranz et al. 2017). In an effort to
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ease worker physical strain and develop better ergonomic work practices, collaborative
robots are encouraged in manufacturing processes. This systematic literature review has
demonstrated a significant amount of research conducted in this area, many of which
reiterate the poor ergonomics of manufacturing that must be addressed, as well as the
economic and socio-technical feasibly of adopting human-robot collaborative practices.
Lexical keywords that can aid in conducting further researchwere identified to be ‘cobot’,
‘work allocation’, ‘safety’ etc. Collaborative robots, unlike traditional industrial robots,
are farmore adaptable due to their advanced programming capabilities (Ranz et al. 2017).
This makes them useable in many industries including automobile, fashion, medicine,
etc. Interestingly, genetic algorithms are a recent approach to improving human-robot
task allocations, in which a “cost function” can be defined based on the cost of manual
labor and usage of robots (Bänziger et al. 2020). The use of collaborative robots is also
found to be instrumental to Lean Manufacturing where the goal is to eliminate waste,
increase productivity, and “achieve sustainable operations improvement” (Quenehen
et al. 2019) in the manufacturing industry. This concept of ‘lean-automation’ where a
process should have ‘just enough’ automation to perform a task while maintaining the
human-operator’s well-being be could be achieved though ‘cobots’ (Malik and Bilberg
2017).

Another area of interest is trust and safety. As with all forms of advancement, there is
some apprehension and concern when considering robots working closely with humans.
While traditional robots operated away from humans, collaborative robots physically
interact with workers. This can lead to risks such as fingers trapped in mechanical arms,
skin injures due to sharp edges, or unexpected contact with the robot, etc. (Gualtieri et al.
2020). Though these issues are significantly less when compared to hazards surrounding
traditional robots, it indicates the need to build trust among workers. Trust can be largely
attributed to their ownbeliefs and experiences.Additionally, their stress andmental states
can impact their perception of human-robot collaboration (Chen and Barnes 2021).
Research efforts such as “DARPA’s eXplainable AI” are being conducted to address
these concerns (Chen and Barnes 2021).

7 Future Work

The use of collaborative robots is still in the process of becoming normalized. As tech-
nological advancements are made, ‘Smart Factories’ are the future of manufacturing. In
addition to human-robot collaboration, smart factories may be able to utilize ‘big data’
obtained from machines via sensors to make a multitude of improvements to manu-
facturing processes (Gao et al. 2020). Additionally, ‘cyber-physical systems’ (CPS) is
an emerging approach to manufacturing processes, where a human operator is simply
in charge of operations management, monitoring, system control, etc. controlled by a
“computing and communicating core” (Gao et al. 2020), further reducing the need for
manual labor. The National Science Foundation (NSF) of the United States publishes
outstanding awards and funding to promising research. A recent award titled “Manufac-
turing USA: Intelligent Human-Robot Collaboration for Smart Factory” was granted to
the Research Foundation for The State University Of New York in 2020. This research
aims to improve the efficiency of human-robot collaboration by creating a technology-
enriched factory. The goal is to use “integrated algorithms and robotic test beds to sense,
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predict, and control” (NSF Award # 1954548) interactions between workers and robots
(NSF Award Search 2020). Lastly, the importance of education is mentioned as the
awardees are aspiring to build a robotics and smart factory program for college students.
Collaborative robots and their influence on ergonomics in manufacturing is a recent
topic, yet it is in no way under-developed. A wealth of publications and opportunities
identified for future research reveal favorable expansion of this topic.
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Abstract. During an interaction, interactants exchange speaking turns.
Exchanges can be done smoothly or through interruptions. Listeners can
display backchannels, send signals to grab the speaking turn, wait for the
speaker to yield the turn, or even interrupt and grab the speaking turn.
Interruptions are very frequent in natural interactions. To create believ-
able and engaging interaction between human interactants and embodied
conversational agent ECA, it is important to endow virtual agent with
the capability to manage interruptions, that is to have the ability to inter-
rupt, but also to react to an interruption. As a first step, we focus on
the later one where the agent is able to perceive and interpret the user’s
multimodal behaviors as either an attempt or not to take the turn. To
this aim, we annotate, analyse and characterize interruptions in human-
human conversations. In this paper, we describe our annotation schema
that embeds different types of interruptions. We then provide an analysis
of multimodal features, focusing of prosodic features (F0 and loudness)
and body (head and hand) activity, to characterize interruptions.

Keywords: Interruption · Dyadic interaction · Multimodal signals ·
Turn taking

1 Introduction

Human-computer interfaces are becoming more and more frequent and appre-
ciated in daily life, and the development of Embodied Conversational Agents
(ECAs) is booming as they allow very natural interactions, without artifices.
However, many difficulties arise since natural interactions are very complex and
involve a multitude of research areas going from psychology to signal processing.
A lot of work has already been done, both on verbal and non-verbal signals, and
several embodied conversational agents have already been developed. However,
one important faculty has not yet been sufficiently studied: the interruptions.

They are however very frequent in natural conversations [6] and appear when
one interlocutor attempts to grab the turn while the other person is still holding
it. Interruptions are an integral part of the turn-taking mechanism. In some early
studies, interruptions were described as a symbol of dominance and power [22,37,
53], since most of the conversations follow the rule of one-person-speaks-at-a-time.
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However, interruptions are essential in natural interactions, they help to regulate
the rhythm of the dialogue, to show an interest, to reinforce the engagement [57].

During natural interactions, speakers exchange turns quickly and naturally.
Humans are able to predict the end of their partner’s turn in order to smoothly
take the floor [15], without any discontinuity in the fluidity of the exchange. In
the same way, humans can easily recognize when their partners are displaying a
backchannel as a sign of participation in the discussion. When an interruption
occurs, the speaker can decide to give or not the speaking turn to the interruptee.

Our aim is to create Embodied Conversational Agent ECA able to engage their
human interlocutor in natural interaction. We believe it is important to give ECA
the ability to manage interruption [8], either by interruption their human inter-
locutor or by responding to an interruption. To this aim, the ECA should recognize
when its human interlocutor produces multimodal signals if it is a backchannel or
an interruption, that is an attempt or not to grab the speaking turn. The ECA
should be able to recognize the different types of speaking turn exchanges.

To reach this objective, we study natural speaking turn exchanges in human-
human interaction gathered in the dyadic corpus NoXi [9]. We propose a schema
of annotate interruption. We also provide an analysis of multimodal features to
study the non-verbal behaviors involved during each type of turn switches. Our
goal is to define which features are used by humans to understand the situation
and endow them to ECA. As multimodal features we consider prosodic features
and body (head and hands) activity.

We first start by presenting studies on turn-taking and more particularly
on interruption in human-human interaction in the following section. In Sect. 3,
we follow by presenting a state of the art on existing works that focused on
predicting turn-taking exchange and interruptions. Section 4 presents the NoXi
corpus and Sect. 5 the annotation we have conducted. The multimodal features
we have extracted automatically are presented in Sect. 6 and their analyses are
described in Sect. 7.

2 Background

In this Section, we introduced major works on turn-taking and how they are
marked multimodally.

2.1 Modeling Turn Taking

The study of interaction has interested many scholars since long. Emanuel A.
Schegloff [47] defined sequencing rules that manage natural conversations. Ten
years later, Harvey Sacks [46] proposed the idea of conversation analysis and
described its most basic structure as turn-taking. Actually, interlocutors have to
coordinate and exchange speaking floor based on rules to maintain the conver-
sation with the hypothesis they cannot speak and listen at the same time. Using
this basic structure, the turn taking, Kendon [38] and Duncan [18] introduced a
model of conversation that uses three basic signals:
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– Turn-yielding signals from the speaker: the listener may take the turn when a
turn-yielding signal is displayed; the speaker yields the turn when the listener
shows a willingness to take the floor.

– Attempt-suppressing signals from the speaker: the speaker uses attempt-
suppressing signals to maintain the turn and prevent the listener to take
the turn.

– Backchannel signals from the listener: the listener gives feedback information.
It is not attempting to take the turn. It is not considered as a turn.

Sacks, Schegloff and Jefferson [46] proposed a conversation turn-taking
model, often referred as the SSJ model, indicating the turn-taking mechanism.
It is based on rules such as: (i) The current speaker may select the next speaker,
the selected person must speak next. (ii) If the current speaker selects no one,
then one of the participants may self-select to speak next. (iii) If no one is
self-selected, the current speaker may continue to speak or terminate the con-
versation.

Sacks and colleagues made the hypothesis that interlocutors predict rather
accurately the turn end timing, leading to ‘no gap, no overlap’ between speaking
turns. However, Coates [12] analysed the distribution of timing interval during
turn exchanges. He found a high number of overlaps occurrence at the end of a
turn in different conversation settings, thus refuting the hypothesis ‘no gap, no
overlap’.

2.2 Taxonomy of Speaking Turn Exchanges

Schegloff and Sacks [49] proposed to study some specific speaking turn exchanges
corresponding to simultaneous speeches, that are classified as either, interrup-
tion, overlap or parenthetical comments such as backchannels. Backchannels are
actually not tending to disturb the speech flow or to grab the floor, they are
short messages to show the listener’s attention, or if the listener agrees or not
with the speech [1]. Overlap is when the listener takes the floor that the speaker
is yielding but has not yet completed her speech; thus an overlap usually arises
on the last word(s) or syllable(s) of the current speaker and the first word(s)
of the listener (next speaker) [46]. On the contrary, interruption occurs when
the listener grabs the floor against the speaker’s wishes [49] without letting the
speaker finish his/her utterance, and is described as a violation of the current
speaker’s turn which overlap is not [43].

Beattie [6] proposed another taxonomy of speaking turn exchanges using
both simultaneous speech and willingness to yield the floor, as shown in Fig. 1.
The three considered classes are overlap, interruption and smooth switches.

Goldberg [24] described a taxonomy based on interruption meaning. He con-
sidered two main types: competitive and cooperative interruptions. Competitive
interruptions are when the listener interrupts to take the control of the interac-
tion, and disrupt the flow of dialogue between the partners, which can be seen
as a conflict:
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Fig. 1. Classification of interruption and smooth speaking turn exchange [6]

– Disagreement: The listener disagrees with the current speaker and expresses
immediately his/her own opinion.

– Floor taking: The listener grabs the floor and expands on the current speaker’s
topic.

– Topic change: The listener grabs the turn and changes the current topic of
conversation.

– Tangentialization: The listener grabs the turn and sums up the information
received from the current speaker to prevent listening to more unwanted infor-
mation.

On the opposite, a cooperative interruption helps to complete the conversa-
tion:

– Agreement: The listener shows understanding or support to the speaker.
– Assistance: The listener interrupts to provide the current speaker with a word,

a phrase or an idea to help complete the utterance.
– Clarification: The listener expects the current speaker to clarify or explain

the information about which the listener is not clear.

2.3 Characterization of Speaking Turn Exchanges

Most of the studies indicate the importance of prosodic features such as
fundamental-frequency (F0) or intensity during speaking turn exchanges [23,39,
54]. Studies found that people raise their energy and voice when they attempt
to interrupt the current speaker [26,50]. Hammarberg [27] provided similar evi-
dence regarding pitch and amplitude.

Features of the interrupters such as speech rate, cutoffs and repetitions are
also analyzed by conversational analysts. For example, Schegloff [48] found that
variations in prosodic profiles and repetitions are used by interrupters. He also
mentioned that interrupting sentences usually have a faster speaking rate, thus
providing evidence about the role of speech rate to deal with speakership con-
flicts.
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Gravano and colleagues [26] analysed acoustic features of a telephonic con-
versation corpus and showed significant differences for interruptions in intensity
and pitch level, speaking rate and Inter-Pausal Unit IPU duration. An Inter-
Pausal Unit (IPU) corresponds to a sequence of words surrounded by silences of
50 ms or more.

2.4 Characterization of Turn Ending

Duncan [18] characterized speaker’s multimodal signals at the end of the turn:

– phrase-final intonation other than a sustained, intermediate pitch level;
– a drawl on the final syllable of a terminal clause;
– the termination of any hand gesticulation;
– a stereotyped expression;
– a drop-in pitch and/or loudness in conjunction with a stereotyped expression;
– the completion of a grammatical clause.

Duncan also mentioned that the higher the joint frequency of these cues, the
greater the probability that the listener take the floor. However, when the speaker
is gesturing, the incidence of listener turn-taking attempts falls to zero. The
speaker gesticulation is identified as an attempt suppression cue that cancel out
the effects of turn-ending cues.

Another turn-taking attempt suppression cue has been proposed by Beat-
tie [5] and Ball [2] that showed that filled pauses reduced the probability of a
speaker-switch, at least for a short period after their occurrence.

To estimate the end of a speech turn, Riest et al. [45] and De Ruiter et al.
[15] argued that semantic information is useful while contextual information is
employed in [55] or [7].

Stivers et al. [52] mentioned that the intervals between speech turns last on
average 200 ms. But psycholinguistic research has shown that it takes at least
600 ms to produce even a single word utterance [31]. Thus, certain cognitive
processes by the next speaker must be involved to predict the end of the turn of
the current speaker [16,30]. Further results show that predictive processes work
with other processing layers that allow simultaneous production planning and
comprehension [15]. However the prediction of turn ending timing is sometime
not that accurate and thus cause simultaneous speeches.

3 State of Art

In a conversation, the listener (to be the next potential speaker) has to project
the exact timing when the current speaker will finish and what will be her
words, so the listener can prepare to initiate the next turn at an appropriate
timing and start planning what to say [30]. Several computational models are
geared to predict turn-taking and to detect interruptions. They rely on models
proposed by conversational analysts [15,49].
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3.1 Turn-taking Prediction

A lot of studies on turn-taking prediction (turn ending or turn starting timing)
have been done to investigate feature sets and prediction models. The major-
ity of investigated feature sets include prosodic features such as fundamental
frequency (F0) and energy [25,44]. Linguistic features were also investigated
such as syntactic structure, turn-ending markers, and language model [35,36,42].
Moreover, multimodal features, such as eye-gaze [14,32], respiration [29,33], and
head-direction [51], were also considered.

Hara et al. [28] took into account the concept of the Transition Relevance
Place (TRP) in accordance with prosodic, speech and linguistic features to pre-
dict whether to take the turn at each instant by calculating the posterior prob-
ability of turn-switch. Each feature is modeled by an individual LSTM and the
outputs of those LSTMs are concatenated and fed into a linear layer that outputs
the posterior probability of the output label. More precisely, a first sub-model
is used, using a single user, to detect TRP at the end of each IPU. Then, a
second sub-model predicts whether to take the turn by calculating the posterior
probability of turn-switch. An accuracy of 89.5% is obtained as the best result.

Ishii et al. [34,35] proposed to predict the turn management willingness of
speaker and listener to help predict the occurrence of turn switch using acoustic,
linguistic and visual (gaze, head movement, respiration) cues from both speaker
and listener. Results show that turn-management willingness and turn-exchange
are predicted most precisely when all modalities from speaker and listener are
used.

Coman et al. [13] proposed to build an automated system capable of estimat-
ing the dialog state and the appropriate turn-taking point token-by-token (word
by word) in an incremental setting by exploiting lexical features. The authors
developed two modules: an incremental Dialog State Tracker (iDST) that con-
sists of an encoder-based classifier to track the dialog state change after each
token (word); and an incremental Turn-Taking Decider (iTTD) that takes as
input the output of iDST, and that decides if a turn switch should happen or
not.

3.2 Interruption Prediction

Several works have been dedicated to predicting when an interruption may occur.
Lee and Narayanan [41] use a hidden conditional random field (HCRF model)

to predict occurrences of interruption in dyadic conversations. They found the
following cues:

– Interrupter: mouth opening distance, eyebrow and head movement
– Interruptee: energy and pitch values of audio

The authors annotated the turn transitions into two classes: smooth transition
and interruption. Their model predicts the upcoming turn exchange type with
the behavior of the interrupter and interrupted one second before the relevant
transition point.
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Chýlek et al. [11] presented their study to predict the speaking turn switch
timing. Three types of overlaps are defined by the voice activity: internal overlap
(INT), overlap resulting in a switch of turns (OSW) and a clean switch of turns
(CSW). INT corresponds to the case where speaker B starts speaking during
speaker A’s utterance, but speaker A continues his turn, OSW to the case where
speaker A ends his utterance during the overlapping segment and CSW occurs
when there is no overlap during the turn exchange. INT and OSW samples
refer to overlaps (OVR), which are considered as interruptions in their work.
Prediction of all three types (INT, OSW and OVR) is tested separately. The
authors tested different ML models such as support vector machines, decision
trees, and neural networks. The deep residual learning networks (ResNet-152)
with only acoustic features gave the best performance.

Other works have been more interested in determining the interruption types
and more particularly on classifying between cooperative and competitive inter-
ruptions. Yang [57] reported that competitive interruptions have higher pitch
and intensity levels, while collaborative interruptions have a relatively lower pitch
level. Lee and Narayanan [40] proposed a multimodal analysis method to classify
the interruption type. They observed that the absence of hand motions signal
the occurrence of cooperative interruptions with high probability. Moreover, the
number of occurrences of disfluencies in the speech is significantly higher in the
case of competitive interruptions. Their best classification results of interruption
type combine hand motion with speech intensity. Khiet and colleagues [54] used
SVM to classify overlaps with acoustic features, gaze behaviour and head move-
ment annotations. With a delay of 0.6 s after the start of overlap, the model
begins to show a good accuracy only using overlapper’s acoustic features. They
also mentioned that slight improvement was obtained when gaze information
during overlap was added, while adding acoustic information from the overlappee
did not improve performance. Chowdhury et al. [10] classified competition and
cooperative overlapping speech using a Sequential Minimal Optimization (SMO)
model with prosody, voice quality, MFCC, energy and spectral features. Egorow
et al. [19] considered two emotion dimensions (control and valence) combined
with acoustic features to classify overlaps with SVM model.

4 Corpus

We choose the NoXi corpus [9] for our study. NoXi is composed of multimodal
data (video and audio) that contains free dyadic interactions. For each dyad, both
interactants have been recorded separately (video and audio) during a screen-
mediated interaction, allowing to easily separate the audio sources, as shown in
Fig. 2. The video of each interactant shows almost their full body except the feet.
Both interactants’ audios and videos have been synchronized and transcribed.

In the NoXi database, participants take the role of either ‘expert’ or ‘novice’.
An ‘expert’ shares her knowledge on a subject (among over 45 given topics) with
a ‘novice’ who is interested in that subject. Each interaction is about 20 mn long.
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Fig. 2. Example of NoXi dyads

NoXi database has been acquired in seven languages. We chose the French
part of NoXi corpus for our study, including 21 dyadic conversations, for about
7 h in total (21 * 20 mn).

5 Annotation

We use this database to study the difference in multimodal signals occurring
during different speaking turn exchange types. In a first step, we annotate the
database based on voice activity detection VAD. For each of these changes in the
vocal track, we annotate if it is a backchannel, a smooth speaking turn exchange
or an interruption.

Three taxonomies of speaking turn exchanges have been presented in the
background section. Altogether, they cover most of the situations we may
encounter in daily conversations; but individually, they lack some details. Sche-
gloff and Sacks [49] focused only on simultaneous speeches and thus, did not
consider smooth speaking turn exchanges or interruptions that happened during
a silence. Beattie’s taxonomy [6] does not include backchannel and Goldberg’s
one [24] includes only different types of interruption. So, we propose a new anno-
tation schema that merges and completes these three taxonomies.

Before presenting our taxonomy, we introduce some definitions.

5.1 Definition

The three speaking turn exchanges we consider in our study are defined below.

Smooth Turn Exchange: These speaking turn exchanges occur when one
person ends speaking and another person takes the floor. Very often there is a
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short silence between the two speeches. But sometimes, a short overlap exists
as the listener has anticipated the end of the speaker’s utterance [30]. The main
characteristic of smooth turn exchange is that there is a willingness of the speaker
to give up her speaking turn.

Backchannel: A backchannel is a multimodal signal, verbal and nonverbal, that
the listener displays to indicate that she/he is listening, to show attitudinal (e.g.
agreeing or not) and emotional (e.g. happiness) reactions to what the speaker is
saying [1]. There is no desire to take the floor but just to show engagement and
reactions in the conversation.

Interruption: During an interruption, the listener aims to take the floor while
the speaker has not produced signs to yield the turn. It is common that an overlap
is present during an interruption but this is not always the case; for example if
the speaker is searching for a word, the listener may take this opportunity to
bring up a new idea.

Interruptions can be further classified in successful or failed interrup-
tions. A successful interruption corresponds when the listener grabs and main-
tains the speaking turn and the current speaker stops talking.

In a failed interruption, the current speaker does not give up her speaking
turn and continues talking. We illustrate this distinction through examples taken
from the NoXi database (and translated from French to English).

The following situations can be considered as a successful interruption:

– The interrupter grabs the turn successfully and the current speaker has to
quit even she/he has not finished the current utterance.
Example:
Person A:... it’s like sports, it’s not physical, basically not phy[sical but I

...]
Person B: [ I agree with

] you for example to train in football. . .

– The listener speaks over the speaker (e.g. by asking quickly a clarification
question). The speaker doesn’t stop and keeps her turn, but takes into account
what the listener says (e.g. by answering the listener’s question).
Example:
Person A: ...sometimes you can see the mushrooms, that’s why you [ have

to be care]ful. yeah, especially the optics...
Person B: [ Mush-

rooms?]

Here are examples of failed interruption:

– The listener abandons the interruption before his utterance is completed and
let the current speaker continues her turn; the speaker does not pay extra
attention to the listener’s attempt.
Example:
Person A: ...for competitions, maybe I’m wrong and I see your point of view,
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I unders[tand but finally ] maybe it’s easy ...
Person B: [ Ah no no you...]

– The listener begins to speak to get attention from the speaker. He does not
respond after completion of his utterance. The speaker continues her speech.
Example:
Person A: ...I didn’t pay even one euro for Hearthtone, and I uh I still [ have

my meta decks ] up to now, I can...
Person B: [ Ah

me neither, it’s useless no? ]

5.2 Schema

In this section we introduce our annotation schema composed of three levels as
presented in Fig. 3.

Fig. 3. Interruption annotation schema

At the first level, each VAD switch is classified into interruption, backchannel
or smooth turn-exchange according to the definitions presented above.

The second level deals with the accomplishment of speaking turn exchange.
Smooth turn exchanges are always annotated as successful (success) and
backchannels, which are not aiming to grab the turn, are annotated as Other.
Interruptions can be annotated as successful (success) or as failed (failure).

Finally, in the third level, the type of interruptions is annotated based on the
speech content using the eight classes proposed by [24]: Agreement, Assistance,
Clarification, Disagreement, Floor taking, Topic change and Tangentialization.
Successful interruptions can easily be classified into their different classes while
failed interruptions can be too short to perform this classification. In such a case
they are annotated as Not identified. As in [24], we group the classes in “two
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super-classes” where Agreement, Assistance, Clarification belong to the coop-
erative interruption class while Disagreement, Floor taking, Topic change and
Tangentialization belong to the competitive interruption class. The annotation
of interruption class at this level is based on the linguistic analysis of what is
being said.

5.3 Annotation Process

We annotate NoXi database using our annotation schema. The annotation is
done in three steps, one per level. For each dyad, we use the Nova tool [4]
to display and synchronize the visual and audio channels of the video of both
interactants. Annotation is done semi-automatically. When it requires semantic
analysis, we rely on manual annotation. We now describe the steps we follow.

At first, we apply the automatic Voice Activity Detection (VAD). It gives us
points where both interactants speak simultaneously or when there is a change
of speaker. The next step consist to classify these points in either backchannel,
smooth turn exchange or interruption (level 1). This classification requires ana-
lyzing the linguistic terms, and cannot rely solely on acoustic features. This step
is done manually.

The distinction between failed and successful interruptions is done manually
(level 2). For each occurrence of interruptions annotated in the first step, we
listen to the occurring speech of the current speaker and of the other participant
of the dyad.

The last step requires to analyse what is being said, to understand if an
interruption is a cooperative or a competitive one, and which class among the
eight possible it is (level 3).

In order to measure the annotation accuracy, all videos have been annotated
three times by the same annotator, following the same process as just described.
There was one-month interval between each round of annotation to ensure that
the annotator has forgotten the video content and the annotations.

To compute the annotation accuracy, we consider the agreement for annota-
tion on the three levels. After the first two rounds of annotation, we accepted
all records with full agreement (for the three levels). For the other records, we
applied a third round of annotation. After this third round, we accepted the
records for which the three annotation levels (levels 1, 2 and 3) are identical to
the first or second round annotations. We disregarded the other records (318
among 4301).

After three rounds of annotation, we have a global annotator self-acceptance
of 92.6%. When comparing level 1 annotation value over the three annotation
rounds, we have an agreement level of: 84.07% for interruption, 92% for smooth
turn exchange and 98.8% for backchannel.

5.4 Annotation Analysis

Following this annotation process, we obtain 3983 VAD switch points for the
French part of the NoXi database. Among them, there are 1403 smooth turn
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exchanges, 1651 backchannels and 929 interruptions. When, removing backchan-
nels that do not correspond to a speaking turn exchange, interruptions represent
33% of turn-taking situations. This reinforces our intuition that they have a fun-
damental role in natural interactions.

Considering interruption, most of them (81.7%) are successfully performed
and thus, the speaker succeeds in taking the floor. Moreover, among the success-
ful interruptions, there are almost as many cooperative interruptions (54.36%)
as competitive ones. The probability distribution according to the 8 types of
interruption is given in Fig. 4. Agreement interruptions are the most frequent
ones over all the interruption types. They represent also the majority of the
cooperative interruptions. For competitive interruptions, Floor taking ones are
the most frequent. Floor taking interruptions do not involve a change of topic.
The distribution of interruption classes may be specific to the NoXi database as
it involves dyads chit-chatting on topics that one person wishes to share informa-
tion about and another person wishes to learn about it. The interaction setting
is rather a friendly one. This is congruent with the majority of interruption types
that is found in the corpus.

(a) Distribution according to the 8 types
of interruption.

(b) Distribution according to the 8 types
of interruption for failed and successful
interruptions.

Fig. 4. Distribution of interruption.

For 44.71% of failed interruptions, the type cannot be determined because
they are too short to understand the meaning of the speech. When the type
has been determined, the types distribution of successful and failed interrup-
tions is represented in Fig. 4. We find again that Agreement and Floor taking
interruptions are the two largest types for both competitive and cooperative
interruptions, whatever their accomplishment.

6 Features

For every conversation, we extracted separately the acoustic, facial and body
features of each participant.
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– The acoustic features are extracted using Opensmile [21], including: F0, loud-
ness and 13 features of MFCC. We normalize each acoustic features by sub-
tracting its mean value along the whole sequence.

– The facial expressions are extracted using Openface [3] and encoded with
Action Units (coded with Facial Action Coding System (FACS) [20]).

– The facial positions are also estimated using Openface [3]. They include head
movement (position & rotation in x-y-z axis) and gaze direction.

– The body features are extracted using Alphapose [56] and are composed of
positions of 15 key joints except the feet (position in x-y axis). To standardize
the position features, instead of using the absolute positions provided by
Alphapose and Openface, we center the position by taking the middle of
the two shoulders as the origin of the coordinate system (0, 0). It allows us
to avoid the bias caused by the interactant’s initial position. This is used to
calculate the scaled joint position. Moreover, for each video, we pick one frame
when the interactant is facing the camera and note the distance between
the two shoulders (scale). Then, the coordinate system is changed using a
normalisation of x and y such as scale = 1.

Based on the extracted features and the voice activity detection records, we
define several new variables that we used for our analysis.

– Acoustic features: The acoustic features are averaged along the 600 ms
following each VAD switch points.

– Hand activity: After scaling the joint position, the left and right hand
activity are computed on the 600ms following each VAD switch points. They
can be interpreted as the amount of motion of each hand and are estimated
using:

vHand(i) =
√

(xi − xi−1)2 + (yi − yi−1)2 (1)

and:

Hand act =
i+N∑

i

vHand(i)/N (2)

where xi and yi are the coordinates of the hand (right or left) at time-step
i, N is the number of frame corresponding to 600 ms. i is the instant of a
particular VAD switch points.
Hand activities are normalized using z-scores to be invariant to the quantity
of behaviors of interactants:

(Hand) act =
(Hand) act − μ

σ
(3)

Where μ and σ are, respectively, the mean and standard deviation of vHand(i)
along the whole sequence. Doing this for both hands leads to the two features
left hand act and right hand act.

– Head activity: similar to hand activity, head activity is estimated over the
600 ms following each VAD switch points using:

vHead(i) =
√

(xi − xi−1)2 + (yi − yi−1)2 + (zi − zi−1)2 (4)
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and:

Head act =
i+N∑

i

vHead(i)/N (5)

Head activities are then normalized in the same way than hand activities.
– IPU length: After annotating all the conversations, we apply a script to split

voice activity into Inter-Pausal Unit (IPU). An Inter-Pausal Units is defined
as a speech unit of a single speaker without pauses longer than 200ms [17].
The feature IPU length corresponds to the length of the IPU following each
annotated VAD switch point.

7 Analysis

7.1 IPU Length Analysis

We first analyzed the length of the IPU following each annotated voice activity
change in the level 1 annotation as illustrated on the left side of Fig. 5.

Fig. 5. Average value of IPUs or backchannels length for the level 1 (left) & the level
2 (right) annotation.

The IPU length following smooth turn exchanges are statistically longer than
those following interruptions. Moreover, the length of backchannels is smaller
than the IPU after an interruption or a smooth turn.

Considering the level 2 annotation, that is the accomplishment (suc-
cess/failure) of interruptions, we can see on the right side of Fig. 5 that IPUs
that follow successful interruptions have longer duration (3.33 s on average) than
those that follow failed interruptions (1.04 s on average).

For the level 3 annotation (left figure in Fig. 6), IPUs that follow compet-
itive interruptions are longer than those that follow cooperative ones, but the
difference is less significant between the different IPUs considered at the level 2.
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Fig. 6. Average value of IPUs length for the level 3 annotation (left) & combining the
level 2 and 3 annotations (right).

When taking into account both accomplishment and interruption types
(annotated respectively at level 2 and level 3), IPUs that follow successful com-
petitive interruptions have longer duration than IPUs that follow successful coop-
erative ones. We do not find significant differences between IPUs that follow
cooperative and competitive interruptions for the failed interruptions as illus-
trated on the right side of Fig. 6.

7.2 Acoustic Features Analysis

We then analysed acoustic features (F0 and loudness) of the interrupter who
initiates the interruption as illustrated in Fig. 7.

Fig. 7. Average value of F0 (left) & loudness (right) for the level 1 annotation.

No significant differences appear for F0 or loudness between interruptions
and smooth turn exchanges. However, we note that backchannels have a lower
loudness. We could not draw any conclusions by studying levels 2 and 3 of
annotation.
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7.3 Head and Hand Activities Analysis

For body motion, we only study the level 1 annotation (left side of Fig. 8).
No significant differences appear for head activity, except a small activity for
backchannels.

Fig. 8. Average value of head activity (left) & hand activity (right) for the first level
of annotation.

When looking at the hands activity, we can see from the right side of Fig. 8
that the left hand has larger spatial extent than the right hand. In contrast,
there is no significant difference between backchannel, interruption and smooth
turn.

8 Discussion

In our database, we detected 929 interruptions over 3983 VAD switches. Exclud-
ing backchannels, interruptions take almost 40% of the turn switches, which
is a quite large number and shows the importance of interruptions in natural
conversation.

In our corpus, the interruptions are successful most of the time. There are
only 18.3% of the cases where the person does not succeed to take the turn.

Considering the acoustic and body features we analysed, some of them seem
important to distinguish backchannel, interruption and smooth turn exchange
such as the IPU length or loundness. We did not find significant differences for
the other features. We could not replicate all the results from previous studies
[26,40,48]. Such dissimilarities may come from the scenarios of the corpora used
in the different studies. Other, which were supposed to be relevant, such as hand
activity, did not show significant differences.

9 Conclusion and Perspectives

Being interested by interruptions, we first propose a three levels schema anno-
tation that allow characterizing each type of VAD switches. We used it to anno-
tated the NoXi corpus and found that interruptions are very frequent in natural
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interactions. Then, we extracted all the voice activity switches. We conducted
analyses on acoustic and body movement features to computationally character-
ize these switches.

This work is a first step toward the modeling of interruptions for an embod-
ied conversational agent. In the near future, we aim to endow ECA with the
possibility to react to human’s interruptions. It requires first to recognize if a
speech overlap corresponds to a smooth turn exchange, a backchannel, or an
interruption. Our next step is to introduce these features in a machine learning
algorithm able to make this classification in real time. Once the agent knows
if its human interlocutor interrupts, displays a backchannel or takes the turn
slightly before the agent’s speaking turn, the agent can plan how to respond to
human’s behavior.

Acknowledgements. This work was performed as part of ANR-JST-CREST TAPAS
and ANR-JST-DFG PANORAMA project.
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Abstract. Background: Exergames are very closely integratedwith technological
tools such as wearable devices. Sportswear should be functional and comfortable
to meet people’s pleasurable experiences while exercising. Clothing pressure is
one of the factors affecting clothing comfort. This study aimed to investigate the
effect of clothing pressure induced by sportswear on people’s level of exercise
fatigue during exergames.

Methods: A Switch game intervention was performed on five young women
aged 22–24 years under different clothing pressure stimuli, and their game score,
clothing pressure on the anterior thighs and posterior calves, and electromyo-
graphic index during exercise were measured, and a subjective fatigue scale was
collected from participants after exercise. Correlation analyses were compiled in
conjunction with SPSS software to determine the effect of clothing pressure on
muscle fatigue.

Results: Persona Correction showed a statistically significant correlation
between clothing pressure and exercise fatigue at p < 0.01.

Conclusions: The greater the clothing pressure within a certain range, the less
fatigue people experience and the better their athletic performance when playing
exergames under the same conditions.

Keywords: Clothing pressure · Exergames · EMG index · Subjective fatigue ·
Exercise experience

1 Introduction

The prolonged blockade and quarantine measures under the epidemic have harmed
people’s mental and physical health, leading to significant changes in their lifestyles [1].
Physical activity and exercise can help people to keep healthy and happy [2]. Exergames
are video games based on physical movements and are an engaging form of exercise.
Regular physical activity is influenced by the structure of the environment, the form of
displacement in space, the proximity of the venue, and previous experience of exercise,
but exergames present a more fun and at-home approach that motivates users to exercise
and are an excellent alternative to regular physical activity [3, 4]. Much of the literature
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points to the positive effects of exergames on people’s improved physical abilities, which
include balance, muscle strength, gait, and falls. Compared to regular physical activities,
exergames are superior in keeping people fit and happy and in preventing illness.

The demand for smart textile-based health interaction products is also showing a
rapid growth in the context of the epidemic. Personal healthcare and well-being are also
the fastest growing areas of consumer electronics [5]. Textiles or smart equipment based
on sportswear can help protect the body by providing support for muscles and joints
and reducing muscle jitters during exercise. High-stretch fabrics and tight shapes put
pressure on the muscles and help relieve muscle fatigue and promote recovery [6, 7].

Surface EMG measurements and subjective fatigue scale methods are commonly
used when determining muscle fatigue in humans. The use of EMG to detect muscle
activity is also commonlyused in sports andmedicine. In addition to the use of objectively
measured data indicators, the subjective feelings people have when participating in the
exercise are also important. Postural stability is considered to underpin the ability to
control the center ofmass. Tomaintain postural stability, the central nervous systemmust
rapidly integrate sensory information from the visual, vestibular, and somatosensory
systems. The CNS must also selectively use this information to generate complex motor
responses that balance the interference of the surrounding environment with postural
stability [8]. Exercise-inducedmuscle fatigue can affect some of the sensory information
and motor commands required to regulate posture. Therefore, the subjective sensations
induced by muscle fatigue can lead to alterations in postural control and affect the motor
experience, and such subjective sensations are generally obtained using a subjective
fatigue scale.

This study aims to investigate the correlation between clothing pressure and reduced
exercise fatigue during exercise, and to provide theoretical and technical support for a
more comfortable, functional, and user-centered selection of exercise clothing pressure
by establishing a link between exergames and exercise clothing, to improve user comfort
and exercise performance during exercise, to increase the frequency and viscosity of
users’ use of health products and to achieve the desired exercise effect.

2 Literature Review and Research Hypothesis

Databases such as PubMed, Cochrane, Science Direct, and Springer were searched for
this study. The literature includes research on the benefits of exergames, the development
of major technology platforms and tools, and the development of exergames or textile-
based wearable devices during exercise. Finally, two hypotheses were formulated based
on a literature search and observational methods, questionnaires, and expert interviews.

2.1 Technological Tools for the Development of Physical Activity or Exergames

Technology has changed the way people live their lives. There are a large number of
technological tools, including fixed devices such as computers; wearable devices such
as smart textiles, helmets, smart belts, and smart bracelets that help people improve their
quality of life, health, and well-being [9].



328 C. Yao et al.

In 2006, Nintendo released the Wii gaming system. This game used interactive
physical movement and pioneered exergames. Physical activity video games or so-called
“exergames” have become popular, especially in the context of medical rehabilitation
[10]. Exergames are played on video game systems and require the user to move their
body to interact with a virtual character in a VR interface that engages in movement
activities. In this case, exergames require additional assistive devices such as VR glasses,
protective clothing, monitors, etc.

Physical activity is divided into aerobic exercise, which promotes cardiorespira-
tory fitness, and intensity exercise, which promotes musculoskeletal health. However,
this type of physical activity, while improving physical health, requires supervision and
prevention to minimize the risk of excessive injury. At the same time, because of tech-
nological developments, human-computer interaction (HCI) has helped to focus on the
changing needs of people through the adoption of information technology has occurred
[11], for which health platforms that can integrate monitoring, protection, feedback, and
enhancement of interest of these user needs are now deeply considered by the industry.
This health system requires infrastructure such as appropriate hardware and software,
the design of algorithms and applications, and finally implementation and evaluation.

Product-oriented production systems have been replaced by human-centered sys-
tems and a human-centered design approach has evolved. User-oriented design is an
interdisciplinary approach that meets the expectations and needs of the user through the
ergonomic characteristics of the product. In user-oriented design, the designer’s task is
to make the design fit the user’s needs or experience, to provide a more humane tech-
nological approach when people perform exergames, and to ensure that users can use
exergames or perform physical activity as intended with minimal effort [12].

2.2 The Use of Wearables to Support Physical Activity or Exergames

The use of textile-based wearables in exergames is becoming increasingly popular, but
in addition to technological advances in system integration, the comfort experience of
wearables for exergames during the user’s exercise is also one of the influencing factors
that affect how people evaluate exergames, and comfortable exercise clothing can also
lead to a better exercise experience.

The demand for textile-based wearable health interaction products has been growing
rapidly [13], and there are already many textile-based exercise options, with the Lyne
UP smart t-shirt being a registered medical device designed to strengthen back muscles
by encouraging positive postures [14]. Sensoria is a smart sock that is infused with
comfortable textile pressure sensors. They notify people in real-time when they strike
with the heel or palm of their foot and visualize a heat map of the foot on the Sensoria
Fitnessmobile apps [15]. The shirt is a smart shirt made from nylon polyester and knitted
with silver thread. It contains a range of sensors for capturing real-time data. For example,
an electrocardiogram (ECG) and accelerometer allow users to monitor changes in their
heartbeat during a workout. Other sensors can calculate the calories burned throughout
a workout [16].

Clothing comfort is determined by a variety of material and design factors. Garment
systems can be thought of as a combination of interactions that ultimately affect the
overall garment function and wearing comfort. Garment formation can be divided into
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two main clusters. One is the textile factor, which includes the basic yarns and fibers
used for knitting or weaving the fabric itself in terms of different physical parameters
such as quality, yarn count, stitch density, etc. The second is the garment factor, which
includes, for example, garment design [17]. During sports activities, clothing pressure
is a factor that affects both clothing comfort and sports experience. Therefore, this
study wanted to investigate reducing people’s fatigue during exercise and improving the
exercise experience by controlling the variable of clothing pressure.

2.3 Research Hypothesis

This study was conducted to investigate the physiological and psychological changes
produced by the stress of clothing on users during exergames and to investigate whether
clothing stress can be used as ameans of assessing better physical sensation in exergames
using wearable interactive products and to alleviate muscle fatigue and improve exercise
performance during exergames. Two hypotheses were formulated for this study.

Hypothesis 1: Appropriate clothing pressure has a positive effect on the body, relieves
muscle fatigue during exergames, facilitates post-exercisemuscle recovery, and improves
sports performance.

Hypothesis 2: Clothing pressure indicators of wearable interactive products in
exergames can be linked to user physiological indicators.

3 Methods

3.1 Participants

Five young women (22–24 years old) were recruited from students at Shanghai Jiao
Tong University and Dong Hua University. Their height, weight, thigh circumference,
and calf circumference are shown in Table 1. The experimental procedures were fully
explained to the participants verbally and in writing before informed written consent
was obtained and a health screening questionnaire was completed.

Table 1. Basic information of participants

Number Height/cm Weight/kg Thigh/cm Calf/cm

1 164 50 48 30

2 167 54 50 32

3 175 64 56 36

4 169 58 52 33

5 167 58 54 34
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3.2 Experimental Stimuli

The experimental stimuli were designed to allow participants to experience different
clothing pressure stimuli while playing exergames. The experimental garments consisted
of three women’s sports tights with the same design. The fabric of the leggings consisted
of 80% polyester and 20% spandex. The fabric is comfortable and absorbs sweat. Three
sizes (XS, M, and XL) were chosen to create different levels of pressure perception
on the participants as the independent variables for this study Table 2. The quadriceps
muscle is the muscle on the front side of the thigh and is the most important muscle in
protecting our knee joints (Fig. 1).

Table 2. Basic information of clothing

SKU Size Waist/cm Length/cm Hipline/cm Thigh/cm Mouth/cm

AULQ018-1 XS 51 82 64 39.5 9.15

AULQ018-1 M 61 86 74 44.5 9.75

AULQ018-1 XL 71 90 84 49.5 10.35

Fig. 1. Switch fitness ring adventure “quadriceps challenge”

3.3 Experimental Equipment

The experimental equipment consisted of a Switch national console. The Switch console
included a joystick, fitness ring, leg straps, HDMI cable, power cable, box, and a large
screen for casting. The experimental tests were conducted using an airbag contact stress
test system and myoelectric equipment. The heart of the airbag contact pressure testing
system is the AMI3037-10-II airbag pressure transducer, which consists of an airbag
transducer, mainframe, and other accessories (Fig. 2) that display pressure measurement
data in real-time. The system utilizes contact to accomplish tiny wearing pressures on
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flexible materials such as garments, is characterized by high repeatability and accuracy,
and allows continuous data collection and analysis as required. It is widely used in the
fields of garment engineering, textile materials, fabric take-up testing, ergonomics, and
assessment of garment functionality. This study focusedonmeasuring the pressure values
of the garment on the participant’s thighs and calves. The EMG equipment consisted of
a Noraxon MR3 surface EMG instrument, a computer, and adapters. The Noraxon MR3
surface electromyography measures the electromyographic index of the participants
before and after playing exergames with the different stresses on the clothing.

Fig. 2. AMI3037-10-II airbag pressure sensor

3.4 Experimental Protocol

Before the experiment began, the five participants were given an overview of the exper-
iment, given instructions, and were guided through a warm-up exercise of about 1 min
after obtaining their consent to participate and signatures. Two staff members were
responsible for disinfecting the participants’ clothing and marking the measurement
locations. There were four points of clothing pressure measurement: the anterior thighs
and posterior halves of the legs. Electromyography was measured at the same locations
as the stress measurement points, and the electromyographic index of the quadriceps
muscle and the electromyographic index of the gastrocnemius muscle in the triceps
muscle of the lower leg were measured in both legs.

Each of the five participants underwent three sets of clothing stress interventions:
a “quadriceps challenge” in which they wore, in turn, specially made sportswear with
low, medium and high-stress levels. Each group consisted of three rounds of exergames
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with a 3-min break each. The participants were measured during the exergames and
the results were averaged over the three rounds. Participants had their quadriceps and
gastrocnemius EMG measured before and after each set and completed a subjective
fatigue scale and a subjective clothing stress scale after the exercise. Participants rested
for 30 min after each set of clothing stress level tests and then proceeded to the next
clothing stress level test (Fig. 3).

Fig. 3. Photographs of the experiment in progress

At the end of the experiment, three questions were asked of each of the five par-
ticipants. The first question was “Do you think that appropriate clothing pressure has a
positive effect on reducing exercise fatigue?” The second question was “Do you think
that appropriate clothing pressure has a positive effect on improving game scores?” The
third questionwas “Does this experiment influence your choice of sportswearwhen play-
ing sports or exergames?”. At the end of the experiment, all scales and questionnaires
were collected, the equipment organized and inventoried, and the laboratory environment
restored.

4 Results

4.1 Exergames Results

In this experiment, the three exercise performances of each participant at the same
clothing pressure level were averaged, with pressures 1–3 corresponding to participants
wearing XL, M, and XS clothing respectively, as the score for this level of pressure. As
can be seen in Table 3 as the stress level increases, the exergame scores increase. The
results of the exergame for the five participants in this study after nine rounds of the
exergame intervention for each participant are shown in Fig. 4.
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Fig. 4. Exergames results

4.2 Pressure Test Analysis

Garment pressure is a key factor affecting human comfort. Garment pressure is the
vertical force exerted on the human skin as a result of the body or external forces being
squeezed and stretched and deformed during the static or dynamic process of the fabric.
According to the reference literature, the comfort pressure range for general clothing
is 1.96 to 3.92 kPa and the comfort range for human calf clothing pressure is less than
2.65 kPa [6]. Five participants were tested using the AMI3037-10-II airbag contact
pressure testing system wearing experimental sports tights at different pressure levels.
Where position 1, 2, 3, and 4 corresponded to the participants’ left anterior thigh, left
posterior calf, right posterior calf, and right anterior thigh respectively.

The dynamic pressure of the five participants at the three pressure levels was mea-
sured for 20 s per round of play. The airbag type pressure testing system is a real-time
measure tool and the measurements are continuous curve changes, for statistical pur-
poses in this study, the instantaneous pressure values of the participants at 5 s, 10 s, 15 s,
and 20 s were taken and averaged to obtain the results in Table 3.

Table 3. Clothing pressure results

Pressure 1 (kPa) Pressure 2 (kPa) Pressure 3 (kPa)

P1 P2 P3 P4 P1 P2 P3 P4 P1 P2 P3 P4

1 0.045 0.056 0.013 0.02 1.348 1.458 1.398 1.22 2.123 2.456 2.678 2.793

2 0.023 0.013 0.02 0.009 1.3 0.948 1.684 3.726 2.254 2.134 2.45 2.643

3 0.112 0.212 0.045 0.034 2.03 1.23 1.872 1.542 2.356 2.192 2.74 2.045

4 0.023 0.045 0.012 0.045 1.928 1.044 1.594 1.612 2.456 2.732 2.943 2.345

5 0.034 0.002 0.043 0.012 1.238 1.048 1.366 1.422 2.145 2.782 2.463 2.1
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Five levels of pressure were set: 1 – No pressure, 2 – Mild pressure, 3 – Pressure,
4 – Very pressure, 5 – Severe pressure, along with the participants’ ratings of how they
felt about the pressure of the clothing, such as constriction feeling, tickling feeling,
smooth feeling, etc. Three of the participants did not feel comfortable with the fabric of
the leggings but said that they were more conducive to exercise than everyday clothes.
One participant thought that the leggings were not the right size for her and that the M
size was the right size for her, while the XS size was too much pressure and affected her
exercise performance and experience.One participantwas satisfiedwith the compression
2 versus compression 3 levels of the leggings. The results of the participants’ specific
subjective ratings of clothing compression are shown in Table 4.

Table 4. Subjective evaluation of clothing pressure

No. Pressure 1 Pressure 2 Pressure 3

1 1 2 4

2 2 3 5

3 3 4 5

4 1 3 5

5 1 3 5

4.3 Fatigue Test Analysis

Exercise-induced muscle fatigue is most commonly defined as the inability to maintain
strength during exercise. The surface electromyographic index (sEMG index) is one of
the indicators of the state of physical activity in people. sEMG is effective in determining
the degree of muscle fatigue and injury, and the EMG signal can point to significant
changes in muscle fatigue before and after exercise [18]. sEMG is an index of muscle
fatigue that is analyzed by recording and displaying the frequency changes generated
by muscle activity [19]. By analyzing changes in EMG data from the quadriceps and
gastrocnemius muscles of the lower leg, data are obtained on the number of motor units
involved in the activity of that muscle and the size of the discharge of each motor unit.
Hollies’ five-interval scale was used as the standard, using a combined time-frequency
analysis, where the root mean square (RMS) and the medium frequency (MF) of the
time-frequency metrics were used for surface EMG testing [6].

In this study, measurements were made using a Noraxon MR3 surface EMG instru-
ment and the corresponding channel numberwasmatched to the electrodes. Thematched
EMG sensor was attached to the four points where the pressure of the garment was mea-
sured and the direction of the indicated arrow on the sensorwas alignedwith the direction
of the muscle fibers. Participants were asked to do a knee flexion and leg lift, raising
the thigh to the horizontal, for a measurement time of 15 s. Each participant took one
EMG measurement before and after each test at different pressure levels and the results
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were recorded as dynamic data at a frequency of 2000 Hz for a total of three rounds of
experiments.

The results of the EMG tests are shown in Figs. 5, 6, and 7. It can be seen that the
thigh muscle has a smaller EMG peak than the calf muscle, and the pre-exercise EMG
peak is smaller and fluctuates relatively more than the post-exercise EMG peak. The
higher the stress level the smoother the change in peak value and the less obvious the
fatigue. The increase in clothing pressure had a relieving effect on participants’ muscle
fatigue, and within a certain range, the higher the pressure, the more pronounced the
relieving effect.

Fig. 5. Pressure level 1 EMG test results
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Fig. 6. Pressure level 2 EMG test results

During the experiment, we collected participants’ perceptions of fatigue in the thigh
and calf segments as well as overall fatigue and exertion. Brog’s Rating of Perceived
Fatigue (RPE) and Category Ratio (CR10) were applied to assess the perception of
muscle exertion and pain loading during physical activity. The CR10 scale ranges from
“0” (no effort) to “10” (maximum force) [8]. Both scales are widely used as indicators to
assess the level of physical exertion and perceived exertion for various tasks. Concerning
related papers, the Brog scale and the CR10 scale were optimized and improved by
classifying the force perception of fatigue into four broad scales: very easy, easy, fatigued,
very fatigued, and 1–12 subscales [20]. The specific values for each level of the subjective
fatigue scale are shown in Table 5. By collecting data from five subjects and taking the
average of the fatigue of the five subjects at different levels of the Switch’s quadriceps
game as an example (see Table 6), it can be seen that the higher the clothing pressure, the
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Fig. 7. Pressure level 3 EMG test results

lower the subjective fatigue of the subjects within a certain range for the same exergame
content and time.

4.4 Fatigue Test Analysis

Significance analysis of stress change and subjective fatigue was conducted using SPSS
Statistics software. Because the analysis was conducted between subjective variable
scales, Person Correlation was used. Person Correlation requires the variable type to be
a continuous numerical variable. In this study, the correlation between the two bivariate
variables, clothing stress and subjective fatigue, was analyzed for 45 rounds of experi-
ments with five participants under three sets of stress levels. If p < 0.01, then clothing
pressure was considered to be correlated with subjective fatigue and the Person Correla-
tion results are shown in Table 7. As shown in the analysis, p = 0.001 between the two
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Table 5. Brog’s scale of subjective fatigue

Force sense Grade Legs description Overall description

Very relaxed 1–3 A sense of pressure on the legs Participants don’t feel tired at all
and feel like they can keep the
exergames going

Relaxed 4–6 Powerful sense of pressure on
the legs

Participants feel the pressure of
the exercise, but still finish the
exergames quickly and with power

Tired 7–9 Obvious strangulation pain on
the legs

Participants feel a distinct sense of
strain during exercise and fatigue
increased over time

Very tired 10–12 Continuous and sore sense of
strangulation pain on the legs

Participants feel obvious pain
during exercise to struggle to lift
their legs and want the exercise
game to end immediately

Table 6. Subjective fatigue test results

Number Pressure 1
Fatigue

Pressure 2
Fatigue

Pressure 3
Fatigue

1 9 8 5

2 7 3 3

3 6 4 3

4 11 10 8

5 8 6 6

Average 8.2 6.2 5

variables, so p < 0.01 and there was a significant correlation between clothing pressure
and exercise fatigue.

Table 7. Person correlation results between clothing pressure and fatigue

Correlations

Pressure Fatigue

Pressure Pearson correlation 1 −.489**

Sig. (2-tailed) 0.001

N 45 45

(continued)
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Table 7. (continued)

Correlations

Pressure Fatigue

Fatigue Pearson correlation −.489** 1

Sig. (2-tailed) 0.001

N 45 45
** Correlation is significant at the 0.01 level (2-tailed).

At the end of the experiment, the results of the three questions collected on the
questionnaire were that all five participants felt that appropriate clothing pressure had
a positive impact on reducing fatigue; that appropriate clothing pressure had a positive
impact on improving exercise performance; and that after this experiment, the choice of
exercise clothing for exercise was considered afterwards.

5 Conclusions

The results of the experiment revealed that an increase in clothing pressure reduced
participants’ exercise fatigue under the same conditions and within a range of clothing
pressures. To a certain extent, the higher the clothing pressure the better the reduction in
exercise fatigue, the more the number of leg lifts during the game, the higher the score
and the better the exercise experience for the participants. The experiment proves that
Hypothesis 1 holds true: the right clothing pressure has a positive effect on the body,
relieving muscle fatigue during exergames, facilitating post-exercise muscle recovery
and improving athletic performance.

The experiment also has shortcomings. The data analysis of the experimental results
showed that clothing pressure indicators in exergames showed a positive correlationwith
users’ physiological indicators, but because of the limitations of venue, time and student
funding, young women within the campus area were chosen as experimental subjects,
and the number and variety of experimental subjects were small, so the magnitude of
the correlation could not be calculated quantitatively, so Hypothesis 2 still needs a wider
range of experimental subjects to refine the experimental results.

The study explores the correlation between clothing stress and the relief of muscle
fatigue from the fields of ergonomics, clothing engineering, interaction design and phys-
iology to provide a theoretical basis and technical support for the design of textile-based
sports interaction wearable devices. This study provides fundamental suggestions for a
balanced relationship between exergames and textiles, experiences in sportswear selec-
tion for young people or special groups who want to keep fit, and design references for
developers of sportswear in terms of fabric, fit and pressure control. Based on this study
more participants can be sought to take part in the experiment, more in-depth research
can be done on the correlation between the pressure of sportswear and the level ofmuscle
fatigue relief, more functional clothing for exergames or sports can be developed and
the joint development of the textile and exergames industry can be promoted.
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Compliance with Ethical Standards. This experiment complies with the Declaration of
Helsinki and informed consent was obtained from participants. All relevant ethical safeguards
have been met with regard to subject protection.
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Abstract. Due to special task environment, ocean vessel sailors on a long voyage
have to facemany adverse factors, such as long-time isolation, narrow space, irreg-
ular daily schedule and so on. Long-time isolation may affect sailors physically
and psychologically which fluctuates over time. Narrow space cannot provide suf-
ficient exercise conditions, and will limit forms of exercise. The situation directly
reduces the amount and desire of exercise. Irregular daily schedule may cause
biological rhythm disorder, and influence the physical state and exercise desire.
Multiple factors will have a compound effect on the sailors’ athletic ability, affect
related athletic performance and operation ability, and have a profound impact on
the maintenance of task capability and performance.

The purpose of this study was to explore the long-time change rule of sailors’
athletic ability. The environment of long-time voyage was simulated by isolated
labmodule. During the experiment, the participantswere isolated fromoutside and
conducted the experiment independently following themanual with guidance. The
participants took athletic ability test at set intervals to record athletic performance
at corresponding time. The indicators included strength, breathing function, body
flexibility and body balance. By analyzing the data, the change rule of sailors’
athletic ability could be explored.

Through data collection and analysis during the experiment, it was found
that in simulated long-time voyage, the athletic ability was affected by multiple
factors, which presented different change rule. In conclusion, the change rule of
athletic ability indicators is staged, which relates to many factors, including long-
time isolation, exercise space restriction, daily schedule and training effect of test
items.

Keywords: Long time voyage · Athletic ability · Experimental study · Change
rule

1 Introduction

Generally, the working environment of ocean vessel sailors is narrow and isolated,
lacking of exercise space and equipment. The living condition is also particular, lack-
ing of supplies for daily life. Because of the above reasons, exercise conditions and
opportunities of sailors are limited, and exercise desire may decrease.
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During a long-time voyage, such factors extremely limit the mode and amount of
sailors’ exercise. Long-time isolated environment and irregular sleep patterns probably
lead to sailors’ low desire of exercise. Multifaceted factors may lead to decline in athletic
ability of sailors.

Zhang et al. [1] and Fu et al. [2] summarized the effects of ship environment on the
physiological functions and biochemical indicators of seamen, and believed that disad-
vantages of the long-distance navigation environment had great influence on the human
body. Le et al. [3] explored the effect of long-distance voyage on cardiopulmonary func-
tion and endurance for 60 days. Cardiac and pulmonary functions, physical tolerance
and physical work capacity of submariners were influenced to a certain degree during a
prolonged navigation of 60 days. Hu et al. [4] discussed the impact of underwater navi-
gation on sailor’s physical fitness. The seamen’s physical work capacity and maximum
oxygen intake were shown decreased significantly after a 60-day under water voyage. Su
et al. [5] found that Fatigue caused by a long-term voyage had an impact on the balance
function of the crew. Sun et al. [6] summarized that grip strength played an important
role in the stability of fine hand movements, and was an important indicator of physical
fitness. Shen et al. [7] and Ou et al. [8] investigated the effects of long voyages on the
pulmonary ventilation function of sailors. According to previous studies, the time of
standing with closed eyes decreases with age, which is related to muscle strength and
reaction time [9]. Yu et al. [10] explored the influence of long-term navigation on mental
health in warship crews, summarized that ocean-going navigation has influence of the
crew’s mental health.

According to our literature research, there are relatively few studies on the change
rule of athletic ability under such special conditions, but small number of studies on
influencing factors mainly about physical and mental health. It is necessary to study
the rule of change in ability under such special task conditions, explore the factors
affecting the athletic ability of sailors on long voyage, and acquire the variation rule
of the long-term athletic ability of sailors, which can provide strategy for ocean vessel
sailors’ athletic ability maintenance and improvement.

This paper is aimed to explore the long-time change rule of sailors’ athletic ability.
The environment of long-time voyage was simulated by isolated lab module, which
involving several important factors, such as long-time isolation, narrow space dimension
and non-24-h task cycle. The participants carried out the experiment in the module.
During the experiment, the participants could not get out and the person outside could
not get in, in order to achieve physical isolation. The participants conduct the experiment
independently following the manual with guidance. The communication with outside
was forbidden so as to achieve information isolation. The participants took athletic ability
test at set intervals to record athletic performance at corresponding time. The indicators
included strength, breathing function, body flexibility and body balance. By analyzing
the data, the change rule of sailors’ athletic ability during simulated long-time voyage
could be explored, and the influence of related factors on the sailors’ athletic ability could
be obtained. Methods, such as descriptive statistics, difference analysis, curve fitting,
were used for in-depth analysis to explore inner relationship between indicators.
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2 Method

2.1 Experiment Design

We performed a long time isolated experiment to simulate a long time voyage and verify
the hypothesis that long time voyage has significant effect on sailors’ athletic ability. The
independent variablewas the sampling points of time and different groups of participants.
There were fourteen sampling points from baseline period to the ending, and there was
no grouping in this experiment. The dependent variables were grip strength (left and
right hand), number of push-ups in one minute, lung capacity, sit-and-reach, time of
standing on one foot with eyes closed (hereafter referred to as eye-closed standing),
which respectively reflected the strength of hand grip, the strength of upper limbmuscle,
body flexibility, body balance.

2.2 Task Design

In the experiment, participants worked in a simulated lab module for a period of time
according to the schedule. Participants inside could not come out and people outside
could not go in. Internal and external information was isolated. The participants should
work and rest inside according to established arrangement, and complete the experi-
mental tasks and various physical fitness tests. During the experiment, the participants
mainly engaged in three aspects:

1. carried out simulated voyage tasks according to the schedule.
2. conducted regular physical fitness tests with professional equipment and record data

every few days, including hand muscle strength, upper limb muscle strength, lung
capacity, body flexibility and body balance.

3. limited physical activities, daily living care and other recreational activities.

2.3 Participants

Eight participants were recruited to participate in this experiment. Their daily schedules
were the same, despite of the leisure time. During the experiment, all of them completed
the experiment and no one dropped out.

2.4 Experimental Facility

The experimental facilities are as follows (Table 1):

2.5 Experiment Procedure

Participants were assigned to the same duty hours. In the experiment, the participants
completed the duty, test, and daily life in the isolated closed laboratory cabin. Physical
fitness test was conducted every 6–12 days. They carried out and recorded the data by
themselves in the confined cabin with limited space. In such limited space, the partic-
ipants had some gym equipment such as power bicycle and dumb-bell, and were only
allowed to do a small range of exercises.
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Table 1. The introduction of experimental facility

Facility Unit of measurement Accurate

Grip strength Grip dynamometer kg 0.1 kg

Push-ups Second chronograph Number per minute 1

Lung capacity Spirometer mL 0.1 mL

Eye-closed standing Second chronograph s 0.01 s

Sit-and-reach Sit and reach tester cm 0.2 cm

2.6 Data Analysis

Firstly, we performed descriptive analysis on the dependent variables, summarized a
large amount of data preliminarily, and found out inherent rules. Secondly, we performed
paired-samples t test to analyze the difference of participants’ athletic data during the
experiment.

3 Results

The descriptive analysis data of dependent variables is shown in Table 2. The data of
baseline and T90 are compared below. The data of one day in experiment was labeled
with ‘T’ and the test number, such as T12, T24, and T60.

Table 2. Descriptive analysis data of dependent variables

Baseline T90 Sig.

Mean value Standard
deviation

Mean value Standard
deviation

Grip strength
(kg)

Left hand 41.69 3.49 46.47 3.94 .028

Right hand 44.98 3.32 48.22 2.99 .272

Push-ups (number per
minute)

24.78 4.37 25.78 3.83 .777

Lung capacity (mL) 4115.78 161.35 4581.78 200.08 .010

Eye-closed standing (s) 27.88 7.22 32.35 7.47 .583

Sit-and-reach (cm) 6.52 2.77 7.76 2.60 .498

By comparing the data of early and final stages of the experiment, the overall trend
of change can be described:

1. The results indicated that the grip strength increased. During the whole experiment,
the grip strength of left hand increased from 41.69 (kg) to 46.47 (kg) by 11.5%.
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This trend is significant (Sig< 0.05). The grip strength of right hand increased from
44.98 (kg) to 48.22 (kg) by 7.2%. Although the difference was not significant, the
trend was the same as that of the left hand. Two parts of data were highly relevant,
which met the expectations of the research.

2. The data of lung capacity increased from 4116 (ml) to 4582 (ml) by 10.2%, which
was significant (Sig < 0.05).

In terms of overall trends, different indicators showed different rules of change.

1. strength:

The grip strength of left and right hand showed an upward trend (Figs. 1 and 2), and
the upper body strength did not show significant change trend (Fig. 3).
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Fig. 1. The variation trend of grip strength (left hand)
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Fig. 2. The variation trend of grip strength (right hand)
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Fig. 3. The variation trend of upper limb muscle strength

2. breathing function:

The overall trend of lung capacity was rising, but not monotonous, which fluctuated
in the medium term (Fig. 4).
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Fig. 4. The variation trend of lung capacity
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3. body flexibility:

The overall trend of body flexibility showed an upward trend, which was not
significant (Fig. 5).
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Fig. 5. The variation trend of body flexibility

4. body balance:

There was no significant trend of body balance, which fluctuated greatly (Fig. 6).
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Fig. 6. The variation trend of body balance
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Different from the experimental expectations, the strength data did not decline. On
the surface, there was no negative impact of long-time simulated voyage (Fig. 7).
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Fig. 7. The data comparison of baseline and T90 (grip strength)

Changes in physical fitness level are stratified. The same training stimuli have differ-
ent training effects on people with different physical foundation, which will reflect on
the data. Therefore, the data were divided according to different exercise habits (Figs. 8
and 9).
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Fig. 8. The data comparison (without exercise habits)

Comparing the beginning and end data, the grip strength increased by 11.5%. The
data of participants without exercise habits increased by 19.32%, and that of participants
having exercise habits increased by 4.12%. The increase in data was mainly contributed
by the former.
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Fig. 9. The data comparison (having exercise habits)

During the experiment, the participants exercised regularly. There was a training
effect between participants with different habits (before the experiment). The data of
participants without exercise habits (before the experiment) was easier to increase than
the ones having exercise habits. The increase in data was largely caused by the training
effect. For the participants having exercise habits, the increase in data was very limited.

It could be inferred that the data would decline if the participants did not exercise
during the experiment. In order to fight against potential physical decline, participants’
willingness to exercise would gradually increase. Participants’ exercise frequency was
compared as follows (Fig. 10):

Fig. 10. The data comparison of participants’ exercise frequency
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In addition, Time series model fitting of data was also conducted by exponential
smoothing method. The fitting equation was the Holt equation. The Holt equation is
characterized by linear trends and no seasonal components. The data of strength was not
periodic during the experiment. The stable r square of fitting was 0.88 (Fig. 11).

Fig. 11. Time series model fitting of grip strength

Based on the overall trend, the data of lung capacity was analyzed in more depth.
The data was segmented in the time process. The data showed an upward trend from the
baseline to T33, which increased significantly from 4116 (ml) to 4429 (ml) by 7.6%.
The data showed an upward trend from T72 to T90, which increased significantly from
4300 (ml) to 4582 (ml) by 6.5% (Fig. 12).

Fig. 12. The data comparison of lung capacity

The increase in lung capacitywas related to irregular aerobic exercise (power bicycle)
during the experiment. There was an inflection point during the second month. The data
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showed a downward trend since T33. The participants maintained or intensified their
exercise in the second two months, but the overall lung capacity level still declined.
Excluding pathological factors, the decline in this stage might be due to the decline in
amount of exercise under long-time isolated environment, which resulted in the decline
of respiratory muscle. While maintaining or strengthening exercise, the lung capacity
was still not maintained. Fitting the data in segments, the curve showed linear trends in
each stage (Fig. 13).

Fig. 13. Segmentation fitting curve (lung capacity)

The data showed a downward trend from the baseline to T45, which decreased
significantly from 6.52 (cm) to 4.82 (cm) by 26.2% (Fig. 14).

Fig. 14. The data comparison of body flexibility

During the experiment, participants’ daily activities were restricted. The body flex-
ibility would decline significantly in this environment for more than a month. In later
stage of the experiment, the increase in data was related to strengthening the exercise.



Study on the Sailors’ Athletic Ability Change Rule 353

4 Conclusion

In terms of strength, the experiment examined the strength of hand grip and upper limb
muscle. Overall, the grip strength of both hands showed a monotonous upward trend,
and the trend of left hand was significant (increased by 11.5%). The strength of upper
limb muscle had no significant trend of change. The change rule of strength related to
exercise habits and training effect. In terms of breathing function, lung capacity showed
an overall upward trend (significantly increased by 10.2% from the beginning to the end),
but without monotonous trend. The upward trend appeared in the stage of beginning and
end. The data showed a significant increase in the first third of the time (increased by
7.6%), and a significant increase (increased by 6.3%) in the period of adjusting the sleep
and rest pattern at the later stage of the experiment. In terms of body flexibility, the data
showed an upward trend, but the trend was not significant. The significant downward
trend appeared during the first half of the time (decreased by 26.2%). In terms of body
balance, the indicator fluctuated greatly in the whole time, without a clear trend.
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