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Foreword

Human-computer interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, as well as having more impact on people’s everyday life, as an
ever-growing number of human activities are progressively moving from the physical to
the digital world. This process, which has been ongoing for some time now, has been
dramatically accelerated by the COVID-19 pandemic. The HCI International (HCII)
conference series, held yearly, aims to respond to the compelling need to advance the
exchange of knowledge and research and development efforts on the human aspects of
design and use of computing systems.

The 24th International Conference on Human-Computer Interaction, HCI
International 2022 (HCII 2022), was planned to be held at the Gothia Towers Hotel
and Swedish Exhibition & Congress Centre, Göteborg, Sweden, during June 26 to
July 1, 2022. Due to the COVID-19 pandemic and with everyone’s health and safety in
mind, HCII 2022 was organized and run as a virtual conference. It incorporated the 21
thematic areas and affiliated conferences listed on the following page.

A total of 5583 individuals from academia, research institutes, industry, and
governmental agencies from 88 countries submitted contributions, and 1276 papers
and 275 posters were included in the proceedings to appear just before the start of
the conference. The contributions thoroughly cover the entire field of human-computer
interaction, addressing major advances in knowledge and effective use of computers in
a variety of application areas. These papers provide academics, researchers, engineers,
scientists, practitioners, and students with state-of-the-art information on themost recent
advances in HCI. The volumes constituting the set of proceedings to appear before the
start of the conference are listed in the following pages.

The HCI International (HCII) conference also offers the option of ‘Late Breaking
Work’ which applies both for papers and posters, and the corresponding volume(s) of
the proceedings will appear after the conference. Full papers will be included in the
‘HCII 2022 - Late Breaking Papers’ volumes of the proceedings to be published in
the Springer LNCS series, while ‘Poster Extended Abstracts’ will be included as short
research papers in the ‘HCII 2022 - Late Breaking Posters’ volumes to be published in
the Springer CCIS series.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution and
support towards the highest scientific quality and overall success of the HCI
International 2022 conference; they have helped in so many ways, including session
organization, paper reviewing (single-blind review process, with a minimum of two
reviews per submission) and, more generally, acting as goodwill ambassadors for the
HCII conference.



vi Foreword

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my
appreciation to AbbasMoallem, Communications Chair and Editor of HCI International
News.

June 2022 Constantine Stephanidis
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Preface

The goal of the Adaptive Instructional Systems (AIS) Conference, affiliated to the HCI
International Conference, is to understand the theory and enhance the state-of-practice
for a set of technologies (tools and methods) called adaptive instructional systems
(AIS). AIS are defined as artificially intelligent, computer-based systems that guide
learning experiences by tailoring instruction and recommendations based on the goals,
needs, preferences, and interests of each individual learner or team in the context of
domain learning objectives. The interaction between individual learners or teams of
learners with AIS technologies is a central theme of this conference. AIS observe user
behaviors to assess progress toward learning objectives and then act on learners and
their learning environments (e.g., problem sets or scenario-based simulations) with the
goal of optimizing learning, performance, retention and transfer of learning to work
environments. The 4th International Conference onAdaptive Instructional Systems (AIS
2022) encouraged papers from academics, researchers, industry and professionals, on a
broad range of theoretical and applied issues related to AIS and their applications. The
focus of this conference on instructional tailoring of learning experiences highlights
the importance of accurately modeling learners to accelerate their learning, boost
the effectiveness of AIS-based experiences, and to precisely reflect their long-term
competence in a variety of domains of instruction.

The content for AIS 2022 centered on challenges and approaches in four
technical areas of adaptive instruction: 1) modeling and assessing learner performance
relative to assigned learning objectives, 2) adapting or tailoring learning content and
process for individual learners and teams of learners, 3) designing and developing
adaptive instructional content and policy, and 4) evaluating the effectiveness of
adaptive instructional systems addressing issues such as sociability, adaptability,
recommendations and learning analytics, as well as student engagement. In addition to
the papers included in the proceedings, AIS 2022 also explored areas of future research
and development through expert panel sessions featuring invited talks.

One volume of the HCII 2022 proceedings is dedicated to this year’s edition of the
AIS Conference and focuses on topics related to learner modeling and state assessment
for adaptive instructional decisions, adaptation design to individual learners and teams,
design and development of AIS, as well as to evaluating its effectiveness.

Papers of this volume are included for publication after a minimum of two single–
blind reviews from the members of the AIS Program Board or, in some cases, from
members of the Program Boards of other affiliated conferences. We would like to thank
all of them for their invaluable contribution, support and efforts.

June 2022 Robert A. Sottilare
Jessica Schwarz
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Heart Rate Variability for Stress Detection
with Autistic Young Adults

Miroslava Migovich1(B), Deeksha Adiani1, Amy Swanson2, and Nilanjan Sarkar1

1 Robotics and Autonomous Systems Lab, Vanderbilt University, Nashville, TN 37212, USA
Miroslava.Migovich@vanderbilt.edu

2 TRIAD, Vanderbilt University Medical Center, Nashville, TN 37203, USA

Abstract. Physiology, such as heart rate viability (HRV), can give meaningful
insights about autonomic response to stress. Autism Spectrum Disorder has been
linked to atypical physiological responses and poor emotion regulation. Explo-
rations of the differences in physiological response between autistic young adults
and neurotypical young adults can provide meaningful information on stress
responses in these populations and can be used to create adaptive systems. Stress
detection is an important aspect of creating closed-loop systems that can respond
and change based on the emotional state of the user. This paper aims to explore
HRV as a means of obtaining stress information from physiological data and to
explore differences in stress response between autistic young adults and their neu-
rotypical peers using Kubios HRV Premium analysis software during the PASAT-
C, a distress tolerance task. Unpaired t tests showed statistically significant (p
< .05) differences in three stress related indexes: the parasympathetic nervous
system index, the sympathetic nervous system index, and the stress index. Pre-
liminary results show validity of HRV for stress insight and provides evidence for
physiological differences in stress response between the two groups.

Keywords: Stress detection · Heart rate variability · Adaptive systems · Autism

1 Introduction

Physiological data, specifically heart rate variability (HRV), can give important insight
to stress responses from the two branches of the autonomic nervous system (ANS), the
parasympathetic nervous system (PNS) and the sympathetic nervous system (SNS) [1–
3]. HRV, and other physiological measures, are the body’s response to the ANS using
sensory and motor neurons to operate between various organs and the central nervous
system. During a stressful event, the SNS releases several stress hormones, including
cortisol, which cause the organs and motor neurons to respond [4]. These responses
happen simultaneously with emotions and stress [5]. Physiological responses to stress
are involuntary and are especially useful because they are less susceptible to being
masked by an individual [6]. In cases of acute stress, the response is immediate [7]
and can be measured. Prior to physiology-based stress detection, questionnaires were
used to determine stress levels. However, the questionnaires are subjective and often the

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. A. Sottilare and J. Schwarz (Eds.): HCII 2022, LNCS 13332, pp. 3–13, 2022.
https://doi.org/10.1007/978-3-031-05887-5_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-05887-5_1&domain=pdf
https://doi.org/10.1007/978-3-031-05887-5_1
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collection of stress data is delayed [8], furthering the need for physiology-based detec-
tion. However, current physiology-based stress detection relies on supervised machine
learning approaches that require ground truth labels from a trained behavioral expert or
relay on task based stress labels [9–11]. Obtaining ground truth labels is labor intensive
and cost prohibitive in many cases and level-based labels may not correctly represent
an individual’s stress level. Many machine learning approaches also rely on additional
inputs beyond heart rate data, such as electrodermal activity and electromyogram data
that require additional sensors [12–14]. HRV analysis of stress could be a means of
obtaining these stress measures without the need for ground truth labels and reduce the
number of necessary sensors.

Autism Spectrum Disorder (ASD) is characterized by differences in social commu-
nication and social behaviors, as well as difficulties with emotional regulation, including
stress management [15, 16]. The prevalence of autism continues to rise, with the CDC
estimating that the prevalence has risen from 1 in 150 in 2000 to 1 in 44 as of 2018
[17]. As the prevalence rises, it becomes even more necessary to understand the dif-
ferences that characterize autism, including emotional regulation and stress to provide
support and accommodations for autistic1 young adults. Atypical physiological reac-
tivity, including differences in heart rate variability (HRV) have been linked to autism
[18]. While research on physiological reactivity in autistic individuals exist, much of
the current literature is focused on children and gives little insight to how physiological
responses may change in adulthood. In particular, how physiological responses can be
utilized in inferring stress in autistic adults during human-computer interaction has not
been thoroughly explored.

In recent years, learning technologies have expanded to include adaptive systems
that can alter their functionality and interaction based on the needs of an individual or
group [19]. Initial studies explored howother emotions could bemapped to physiology to
create adaptive games [20, 21] and have expanded to apply to learning technologies and
intelligent human-computer interactions [10, 22]. Using these concepts, technologies
that harness physiological data for stress detection can be used to create a closed loop2

system that adapts in response to stress. In turn, the closed loop system allows for “flow”
learning to be achieved. Flow theory, as introduced by Csikszentmihalyi [23], refers
to the state of mind that can lead to deep learning and high satisfaction. To achieve
“flow”, the activities must be challenging but should not overmatch existing skills or
cause distress [23]. In order to achieve and maintain flow in an adaptive system, stress
detection is useful.

In this paper, we explore HRVdata for stress detection.While it is known that autistic
individuals have heighten emotional responses, to our knowledge, there are no studies
that explore differences in HRV measures, such as sympathetic and parasympathetic
activity, and stress trends during a distress tolerance task between autistic young adults
and NT young adults. To address these questions, we specifically look at trends in

1 Recent surveys with autistic self-advocates suggest a preference for identify first language. In
accordance have chosen to adopt identity first (autistic persons) language in place of person
first (persons with autism) language [37].

2 Closed loop refers to a system in which an operation, process, or mechanism is regulated by
feedback [38], in this case the feedback is stress.
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HRV based stress between ASD and NT young adults during the Paced Auditory Serial
Addition Task (PASAT) [24, 25], a known distress tolerance task using Kubios3 HRV
Premium, a heart rate variability analysis software. In Sect. 2, we detail system design
including the methods, and the data analysis using Kubios. Results are presented in
Sect. 3 and discussed in Sect. 4.

2 System Design

2.1 Methods

Fig. 1. System design flow

The modified computer version of the PASAT was developed to produce psychological
stress in lab settings in a consistent way [25]. Physiological data was collected using the
Empatica E4 wristband4. The original task code developed by Millisecond Software5

was adapted in order to add a three-minute baseline and stress self-report between each
level. The task presents a single digit that must be added to the digit presented previously.
The presentation of the digits can be seen in Fig. 2. The participant is not asked to keep
a running total, but instead to only add the last two presented digits. For each incorrect
answer, a loud, pitched error sound is played. The task begins with 11 practice trials and
proceeds into levels one, two, and three with the time between digits decreasing with
each level. Digits are presented every three seconds for three minutes during level one
and are presented every two seconds for five minutes during level two. Level three digits
are presented in 1.5 s intervals for a duration of 10 min. The Likert self-stress scale is
presented between each level.

The Empatica E4 collects blood volume pulse (BVP) data from the photoplethys-
mogram (PPG) sensor. The PPG uses combined green and red light to maximize the
detection of the pulse wave. The green and red LEDs are oriented toward the skin. This
allows the light to be absorbed by the blood and then reflected back. The reflected light is
measured by the light receiver. The measurements taken during the green light exposure
are used to generate the pulse wave and estimate heartbeats. The measurements during
the red light exposure are used to create a reference light level that cancels out motion
artefacts [26].

3 www.kubios.com.
4 www.empatica.com.
5 www.millisecond.com.

http://www.kubios.com
http://www.empatica.com
http://www.millisecond.com
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Fig. 2. Presentation of digits for PASAT-C

Prior to the beginning of the task, demographics were collected including gender,
height, weight, caffeine intake for the day, and general exercise levels, as these charac-
teristics can affect physiological response and should be taken into account. The E4 was
placed on the non-dominant wrist and the participant was asked to reduce motion of that
wrist to minimize data loss and noise.

Five autistic young adults (Mean Age= 20.8, SD= 2.5) and five neurotypical young
adults (Mean Age = 21, SD = 2.23) completed the task and informed consent was
obtained following the approval of the Vanderbilt University Institutional Review Board
(IRB). The two groups were age-matched in order to reduce age-related physiological
response differences. COVID-19 protocols were followed to reduce exposure including
mask usage, social distancing, and disinfecting of all equipment between participants.

2.2 Data Analysis

TheBVPobtained from theE4PPGwas analyzedusingKubiosHRVPremium.Kubios is
a gold-standard heart rate variability software designed to process multiple data formats,
including PPG data [27]. Each participant’s data were loaded in Kubios along with
gender, height, and weight, and segmented into sections based on the timestamps of the
baseline and each level, as found from the PASAT-C data, as can be seen in Fig. 3a.While
the software does provide automatic noise detection, it was not used as it is generally
recommended for long-term ambulatory recordings. As recommended by [2], artefact
correction was applied to account for missing, misaligned or extra beat detection and
other arrhythmias. A low threshold-based artefact correction algorithm was applied in
which each value in a 0.35 s interval is compared to the local average and outliers are
replaced with interpolated values using cubic spline interpolation [28]. After artefact
correction, several time-domain and frequency domain parameters such as mean time
between two successiveR-waves (RR interval), rootmean square of successive difference
between normal heartbeats (RMSSD), low and high frequency peak frequencies, were
extracted.
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Fig. 3. Kubios output showing a) segmented PPG data based on level and b) PNS and SNS index
output for the full duration of the task

The parasympathetic nervous system (PNS) is responsible for “rest and digest” con-
ditions in the body [29] and is known to decrease heart rate by increasing the time interval
between successive heart beats, increase changes in RR intervals based on respiration,
and decrease the ratio between lower frequency and higher frequency oscillations in
the time series [2, 3]. Based on these characteristics, Kubios computes the PNS index
based on the mean RR interval, RMSSD, and the Poincaré plot index SD1 in normalized
units. A longer mean RR intervals and high RMSSD values both indicate higher PNS
activation. The SD1 of the Poincaré plot is linked to RMSSD, the normalized value is
used as the third parameter. The parameter values compared to normal population values
and then scaled with the standard deviations of normal population before a weighting
is applied. A PNS index value of zero means the PNS activity is equal to the normal
population average. Positive and negative values show by howmany standard deviations
are the parameter values above or below the normal population, respectively [30].

The sympathetic nervous system (SNS) drives the “fight or flight” response to stimuli
in the body [29], which can be observed by increased heart rate, decreased HRV, and
an increased ratio between the lower frequency and the higher frequency oscillations in
the HRV data. SNS activation is computed based on mean heartrate interval, Baevsky’s
stress index [31] and the Poincaré plot index SD2 in normalized units. Kubios calculates
a normalized stress index (SI) based on the following equation found in [31]

SI = AMo

2Mo ∗MxDMn
(1)

where each variable is a mathematical parameter found from a curve of distribution-
histogram constructed for variational pulsometry. Mo refers to the mode, or the most
frequently observed value in the dynamic line of cardio interval while AMo is the ampli-
tude of mode that measures the number of cardio intervals appropriate to the mode value
in percentage. The variation scope (MxDMn) reflects the variability degree of cardio
interval values in the dynamic line [31]. In order to make the stress index normally dis-
tributed, Kubios takes the square root of the SI calculated by Eq. (1). Normalized stress
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index values between 7 and 12 are considered normal. The Poincaré plot index SD2 is
linked to the standard deviation of RR intervals, also known as the SDNN, and correlates
with the low frequency/high frequency ratio. Similar to the PNS index, an SNS index
of 0 indicates that the three parameters are on average equal to the normal population
average. Stress can increase the SNS index to between 5–35 [30].

The PNS index gives valuable insight into how the autonomic nervous system (ANS)
recovers after stimuli while the SNS index shows the stress response to stimuli. Com-
parisons of the overall average PNS index, average SNS index, and stress index per each
level were computed to examine group trends during the PASAT-C.

3 Results

Initial results show that the ASD participants, on average, have lower PNS indexes and
higher SNS indexes as seen in Fig. 4 when compared to NT participants, showing initial
validation of claims that the two groups have varied physiological stress response to the
same stimuli.

Fig. 4. (a) Average PNS and (b) SNS where each blue dot represents a ASD participant, and each
orange dot presents a NT participant

Unpaired two tailed t tests were run for the average PNS, SNS, and stress indexes
between the two groups and the difference was found to be statistically significant (p <
0.05) across all three categories. Results of the unpaired t tests can be seen in Table 1.

Average stress index by level was calculated for each group to explore if similar
stress trends emerged based on the level of the PASAT-C. Comparison of these averages
are shown in Fig. 5. It can be seen that the autistic group had higher stress averages
across all levels of the task, with the practice level being the most stressful. The NT
group showed the highest level of stress during level 2.
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Table 1. Unpaired t test results for average PNS, SNS, and stress index

Neurotypical ASD

Mean Standard deviation Mean Standard deviation df t p

PNS index 1.02 0.67 −0.92 0.88 8 3.89 .0046**

SNS index −0.21 0.39 1.40 1.03 8 3.25 .0117*

Stress index 6.37 1.52 11.82 3.70 8 2.83 0.0218*
* p < .05, ** p < .01

Fig. 5. Average stress index vs level by group

4 Discussion and Conclusion

These results reaffirm that physiological responses to stress varies between the two
groups and that autistic young adults are more likely to experience higher levels of
stress and lower recovery after a stressful stimulus. This study also proved that HRV
alone has the ability to represent these differences. As shown by the unpaired t test, there
are statistically significant differences in PNS, SNS, and SI during the duration of the
PASAT-C. The low PNS activity and high SNS activity of the autistic group during the
task is consistent with findings that this group struggles with emotional regulation.While
it is expected that SNS activity would rise during a distress tolerance task, such as the
PASAT-C, Fig. 4 shows that, when compared to NT peers, the physiological response of
ASD young adults is dominated by their “fight or flight” division of autonomic nervous
systemwhile theNTyoungadults’ response is dominatedby the “rest anddigest” division
of the autonomic nervous system. These results also show that the PASAT-C did cause
a physiological response in both groups when compared to the general population, as
shown by the SNS and PNS activity not being zero for either group. Figure 5 indicates
that the ASD group was most stressed during the practice round while the NT group was
most stressed during the second level, which shows that not only is the overall stress
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response is distinct between the groups, but that specific portions of the interaction
affected each group differently.

One possible application of HRV stress detection is with a virtual reality interview
simulator for autistic young adults. Securing a full-time job is one hallmark of successful
transition to adulthood for all young adults [32], however, half of autistic young adults
are under-or unemployed [33]. The interview process has been identified by autistic
self-advocates and their families as one of the largest barriers to employment [32, 34].
In many circumstances, the autistic candidate possesses the necessary skills and relevant
experience, however, is unable to perform well in the interview based on “neurotypical
standards” [35]. Overcoming stress during the interview process allows autistic indi-
viduals more opportunities to obtain employment. Repeated exposure to the interview
process is important for successful interviewing [35]. In order to meet this need, we
designed Career Interview Readiness in VR (CIRVR) that is detailed in our previous
work [36].

In the context of CIRVR, the results of this paper are significant because they reiterate
that when designing a closed-loop system specifically for autistic young adults, different
considerationsmust bemade thanwhendesigning for the general population.Tomaintain
flow, it is beneficial to both track stress response and to know how to effectively adapt
the system so that the challenge is still present while stress is reduced. Maintaining
flow allows for the most effective learning to be achieved. For autistic young adults,
the concept of flow can also be used to aid them in emotion regulation. For example,
due to the differences in stress response, a redirection approach, such as using multiple-
choice white board questions or moving to a different topic, may be more helpful for the
ASD population while rephrasing the question and giving more time to answer would
be more appropriate for the NT group. The redirection approach removes the stressor
(the question or topic) thus reducing SNS activity while the rephrasing technique gives
more time for the PNS to return to baseline. Further exploration of specific adaptation
techniques will be investigated in future work.

While this paper focused specifically on the PNS, SNS, and SI indexes, it also opens
the door for deeper exploration of additional HRV features that were not discussed.
These initial results validate the use of PPG data alone to extract heart rate variability
information that gives insight into stress response for autistic young adults. Kubios
provides a number of other time-domain, frequency-domain, nonlinear, and time-varying
results that are beyond the scope of this paper.

Future work will explore stress-based adaptation within the CIRVR system in order
to ensure that the user is adequately challengedwithout becoming overly stressed by inte-
grating the PNS, SNS, and SI indexes to inform the real-time system of stress levels. This
will allow for exploration of stress trends during the interview process. Further explo-
ration will include how additional HRV features may give insight into stress. Knowledge
of interview specific stress trends will allow for accommodations to be made that can
reduce the barriers to employment that interviews currently present.
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Abstract. Bayesian modeling of cognitive state is one possible approach
to user modeling for use with adaptivity in serious games. Adaptive edu-
cational serious games try to keep learners engaged - to keep them in
the so called “Flow” channel, i.e., in the right balance between being
challenged and entertained. The challenge is to intervene adaptively at
the right time. The research question is when to actually adapt, and
how to find quantifiable metrics for that. One way to achieve this is
to model the users’ cognitive state and to adapt to high or low cogni-
tive load, e.g., to apply dynamic difficulty adjustments. Our user mod-
eling approach is based on Hierarchical Bayesian Models (HBM) which
are suitable for drawing conclusions about the learner’s cognitive state
inferred from observable variables. An important aspect is that the app-
roach considers activity stream data such as from the Experience API
(xAPI) protocol as input to achieve high interoperability and eased appli-
cability. An evaluation with synthetic data for different user group types
shows the feasibility of the approach. The model can explain differences
between subjects, between subject groups and between different latent
variables such as cognitive load or mental working memory capacity.

Keywords: User modeling · Cognitive modeling · Learner state ·
Adaptivity · Serious games · Bayesian inference

1 Introduction

A key question for an adaptive education system (AES [15]) is when adaptability
should occur, that is, at what point a learner should be best supported. This
also concerns serious games, i.e., (digital) games with the characterizing goal
to educate and not just to entertain [5,9]. The challenge is to infer the needs
of the users by observing how the users interact with the systems. AES could
try to determine the cognitive states of the users to trigger the right adaptive
responses [14,20]. For example, an adaptive educational system could react when
attention decreases, cognitive load increases [14], or when the user seems to be
in a repetitive cycle with no real observable progress, or when there are signs
of forgetting. Cognitive modeling can provide answers to these questions by
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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focusing on user modeling [14,20]. The principal part of an adaptive system for
educational serious games is the user or student model [19] which can include
information about the learners’ current cognitive states, e.g., cognitive load or
stress level, motivation, attention, etc. The model’s estimate of the learner’s
current cognitive state can be used to derive and suggest adaptive measures to
help navigating the player through the game on a smooth and engaging path.

The research question of this work is how to create a cognitive user model
which allows to estimate latent cognitive variables such as cognitive load, per-
ceived difficulty, or prior knowledge level. Subsequently, AES can use such a
model to determine the best time for an adaptive response.

Fig. 1. Input-Processing-Output (IPO) concept for applying generative Bayes models
to user models; output are probabilities about user cognitive states.

The contribution of this work is a concept for a cognitive user model which
is based on Hierarchical Bayesian Models (HBM). The model makes use of the
Cognitive Load Theory (CLT) [17] to describe the relationship between the char-
acteristics of the learner and the characteristics of the learning material. The
model has been validated numerically using synthetic data. A detailed model
comparison was conducted to obtain the best model. The final model is able to
explain the three observable variables task success, mission score and mission
time. In our technical evaluation with synthetic data it can accurately predict
those variables with an accuracy of over 90% (mean absolute deviation).

As depicted in Fig. 1, input to the model are activity stream data formatted
according to the Experience API (xAPI) protocol [1]. This allows for increased
interoperability and applicability to other application domains. The xAPI speci-
fies how to capture user interaction events as a stream of activities. Every activ-
ity is based on an actor-verb-object triple structure, with additional information
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such as timestamps, context data or the result outcome of an activity, e.g., an
assessment result score. This leads to a machine- and human-readable stream of
activities. We make use of xAPI as input for our modeling approach.

The model’s output are probability distributions that allow for inferences
about the model’s parameters and provide the uncertainty associated with those
inferences.

To the best of our knowledge, this is the first application of a HBM for
realizing cognitive user models for adaptive serious games. Several issues with
the final model have been identified and provide directions for further research.

2 Related Work

Seyderhelm et al. (2019) propose a Cognitive Adaptive Serious Game Framework
(CASG-F), routed in the cognitive-affective theory of learning with media, that
combines performance measures and cognitive load to adapt the in-game tasks
[14]. They suggest using a real-time, virtual detection-response task embedded
in serious games to measure cognitive load and provide an adaptation template
for six different combinations of performance and cognitive load measures [14].

Conati et al. (2020) investigated the usage of interaction data as an infor-
mation source to predict cognitive abilities [3]. In a user study, they compared
the predictive performance for cognitive abilities using only interaction data,
eye-tracking data and both interaction and eye-tracking data. The researched
cognitive abilities were perceptual speed, visual working memory, spatial mem-
ory, visual scanning, and visualization literacy. To measure the cognitive abilities,
the participants had to take a series of tests after completing the actual task.
While eye-tracking data generated the most accurate predictions, results showed
that interaction data can still outperform a majority-class baseline. Addition-
ally, it was found that interaction data can predict several cognitive abilities with
better accuracy at the very beginning of the task than eye-tracking data, which
is valuable for delivering adaptation early in the task. Left click rate and time
to first click were the top two predictors for all cognitive abilities, suggesting the
importance of those two features for predicting cognitive abilities. Conati et al.
(2020) concluded that adaptation for interactive visualizations tasks could be
enabled using solely interaction data [3].

Hallifax et al. (2020) analyzed the effect of combining several learner models
to guide the adaptation strategy. They showed that adaptation is more effective
when tailored to both player type and motivation, which could improve the
intrinsic motivation to engage with the content [8].

Tadlaoui et al. (2018) realized a probabilistic and dynamic learner model in
adaptive hypermedia educational systems based on multi-entity Bayesian net-
works [18]. The model can represent the different actions that the learner can
take during their learning path.

One classical example of using dynamic Bayesian networks to model the
causes and effects of emotional reactions was given by Conati and Maclaren
(2009) [4]. Their diagnostic model targets affect and how emotions are caused
by the users’ appraisal in a given context, e.g., for goals or preferences.
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Gelman et al. (2013) state that checking the model is crucial to statistical
analysis [7]. Bayesian prior-to-posterior inferences assume the whole structure
of a probability model and can yield misleading inferences when the model is
poor [7]. Therefore, good Bayesian analysis should include at least some check
of the adequacy of the model’s fit to the data and the model’s plausibility for
the purposes for which the model will be used. The most common way to check
the fit of a model is by performing a posterior predictive check—as it was also
done here. Posterior predictive distribution denotes a probability distribution
over possible values of future data [11].
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Fig. 2. Application principle for cognitive user models applied to (educational) seri-
ous games to estimate various cognitive variables as control input for adaptivity, e.g.,
adaptive feedback or scenario changes. (Image: Aydinbas 2019 [2])

3 Concept for a Cognitive User Model

A cognitive user or learner model [19] is a model that can make statements about
the learner’s cognitive state, that is, statements about their mental actions and
processes that deal with knowledge acquisition and understanding. In the adap-
tive cycle by Shute et al. (2012) the learner model builds a connection between
the captured user data and the presented learning material that is suitable for
the learner [15]. The learner model should allow for a dynamic assessment of the
learner’s current cognitive state [3]. The model’s knowledge about the learner
can be leveraged to guide the player through the problem space towards a goal
state while avoiding states that are detrimental for the player (e.g., [8,18]).
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Figure 2 depicts the idea how to apply cognitive modeling to serious games
[2]. On the left is an outline of the user’s cognitive states and how it develops
while playing a game towards a goal state. As shown on the right, cognitive
modeling tries to simulate that with a cognitive user model—the model tries to
estimate various cognitive variables as input to adaptive control, e.g., adaptive
feedback or scenario changes. This again results in an interaction between the
user and the AES (as in a closed-loop feedback adaptive control).

3.1 Observable Variables

To work with Bayesian models, it is required to define the relevant observable
data, the involved measurement scales of the data and the definition of variables
that are to be predicted and variables that are predictors. For transferability
reasons, and without loss of generality, we selected a variable set as found in most
serious games. Three categories of observable variables were identified: general
performance measures, domain-specific measures, and game-specific measures
(Table 1). This can act as a framework for observable variables in serious games.

Table 1. Examples of xAPI observable variables in serious games.

Name Level Variable Type Unit Domain

Task success Performance k Binary – {0, 1}
Mission score Performance s Discrete – N0

Mission time Performance t Continuous Minutes/seconds R≥0

Required rounds Domain nrnd Discrete – N

Required hints Domain nhnt Discrete – N0

Location changes Domain nloc Discrete – N0

Dialogues Domain ndia Discrete – N0

Detours Game ndet Discrete – N0

General performance measures are mostly domain-independent and can be
measured in any application. Games typically report on these measures in an
assessment stage, e.g., at the end of a mission or task.

Task success k describes the success of a player for a given task and is
either true or false. As an example, in an image interpretation serious game, a
task or objective is the correct deployment of an imaging sensor, which can fail
if the player has not correctly considered the actual weather conditions or has
exceeded the number of rounds available for the mission.

Mission score s is the overall score of the player for the given mission,
but is also applicable to any game and any learning task because it is a simple
accuracy measure that reflects the number of errors the player made. As an
example, this number lies between zero and the maximal number of items the
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player had to report for a given mission, and typically it is normalized in [0; 1]
to be comparable across missions and across different applications.

Mission time t is the amount of time it took the player to finish the mission,
but is applicable to any domain or learning task by measuring the time the
learner needs to finish a given task.

Domain measures are domain-dependent, but applicable to any similar game
of that domain that supports this feature. For example, strategy games use
resources of some kind and turn-based games have a measure of rounds. Game
measures are the most specific of all variables because they only apply to a
particular game and are normally not transferable to other games or applications
without reinterpretation. One example of a game measure variable might be
detours which captures the number of detours the player has taken during the
mission compared to an ideal solution where the player knows exactly what the
next steps are and where to go.

3.2 Cognitive User Models for Serious Games

Instead of cognitive modeling frameworks such as Soar 9 [10], which demands a
lot of domain and task modeling effort but cannot directly offer inferences about
the cognitive state of the learner, we decided to choose a different approach:
to build a probabilistic statistical model of the data that only specifies what
is really needed for the user modeling task. The Bayesian modeling approach
allows for maximal control and flexibility as the model can be as general or as
complex as needed. Bayesian models are directly built in a way to infer the state
of latent, non-observable variables from observable variables.

After the user has finished a game (or any other learning) session, either suc-
cessfully or with failure, the collected data is analyzed by the HBM. The model
takes predefined prior distributions for each model parameter and the observa-
tions as input and calculates (via Bayesian inference) the posterior distributions
for all parameters. The latent parameters are variables that can be interpreted
as cognitive variables such as motivation or the perceived difficulty.

Because the model produces posterior distributions, which are probability
densities, the model gives directly interpretable probabilities as output. It is
straight forward to derive point estimates such as mean and mode values as
well as highest density intervals from the posterior distributions. At the end of
each session, the model can infer the learner’s current cognitive state and make
statements about their current value with an estimate of uncertainty. Because
the posterior is a probability density, it can be reused in another run of Bayesian
inference as the prior, replacing the old, non-informative prior with the model’s
latest belief according to the observed data. This is identical to the prediction-
correction step in Bayesian filtering methods, and the principle is depicted in
Fig. 3. During each mission the player executes a series of actions, which takes
time t. At the end of each mission all user interactions are send to the cognitive
user model framework in form of xAPI statements. The framework is given prior
distributions for each model parameter and observable data as input and pro-
duces, via Bayesian inference, posterior distributions for each model parameter.
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This posterior distribution is the base for the computation of point estimates.
The posterior of one mission can also serve as the prior for another mission.
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Fig. 3. Realizing a “Cognitive Intelligent User Model” (CogIUM) with HBM. After
each round, task or mission, the model’s inferences can be used to adapt the game
according to the learner’s needs, e.g., adjusting the difficulty level.

3.3 A Hierarchical Bayesian User Model

Our final model (Fig. 4) is a fully specified descriptive HBM that is able to model
the three observable variables task success, mission score and mission time [2].

The model defines variables for two separate groups (depicted by rectangles):
personal variables (indexed with p) that differ between subjects and conceptual
variables (indexed with c) that differ between concepts. Concept in this context
means a learning concept that the learner should acquire. In addition to group
variables, which remain constant within the group, there are also variables that
differ between subjects as well as between concepts (indexed with pc). This is
the case for the observable variables, as they depend both on the current concept
as well as on the current subject.
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Fig. 4. Simplified graphical model of the best performing HBM (notation according
to [6]). The fully specified descriptive model is described in [2] as M4. (Color figure
online)

The HBM models the cause of three observable variables: task success kpc,
mission score spc, and mission time tpc. The latent variables (highlighted in blue)
that serve as proxies for cognitive variables - which are the primary focus of the
cognitive model - include motivation mp, prior knowledge ψp, germane cognitive
load glcpc, and free working memory capacity δpc.

Besides the observable variables (Fig. 4, gray nodes), all other variables are
considered latent and can be the target of inference. Especially, we are interested
in variables that can be interpreted as cognitive variables and allow inference
about the learner’s cognitive state (Fig. 4, blue nodes).

The basic idea of this descriptive model is that cognitive load affects learner
performance, which in turn has a direct impact on the observable variables.
Higher cognitive load often means an increase in the number of errors, and
thus a decrease in performance [12]. Cognitive load is purely defined by the
sum of intrinsic and extraneous cognitive load [16]. Germane cognitive load is
the proportion of working memory resources that deals with intrinsic cognitive
load. Higher extraneous cognitive load means less germane cognitive load, which
reduces learning and which can be measured by a decrease in the learner’s perfor-
mance [16]. For example, if the model observes that two different people perform
differently when learning the same concept, it can attribute the differences to
individual differences in cognitive load and free working memory capacity, which
in turn are influenced by the learner’s motivation and prior knowledge.
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4 Evaluation

To validate the fitness and performance of our models, we generated 14 synthetic
data sets [2]. Each data set contains plausible observations for a different number
of subjects and missions (called concept). Participants were divided into groups
of different “skills”. There were three groups in total:

1. “good”: a subject successfully completes the task, has a high mission score
and a short mission time.

2. “average”: a subject has a random chance to succeed in the task, and both
has an average mission score and an average mission time.

3. “bad”: a subject always fails the task, has a low mission score and a long
mission time.

The data sets differ with respect to the number of subjects, the number of
concepts, the number of groups, and how the subjects are divided among the
groups. With the help of Bayesian inference, the model re-allocates credibility
across parameter values to best explain the observations of each data set.

Comparing models is especially important since it is typically the case that
more than one reasonable probability model can provide an adequate fit to the
data in a scientific problem. A popular metric to quantify predictive performance
is the Mean Squared Error (MSE) [13].

The best model was able to explain individual differences with more than
90% accuracy for the three observable variables task success, mission score and
mission time.

In Table 2 we report the Mean Absolute Deviation (MAD), the Mean of the
Squared Deviations (MSE), the average standard deviation (SD) and the accu-
racy (ACC). We define accuracy by comparing the MAD estimate with the
maximum upper limit, in our case the maximum error of each variable: 1) task
success is binary-valued {0, 1} hence the maximum error is 1; 2) mission score
is in [0; 1] hence the maximum error is 1. Mission time can be any value greater
zero, but we limited the session to 5 minutes. Table 2 shows that, on average,
task success is reproduced 100% correctly for all subjects, mission score 98.9%
and mission time 92.7%.

Table 2. Measures of predictive precision and predictive accuracy for the best model
for a single simulated data set. Pi stands for the posterior predictive distribution of
the i-th observation.

Observable variable MAD SDMAD MSE SDMSE ACCMAD SD

Task success 0.0 0.0 – – 1.0 0.46

Mission score 0.011 0.011 0.001 0.001 0.989 0.107

Mission time 0.366 0.203 0.427 0.445 0.927 1.963
MAD = 1

n

∑ |yi − P̃i|; MSE = 1
n

∑
(yi − P̄i)

2; ACC = 1 − MAD
max. Error ; SD = 1

n

∑
σPi
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As an example, Fig. 5 and Fig. 6 show the results of a posterior predictive
graphical check for the observable variable mission score for n = 50 subjects
divided into the three distinct groups. The model is able to reproduce the
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observed individual scores accurately, and the posterior predictive mean curve
is close to the observation curve.

The model works best for one concept. More than one concept becomes
challenging for the final model and the model’s performance decreases with an
increased number of concepts. However, this behavior is expected as the HBM
is primarily designed to explain individual differences and has not the ability to
vary personal variables between concepts.

5 Conclusion and Outlook

Adaptive educational serious games try to continuously motivate players by
dynamically adjusting the usage experience according to the users’ cognitive
states, e.g., according to the estimated free working memory or motivation.
Cognitive user models can capture cognitive variables such as cognitive load,
motivation, attention, etc. Adaptive systems can make use of such models to
determine a good point in time when to actually adapt, e.g., a threshold on the
cognitive load measure to control the displayed information scope, or to dynami-
cally adjust the difficulty level. The research question is how to create a cognitive
user model to estimate latent cognitive variables such as cognitive load or free
mental working memory capacity. We have presented a concept for a cognitive
user model which is based on Hierarchical Bayesian Models (HBM). The model
has been validated numerically using synthetic data. The final model is able
to explain the three observable variables task success, mission score and mis-
sion time with an accuracy of over 90%. The generic structure of the modeling
approach allows transferability to other application fields.

Several issues with the final model have been identified and provide directions
for further research. The presented results are based on simulated data, not on
empirical data, hence, an evaluation by a user study is the next logical step.
Further work could also incorporate more observable variables, e.g., data from
eye-tracking or physiological sensors.
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5. Dörner, R., Göbel, S., Effelsberg, W., Wiemeyer, J.: Serious Games - Foundations,
Concepts and Practice. Springer, Cham (2016)



Bayesian Cognitive State Modeling for Adaptive Serious Games 25

6. Farrell, S., Lewandowsky, S.: Computational Modeling of Cognition and Behavior.
Cambridge University Press, Cambridge (2018)

7. Gelman, A., Carlin, J.B., Stern, H.S., Dunson, D.B., Vehtari, A., Rubin, D.B.:
Bayesian Data Analysis, 3rd edn. Chapman and Hall/CRC (2014)
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Abstract. The premises of theories about Adaptive Serious Games
are analyzed. Monistic approaches, which assume a determinacy of
humans, and dualistic approaches, in which the ability of humans to
self-determine is central, are contrasted. With reference to the concept
of Digital Humanism, approaches that focus on the human’s ability
to self-determine are given preference. With this perspective, existing
approaches to Adaptive Serious Games are discussed and suggestions for
further development are made. The focus is on the adaptability of adap-
tive systems. This can be achieved in particular by suitable configuration
options and an editor, with which players can determine the adaptivity
of an adaptive serious game themselves.

Keywords: Adaptive serious games · Digital humanism · Bildung

1 Introduction

Adaptation is a serious challenge in the design of serious games. Measuring
learners state, automatically diagnosing it for adaptation purposes and conclud-
ing adaptations is an obvious answer to the challenge (Serbin et al. 2019). An
assumption of this answer is that learners are stateful systems. This assumption
can be made if data collected about the learner are considered as adequately
modeled representations of the learner, since these data can be considered as a
stateful system. In this case, the adaption is concluded for the data represented
in the stateful system. Fortunately, the correlation between the learner and the
data in the learner model is most probably low, since learners are hardly state-
ful systems. They may act as stateful systems if they wish - but being able to
occasionally act like a stateful system and being a stateful system that always
acts as a stateful system is not the same.

In order to substantiate this thesis, theories of adaptive serious games will be
taken up first. The assumptions underlying these considerations are elaborated.
The assumptions are then reflected upon with theories of digital humanism and a
positioning of the argumentation presented here in the segment of dualistic the-
ories. Against this background, suggestions for a humanistic design of adaptive
digital games are finally developed.
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2 Premises in Theories of Adaptive Serious Games

The narrative of the history of Adaptive Serious Games is usually started with
Abt’s (1970) publication on Serious Games. Abt opens his argument with the
remark: “As civilizations evolve toward highly technological societies, the ability
to use abstractions becomes more and more necessary for people to function
effectively” (Abt 1970, 3). There are two surprising twists in this remark: First,
the development to highly technological societies is described as an evolutionary
process. This implies that the evolutionary process has a goal, namely the devel-
opment of highly technological societies. Darwin (1859), however, had described
evolution as a process that has no goal. According to Darwin’s theory, evolution
is a non-teleological process.

Contrary to the theory of Darwin, Abt assumes a goal for history. Such a
theory is not a description of natural processes, but an ideology. The premise of
this ideology is that history (which is the usual word for what Abbot mistakenly
calls evolution) has a will that directs the path of humanity. This allows Abbot
to seamlessly add the second surprising twist.

Abbot demands that humans should function well. He is able to set this
premise because, due to the assumption of humanity’s control through history,
he believes he knows that it is good for humans to function effectively. The
idea that humans may not always want to function well is something Abbot can
accommodate in the context of his ideology, as is the fact that it is he who sets
the premises - not evolution or history.

Implicitly, Abt does consider people who do not function well - as a distur-
bance variable. It follows for Abt that it makes sense to regulate people who do
not function well in such a way that they function well. This is the motive Abt
wants to express in Serious Games: It is about controlling people so that they
function well.

This motive also became the basis of the theory of intelligent tutorial sys-
tems, which have been extensively researched for decades, mostly without results
(Swertz et al. 2017). Both approaches, adaptive serious games and intelligent
tutorial systems, are based on the same motive. In both cases, the premises on
which this motive is based connect to Wiener’s (1965) cybernetic ideology (Bar-
beri 2017), but mostly without explicitly stating this. The connection to cyber-
netic ideology leads to the fact that the models for Adaptive Serious Games,
formulated for instance by Charles and Black (2004) or by Lopes and Bidarra
(2011), are very similar to the models for Intelligent Tutorial Systems - it is
enough to exchange the word “learner” for “player” to transfer the models into
each other.

Players are represented in these models. Thus, learners are viewed as stateful
systems. The advantage of viewing learners as stateful systems is that future
behavior is assumed to be predictable. It is a mechanistic model. At the same
time, it is assumed that the outcome of games, in this case of a serious game,
can be calculated in advance.
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3 Premise Analysis

Now, here we cannot pursue the understanding of play in pedagogical processes,
which has been discussed at least since the influential essays of Schiller (1795).
For the purpose of the argument, it is sufficient to note here that with Adaptive
Systems, which are based on the motive of controlling people with predictable
games in such a way that they function well, these systems are clearly connected
to behaviorist learning theories (Skinner 1958). This is particularly evident in
Skinner’s influential science fiction “Walden II” (Skinner 1948), which describes
a society based on controlling people to function well (behavioral engineering).

The premise of humanity’s destiny through history and the resulting task of
managing people to function well is in direct opposition to humanistic theories.

Humanistic theories have been developed at least since the Renaissance.
Accordingly, the theories are diverse in detail. What these theories have in com-
mon is that the question of the Conditio Humana, of the essence of man, and
thus of man himself, is set as the central question. The premise here is that
it is necessary for humans to enlighten themselves about what is special about
humans (Schmölz 2020). By enlightening themselves about their humanity, peo-
ple can reflect on themselves and determine themselves as human beings. The
ability to do this is possessed by all human beings (Swertz 2021). In this respect,
all human beings are equal. And in this respect humans differ from animals and
machines (Schmölz 2020).

With this premise it is possible to criticize social developments and to look
at them from one’s own point of view. Examples include analyzing digitization
as a modern form of colonization (Bon et al. 2022) or reflecting on the notions
of agents and intelligence on which artificial intelligence technology is based
(Russell 2022). The goal here is to develop policies to ensure that “technologies
are designed in accordance with human values and needs” (Werther et al. 2019).

The contrast of digital humanism to cybernetic ideology is obvious: While
theorists of cybernetic ideology demand the functioning of humans and the nec-
essary adaptation of humans to technology, digital humanism is about the self-
determination of humans and the design of technology according to the needs
of humans. The essential difference can be marked with the understanding of
history: While for supporters of cybernetic ideology it is history that determines
the fate of people and it is therefore necessary to follow the will of history,
for supporters of digital humanism it is people who determine history. Thus it
becomes necessary to determine history responsibly.

4 Performative Retorsion

The logical basis for this difference, which has been discussed for millennia, is
the understanding of performative retorsion. A performative retorsion is a figure
of argumentation for which it must be presupposed that, first, logic is possible,
second,

¬(A ∧ ¬A)
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(the theorem of contradiction) holds, third, judgments have a propositional con-
tent, and fourth, judgments are expressions of performative acts.

An illustrative argument based on retorsion is that “one cannot not commu-
nicate, because all communication (not just with words) is behavior, and just as
one cannot not behave, one cannot not communicate” (Watzlawick et al. 1967,
53). The argument can be justified by saying that the assertion I am behaving
now is not a behavior. By making this assertion, the assertor is contradicting
himself or herself because he or she is behaving in the act of articulating. In
contrast, the assertion that one can communicate cannot be refuted with a per-
formative retorsion.

This does not prove that it is possible to communicate. It is proven that it
cannot be meaningfully denied that one communicates. This marks a limit of
what can be proven: It can be meaningfully disputed that it is precisely with
this proposition that one has to start - other approaches are always possible with
self-limitation of one’s own approach. But it cannot be denied that it is possible
to start in this way. Likewise it is true for the proposition: There are no true
propositions, that with the articulation of the proposition the recognition of the
proposition as truth is demanded, but at the same time it is demanded not to
recognize exactly that. Therefore the proposition is false. This does not prove
that there are true propositions, but it does prove that the existence of true
propositions cannot be denied: It is not possible “to deny validity at all [transl.
C. S.]” (Hönigswald 1927, 148).

What is required then is to make a beginning: “No theory, not even a
philosophical theory, can begin without a basic assumption, without an axiom,
because a beginning from nothing is not possible [transl. C. S.]” (Meder 2016,
179). Theories, if one accepts this premise, are always incomplete (Gödel 1931,
174). Because this assumes that there is always something outside the theories,
such theories are called dualistic theories. The alternative is to assume that it is
possible to fully comprehend the world with a theory. Such theories are there-
fore called monistic theories (Schaffer 2018). People who adhere to a monistic
theory assume that the world can be fully known and is therefore determined.
What happens is therefore not dependent on the will of humans, but on the
will of nature, history or, in the case of the monotheistic variant, a God. Since
this will itself cannot be analyzed and shaped, but can only be taken note of
through observation, humans have no choice but to follow this will. In contrast,
people who adhere to a dualistic theory have the possibility to choose and thus
to shape their own future. The future is thus not thought of as predetermined,
determined and calculable, but as open.

People with an open future cannot now be meaningfully modeled as stateful
systems. Interestingly, people cannot be modeled as stateless systems either. The
reason for this is simple: humans ultimately cannot be modeled at all. It is only
possible to design models that people can use for their purposes. For this reason,
probabilistic models are too simple, in addition to mechanistic models such as
the behavioristic model. With the cybernetic concept of information (Shannon
and Weaver 1964), which is based on the concept of entropy, it is assumed that
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the prediction of the probability of the occurrence of an information is possible.
This works well if averages are measured, which is very useful in dice or card
games, for example. But even the prediction of a single case is not possible:
Even if six sixes have already been rolled in a row, the probability of a six on
the next roll is 1/6. In the case of adaptation in learning processes, case-by-
case decisions for individual learners are necessary. These decisions cannot be
predicted in individual cases.

In the case of players, there is also the fact that - unlike a die - they can
change their behavior in an incalculable way. Therefore, behavior can only be
predicted if players choose to behave predictably. People can do that - but it is
not legitimate to force them to do so and thus treat them as a mechanical or
probabilistic system.

The problem of uncertainty is well known and is described by the uncertainty
principle. The uncertainty principle shows that the state of a system can not be
predicted precisely from initial conditions (that is: the learner model). However,
the uncertainty principle assumes that in the case of electrons, for example, there
is a list of properties such as location, trajectory, velocity and energy (Heisenberg
1927), which must be taken into account in the model. Humans, however, are
capable of changing this list of properties. Speaking in the vocabulary of game
theory, people can make the rules of the game the subject of negotiation. This
can be seen even in young children, who often creatively invent the rules of
the game as they play. Formulated from the point of view of modeling theory,
learners thereby change the model. From a dualistic point of view, this cannot
be modeled.

Since this difference has been discussed for many millennia in many cultures,
it makes empirical sense to work with the thesis that there is exactly the monistic
and the dualistic alternative and no others. There are only two basic axioms: The
monistic axiom and the dualistic axiom. Because theorists who set the monistic
axiom must understand man as determined and thus externally determined (and
therefore reject, for example, human rights), and theorists who set the dualistic
axiom must understand man as free and thus self-determined (and therefore can
justify, for example, human rights), the dualistic axiom is set here.

5 Adaptivity

This has consequences for the understanding of learning: While for theorists who
adhere to a monistic theory, pedagogy must be about the insertion of human
beings into existing, known and modelable conditions, for theorists who adhere
to a dualistic theory, it is about human beings being able to determine and model
the conditions in which they live and, in doing so, also determine themselves.
In the German-speaking world, the latter is referred to as bildung rather than
learning, while the former is referred to as education. The word bildung is not
translatable and is therefore used in the following.

It must be the goal of the design of Adaptive Serious Games to create an
occasion for human bildung. The challenge here is that there is no underlying
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notion of what proper bildung is. The challenge can be seen in behaviorist the-
ories, in which it is claimed that the learner is central and that learner-centered
instruction is used. By this is meant that learning behavior is analyzed (this is
what learner-centeredness means) and then learners are taught in such a way
that goals are achieved efficiently and effectively. This does not mean that learn-
ers can determine their own goals and choose and design their own paths to those
goals. To determine goals, contents, methods and media by oneself characterizes
a person who has bildung.

That is precisely what it must be about: People must have the opportunity
to determine their own goals and choose their own paths in order to create - by
all means themselves - an invitation to educate themselves. So adaptive systems
must not be about people being adapted by adaptive systems. It must be about
people being able to determine themselves and adapt algorithmic systems for
this purpose.

One consequence of this is that it is meaningless to measure whether people
have achieved pre-determined goals - that is not a relevant criterion. What is
relevant, on the other hand, is to measure whether people have experienced the
learning experience as an occasion to educate themselves. In terms of adaptivity,
one goal may thus be that people can adapt systems like serious games for their
purposes. For this purpose, assistance systems that make it casually easy for
people to adapt systems to their purposes, and that they can then use as long as
they do not wish to change their behavior, make perfect sense. It is obvious that
modeling such systems is a complex challenge because the model parameters
cannot be fully known.

6 Adaptive Serious Games

Consequences from the previous considerations will be discussed below on the
basis of the excellent overview by Streicher and Smeddinck (2016). First, atten-
tion must be drawn to a difference: While Streicher and Smeddick state as one
goal to replicate teaching by a personal trainer with an adaptive system, this is
not possible from the perspective developed here. This is because replicating the
behavior of humans with machines is only possible if one adheres to a monis-
tic worldview. Elsewhere in the same paper, however, Streicher and Smeddick
suggest that adaptive systems should be understood as assistance systems - a
reasonable and responsible perspective.

An option to deal with this perspective can be derived from the fact that in
contrast to physical elements, learners are able to actively configure the model.
This can be made possible through HCI. The principle is to make adaptations
only with learner consent and to allow learners to change the configuration. This
takes into account another difference between physical elements and learners:
Learners occasionally change their minds. These changes are not predictable,
but can be actively expressed by learners if learners are allowed to configure the
model.

Even with this, the limits of Turing-powerful machines cannot be exceeded.
However, it is possible for learners to analyze the limits of the media they are



32 C. Swertz

using at any given time and then choose which medium to use now. Thus, when
learners choose Adaptive Serious Games, they must also choose to act within
the limits of Turing-powerful machines.

This makes it clear at first that Adaptive Serious Games cannot be the
universal solution for media in learning processes. It is an option. And this option
is already valuable because the change between different media is an important
occasion for processes of Bildung. Therefore, increasing the media ensemble is
good because it allows more switching between media.

For Adaptive Serious Games, the focus then needs to be on adaptation by
learners. For this, it is helpful to understand the use of an Adaptive Serious
Game as communication. If adaptive serious games are understood as communi-
cation models that describes the communication between developer and player,
a limitation becomes visible. The limitation is the fact that it is a unidirectional
asynchronous communication. To model this communication situation appro-
priately, learners can be supported in modeling adaptations themselves. In this
case, learners communicate with themselves. This turns the unidirectional asyn-
chronous communication into a bidirectional synchronous communication. This
can be achieved by offering an adaption editor.

A first proposal for an adaptation editor can be developed with the consid-
erations presented here, based on the development model presented by Streicher
and Smeddick. This model contains a step in which the scope of adjustment
automation, adjustment frequency, adjustment extent, adjustment visibility, and
adjustment control is to be defined. In each case, a scale from “high” to “low” is
provided on which developers must decide how to design the system. It is quite
conceivable to design this not as a decision for the developers, but to offer it to
the players as a setting. For this, a set of a few sliders would suffice, allowing
players to parameterize the system. The same goes for accessibility, for example,
which is best parameterized by the players themselves. It is obvious to also offer
the players to automatically adjust these parameters in the course of the game.

This suggestion can be supplemented with a second suggestion. To also offer
players the possibility to modify the parameter set, an adaptation editor is
needed. The usability of such an editor could be improved by a visual adaptation
language (Gómez et al. 2012), which could be used to link the available data and
the adaptable elements with different algorithms. Incidentally, this does not only
apply to players - it would also be helpful for developers and researchers to have
such a system, which would facilitate rapid prototyping, at their disposal.

A third suggestion can be developed from the cold start problem. To deal with
the cold start problem, there are several possibilities: First, it is possible to ask
the player for an initial parameterization (Streicher and Smeddinck 2016). To do
this, the player must be given the opportunity to enter parameters. A possibility
not discussed so far is to suggest that the player generates the initial paramters
by using the system. This allows the learner to decide what behavior the game
should be adapted to, then demonstrate it, and thus parameterize the system.
Third, it is possible to offer the learner to try out the system first and then enter
the parameters or generate them by demonstration when he has decided how
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to train the adaptive system. Fourth, it is possible to offer to work with default
parameters that are generated from existing data of other players (Streicher and
Smeddinck 2016) or can be set by the developers. These four options should not
be fixed, but should be available at any time, because otherwise players will be
restricted in their decision to change their behavior. Thus, if learners choose to
turn off the adaptation system and leave it turned off, this should be possible
as well as keeping default parameters, turning off the adaptation system later,
or resetting parameters generated by demonstration or later recordings followed
by a new demonstration, manual configuration, or training phase.

This makes it possible not only to give players a sense of autonomy while
they are determined by being controlled by giving them a sense of autonomy,
but to actually support them in acting autonomously. And it also becomes pos-
sible to view learner motivation not as a means of controlling players, but as
an expression of the purposes set by the players themselves. People who have
Bildung can determine their own learning. Automatic changes to the parameters
should never be made - the player’s consent must always be sought (Streicher
and Smeddinck 2016). This is necessary because collected data often cannot be
interpreted reliably. A simple example is a learner’s response delayed by 180 s
compared to the average. The cause may be a comprehension problem - or the
trip to the coffee machine. If players are made aware that there were delays and
then asked if they should be taken into account, they can determine this by a
simple input.

A fourth suggestion relates to the goals pursued by the game. Streicher and
Smeddick write, “The ultimate goal of an adaptive educational game is to sup-
port players in achieving progress toward individual learning goals” (Streicher
and Smeddinck 2016). One consequence of this sensible perspective is that play-
ers must be able to set the goals themselves. To this end, at the beginning of a
game, the player must be offered a choice list of goals that can be achieved with
the game, so that the player can first decide whether the game is appropriate for
his or her goals and, if so, specify which goals he or she wants to achieve. Accord-
ing to Streicher and Smeddick, the explicit specification of goals falls within the
domain of adaptability. It is important to note that players can decide not to play
at any time. After all, if a game has to be played within an imposed framework,
it is not a game but work (Huizinga 2019). The contradiction between work and
play is implicitly taken into account by Streicher and Smeddick by emphasizing
the relevance of the player’s life. For a serious game is formally work when it is
serious, and becomes a game only when it is experienced as a game.

In Streicher and Smeddick’s terminology, the proposals boil down to focusing
on the adaptability of adaptive systems. To endow adaptive systems with adapt-
ability is to allow players to adapt the adaptive system to their needs. It is clear
that when players take advantage of the adaptability of an Adaptive System,
they themselves become experts in the field of Adaptive Serious Games. And
this is exactly the goal: the transfer of knowledge. In this case, this passing on of
knowledge about Adaptive Serious Games is done through the learning method:
the method is the message. And that is certainly not the worst way.
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Abstract. TheTwiner project provides a practice environment to support a learner
in analysis and interpretation of an ongoing situation through a social media data
framework. Within this framework exists a host practice environment comple-
mented by a set of modular components for facilitating training, known as the
GTRI Learner Assessment Engine, orGLAsE. GLAsE maps the evaluated learner
activity to individual components of analysis, i.e., the learning objectives. It esti-
mates learner proficiency for individual learning objectives based on observations
of the learner actions while performing the learning tasks. GLAsE represents the
state of the world using a Learner Model that provides the current state of the
learner’s domain competency, and a Curriculum Model that represents the con-
cepts, activities, and skills of an expert analyst in this domain.GLAsEmayproduce
advice and hints for the learner at multiple points in the assessment process, which
are then passed to the learner via the practice environment as a form of direct feed-
back for the learner’s performance. Through these capabilities, GLAsE reduces
the time necessary for domain experts to dedicate to novice training and increases
the agility and responsiveness of the training system.

Keywords: Learner modeling · Student modeling · Intelligent tutoring systems ·
Social media Analysis

1 Introduction

The Twiner project provides a practice environment to support a learner in analysis and
interpretation of an ongoing situation through a socialmedia data framework. TheTwiner
framework consists of a host practice environment complemented by a set of modular
components for facilitating training, known as the GTRI Learner Assessment Engine,
or GLAsE. Internal components of GLAsE consist of the five components shown in the
blue center of Fig. 1, namely:

• the Plan Recognizer, which matches a novice learner’s steps against expert plans to
identify and assess those steps,

• the Critic, which provides quantitative scores for the learner’s plans and steps,
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• theCurriculumElement Scorer, which associates quantitative scores for the relevant
elements within the Curriculum Model,

• the Learner Modeler, which is responsible for updating the Learner Model as the
novice learner’s performance is evaluated by other components, and

• the Advisor/Hint Generator, which provides feedback to the learner based on their
performance.

Fig. 1. GLAsE design showing GTRI components within the Twiner system architecture. Blue
indicates GLAsE elements. Purple indicates models. Red indicates external data.

GLAsE is designed to integrate with the overall Twiner framework by mapping
the evaluated learner activity to individual components of analysis i.e., the learning
objectives. GLAsE estimates learner proficiency for individual learning objectives based
on observations of the learner actions while performing the learning tasks.

2 Background

2.1 Student Modeling in an Intelligent Tutoring System

As part of an intelligent tutoring system, a student model uses student performance and
behaviors observed by the learning system to provide evidence of mastery levels associ-
atedwith elements in a domain curriculum. Themastery levels are increased or decreased
depending on the student’s behaviors. This approach uses both the identification of the
student’s missing information and the identification of the student’s incorrect informa-
tion (bugs) to assess the learner’s state ofmastery–see [1]. The intelligent tutoring system
can then use these assessments to recognize the relative progress of the student within a
domain, then schedule learning activities to maximize student progress.

This work uses a common approach to student modeling in which the student model
is built as an overlay representation superimposed over a curriculum model, thus using
the same representation as the curriculum model [2]. The curriculum model, which
represents the domain knowledge and learning material, enumerates and indexes the
concepts being taught by the intelligent tutoring system.
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2.2 Social Media Analysis

A curriculum model consists of an explicit representation of the concepts and skills in
the domain. In this work, the domain practice environment exists to train social media
analysts, and the concepts and skills to be mastered are indexed within the curriculum
model. These concepts and skills relate to recognizing patterns or anomalies in data on
various socialmedia platforms, performing network graph analysis,monitoring real-time
information operations, drawing conclusions and providing recommendations, and so on
[3]. Eachof these concepts and skills is represented in the curriculummodel as curriculum
elements. The Curriculum Model also contains representations of the relationships and
interconnections among the concepts and skills. The Curriculum Elements include the
concepts that are to be taught or experienced through the student’s interaction with the
practice environment through experiencing learning activities. The learning activities
will be stored as content in the catalog of Learning Activities and indexed by the learning
concepts, represented as curriculum elements, which are experienced through interaction
with each Learning Activity within the practice environment.

3 GLAsE: Learner Assessment for Twiner

GLAsE represents the state of the world using a Learner Model that provides the current
state of the learner’s domain competency, and a Curriculum Model that represents the
concepts, activities, and skills of an expert analyst in this domain.

The LearnerModelmaintains an estimate of learner proficiency based on the demon-
strated skills of learners, and it records the assessments that are mapped to identified
curriculum elements and compute and update proficiency estimates for the indicated
curriculum elements. It supports learning by being available to other system compo-
nents to guide the choices of learning activities, and by being available to the learner
and other users who need to be aware of the proficiency states of the learner. The
Learner Model can be queried to retrieve the proficiency estimates of a given learner for
each leaf node/element in the CurriculumModel, along with aggregated scores for each
higher-level node in the Curriculum Model.

The Curriculum Model represents a hierarchical collection of curriculum elements
which describe the relationships and interconnections among domain-specific concepts,
skills, elements of workflows, and problem-solving approaches. It contains an explicit
representation of the concepts and skills related to recognizing patterns or anomalies
in the data, analyzing the situation and drawing conclusions. The Curriculum Model
includes the concepts that are to be taught or experienced through the student’s interac-
tion with the practice environment through experiencing learning activities. Numerical
weights indicate the relative contributions of sub-skills to skills as defined by experts.

4 GLAsE Model and Component Overview

TheGLAsE set of modular components complement the practice environment of Twiner
to facilitate training. The following describes how the GTRI components interact with
this practice environment:
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• The Curriculum Model represents the concepts, activities, and skills of an expert
analyst in this domain in a hierarchical structure, with relative weights for element
siblings and support for prerequisites when appropriate.

• The Learner Model provides the current state of the learner’s domain competency
using reasoning techniques that are guided by learning theories and teaching theories
known to be appropriate for intelligent tutoring.

• TheLearnerModeler updates theLearnerModel each time the learner’s performance
is evaluated by other components and provides a friendly API for reading/writing the
Learner Model data.

• The Plan Recognizer matches a learner’s steps against expert plans to identify and
assess those steps. It uses a natural language semantic similarity metric to match
human-readable steps performed by the learner with known expert plan steps.

• The Critic that adjudicates the quality of learner content vs. expert plans and
recognizes known bugs/mistakes.

• The Curriculum Element Scorer provides quantitative scores for the relevant ele-
ments within the Curriculum Model corresponding to each unit of work performed
by the novice.

• The Advisor/Hint Generator provides feedback to the learner based on their per-
formance, pointing out missing steps, common mistakes, or other areas of potential
improvement.

Important distinction: We use the term Learner Model for the database that provides
a snapshot of the learner’s competency and Learner Modeler for the software module
that reasons about the data and updates the Learner Model. Each model and component
is described in greater detail below.

4.1 Curriculum Model

The Curriculum Model is an explicit representation of the concepts and skills related to
recognizing patterns or anomalies in the data, analyzing the situation and drawing con-
clusions. It contains representations of the hierarchical relationships among the concepts
and skills. This includes the concepts that are to be learned or experienced through the
learner’s interaction with the practice environment through a set of learning activities,
tasks, or games.

Example Concepts for Twiner Curriculum. Some examples of skills to be learned or
demonstrated through interaction with the practice environment (based on Twiner team
discussions) are:

• Recognizing hidden relationships among actors
• Identifying which actors are pushing the deceptive content or influence campaigns
• Understanding how deceptive content is being received
• Understanding how deceptive content is being countered
• Pinpointing where the actors are
• Identifying who is supporting or working against particular actors
• Recognizing what problems this activity poses for their own troops and mission
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The Curriculum Model is built from curriculum elements, where each element is
either a topic, concept, or skill. Every curriculum element is indexed with the learning
objectives that it supports, and the curriculum elements are hierarchically arranged as
a tree structure. The highest level of the hierarchy specifies the type of learning that is
taking place when that learning objective is being satisfied:

• Analysis Approach
• Tool Training
• Understand Important Concepts (Concepts)
• Compound Tasks (Skills)

This hierarchical representation is anchored by an abstract root node, with a set of
children that represent the high-level topics covered by the entire system. All nodes
may have children of their own, which represent the conceptual structure of those other
topics/concepts/skills. Each topic/concept/skill contains the following properties:

• Name
• Curriculum element group
• Prerequisites (list of other curriculum elements)
• LAs that teach this concept
• LAs that evaluate this concept
• Learning objectives that are supported by the concept or skill

We have organized the learning objectives for the Twiner project into a curriculum
hierarchy of topics, concepts, and skills. Figure 2 depicts an abstraction of this hierarchy
for a generic domain.

Fig. 2. Abstraction of the curriculum model hierarchy

Each of these types of learning has several subcomponents and each of those sub-
components has a set of sub-objectives until after several levels, every branch of the
hierarchy has reached a leaf node. Since we are using an overlay representation of the
learner model, the learner model uses this same representation and each node in the
learner model contains a value which represents the proficiency of the student in the
curriculum element or learner objective represented by that node.
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4.2 Learner Model

A learner model (also called a student model), is a component of an intelligent tutor-
ing system with the purpose of providing a representation of the state of the learner’s
competency for information and use by the learner and the instructor for guiding the
learning activities and experience of the learner in the practice environment [4]. The
Learner Model in GLAsE is represented as a curriculum overlay model with additional
annotations and background information. Items in the Learner Model are represented in
the CurriculumModel as learning objectives. The contents of the LearnerModel include:

• Mastery scores for each of the learning objectives that represent the model’s best
estimate of the state of the learner competency for that objective.

• Background information on the learner which is valuable for understanding what
learning experiences the learner might need, both by a human and by computer-based
tutor.

Learner Model as an Overlay Representation. An overlay representation is an app-
roach to learner modeling in which the student model is built on top of a curriculum
model, i.e., using the same representation as the curriculummodel [2]. The curriculum is
a form of the domain model and is a representation, enumeration, or indexing of the con-
cepts being taught by the learning system. The learner model uses student performance
and behaviors in the learning system to provide evidence of mastery levels associated
with elements in the curriculum. The mastery levels are increased or decreased, depend-
ing on the student’s behaviors. This approach uses both the identification of the learner’s
missing information and the identification of the learner’s incorrect information (bugs)
to assess the learner’s state of mastery; see [1]. In GLAsE, this enables straightfor-
ward comparison between changes made to the curriculum by an expert and the specific
structure of scores attributed to the learner.

Proficiency Scoring Theory. The purpose of the LearnerModel inGLAsE is to provide
a state of the learner’s competency or proficiency for information and use by the learner
and instructor to guide the learning activities and experience of the learner in the practice
environment. The Learner Model is represented as a curriculum overlay model with
additional annotations and background information. The contents of the Learner Model
consist of items represented in the Curriculum Model as learning objectives: Concepts,
Skills, Problem-solving approaches, and in the case of the Twiner system, it includes
some tool training. This Learner Model is called an overlay model because the Learner
Model has the same representation as the expert domain knowledge, i.e., the Curriculum
Model—it is overlaid on that representation.

The Learner Model is a representation of:

• Mastery or proficiency scores for each of the learning objectives that represent the
model’s best estimate of the state of the learner proficiency for that objective.

• Background information on the learner
• Demographic information
• Educational level and specialties
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• Professional experience

In developing the Twiner proficiency calculation, we provide the following
required/desired characteristics:

• For each curriculum element, track and estimate the proficiency level
• Track proficiency based on the activities and experiences that the learner has had with
each curriculum element

• Estimate the space of activities related to the curriculum element

The curriculum characterizes the space of activities that it takes to learn and show
proficiency. Each activity that may be evaluated includes a numeric “coverage” value
that represents the fraction of the curriculum element coverage that is provided for that
activity. The proficiency represented is across all of the learner’s interactions with the
system, that is, it includes interactions with multiple scenarios, across multiple days,
and multiple interaction systems.

In this discussion the term “learning activity” ismeant to refer to a simple aggregation
of a collection of the most basic key or mouse clicks that represents a meaningful intent
or plan of the learner. These are the inputs to Learner Assessment for the Twiner system:

• Catalog of concepts in which students should have and demonstrate compe-
tence/proficiency

• Catalog of learning activities that evaluate and/or provide experience which can lead
to competence/proficiency

• Mappings of which learning activities evaluate which concepts
• Fraction of the curriculum element which is experienced in each activity. This is
meant to provide the capability for the system to require multiple experiences with a
particular curriculum element in order to develop total proficiency.

• Mappings of which learning activities provide experience with which curriculum
elements

• Definitions of the constraints regarding the selection and ordering of concepts to
provide to the learner to interact with and experience. This recognizes that the Twiner
system may not have any capability to reorder experiences, but this may allow the
assessment to recognize when the learner has not yet experienced some activities
which may be needed to understand later activities

• Definitions of the constraints regarding the selection and ordering of learning activi-
ties. Again, wemay not have control, but this may help the system to understand when
the learner is missing some information necessary to move ahead in the analysis.

4.3 Learner Modeler

The Learner Modeler is the component responsible for updating the Learner Model in
response to new information about the learner’s proficiency in one or more curriculum
elements. It infers and models the learner’s strengths and weaknesses by analysis of
logged activities, then updates the Learner Model to represent the current state of the
learner’s knowledge and skills.
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Learner Assessment Process (This process is described, recognizing that Twiner
exists in a practice environment):

1. Wherever possible, evaluate student competence/proficiency in concepts to populate
Learner Model

2. Identify deficient concepts
3. Prioritize deficient concepts
4. Select concepts to experience that adhere to concept constraints (Twiner may not

be able to direct the learner to particular concepts or activities, but may be able to
suggest certain activities)

5. When possible, direct the attention of the learner within the practice environment
toward a learning activity that provides experience in one or more deficient concepts
and adheres to learning activity constraints.

6. Provides access to selected learning activity within the practice environment
7. Use metrics provided by completed learning activity to update Learner Model.

Cumulative Weighted Proficiency Scoring Implementation. The proficiency algo-
rithm, known as cumulative weighted proficiency scoring (CWPS) and shown in Fig. 3,
is used to calculate the proficiency score for each leaf node in the curriculum element
hierarchy. The CWPS is calculated using:

• The seed value (the estimated level of proficiency before interaction with the system)
• The recency of the performance—items that the learner has performed more recently
should be weighted more highly than performance on activities that were performed
longer ago (with the assumption that the learner has learned and that more recent
activities more accurately reflect what the learner knows (the learner may have learned
or forgotten)

• The percentage of the space that has been experienced by the learner
• The learner’s score on each activity in which the learner was evaluated for that
curriculum element

Fig. 3. Cumulative weighted proficiency scoring (CWPS)
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Other details of the CWPS calculation:

• Each activity-to-curriculum element mapping has a % of coverage from 0–100.
• Seed scores have a coverage amount as well, e.g. 25%.
• The most recent 100 points’ worth of CE coverage are used for evaluation.
• For each activity, the learner’s trace score for that activity is scaled by the % coverage
of that activity.

• If the oldest included activity exceeds the 100-point recency cutoff, the coverage of
that activity prior to the cutoff is used to scale the learner’s score for that activity.

• If a learner has not yet experienced activities totaling 100% coverage, their greatest
possible score is the total % coverage so far.

Proficiency Example 1: Importance of Coverage. In this example we show how a
learner with a seed score can complete 3 activities but the total percentage coverage
of the seed score and all activities still does not reach 100%. In this case, the learner
cannot reach a perfect score even with perfect trace scores. As shown in the table below,
the learner has reached a score of 70.25% out of 80% possible (sum of all seed and
activity coverage so far) (Table 1).

Table 1. First example proficiency score calculation results using CWPS with insufficient
activities logged to reach full proficiency

Activity Activity coverage Learner’s trace score Net effect on CE score (coverage * trace)

Seed 25% 89% 22.25%

Activity 1 10% 60% 6.0%

Activity 2 15% 90% 13.5%

Activity 3 30% 95% 28.5%

Learner’s current CE proficiency score:
(sum of column)

70.25% (80.0% possible)

In this example, because coverage amounts add up to only 80%, all available pro-
ficiency scores are used to their full potential. The overall proficiency is the weighted
sum of the individual trace scores.

Proficiency Example 2: Decay of Learner Information. In this example we examine the
situation where a learner has a seed score and has completed 5 activities but the total
percentage coverage of the seed score and all activities exceeds 100. In this case, themost
recent 100% coverage is used to compute the learner’s proficiency score. The learner
could hypothetically reach a perfect score if all recent trace scores were perfect. In the
example below, the learner has reached 94.5% out of a possible 100%. The seed and
Activity 1 scores are not used because they are not within themost recent 100% coverage
and are thus grayed-out in the table. Activity 2 crosses the 100% coverage boundary with
5% “inside” the most recent 100%. Therefore only 5% of the learner’s Activity 2 trace
score is used in the learner’s final proficiency score (Table 2).



Adaptive Learner Assessment to Train Social Media Analysts 45

Table 2. Second example proficiency score calculation results using CWPS with sufficient
activities logged to exceed full proficiency

Activity Activity

Coverage

Learner’s

Trace Score

Net Effect on CE Score

(coverage * trace)

Seed 25% 55% 0%

Activity 1 10% 78% 0%

Activity 2 15% 80% 4.0% (5% out of 15% coverage used)

Activity 3 30% 95% 28.5%

Activity 4 40% 100% 40.0%

Activity 5 25% 88% 22.0%

Learner’s current CE proficiency 
score:
(sum of column)

94.5% (100.0% possible)

This proficiency calculation accounts for the decay of learner information if it is not
used over time and the possible need for review or practice. If the learner has performed
well on a given curriculumelement on some activities and then shows lower performance,
the most recent scores take precedent once enough activities have been evaluated.

GLAsE collects and represent mis-learnings or bugs that can be used to identify the
need for a correction message or example [1]. GLAsE will flag a bug that is represented
in a curriculum element. It will then lower the proficiency level and add the flag. The
learner’s proficiency score represents both the extent to which they’ve shown success in
demonstrating thematerial (proficiency level), but additionally the learnermaymis-learn
some concepts and thus be penalized (bug).

Hierarchical Proficiency Scoring. The hierarchical representation provided for the
curriculum allows a read-out of the leaf node concepts as well as a proficiency calcula-
tion for the parent nodes, including intermediate nodes. Leaf node proficiency scores are
calculated using the algorithm above. Intermediate node scores are the weighted average
of direct descendants and so on up the tree. Figure 4 shows an abstraction of weights
for child elements in the hierarchy as a relative proportion of their parent element. In
this figure, each child’s relative size within its parent is proportional to its weight, which
will determine the extent to which that child’s score affects the weighted average when
the parent’s score is calculated.

4.4 Plan Recognizer

This component is responsible for identifying a set of learner-generated step phrases,
written in a natural style as the learner notes their work process in their virtual notebook.
The primary data source for this component is the Plan Library, which contains a col-
lection of expert plans represented as a set of tasks/steps. The Plan Recognizer uses a
semantic similarity model to compare each of the learner’s steps (entered via the Practice
Environment) against the optimal set of steps defined in each expert plan to determine
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Fig. 4. Visualization of the relative weight of each child element as a proportion of its parent
element, which forms the basis of the hierarchical scoring approach

which plan best matches the learner’s work. In addition to detailing the steps to achieve
a plan goal, the expert plan includes a set of Curriculum Element identifiers that indicate
which topics, skills, or concepts are in use by this plan.

Once the plan is matched to a sufficient threshold against an expert plan, the Critic
determines whether the novice plan is sufficiently compatible with the expert plan. If
required steps are missing, or undesired superfluous steps are recognized, the learner’s
proficiency score will be diminished. A score is produced for the quality of the learner’s
work and the score, along with the Curriculum Elements associated with the expert plan,
are passed to the Curriculum Element Scorer and eventually the Learner Model for the
learner is updated to reflect the latest understanding of the learner’s proficiency.

Mapping Learner Actions to Expert Plans. Low-level learner events and actions
must be mapped to Curriculum Element scores to be used by the Learner Modeler.
A sequence of these events or actions can be thought of as a plan to accomplish some
higher-level goal or intent which is represented in the CurriculumModel. In order to rec-
ognize the higher-level goal or curriculum element it is proposed that there be a library
of plans (expert plans, satisficing plans, and buggy plans) which can be compared with
the sequence of steps or actions of the learner. A similarity metric is used to determine
which plan or plans in the library most closely match the learner’s step sequence. The
similarity metric should be able to compare any two plans to see which steps match, to
hypothesize that there might be missing step(s), to hypothesize that there might be extra
step(s), or to hypothesize that there might be incorrect step(s).
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There are several confounding situations that could occur that would make the
matching of the learner plan with the plan in the plan library. These situations are:

• Partially ordered plan steps: The learner may not always execute plan steps in the
same sequence, especially if some of the steps are not interdependent. Contrast this
with a totally ordered plan where there is only one sequence of plan steps.

• Multiple concurrent goals: A learner may have several goals that are being pursued
in parallel. Simply having observations that support one goal hypothesis doesn’t mean
theremight not be another goal for which the same actions provide support. This could
result in steps for two goals that intermingled.

• Actions can have multiple effects: One action could be used to support two concur-
rent goal (for example consider a search for social network connections that could be
used to identify super spreaders and in addition to identify a person who initiated a
particular piece of information).

• Need to carry along multiple hypotheses: Because of the above considerations, we
need to be able to carry several interpretations of the learner’s actions and a way to
make a final determination for updating the student mode.

Some simplifying assumptions have been made for the first version of this mapping
mechanism. The current prototype does not include detail for multiple concurrent goals,
and there are no actions that are part of two different plans.

Elements of Expert Plan Model Schema:

• Objective of the plan, e.g. “Identify Superspreaders and their Spheres of Influence”
• Steps that must be taken to achieve the desired objective (hierarchy, tree structure),
e.g.:

1. Load messages from file
2. Perform centrality analysis
3. Note most central users
4. Follow most central users’ messages
5. Perform popularity analysis of top-shared central user messages

• Tool or tools that can achieve each step, e.g. ORAPro [5]. If multiple tools can achieve
the step, identify all of them.

• (Instrumentable) Action taken by the learner within the tool (e.g. open “Reports”
menu, select “Centrality report”) to achieve each plan step. If multiple actions can
achieve a step, identify all of them.

• Represent the optionality of each step.
• Explicitly represent steps that indicate known bugs/mistakes learner may make when
performing a plan and identify a rule to recognize each bug/mistake. E.g. “the system
recognizes that the learner is trying to perform Plan Y, but also executes Step M, and
the expert model for Plan Y says that Step M is a mistake, therefore register Step M
as a bug.”
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Plans can reference other plans. Steps are just single-item plans (degenerate plans).
Requirements of the mapping mechanism consist of:

• Per-tool mapping (and mechanisms) of learner activity to one or more medium-level
tasks

• Mapping of medium-level tasks to Curriculum Elements (with coverage %)
• Mechanisms for judging the sufficiency of learner activity toward the tasks they are
attempting to perform

• Task hierarchy
• Design for how to handle errors of omission: if we have a system to evaluate a task after
it’s complete, we need a way to handle tasks that weren’t attempted. Score deduction
for missing tasks.

• Score deduction for extra/missing steps
• Score deduction for incorrect steps (“bugs”)

Plan Recognition Implementation. To compare learner plans and expert plans, the
Plan Recognizer uses a semantic similarity metric generated by comparing two large
numeric vectors that represent each sentence pair: one step from the learner and one
step from the selected expert plan. This similarity metric is the dot product of the two
vectors. For each step’s text phrase, the vector is produced using version 4 of Google’s
Universal Sentence Encoder [6] running in TensorFlow, which uses a pretrained model
to create a 512-float vector for any arbitrary English-language sentence. An example of
the confusion matrix of two sets of plan steps is show in Fig. 5.

Once the similarities are evaluated, the linear sumassignment problem is solved using
the modified Jonker-Volgenant algorithm [7] provided by the popular SciPy library. This
finds the combination of step pairs (one each from the learner and from the expert) in
which the overall sum is (in this case) maximized. Any leftover steps from the learner are
either extra (ignored) or erroneously superfluous (a bug), whereas any leftover steps from
the expert are either optional (ignored) or missing (a bug). By combining the step pair
scores and adjusting for any erroneous or missing steps, and overall score is generated
for the learner’s plan against the expert plan.

4.5 Critic

The Critic evaluates learner task steps against a library of expert task steps to identify
the task(s) being performed by the learner, judging the performance of those tasks as
compared to past experts. The Critic also determines when a task transition occurs,
and performs evaluation of the work products for the ending task. Outputs of the Critic
consist of:

• Recognized task(s)
• Identified extra or missing step(s)
• Identified bug(s)
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Fig. 5. Confusion matrix for five learner plan steps (left) and six expert plan steps (bottom)

When plans are presented by the learner as a collection of task steps, the Critic will
evaluate the overall quality of the plan when compared to the corresponding expert plan.
This means that the learner will receive credit for any steps that match the expert plan,
but will lose credit for missing required steps and for superfluous steps that are indicated
as mistakes in the expert plan.

Additionally, individual steps may be scored by the Critic, whether part of a plan
or individually. This aspect of the Critic’s design is hypothetical and has not yet been
implemented.

4.6 Curriculum Element Scorer

The Curriculum Element Scorer is the primary enabler of the Learner Modeler (the
component used to build the Learner Model). As the learner performs tasks and the
Critic evaluates the accuracy of those tasks against expert performance, the Curriculum
Element Scorer takes an explicit mapping of tasks to curriculum elements and provides
new LearningTrace values, or update the current trace values. Each learning objective
that is addressed in the learner’s latest activities are scored on the performance level
of the results. Concept proficiency scores are logged as part of the Learner Model for
reading by other components or by humans. The Curriculum Element Scorer outputs:

• LearningTraces to be saved in Learner Model
• Updates to the latest LearningTrace in the Learner Model
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The scoring mechanism within the scorer makes use of expert problem-solving
knowledge to be used in evaluating the student’s performance and identifying the level
of mastery exhibited for skills and concepts used in the activities, and makes use of the
catalog of evaluation metrics, which is organized by concept. This information is made
available to the Learner Modeler and used to update the Learner Model.

Example mapping concept of operations:

6. Learner decides to perform a set of tasks in service of a named goal, e.g. “Identify
Superspreaders and their Spheres of Influence”

7. Learner performs collection of actions representing an effort to achieve that goal
8. Component monitors learner activity and creates data objects representing that

activity
9. Component compares that activity against a collection of expert plan models,

e.g. the expert plan for “Identify Superspreaders and their Spheres of Influence”.
Quantitatively measure the learner’s activity similarity against all known expert
plans.

10. Component determines that the learner is attempting to perform that plan. Select the
expert plan that is most similar to the learner’s activity, then threshold that similarity
against a minimum required to identify the learner’s activity as the selected expert
plan, otherwise determine that the learner’s activity is unrecognized.

11. Component evaluates the “correctness” of learner’s actions for the detected plan,
potentially the same quantitative process as step 4, or possibly with leeway added
in areas where the learner might have the flexibility to deviate from the expert plan
without that representing an “incorrect” approach.

12. Component produces one or more updates to the Learner Model that indicate how
well the learner is following the expert plan. Since each expert plan is mapped
to one or more Curriculum Elements, it is now possible to assign scores to those
elements based on the evaluation(s) created by step 6.

4.7 Advisor/Hint Generator

Advice and hints may be produced for the learner at multiple points in the assessment
process. For example, the PlanRecognizer supports explicit hints to present to the learner
when they omit important steps in a recognized expert plan, such as “Don’t forget to
check for superspreaders using the report in ORA Pro or Scraawl” if the learner skips the
step in which that task is performed. These hints are returned when the plan is passed to
GLAsE for analysis. In future versions, this will be pushed to the practice environment
via the shared message-passing queue.

5 GLAsE Implementation Details

The diagram in Fig. 6 shows an exploded view of the GLAsE components and models,
the data shared among them and with other Twiner components.

GLAsE is implemented in Python using the Flask web service framework to provide
a RESTAPI for manipulating the LearnerModel and evaluating plans as shown in Fig. 7.
The details of this REST API are included in the ICD in the appendices.
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Fig. 6. Data flow into and among GLAsE components and models

Fig. 7. GLAsE Learner Model software interfaces at a high level

In addition tomanual updates viaREST,GLAsEmonitors anApacheKafkamessage-
passing service for certain types of computer-parsable statements in the practice environ-
ment that may indicate improvements in a learner’s proficiency. When these statements
are added to the queue via the practice environment, GLAsE is notified and will update
the proficiency model accordingly.

Additionally, GLAsE provides a simple interface to each Learner Model, viewable
in a web browser for diagnostic purposes. Figure 8 shows a screenshot of one example
learner’s scores over time.
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Fig. 8. Screenshot of example learner scores over time. Most recent scores are in the top row, and
each column indicates a single curriculum element’s numeric code. The UI also includes a listing
of the curriculum elements to match with their codes, not shown).

6 Conclusions

GLAsE is an intelligent tutoring approach and software package that enables adaptive
training to help novice professionals work toward an expert level of performance. The
Twiner implementation of GLAsE focuses on training learners to perform social network
analysis, monitoring learner input into the practice environment to provide evaluative
scores of the learner’s proficiencies in detail and give feedback in the form of hints and
advice. The GLAsE components, in combination with the Twiner practice environment,
enable automated training of social media analysts so that novice analysts can reach
proficiency with less manual effort required by expert trainers.
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Abstract. Artificial intelligence technology has already been applied in the edu-
cation scene, and the automatic detecting technology of learning state has attracted
the attention of many researchers. This paper summarizes the main types of learn-
ing state that researchers pay attention to at present, including affect, engage-
ment, attention, and cognitive load. Based on four typical learning scenarios:
computer-based learning, mobile learning, traditional classroom-based learning,
and individual computer-free learning, this paper discusses the shortcomings and
development trends of detecting hardware and methods used in this field, and the
social problems in obtaining a large amount of personal privacy data.

Keywords: Learning state · Education scene · Automatic detection · Artificial
intelligence

1 Introduction

With the continuous progress of modern educational technology, educators will not only
impart knowledge, but also pay attention to the changes of learners’ learning states,
including affect, cognition, motivation, and behavior [1]. They make corresponding
adjustments and feedbacks according to learners’ learning states, to alleviate the bad
learning states, realize personalized knowledge transfer, and improve teaching quality.
They will also analyze the overall performance of learners in the whole learning activ-
ities, to adjust their future teaching strategies and teaching content. With the gradual
application of information technology in the field of education, new learning scenarios
and learningmethods are also emerging. Among them, online learning can provide high-
quality courses on a large scale and open to learners around the world with extremely
low thresholds. With its excellent flexibility and convenience, online learning provides
people with a large number of learning and teaching options. The extensive applica-
tion of various MOOCs (Massive Open Online Courses) learning platforms represented
by Chinese universities MOOC, Coursera, and edX makes the previous Quality educa-
tion resources limited by time and space can be shared by learners around the world.
Other learning methods include autonomous learning [2], mobile learning [3], digital
game-based learning [4, 5], immersive learning [6], and so on.

In the current scenario of online learning or intelligent tutoring system without
teachers, teachers cannot directly obtain the learning states of learners, so they cannot
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make corresponding adjustments according to students’ feedback. Therefore, in the era
of artificial intelligence, researchers try to use effective computing technology to detect
learners’ learning states [7]. State detecting technology can be divided into invasive and
noninvasive in terms of the use of sensors. Invasive detecting requires the monitored
object to passively wear various sensors, which affects its normal learning and work.
The contact of the detected object makes the user feel more comfortable and causes less
interference to the user’s learning process. In terms of detecting methods, we focus on
such features as noninvasiveness, universality, low cost, portability, and inconspicuous.
Combining affective computing can expand the use of educational technologies and
provide additional opportunities to improve overall distance learning outcomes, as well
as provide new opportunities for personalized and low-cost teaching [8, 9].

The automatic detection of learning states based on affective computing has gradu-
ally become an active research topic. In the past two decades, researchers have gradually
applied technologies such as effective computing to the field of education, but many
attempts have remained in the laboratory environment. More in-depth research is nec-
essary to make these results applicable to real-world learning environments. Because
research studies on automatic detection of learning states are so far more extensive and
immature than other fields. Up to date, few reviews have been conducted to synthesize
the results of previous studies on automatic detection technology of learning states in
the field of education. The literature review conducted by Felicia et al. [10] only focused
on the method of using portable technology to monitor students’ states in the traditional
classroom-based learning environment, and did not summarize the automatic detect-
ing method of learning states in other typical learning environments. Elaheh et al. [11]
focused on the application of effective computing in the field of education and did not
summarize specific detecting methods, nor did they consider learning states other than
effect.

Our current research examines and analyzes the research findings in the field of
learning states theory and automatic detection of learning states in the past two decades,
to classify these studies according to learning states and detectingmethods, and discusses
the possibility of various technologies applied to the field of automatic detection of
learning states in different learning scenarios. Based on the existing findings in the
field of learning states detection, this review summarizes the development in the field
from the perspective of learning states theory and detecting methods, and forecasts the
future technology development trend. It is hoped that this review would help researchers
identify areas that have been investigated or require further investigation and introduce
practitioners to new developments in the field of automatic detection of learning states.

2 Review Method

This study refers to the systematic literature review guidelines of Kitchenham et al.
[12] and we formulated the following research steps: formulate the research questions;
identify inclusion and exclusion criteria; search the literature; gather information from
the studies; conclude and report the research results.Wedeveloped the following research
questions to help us manage the literature review and achieve research objectives:
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(Q1) What are the noninvasive learning state detecting methods used in the selected
papers, and what are their advantages and disadvantages?
(Q2) What learning states theory is used in the selected paper, and what learning states
are considered?
(Q3) In which typical learning scenarios is the detecting method used for the selected
paper suitable?

In this study, we reviewed relevant literature in conferences, journals, and books in
the past three decades on the theory of learning states, because many of the early theories
of learning states are very classical and have been used by researchers to this day. As
for the automatic detecting method of learning states, we mainly choose the articles in
conferences and journals in the last ten years, because since 2010, the research results
such as affective computing have been increasingly applied in the field of education.
Table 1 summarizes the inclusion and exclusion criteria, and the final included literature
should satisfy all criteria.

Table 1. Inclusion and exclusion criteria.

Inclusion criteria Exclusion criteria

Written in English
Full-text papers
Published in the selected databases

Non-English
Uncomplicated studies
Non-target domain
Duplicated studies

The literature search focused on sources including library databases, such as Ei,
Compendex, Web of Science, IEEE Xplore, Springer Link, and the web-based search
engines of Google Scholar. These different sources enable a comprehensive search of
any potentially relevant references for inclusion in this review. The main phrases and
keywords used in literature retrieval include: “learner affects recognition”, “learner states
detection”, “automated detection of engagement”, “attention detection”, “affective com-
puting in learning environment”. By searching the references that have been included in
the literature, we also found some documents that meet the requirements.

A search was performed on selected databases using defined phrases and keywords,
and 247 studies were searched. The titles, keywords, and abstracts of these articles were
checked for inclusion and exclusion criteria. After examining the literature unrelated to
the objectives and research questions of this study, 162 studies were excluded and 85
studies remained. The reviewmethodology flowchart of this study is illustrated in Fig. 1.
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Review of Automatic Detection of Learner States in Four 
Typical Learning Scenarios

Search using 
keywords 

(Q1) What are the noninvasive learning states detecting methods used in the 
selected papers, and what are their advantages and disadvantages?

(Q2) What learning states theory is used in the selected paper, and what 
learning states is considered?

(Q3) In which typical learning scenarios is the detecting method used for the 
selected paper suitable?

learner affect recognition, learner states 
detection, automated detection of 

engagement, attention detection, affective 
computing in learning environment       

Online databases Ei Compendex, Web of Science, IEEE 
Xplore, Google Scholar, Springer Link

Inclusion and 
exclusion criteria

Manual search on primary paper references

Quality check

Final selected papers

Fig. 1. Review methodology

3 Learning States

3.1 Affect

In the field of effective computing, researchers focus on several basic human emotions,
such as six basic emotions [13], including anger, disgust, fear, happiness, sadness, and
surprise. However, some researchers have found that during the learning process, some
nonbasic emotions such as engagement, boredom, confusion, and frustration play a
more important role [14–16], and their frequency of occurrence is higher than that of
basic emotions. However, some scholars agree that these nonbasic emotions are not
included in the category of emotions [17], and some people refer to these effective states
accompanied by epistemic processes as epistemic affective states [18].
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Affect is fundamentally important for human learning and development [19, 20],
and it has a substantial influence on human cognitive processes, including perception,
attention, learning, memory, reasoning, and problem-solving [21]. Efforts in deeper
learning activities involve complex coordination of cognitive processes and effective
states. The cognitive processes that underlie generative generation, causal reasoning,
problem diagnosis, conceptual comparison, and coherent interpretation generation are
accompanied by effective states, such as anger, Frustration, anger, and anger sometimes
occur when learners make mistakes, struggle with troubled deadlocks, and experience
failures. On the other hand, when tasks are completed, challenges are conquered, insights
are revealed, and major discoveries are experienced, positive emotional states such as
flow, joy, and excitement [22]. Experimental emotion studies have found that emotions
affect a variety of cognitive processes that help learning [23]. Positive emotions promote
learners’ learning effects [24]. Confused emotions have certain bene-fits for learning
[25], but students who experience anxiety or anger tend to have lower learning efficiency
[24]. Therefore, it is necessary to obtain and ensure the effective health of learners to
obtain targeted and timely feedback to adjust the effective states that hinder learning.

3.2 Engagement

The term of engagement is interpreted differently by different research communities
[26], but most definitions consider engagement to include attentional and emotional
involvement in tasks. Many scholars agree that there are four types of engagement in
student learning activities, which are behavioral engagement, emotional engagement,
cognitive engagement, and agentic engagement [27]. These forms of engagement are
manifested through students’ behavior, emotions, and motivation. In the study of the
impact of effect on the learning process, researchers have considered engagement as an
emotional state [14, 22], but more scholars agree that engagement is a behavioral state
and can be considered the most fundamental state. Any other affective state, such as
boredom, confusion, sleepiness, etc. gets reflected in the engagement levels of a learner
[28].

In an educational environment, engagement and learning are often interrelated, and
maintaining participation will improve learners’ performance [27, 29]. In real learning
scenarios, teachers improve their learning ability by keeping learners in engagement state
[30]. Providing a high engagement flow experience has been shown to be positively cor-
related with learning outcomes [31]. Therefore, when learners’ engagement decreases,
timely feedback and adjustment should be provided tomaintain high engagement, which
can improve the learning effect of learners.

3.3 Attention/Mind Wandering

Attention and mind wandering can be considered as opposite states, and they are also
two states that researchers in the field of learning states detection often pay attention
to. The essence of attention is the accumulation and concentration of consciousness.
We can delineate attention into overt attention and convert attention defined by the
selection mechanism used by the learner himself. Overt attention involves an attention
mechanism that physically moves the sensory organs to select a specific type of neural
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processing [32]. Overt attention is often associated with external stimuli and is by far the
most commonly studied form of attention because sensory organ movements provide
measurable value for analysis [33]. Human attention is closely related to one’s efficiency
in work and study. Among various mental states, attention is one of the most important
and indicative states that affects user efficiency, productivity, and even creativity [34].
Therefore, the detection of attention is one of the significant ways to understand the
learning state of learners. Many studies on the detection of attention divide attention
into multiple levels, such as high attention, medium attention, and low attention, etc. [7,
33].

Mind wandering is the involuntary shift of attention from task-related thoughts to
task-unrelated thoughts. Studies have shown that mind wandering is a common phe-
nomenon, and it occurs 20–50% of the time in the whole learning process, depending
on different environments and tasks [35, 36]. Mind wandering has been shown to be
negatively correlated with the performance of various tasks requiring conscious control
in many cases [37]. For example, mind-wandering leads to an increase in error rate
during signal detection tasks [38], a decrease in recall rate during memory tasks [39],
and worse comprehension during reading tasks [40]. The detection of mind wandering
is most closely related to the field of attention detection. By detecting learners’ state of
attention or mind wandering, an appropriate intervention can be conducted to reduce
the negative effects of mind wandering, which is conducive to improving the learning
effect.

3.4 Cognitive Load

Cognitive load theory was first proposed by John Sweller, who defined cognitive load
as the total amount of information that can be processed during human information
processing, mainly including the total amount of information stored and processed by
workingmemory [41]. According to Sweller’s theory, the sources of cognitive load in the
learning process include intrinsic cognitive load, extraneous cognitive load, and germane
cognitive load. The intrinsic cognitive load is determined by the knowledge content itself,
while the extraneous cognitive load is determined by the teaching design and teaching
methods. The germane cognitive load is related to the deeper information processing
of learners. However, the three types of cognitive load are interrelated. According to
the cognitive load theory, effective learning can only happen if the cognitive load is
controlled within the range of working memory, otherwise it will lead to overload of
cognitive load and learning failure [42].

Cognitive load theory is considered to have had a significant impact on the field
of learning and teaching [43]. Compared with traditional teaching tasks, teaching tasks
based on cognitive load theory have been proved to bemore efficient because they require
less training time and less psychological burden to achieve the same or better learning
and transfer performance [44]. Cognitive load is not only seen as a by-product of the
learning process, but is a major factor determining the success of teaching interventions.
Therefore, it is necessary to study the cognitive mechanism related to specific learning
behaviors. Many studies have been conducted to measure cognitive load during learning
[45], proving the importance of real-time cognitive load detection during learning.
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Table 2. Summary of noninvasive learning state monitoring methods in four learning scenarios.

States Related factors Influence

Affect Basic emotions
Non-basic emotions

Cognitive processes
Learning effects
Learning efficiency

Engagement Behavior
Emotions
Motivation

Learning performance
Learning ability

Attention/mind wandering Consciousness
Selection mechanism

Efficiency
Productivity
Creativity

Cognitive load Working memory
Information processing

Learning efficiency

Learning state can be analyzed from various perspectives of learners. This study
only summarizes the four states of affect, engagement, attention, and cognitive load that
researchers pay most attention to. Table 2 shows the related factors of the four learning
states and their influence on learners.

4 Typical Learning Scenarios

(See Fig. 2).

Fig. 2. Four typical learning scenarios. (a) Computer-based Learning, (b) Mobile Learning, (c)
Traditional Classroom-based Learning, (d) Individual Computer-free Learning
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4.1 Computer-Based Learning

Desktop computer and laptop-based learning environments are the most common online
learning environments. Compared with other learning scenarios, this learning environ-
ment has more signal channels to obtain learners’ states. Since the general computer will
be equipped with a camera, keyboard, mouse, and other devices, and may be equipped
with additional microphones and other sensors.

Detecting learning states through the camera is one of the most versatile and portable
noninvasive detectionmethods, and there have been a lot of related studies. Facial expres-
sion recognition is one of the common methods of effective computing, and algorithms
are emerging to optimize its recognition effect [46–48]. Many studies have applied facial
expression recognition in the educational environment of online learning, for example,
identifying the effective states of students during learning through facial expressions
[49–54], using facial expressions to identify students’ understanding of the entire learn-
ing process [55], detecting attention or engagement from learner’s facial and head pose
characteristics [7, 28, 56, 57]. Body gesture and behavior are also important channels for
learners’ states that can be obtained through cameras. Studies have been conducted to
identify learners’ affect based on facial expressions and gestures in videos [52, 53], and
to identify attention by acquiring head pose or body gesture with ordinary cameras [58,
59]. Ordinary cameras can be used to obtain the sight information of the eyes to identify
the learner’s attention [58, 59] and to obtain eye movements and pupil information to
identify the user’s cognitive load [60]. Ordinary infrared web cameras are also a measure
of cognitive load [61]. However, due to the performance limitations of ordinary cameras,
there are still few studies in this field.

The mouse and keyboard are devices that ordinary computers are equipped with and
are also ideal noninvasive tools for obtaining learner information and identifying their
learning states. There are various ways to obtain learner states through the keyboard and
mouse, and the types of states detected vary. Some researchers use the characteristics
of the experimenter tapping the keyboard or moving the mouse to monitor the effective
state, engagement and stress state of the experimenter [7, 62–65]. Others use special
physiological mouse to obtain the user’s photoplethysmography (PPG) signal to detect
the learner’s cognitive and effective states [66]. Although themethod of acquiring learner
states through the keyboard and mouse is only effective when they are used frequently,
and their detection results are not as good as other sensors’, these studies will provide
research for multimodal learning status detection. A new dimension.

In addition to common devices on ordinary computers, to detect learners’ states
more accurately and effectively, additional sensors can be used for states detection.
Somatosensory cameras are often applied to states detection based on body gesture
and movement, among which Microsoft Kinect camera is the most widely used sen-
sor [67–69]. Its research in the field of education includes detecting learners’ effective
states, engagement, and attention [33, 54, 70]. Pressure sensors have also been used in
posture-based learner’s interest level detection [53, 71]. Eye tracker can capture accurate
and comprehensive eye-related signals of learners, including fixation frequency, blink
frequency, line of sight change and pupil dilation, etc. These signals reflect learners’ real-
time stress state [63], attention state [72–74] and partial effective state [75]. Headphones
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are often used in online learning. Special headphones can capture the user’s electroen-
cephalogram (EEG), which can be used to identify various learning states [76]. The
microphone enables learners to interact with teachers or intelligent tutoring systems to
realize voice interaction in online learning, and the voice and language information cap-
tured by themicrophone can reflect the effective state of learners [77–81]. The additional
sensors provide a new dimension for the study of multimodal learning states detection,
but also reduce the universality of the detecting method and increase its use cost.

4.2 Mobile Learning

Mobile learning enables students and teachers to make use of the smart wireless devices
(such as mobile phones, tablet computers, etc.) that are widely used today to realize
interactive teaching activities, as well as information exchange in education and tech-
nology more convenient and flexible. These smart wireless devices have sensors such as
cameras, microphones, touch screens, and accelerometers, providing multiple channels
for capturing learner states signals.

Touch screen is themain sensor for learners to interact with the smart wireless device.
The learner’s finger sliding and typing behavior when using mobile devices reflects part
of his learning state at that time. By analyzing the reader’s finger activities to detect
their cognitive states, and then automatically adjusting the text playback mode, reading
efficiency can be improved [82]. Analyzing the user’s key stroke dynamics on mobile
devices [83] can also identify the user’s current effective states. It is also possible to
analyze the finger sliding and typing behavior at the same time to identify learner states
[84].

The front camera of smart mobile devices provides an opportunity to identify effec-
tive states through learners’ facial expressions in mobile learning. There are researches
on facial recognition for mobile devices [85, 86], and many learning applications have
added facial expression-based effective recognition into the system [87, 88].

In addition to the above main channels, more researches tend to use multiple sensors
formultimodal state detection inmobile learning. Using a rear camera to detect heart rate
and a front camera to detect facial expressions can identify learners’ affect and cognitive
states [86, 89, 90]. Speech recognition combined with facial expression recognition can
improve the accuracy rate of affect detection on mobile devices [85, 91]. Some studies
also use accelerometers and other sensors to acquire learners’ movements and other
signals for multimodal effect detection [88, 92]. In addition to real-time identification
of learners’ various learning states, long-term objective sensor data recorded by mobile
devices can also be used to assess learners’ long-term stress, emotional, and mental
health status [93].

4.3 Traditional Classroom-Based Learning

Traditional classroom-based multi-person learning is still the most important way of
learning. However, in a multi-person classroom, teachers cannot observe each student’s
learning states comprehensively and objectively.With the development of artificial intel-
ligence technology, the concept of intelligent classroom has also been proposed. By
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identifying the learning state of learners, the intelligent classroom system can assist
learners’ learning and the interaction between learners and teachers.

The cameras are the most ideal learning state monitoring devices in the classroom.
Cameras are low-cost, noninvasive devices that can obtain rich information. At present,
cameras have been installed in most classrooms. However, it is more difficult to detect
the learner states in the classroom than the above two scenarios, because multiple people
are detected at the same time in the classroom, which increases the difficulty in algorithm
and calculation [94]. Learner’s facial expression information obtained by the camera in
the classroom reflects the learner’s current state of affect, attention, and engagement
[95–98], and the student’s attendance can also be detected by matching the student’s
face information. Cameras in the classroom can also detect students’ learning states
frommulti-channel, such as facial expression and body gesture. Although multi-channel
detection is more accurate and reliable, it is more difficult to realize multi-channel
detecting of multiple people [52, 99, 100].

Ordinary cameras are themain channel for state detecting, and someother sensors can
also be used in traditional classroom scenarios. Kinect is another tool to monitor learner
behavior, and learners’ behaviors in the classroom reflect changes of their engagement
[101]. Effective recognition by speech using microphones in the classroom has also
been attempted [102, 103]. In addition, pressure sensors can also be used for sitting
posture detecting in classroom scenes [71]. Although these sensors are not practical
for multi-person state detecting, they are expensive to use and difficult to deploy, but
they are very meaningful ideas and attempts. In classes that students are encouraged to
move freely, the sociometric badges worn by students can measure their relationships
and interactions, maximizing the effect of team learning [10, 104].

4.4 Individual Computer-Free Learning

In the traditional paper-based learning scenario, learners study alone without the assis-
tance of mobile phones or computers. Although the learner in this scenario does not have
the distance teaching of a teacher or the guidance of an intelligent system, by recording
their learning status, the education researcher or learner can analyze the recorded data
to further the learning and cognitive process in this scenario to research or adjust.

In this scenario, the camera is still the preferred noninvasive detecting device. As
the learner is sitting in a fixed position to learn, the methods of detecting learning states
through the camera in computer-based learning scenarios can be used, for example, by
identifying expressions to detect the learners’ effective states [50, 55], cognitive process
and engagement [98], by obtaining the body and head posture change to detect the
learners’ effective states and attention [52, 58], and by obtaining eye movement data to
detect the learners’ cognitive load, and so on.

In other devices, Kinect can also be used for expression recognition and gesture
recognition, and the gesture recognition rate is more accurate than ordinary cameras
[67], and pressure sensors can obtain learner sitting information [53]. Although there
are some devices that can also be used for learning state recognition, their use in this
scenario is not good (Fig. 3 and Table 3).
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Fig. 3. Proportion of devices used in the article

Table 3. Summary of noninvasive learning state monitoring methods in four learning scenarios.

Scenario Device Method State References

Computer-based
Learning

Camera Expression,
body gesture,
head pose,
behavior,
reactivity and
movement of
the eye

Effect,
attention,
engagement,
cognitive load

[7, 28, 46–61]

Mouse,
keyboard

Keystroke
dynamics,
mouse
activities,
PPG

Effect,
engagement,
stress

[7, 62–66]

Kinect Body gesture,
head pose,
behavior

Effect,
attention,
engagement

[33, 54, 67–70]

Pressure sensor Body gesture Interest level [53, 71]

(continued)
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Table 3. (continued)

Scenario Device Method State References

Eye tracker Reactivity and
movement of
the eye

Effect,
attention,
stress,
cognitive load

[63, 72–75]

Headphone PPG Effect [76]

Microphone Speech Effect [77–81]

Mobile Learning Touch screen Finger
activities,
keystroke
dynamics

Effect,
cognitive state

[82–84]

Camera Expression Effect,
cognitive state

[85–90]

Microphone Speech Effect [85, 91]

Accelerometer Body gesture,
behavior

Effect [88, 92]

Traditional
Classroom-based
Learning

Camera Body gesture,
head pose,
behavior

Effect,
attention,
engagement

[52, 94–100]

Kinect Body gesture,
head pose,
behavior

Engagement [101]

Microphone Speech Effect [102, 103]

Sociometric
badge

Behavior Relationship
and interaction

[10, 104]

Individual
Computer-free
Learning

Camera Expression,
body gesture,
head pose,
behavior,
reactivity and
movement of
the eye

Effect,
attention,
engagement,
cognitive load

[50, 52, 55, 58, 60, 98]

Kinect Body gesture,
head pose,
behavior

Effect,
attention

[67]

Pressure sensor Body gesture Effect,
attention

[53]
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5 Discussion

In the use of sensors to detect learning states, the characteristics of sensors such as
noninvasiveness, versatility, low cost, portability, and unobtrusiveness of the sensors
are the key considerations of researchers. Compared to the other devices mentioned,
the camera is the most widely used device in the natural environment. There are still
some shortcomings in image-based learning states detection, and multimodal detection
through expressions, body poses, and eye movement information improves the relia-
bility of detection. While ideally, the lack of unbiased observational tools available and
increased adoption of intelligent detecting devices in a variety of learning scenarios could
contribute to future advances in technology for teaching and learning environments.

In terms of the design of recognition algorithms, current recognition algorithms
are usually divided into performance-based type and real-time type. Performance-based
algorithms focus on recognition quality and high recognition accuracy, but run slowly,
and are often used for subsequent analysis of the entire learning process. Real-time
algorithms pay attention to recognition speed and running speed, but their recognition
accuracy is low, and they are always used in scenarios that require real-time feedback to
learners. At present, most of the recognition algorithms are only tested in the laboratory
environment, and the reliability of the recognition algorithms is still questioned because
there are more disturbances and emergencies in the natural learning environment.

The detection of learner states through multiple devices is based on the premise
of obtaining a large amount of personal privacy data. On the one hand, the abuse of
artificial intelligence technology may lead to large-scale privacy invasion. On the other
hand, most of the current applications of artificial intelligence use cloud computing. If
the security of personal privacy data stored in the cloud is not guaranteed, it will lead to
great privacy disclosure risks.
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Abstract. Conversation-based assessments (CBAs) make use of dialogue sys-
tems to create situations that can be used to gather evidence of the decisions
learners make on performance-based assessments such as computer-based sce-
narios, simulations, or other forms of technology rich tasks. CBAs are adaptive
in nature providing subsequent questions, feedback and eliciting additional infor-
mation from learners about the given topic. However, the adaptivity can always
be improved with additional evidence of the learner’s knowledge, skills, and other
attributes (KSAs) which can be encompassed in a learner model. Learner models
based on CBA’s data can then be used to support and improve adaptive sequenc-
ing of questions and conversations as well as adaptive feedback. This information
can also aid in selecting appropriate conversations and additional tasks. These
improvements may result in more engaging and relevant conversations and tasks.
In this paper, we discuss some of the challenges and opportunities for learner
modeling in dialogue systems.

Keywords: Learner modeling · Dialogue systems

1 Introduction

Conversation-based assessments (CBAs)make use of advances in dialogue systemswith
natural language tutorial conversations [e.g., 2, 26, 39] to create situations for learners
to demonstrate their knowledge, skills, and other attributes (KSAs). CBAs have been
used in combination with other types of tasks in computer-based scenarios, simulations,
or other forms of technology rich environments [67]. CBAs can adapt the nature of
the conversation between the human student and one or more artificial agents based
on the responses provided by the learner and evidence gathered from other activities
(e.g., multiple-choice questions). CBAs are designed to measure learners’ knowledge,
skills, and other attributes (KSAs), which can aid the system in adapting to the student’s
particular needs [62].

Adaptive Instructional Systems (AISs) that make use of dialogue systems can benefit
from a learner model [32]. Although there is not a formal definition of a learner model,
the main idea is that a learner model is an algorithmic representation of the current state
of the student’s KSAs, thus informing adaptivity and potential learning interventions.
Specifically, learner models can be used to maintain an up-to-date representation of the
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learner’s KSAs [27, 44, 60]. Within CBAs, evidence can be aggregated from multiple
sources andused to update the learner’s profilemaintained in the system (i.e., the learner’s
KSAs). Integrating different sources of evidence can result in better understanding of
learner interactions on a fine-grained level in dialogue-based learning and assessment
systems [21, 66].

Adaptive features on AISs can be described as a two-loop model that includes macro
adaptation where the best possible task to match the student’s need is selected and micro
adaptation where different aspects of the task and associated feedback are adjusted [56].
Learner models have been successfully implemented and used to support learning [e.g.,
3, 7, 10, 12, 42, 44, 49]. However, dialogue systems including natural language con-
versations for tutoring have not been as well investigated, though preliminary evidence
from Katz et al. [32] suggests that learner models in these contexts can increase learning
compared to comparable controls.

In this paper, we explore opportunities and challenges for the use of learner models
in dialogue systems. We elaborate on how these models can be used to integrate evi-
dence from various sources and guide the selection of natural language conversations
for learning and assessment.

2 Evidence from Dialogue Systems

Dialogue systems that allow for natural language conversations between humans and
artificial agents have made significant headway in increasing learning gains for students
in a variety of domains [23]. Although many dialogic systems exist, we will focus on
Autotutor, an Intelligent Tutoring System (ITS) where humans learn via conversations
with an artificial agent tutor, as this is the impetus for the dialogic components in our cur-
rent CBAs. Autotutor has aided students in improving learning within multiple domains
by over a letter grade compared to control groups (for a review see [23]). Autotutor
creates conversations based on the analysis of expert human tutor conversations with
human students [25]. The resulting framework is called the Expectation-Misconception
Dialogue Framework as the students are asked questions by an artificial agent with pre-
defined expected correct responses as well as answers with pre-defined misconceptions.
Specifically, students are guided to answer an overall questionwhich is broken down into
multiple expectations with scaffolding moves to aid the student in better understanding
the given topic during the natural language tutoring session with the artificial agent. The
scaffolding moves include pumps (e.g., “anything else?”), hints (broad clues), prompts
(questions or statements requiring a single word or phrase as an answer), assertions
(stating the correct answer) and misconception correction (where the correct answer
is given). Furthermore, positive, negative and neutral feedback are provided as well as
other common discourse moves to maintain the illusion of artificial intelligence [23].

The Autotutor framework has been expanded to allow for conversations between two
or more artificial agents and a human, referred to as trialogues. These trialogues were
first introduced in the gamified learning environment, OperationARA/OperationARIES!
[39]. With these trialogues, new layers of adaptive instruction were made possible. For
example, students who did not have sufficient prior-knowledge to ask a deep question
would then interact with the agents in a vicarious learning mode, where they simply
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watched the two artificial agents interact with one yes or no question to keep the stu-
dent engaged. This idea was based on the work of Driscoll, Craig, Gholson, Ventura,
and Hu [17]. Additional pedagogical moves and modalities were also employed and are
described in detail in [24]. However, to decipher the best pedagogical conversational
mode, multiple choice questions, as additional sources of evidence, were implemented
to gauge the learners’ current level of knowledge on the given topic. Post-hoc analysis
showed the importance of using additional sources of evidence including but not limited
to responses to multiple-choice questions and evidence from conversations in predict-
ing student learning [19]. However, no complete learner model was ever created and
instantiated to track students’ current KSA’s via multiple sources of evidence in real
time.

Therefore, an over-arching learner model that is continuously updated based on
various sources of evidence could aid in creating a more comprehensive picture of the
students understanding and better address the next conversation or learning module
the student should progress on. Learner models can include a variety of aspects about
cognitive, non-cognitive aspects of the learner such as socioemotional factors as well as
information about the context of learning [1, 50, 65].

Some attempts were made early on for affect detection with Autotutor, but an inte-
grated learning model was never achieved, and the system required many multi-modal
sources [15, 16], thus making the transition of this system to real classrooms difficult.
However, this work offered a great opportunity for expanding our understanding of
learners. For example, researchers explored and created detectors for emotions in vari-
ous contexts [6] and other non-cognitive factors that could be used to improve learner
models and inform the development of adaptive features.

CBAs also make use of multiple sources of evidence including conversations with
artificial agents and other types of tasks to gather evidence of learners’ KSAs [62].
The next section expands on issues regarding evidence identification and aggregation
in relation to the use of learner model information by dialogue systems and other AIS
components to create an adaptive and personalized experience for the learner.

3 Evidence in CBAs

Evidence-Centered Design [ECD; 40, 41] is a principled methodology for assessment
design which applies evidentiary arguments to represent the link between tasks and
constructs. By following ECD principles, it is possible to create assessment design
structures that are usually found in learner models [64].

CBAs are designed following ECD principles [62, 65]. Therefore, every discourse
move provided by an agent to a student is classified into general categories and aligned
to over-arching KSAs. This level of pre-planning allows for evidence to support learner
model inferences whichmay not be possible with the larger amounts of scaffolding in the
learning systems of Autotutor. Specifically, with theoretical grounding and the aligning
of evidence to support learner model inferences, CBAs can provide relevant information
for teachers and students (e.g., via OLMs).

Learner models can be used to support the learning process in digitalized learning
and assessment environments. For example, learnermodels inAISs can be used to trigger
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specific dialogic conversations (See Fig. 1). Evidence collected through conversations
and other types of tasks can be aggregated and made available as part of a learner model.
Consider a student interacting with a CBA designed to measure science inquiry skills
[59, 63]. Students can be asked to show data collection skills by placing seismometers
on a virtual volcano, collect data about seismic events (presented as a data table), select
data, annotate data and use these data to support hypothesis.

Evidence about students’ KSAs (in this case data collection) can be gathered by
detectors from multiple sources of evidence based on data from the students’ interaction
with a digitalized learning or assessment environment such as a CBA (in this case, the
seismometers, the data table, and open response answers). This information informs the
evidence model which can then provide evidence to support assessment claims about
students’ KSAs in learner model [40]. Also, a conversation (or a set of conversations)
can be triggered specific to the student’s needs as reflected in the learner model. That
is, dialogue engines can be programmed to trigger these conversations based on learner
model information. In addition, this information can be sharedwith students and teachers
as part of an Open Learner Model [OLM; 8, 31], which would likely be presented in
the form of an interactive report or dashboard to the student or teacher. It’s important to
note dialogues and other types of tasks can produce evidence for more than one KSA at
a time. As students interact with different learning modules different sets of detectors
would be used to collect the evidence necessary to update the learner model. Learning
modules could be part of a single AIS or several AISs (see Fig. 1).

Fig. 1. Learner modeling in dialogue systems

3.1 Integrating Process and Response Data

The process and response data resulting from CBA’s can come from multiple sources
of evidence requiring sophisticated analysis. As previously mentioned, it’s imperative
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that the evidence gleaned aligns to a model of learning that makes theoretical sense
and has empirical backing to ensure that we accurately, reliably and validly interpret
evidence provided by students. To accomplish this goal, we follow ECD principles
and apply Educational Data Mining (EDM) and psychometric processes to create a
theoretically-grounded data mining [19, 66].

These complex analyses are often required as the data is not merely one piece of
evidence to measure KSAs for a student in these conversational simulated environments.
Simulated learning and assessment environments that include conversations, whether
between two or more humans or artificial agents and humans, by nature include process
and response data [66]. Specifically, the process of a conversation includes not only
what is said but also how and why the person states it [29]. For example, in the context
of collaborative problem solving (CPS), one could make a statement that is important
to keep the social “glue” or to contribute knowledge about the problem at hand [5].
Therefore, in this instance each discourse move can be tightly connected to over-arching
skills aligning to social and cognitive dimensions that encompass the construct of CPS in
a systematic manner. Analyses must account for this careful linking to create meaningful
output from simulated environments with multiple sources of evidence in both human-
to-human and human-to-agent conversations. This allows for ease of interpretation of
the results while simultaneously avoiding s spurious correlations. To remain aligned
with the principles of ECD, interpretation of evidence from process and response data
should be theoretically grounded. This evidence in turn can be used to support inferences
maintained in the learner model.

Human-to-human conversations can be analyzed in the context of CPS. Specifically,
conversations resulting from multiple humans interacting with a simulated environment
have been analyzed in conjunction with additional event and performance data to cluster
students using a theoretically-grounded data mining approach [5, 18]. In this context,
all sources of evidence were first aligned to the overarching constructs related to social
and cognitive processes (aligned with ECD). With this approach, we can ensure the
features extracted are evidence of the intended construct. Theoretical grounding was
necessary to make adequate interpretations of the analyzed evidence. Therefore, after
clustering students with a hierarchical clustering algorithm (EDM approach), we were
able to find profiles of students, but only profiles that aligned to theory and external
measures were accepted as valid. For example, one profile that commonly emerged was
entitled social loafers, as these participants performed a minimum number of actions
and did not contribute to solving the problem, but rather allowed their teammates to
carry the burden of most of the work. This profile was accepted as there is a long history
of this phenomenon in the social sciences literature [e.g., 34]. This is important as
clustering algorithms do not by nature determine meaning and allow for a lot of human
intervention (assigning number of clusters, tagging, etc.). Therefore, by incorporating
theory, we ensure that results are interpretable. Furthermore, by correlating with external
measures, we can create an argument for validity, which contributes to improving the
learner model.

Similarly, in human to agent conversations, we explored the various processes of con-
versations with scaffolding along with other features such as answers to multiple-choice
questions, timing, and pressing the hint button in OperationARIES!, a conversational
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system for teaching research methodology. Principles of cognitive psychology were
employed in the design of the system. For example, the concept of discrimination or
detecting the signal vs. the noise was incorporated because it has a history of aiding
student learning [e.g. 4, 56] and was implemented using strategic conversations in an
applied module, multiple-choice questions, and determination of flawed vs. not-flawed
research cases via a final judgment made in the form of answering a binary question.
Features representing this construct (as well as others) were determined based on their
alignment to the construct as well as their ability to meet the base principles of analy-
sis including magnitude, sensitivity and reliability. Features derived from this approach
were then able to predict learning on a fine-grained level in an interpretable manner
aligned to existing cognitive theory [18, 20].

Finally, Zapata-Rivera et al. [66] describe the process of applying psychometric and
EDM processes to analyze process and response data from a CBA designed to mea-
sure science inquiry skills (the volcano example mentioned above). Pieces of evidence
included responses to multiple choice and constructed response questions, conversations
with artificial agents, notes on data collected provided by students, and the number and
placement of seismometers used to measure volcanic activity. Process data features such
as number of annotations and number of seismometers used were selected based on their
relevance to the construct (science inquiry skills) following ECD principles.

The blended-approaches mentioned above take into account the combination of the-
ory and careful linking of evidence to construct along with psychometric and data min-
ing techniques to make inferences that could be incorporated into a sophisticated learner
model representing the student’s KSAs.

3.2 Interpretability of Learner Models

Supporting appropriate use of learner model information by users (e.g., student and
teachers) and internal adaptive mechanisms is an important property of AISs. Under-
standing how learner information is used to update the learnermodel and trigger adaptive
mechanisms (e.g., additional tasks, feedback and types of conversations) can contribute
to maintaining and improving trust in these systems [45, 46, 58].

Approaches to improving learner model interpretability include the use of learner
modeling representations and inference mechanisms that can be easily interpreted [11,
31, 64], approaches to support the interpretability of machine learning approaches [11,
28], and approaches for reducing bias in AI [37, 38, 57].

OLMs have shown promise in supporting students learning [35, 43] and improving
motivation [e.g., 9, 30, 55], knowledge awareness [48, 51] and self-reflection [54, 60].
Dialogue systems have been used as a mechanism to interact with learner models [13,
14, 33] and support teacher understanding of score report information [22].

OLMs can support revision and negotiation of learner model information. These
features become useful when keeping teachers and students in the loop as a mechanism
for keeping the learner model up to date [8]. OLMs can maintain and integrate different
views of the learner model and use these views to support student learning [60].

Finally, Kay, Zapata-Rivera & Conati [31] elaborate on the effort learners make to
understand the system (i.e., scrutability). AISs can support users though the creation and
evaluation of guidance mechanisms, interfaces, reports or dashboards that facilitate user
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scrutiny, control, and trust in the system. Some of the questions these tools can answer
include: What does the system “believe” (e.g., a set of inferences) about me? What data
and processes support these beliefs? How is the data used to make those inferences?
Who has access to these data and inferences?

4 Discussion

Conversations designed following ECD principles, provide evidence of relevant KSAs.
This information can be used to create a learnermodel that can bemade available to other
components of the system (e.g., through a server-based platform). Some challenges and
opportunities for learner models in dialogue systems include:

• Conversations and other types of tasks in CBAs. Dialogue systems can benefit from
evidence gathered via other types of tasks. This evidence can be gathered and main-
tained in a learnermodel.Workdesigning andevaluatingCBAshas shown thepotential
for integrating various sources of evidence [66]. There has been work connecting con-
versations to other types of tasks (e.g., conversations triggered from student selection
of a choice in a multiple-choice item; [36]). This approach uses the learner’s selection
as a starting point for a conversation that may involve the reasons why the choice
is correct or wrong. In addition, when the choice is a metacognitive statement (e.g.,
responding “I do know know”), the conversation can be used to provide instruction
to learners and prevent learner disengagement.

• Triggering conversations based on learning model information. Information in a
learner model can be used to help select which conversations (or parts of a con-
versation) are appropriate for a learner in a particular context. This type of adaptive
mechanism becomes convenient when confirming learner model information (i.e., by
engaging a learner when additional evidence about learner’s KSAs is required) before
providing feedback or recommending additional tasks.

• Leveraging conversations in an ecosystem of assessment and learning tools. By
deploying a learner model, it is possible to provide dialogue services across assess-
ment and learning tools. This requires the creation of learning platforms that makes
use of standards for the integration and sharing of learning model information [52,
53] and mechanisms to facilitate the use of learners’ data from multiple sources [47].

Approaches to OLM using conversations. Conversations with artificial agents can
be used to guide exploration to learner model information. These conversations can
be an effective way to support understanding and appropriate use of learner model by
teachers and learners [8, 14, 22, 61].

5 Future Work

Future work in this area includes the development of mechanisms that facilitate the
integration and use of conversations in AISs. These mechanisms should support the use
of learner model information and reuse of conversation components across AISs. As
more naturalistic conversations are developed and integrated into AISs, the need for
approaches that support scalability and adoption of these systems becomes a priority.



80 D. Zapata-Rivera and C. M. Forsyth

Access to learner model information including cognitive, socioemotional aspects and
information about the context of learning as well as learner model mechanisms designed
to support trust and data security in AISs will contribute to achieving these goals. Results
from research onOLMcan inform the development of communication approaches aimed
at providing learners and teachers with information about how learners’ data are used
by AISs to adapt their interactions (e.g., conversations with agents). Access to learner
model information by learners and teachers can be a critical aspect in the adoption of
these systems.
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Abstract. Flashcards are a popular study tool, however learner decisions can
lower their effectiveness. One such decision is whether or not to drop a concept
from study. Using objective mastery criteria that adaptively determine when to
add or drop an item from study based on performance may improve learning
outcomes in flashcard-based tasks. The effectiveness of adaptive flashcard-based
learning may also vary based on the cognitive ability of the learner. The current
study examined the impact of adaptive mastery instructional strategies on learning
butterfly species and whether or not the impact of adaptive mastery varies by
cognitive ability. Three learning conditions were compared: a NoAdd/Drop group
(all items remain in the deck throughout study), a Mastery Drop group (start with
all items, then drop after an item is mastered), and aMastery Add group (start with
three items, add items once mastered). A pre-post-transfer test design was used
both immediately after training and one week later. Participants also completed
the symmetry span task and a change detection task to evaluate cognitive ability.
Results show the worst overall immediate pre-post learning gains in the Mastery
Drop condition compared to theMastery Add and No Add/Drop conditions which
showed similar learning gains. This pattern went away when looking at delayed
pre-post learning gains. Cognitive ability did not have any impact on learning
performance, suggesting that similar strategies work equally well across all levels
of cognitive ability. These results suggest adaptively adding cards is better than
dropping them, though if there are no time constraints, leaving all concepts in the
deck leads to the best overall learning in the short term.

Keywords: Adaptive training ·Mastery · Flashcards · Cognitive ability ·
Working memory capacity · Visual working memory

1 Introduction

1.1 Overview

Learners frequently use flashcards for study [1–4] and they can help promote long-term
retention of information when used effectively [1–3, 5]. However, many students do
not use flashcards effectively due to poor metacognitive awareness and a lack of explicit
instruction on how to best use them to promote long-term learning [3, 6–8]. For example,
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students often drop flashcards from study too soon, sometimes after only one correct
recall [5, 7, 9, 10]. Using objective mastery criteria that adaptively determine when to
add or drop an item from study based on learner performance may help improve learning
outcomes in flashcard-based tasks [5]. Additionally, while adaptive mastery is likely to
benefit all learners, it may have the greatest benefits for novices or those with lower
cognitive ability by tailoring learning to their level. The current study examines the
impact of different adaptive mastery instructional strategies on learning and whether or
not the effectiveness of adaptive mastery varies by cognitive ability.

1.2 Flashcard-Based Learning

Flashcard-based learning engages several effective study strategies such as spacing prac-
tice over time [11] and self-testing or retrieval practice [12]. The spacing effect refers
to improved long-term retention when studying is spaced out over time compared to
massed practice [11, 13, 14]. When used effectively, flashcards can promote spaced
learning when learners study a deck multiple times across a learning interval (e.g.,
course, semester, or learning unit). Flashcards can also promote retrieval practice when
learners use flashcards to test their recall of concepts. Retrieval practice, or self-testing,
improves learning compared to restudying, a well-documented phenomenon known as
the testing effect [12, 15–17]. Testing is particularly beneficial for long-term retention
[12].

The built-in ability of flashcards to incorporate spacing and testing makes them
an effective and popular study strategy for learners, particularly for high-performing
learners [2, 3]. For example, Hartwig and Dunlosky [2] surveyed college students on
their learning habits and their GPA. They found high achieving students engaged in self-
testing and restudying significantly more often than lower-achieving students. However,
recent research suggests the effectiveness of flashcards can vary depending on several
factors.

For example, the size of the deck impacts the effectiveness of learning from flash-
cards. The number of items in a flashcard deck impacts the overall spacing of concepts
during study, meaning decisions on how many items to study at once have a direct
impact on spacing within a study session. A larger deck of cards inherently means more
items will be studied between each view of a concept, thereby increasing spacing, while
studying several smaller decks of cards will reduce spacing between items. Kornell [19]
examined this question using GRE word pairs. Across three experiments, participants
studied word pairs in either one large stack (within-spacing) or over several smaller
stacks (massed-practice) either within one study session or over several days of study.
Within-spacing led to significantly better recall one day later across all studies, with
90% of participants benefiting from the larger study decks [19]. However, this benefit
was in contrast to learner perceptions: 72% believed they learned more with the smaller,
massed decks. Kornell noted that the negative impact of smaller deck sizes on learning
is likely greater in real-world learning environments where students may drop flashcards
from study when they feel those concepts have been mastered, reducing the deck size
even further.
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Indeed, students report dropping cards from study to make better use of study time
[20, 21]. However, students often overestimate how much they have learned [22] and
thus make suboptimal decisions on when to drop an item from study. Several studies
have shown participants will drop a card from study after only one correct recall [9, 10,
20] which is not enough to build long-term knowledge [23–25]. Thus, learners fail to
recognize the benefits of repeated and spaced practice [20, 21].

An alternative approach to one large deck versus several small decks or dropping
cards from study would be to increase the deck size gradually as learners master con-
cepts. Kornell [19] suggests this strategy may be an effective way to increase spacing of
concepts while avoiding overloading concepts at the start of study. However, no research
has directly examined this question, as most work focuses on when to drop items from
study rather than when to add items. Increasing deck size may be particularly beneficial
for struggling learners, by reducing cognitive load at early learning stages when the
intrinsic load is highest [26–28]. The current paper examines if adaptively increasing
the deck size is as effective as starting out with a large deck and determines how effective
this approach is across different learners.

1.3 Adaptive Mastery-Based Approaches to Flashcard-Based Learning

The research is clear that learners make many sub-optimal decisions when using flash-
cards [9, 10, 20–22]. How can we improve flashcards-based learning to overcome these
pitfalls? One approach is to provide explicit instructions on how to use flashcards. How-
ever, attempts to provide instruction on effective strategies have found it very difficult to
overcome these metacognitive illusions, even when learners are shown their own results
that contradict their assumptions [29]. An alternative to explicit instruction is implement-
ing adaptive instructional strategies which could help overcome these metacognitive
pitfalls and improve the effectiveness of flashcards as study tools [5]. Adaptive systems
tailor learning based on learner performance and can improve learning outcomes and
efficiency [30, 31]. However, these adaptive systems often focus on training complex
skills such as periscope operation [31] with relatively less focus on incorporating adap-
tive interventions in simpler learning paradigms. Currently, only a handful of studies
have examined adaptive instructional strategies in flashcard-based learning, though the
results thus far have been promising.

One adaptive technique that has been explored in this literature is using objective
mastery criteria to dropflashcards as away to address students’ limitationswithmetacog-
nitive monitoring. For example, an item would be dropped after a learner correctly
answered three out of the last four trials within a certain time frame as the adaptive
mastery criteria [32, 33]. While using objective mastery criteria has significant advan-
tages over learner-controlled dropping [5], the literature on the benefits of adaptive
mastery-based learning is somewhat mixed.
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Whitmer and colleagues [5] directly compared the pre- to post-test learning gains
of three groups that varied based on the type of dropping while learning to identify
armoredvehicleswithflashcardswhile keeping the sequencing random for all conditions.
The groups included a Mastery Drop condition (i.e., flashcards were dropped based on
objective mastery criteria using accuracy and reaction time), a No Mastery condition
(i.e., flashcards were not dropped during learning), and a learner control condition (i.e.,
learners decided when to drop a card). Participants’ post-test performance was assessed
30min after learning and again 48 h later.Whitmer and colleagues found that theMastery
Drop group showed less forgetting after a 48-h delay, whereas the NoMastery group had
a significant rate of forgetting across the two days. However, there was no significant
difference between the Mastery Drop and No Mastery conditions at delayed recall (i.e.,
48-h retention interval) or in the number of training trials completed, time spent training,
or number ofmastered items.Additionally, the learner-controlled condition had theworst
performance across all testing. Thus, there may be some benefits to delayed pre-post
gain scores when adaptively dropping items from study, but many questions remain
unanswered as to the most effective use of adaptive mastery.

The theoretical context for adaptively varying the flashcard deck is primarily based
on Cognitive Load Theory (CLT), which argues cognitive load during learning is based
on three primary load sources: intrinsic, germane, and extraneous load [27, 28]. Intrinsic
load is the inherent difficulty of the task at hand, germane load is the cognitive processing
involved in a task, and extraneous load is any irrelevant or environmental load that
distracts from the learning task. The goal of instruction is to maximize germane load
by eliminating extraneous load and reducing intrinsic load as much as possible. For
novice learners, intrinsic load is very high in the early stages of learning. By reducing
the number of flashcard concepts at the start of learning, the intrinsic load is reduced
which allows for more germane learning. As they learn, concepts can then be added,
making the task more challenging without overloading the intrinsic load of the task.
Thus, novice learners start with fewer concepts to learn at the start, then add more as
they gain proficiency.

The concept of varying a learning task to reduce intrinsic load and support germane
processing is also supported by the large literature on desirable difficulties. Desirable
difficulties are instructional strategies that make learning more challenging during study
but ultimately lead to better retrieval [6, 34, 35]. This includes varying study conditions,
spacing study over time, testing instead of restudying material, and interleaving con-
cepts during study [6, 34]. The goal is to increase the difficulty during study enough to
promote learning and engagement without hindering comprehension. However, as noted
above, learners often make suboptimal study choices [6, 9, 20–22]. Implementing these
desirable difficulties in an adaptive way using objective mastery criteria may be the best
way to overcome these metacognitive illusions and promote germane learning.

However, CLT and the desirable difficulties literature do make somewhat different
predictions on how to best adapt the flashcard deck. Both would advocate for increas-
ing difficulty with learning, however, the desirable difficulties literature would suggest
dropping well-learned items from study would benefit learning by focusing on the more
difficult items for that learner while CLT would argue adding cards is best. Thus, while
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both CLT and the desirable difficulties literature support adaptive mastery in principle,
the ideal implementation of adaptive mastery is not clear.

Thus, while there is a theoretical basis for adaptive mastery to improve learning, the
current research on the topic has left many unanswered questions. Given that adaptive
mastery has the potential to dramatically impact spacing of items during learning by
changing the size of the deck, by adding or removing items from the deck, it remains
an important area for future research. However, adaptive mastery may not be the best
choice for all learners and/or it may provide greater benefits for lower aptitude learners.
Thus, in order to fully understand the impact of adaptive mastery on learning, we must
also evaluate individual differences in cognitive ability.

1.4 Cognitive Ability and Flashcard-Based Learning

The effectiveness of learning interventions may vary by learner characteristics. Most
of the research on individual differences in flashcard learning has focused on working
memory capacity (WMC). WMC is the ability to maintain and manipulate information
in one’s memory during a short period of time [36–40]. WMC has a limited capacity and
this capacity has shown to be an important individual difference in completing complex
cognitive tasks [41–43].

Research onWMCand flashcard-based learning has been somewhatmixed. Agarwal
and colleagues [44] looked at the role of WMC in learning general-knowledge facts in a
flashcard-style task. Learners low inWMC showed a greater benefit of retrieval practice
in a delayed retention task compared to those high in WMC. Their data suggests the
effectiveness of various instructional strategies varies depending on critical cognitive
ability metrics like WMC.

Wang and colleagues [45], however, examined howWMCmay moderate the impact
of interleaving flashcards (i.e., studying all paintings by one artist at a time or mixing up
paintings by multiple artists) when learning painting styles. Participants completed the
task under single and dual-task conditions to determine if the interleaving effect relies
on WMC. Interleaving items led to significantly better classification of novel paintings
compared to blocking items under both single and dual-task conditions, suggesting the
interleaving benefit does not rely heavily on WM resources. While high WMC individ-
uals performed better overall, capacity did not interact with the interleaving condition,
suggesting interleaving was equally beneficial for high and low WMC learners. There-
fore, it may be the case that additional instructional strategies other than spacing during
retrieval practice with flashcards help lowWMC individuals reach the same performance
levels as high WMC individuals.

One individual difference that has not been examined in the flashcard learning liter-
ature is visual working memory capacity (VWM-C). Similar to WMC, visual working
memory is a capacity-limited system dedicated to the storage and manipulation of visual
information [46, 47]. VWM-C is typically measured using a color change detection task,
in which participants determine if a colored square changes from study to test. Perfor-
mance on this task is then used to calculate the capacity metric k, which represents the
number of items currently available in visual working memory [46, 48].

Visual workingmemory plays a critical role in everyday visual processing, including
guiding saccadic eye movements [49, 50]. Additionally, there is evidence that VWM-C
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is uniquely predictive of higher-order cognitive processes like fluid intelligence [40, 51,
52]. Given the importance of visual processing in learning visual items like the butterfly
species used in the current study, it is possible that VWM-C plays an important role that
is distinct from the contributions of WMC. The current study examines the impact of
both WMC and V-WMC on learning in a flashcard task.

1.5 Present Study

The current study examines the impact of different adaptive mastery instructional strate-
gies on learning and whether or not the impact of adaptive mastery varies by cognitive
ability. To evaluate the impact of adaptive mastery, I compared three mastery conditions:
a Mastery Add condition in which flashcards were added to study as concepts were mas-
tered; aMasteryDrop condition inwhich flashcardswere dropped from study as concepts
were mastered; and a No Add/Drop control condition in which there were no changes
to the flashcard deck. Participants also completed two measures of cognitive ability, a
WMC span task (symmetry span) and a change detection task to evaluate visual work-
ing memory capacity (V-WMC). Based on CLT and prior research on mastery-based
learning, I expected to see the best short- and long-term learning in the Mastery Add
condition, particularly for individuals with low cognitive ability.

2 Method

2.1 Participants and Design

A total of 122 undergraduate psychology students (median age = 19; 27 males, 84
females, 2 prefer not to answer; 9 participants with missing data due to computer error)
participated in the study for partial course credit. Of the original 122 participants, 12were
dropped from further analysis due to chance or below chance performance on the training
task, 9 were not included due tomissing session 1 data as a result of a computer error, and
2 were dropped for completing significantly more training trials during learning (2 SD
above the mean), resulting in 99 participants for the current analysis. Participants were
randomly assigned to one of three training conditions: Mastery Add (n = 32), Mastery
Drop (n = 36), and No Add/Drop (n = 31).

2.2 Materials

Stimuli. Participants learned to identify six butterfly species: Argus, Cabbage White,
American Copper, African Grass Blue, Pipevine, and Spicebush (see Fig. 1). The stimuli
were real-life images of butterflies,with eight images of each species. The images showed
the butterflies in real-world environments from different angles and in different states
(e.g., wings open versus wings closed). A ninth image of each butterfly was reserved for
use during the transfer test.Additionally, 48 imageswere used as distractor images during
training. These images were matched to each species such that each trained species had
a set of eight images that were used as distractors. The distractors were selected based
on similarity in color and shape so to the trained species.
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Fig. 1. Example images for each trained butterfly species. (Color figure online)

Pre, Post, and Transfer Tests. The same formatwas used for the pre-, post-, and trans-
fer tests. For each test, participants saw an image of a butterfly alongwith a list of species.
They were instructed to select the correct species for each image then click submit to
move to the next image. There were six questions for each test. Images for the pre- and
post-tests came from the set of trained images and the same images were used across
all participants. Images for the transfer test were novel images of each species and the
same images were used for all participants. Participants did not receive any feedback on
any tests. The same tests were used for both immediate and delayed recall and transfer.

Training Task. During training, participants saw the name of a butterfly species along
with four images of butterflies. They were instructed to select the image that matched
the species name (see Fig. 2 Panel A). Participants received feedback after making their
choice. Correct answers were outlined in green while incorrect answers were outlined in
red. If a participant chose the incorrect image, they would see both the incorrect response
in red and the correct response in green (see Fig. 2 Panel B). The total number of trials
varied based on participant performance and condition.

Fig. 2. Example training trial. Panel A shows the start of each training trial. Panel B shows the
feedback provided following an incorrect response. The butterfly highlighted in green was the
correct answer. (Color figure online)

WMC Span Task. The automated symmetry span taskwas used to evaluateWMC [53,
54]. During the task, participants first determined if an image was vertically symmetrical
then they saw a 4× 4 grid with one square shaded in red shown for 850 ms. Depending
on the set size of the trial, they would view 2–5 images and locations before recalling the
location of the squares in the order they were presented. Participants used the mouse to
click on the locations on a blank 4 × 4 grid. When a location was selected, it would be
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shaded red with a number in the center of the selected location to indicate the recalled
order. If participants could not remember a location in the sequence they were instructed
to click on a ‘BLANK’ button. Participants completed 12 total trials, three trials at each
set size. The trials were automated, such that if a participant did not respond to the
symmetry judgment within 5 s, the trial automatically advanced to the location and the
trial would be counted as incorrect. Symmetry span scores were calculated using the
all-or-nothing method [37, 53].

VWM Capacity Task. A color change detection task was used to evaluate VWM
capacity [55]. For each trial, participants saw four unique colored squares on a grey
background for 100 ms followed by a 900 ms retention interval. Then, a second array of
colored squares was shown with one square highlighted by a magenta box. Participants
had to respond with the S key if the highlighted square was the same color as before
or the D key if it was a different color. The colors used were red, black, green, blue,
violet, yellow, and white. Participants completed 60 change detection trials. V-WMC
was calculated using the single-probe formula for k [46, 48].

2.3 Procedure

Due to COVID-19 related restrictions, 67 of the participants completed the experiment
online using Inquisit 6 Web [56]. The remaining 32 participants completed the study in
a lab setting in groups of two using Inquisit 6 Lab [56]. The procedure was the same
for both groups with the exception of the informed consent process. Online participants
provided online informed consent by clicking agree to continue to the study. In-person
participants signed a paper consent form. The study took place over two sessions spaced
7 days apart.

Session 1 Procedure. In session one participants completed the informed consent fol-
lowed by the pre-test. They were instructed to select the butterfly species that matched
the picture then click the submit button to move to the next trial. After all six pre-test
questions, participants read instructions for the training task. They were instructed to
select the butterfly image that matched the species name at the top of the screen. Depend-
ing on what condition they were in, they were also told that butterflies would be added
or dropped after they correctly identified an item four times in a row.

During training, in the No Add/Drop condition, all items remained in the flashcard
deck throughout training for 30 min. In the Mastery Add condition, two species were
selected at random at the start of training. Once one species was answered correctly four
times in a row, a new species was added to study (selected at random). This continued
until all six species were mastered or they reached 30 min of training at which point
training ended. In the Mastery Drop condition, participants started with all six species.
Once a species was answered correctly four times in a row, that species was dropped
from study. This continued until all species were mastered or they reached 30 min of
training. Feedback was given in all conditions.

Following training, participants completed a short anagram task where they had 10
s to unscramble a word (30 words shown in total; [57]). This task took approximately
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10 min. After the anagrams task, participants completed the post-test followed by the
transfer test. Finally, they provided their age and gender and were given a reminder to
return for the second session. The total time for the first session was about 45–50 min.

Session 2 Procedure. Seven days after session 1, participants returned for session 2.
In session 2, participants first completed the delayed post-test and delayed transfer test.
Next, they completed the symmetry span task and change detection tasks. The symmetry
span task and the change detection tasks took roughly 10–15 min each to complete.
Finally, participants were provided with the debriefing statement. The total time for the
second session was about 20–30 min.

3 Results

To evaluate learning I analyzed both immediate and delayed pre-post learning gains,
transfer test scores, and efficiency scores (see Table 1 for descriptive statistics). Pre-
post learning gain scores were calculated by subtracting the post-test score from the
pre-test score, then dividing by 1-pre-test score. Learning efficiency was calculated
by dividing post-test scores by the total number of trials completed. To examine the
impact of cognitive ability on learning performance, a median split was used to separate
participants into high and low groups for both WMC (symmetry span score; median =
22.5, M = 22.5, SD = 8.32) and V-WMC (single-probe k; median = 2.77, M = 2.31,
SD = 1.16).

Table 1. Means and standard deviations (in parentheses) for immediate and delayed gain scores,
transfer test scores, and efficiency scores.

Mastery Add Mastery Drop No Add/Drop

Immediate pre-post gain scores 71% (22%) 51% (35%) 81% (23%)

Delayed pre-post gain scores 42% (38%) 35% (51%) 49% (50%)

Immediate transfer test scores 63% (22%) 63% (22%) 64% (18%)

Delayed transfer test scores 63% (17%) 61% (19%) 65% (28%)

Immediate efficiency scores 0.43 (.21) 0.63 (.46) 0.43 (.29)

Delayed efficiency scores 0.29 (.30) 0.51 (.59) 0.24 (.27)

3.1 Online Versus In-Person Session Comparison

To determine if completing the experiment in person or online had a significant impact on
performance, independent samples t-tests were conducted on each dependent variable
listed above. There were no significant differences between the online and in-person
groups on immediate or delayed pre-post gain scores [immediate: t(97) = .72, p = .48,
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d = .15; delayed: t(68) = 1.65, p = .10, d = .41], immediate or delayed transfer test
scores [immediate: t(97) = −.31, p = .76, d = −.07; delayed: t(68) = −1.60, p = .12,
d = −.40], or immediate or delayed efficiency scores [immediate: t(97) = −1.22, p =
.22 d = −.26; delayed: t(68) = .43, p = .68, d = .11]. Given the high similarity, the
groups were analyzed together to evaluate the impact of adaptive mastery on learning.

3.2 Learning Performance

To evaluate immediate and delayed learning for both high and low cognitive ability, a 3
(adaptive mastery: Mastery Add, Mastery Drop, and No Add/Drop) × 2 (WMC: high
vs. low) × 2 (V-WMC: high vs. low) between-subjects MANOVA was conducted with
immediate pre-post gain scores, immediate transfer test scores, immediate efficiency
scores, delayed pre-post gain scores, delayed transfer test scores, and delayed efficiency
scores as dependent variables. There was a significant effect of adaptive mastery con-
dition on performance [F(12, 100) = 5.41, Wilks’ Lambda = .37, p < .001]. There
was no significant effect of WMC [F < 1] or VWM-C [F < 1] on performance. No
interactions betweenmastery condition and either cognitive ability measure reached sig-
nificance [adaptive mastery ×WMC: F < 1; adaptive mastery × VWM-C: F(12, 100)
= 1.17, Wilks’ Lambda = .77, p = .31; WMC × VWM-C: F < 1; adaptive mastery ×
WMC×VWM-C:F < 1]. Thus, while adaptive mastery significantly impacted learning
performance, no cognitive ability measures had any significant impacts.

To further examine the impact of adaptive mastery on performance, univariate
ANOVAs were conducted for each dependent variable. Adaptive mastery conditions
had a significant impact on immediate pre-post gain scores [F(2, 96) = 9.56, p < .001]
and immediate efficiency scores [F(2, 96) = 4.05, p < .05]. There was no significant
impact of adaptive mastery on delayed pre-post gain scores (Fs< 1), delayed efficiency
scores [F(2, 67)= 2.81, p= .07], or immediate or delayed transfer test scores (Fs< 1).

Post-hoc tests were conducted on immediate pre-post gain scores using the Tukey
highly significant difference test. The Mastery Drop condition (M = 52%, SD = 35%)
showed significantly lower learning gains compared to the Mastery Add [M = 71%,
SD = 22%; t(96) = 2.90, p < .05] and the No Add/Drop [M = 81%; SD = 23%;
t(96) = −4.25, p < .001] conditions (see Fig. 3). There was no significant difference
between the Mastery Add and No Add/Drop conditions [t(96)=−1.33, p= .38]. Thus,
adaptively dropping cards fromstudybased onmastery led to theworst overall immediate
learning gains but adaptively adding cards was not significantly different from a random
presentation of cards. These group differences went away for the delayed pre-post gain
scores, suggesting that the benefits of adaptively adding cards or not adapting the deck
are short-term.

Post-hoc tests were conducted on immediate efficiency scores using the Tukey highly
significant difference test. The Mastery Drop condition showed significantly better effi-
ciency (M = .63; SD = .46) compared to both the Mastery Add (M = .43; SD = .21;
t(96) = −2.42, p < .05) and the No Add/Drop [M = .43, SD = .29; t(96) = 2.45, p <

.05] conditions (see Fig. 4). There was no significant difference in efficiency between
the Mastery Add and No Add/Drop groups [t(96)= .05, p= .99). The greater efficiency
in the Mastery Drop group is likely due to the lower number of trials completed in that
condition. A one-wayANOVAon the total number of learning trials showed a significant
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Fig. 3. Immediate and delayed pre-post gain scores for each adaptive mastery condition.

effect of mastery condition [F(2, 96)= 25.87, p< .001], with the Mastery Drop condi-
tion (M = 92.8, SD = 33.1) completing significantly fewer trials than both the Mastery
Add [M = 190; SD = 71.1; t(96) = 4.54, p < .001] and No Add/Drop [M = 245; SD
= 135; t(96)= 4.54, p< .001] conditions. The No Add\Drop condition also completed
significantly more trials compared to the Mastery Add condition [t(96) = −2.48, p <

.05]. However, the low number of trials completed in the Mastery Drop condition led to
significantly worse learning overall, showing significant costs to better efficiency.

Fig. 4. Immediate and delayed efficiency scores for each adaptive mastery condition.
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4 Discussion

4.1 Overview

The current study examined the impact of adaptively adding or dropping flashcards
from study on learning gains and how adaptive instructional approaches may vary in
effectiveness based on cognitive ability. I compared three learning conditions: Mastery
Add, Mastery Drop, and a No Add/Drop group. I predicted the Mastery Add condition
would show the best short- and long-term performance, particularly for individuals
with low cognitive ability. The results showed partial support for this hypothesis in that
adaptively adding cards was substantially better for learning than adaptively dropping
cards from study for immediate learning gains.However, theNoAdd/Drop group showed
the best performance both immediately after study and after a one-week delay, though
this advantage was not significant for delayed learning gains. This advantage for the non-
adaptive condition was not significant, however, and the No Add/Drop group completed
significantly more trials than the Mastery Add group, suggesting there may still be
an advantage for adaptively adding cards when there are time constraints for learning.
Additionally, I found no impact of cognitive ability on performance in this task, a point
that will be further discussed below.

4.2 When Should Flashcard-Based Learning Be Adaptive?

One clear conclusion from the current study is to avoid dropping items from study
when learning from flashcards. The Mastery Drop condition showed the lowest overall
performance both immediately after training and one week later. The current data show
that even when using objective mastery criteria to overcome metacognitive pitfalls [3–5,
10, 22], dropping items from study leads to lower learning gains. This is consistent with
research showing learners benefit from overlearning [20, 21]; by continually reviewing
concepts learners benefit from additional retrieval practice. While the Mastery Drop
condition showed the greatest efficiency, that is likely because participants completed
so few trials. Performance greatly suffered as a result of the efficiency.

Beyond that, the data become somewhat less definitive. Given the best performance
was found in the non-adaptive condition, one could conclude the best approach is to
not adapt the learning deck in a flashcard-based learning task. Leaving all concepts in
the deck and using a random order seems to maximize the potential of flashcards to
incorporate principles of spacing and testing [1–3, 5]. This approach also has the benefit
of simplicity. One advantage of flashcards from a practical standpoint is that they do
not require advanced technology or a large number of resources in order to use them.
As long as learners are given explicit instructions to not drop items from study and they
study items in a large flashcard deck to maximize spacing [19], it is likely they will
maximize their learning without adaptive interventions.

However, the cost to the non-adaptive approach is participants in the No Add/Drop
group completed significantly more learning trials compared to the adaptive conditions.
Additionally, performance in the No Add/Drop condition was not significantly better
than performance in the Mastery Add condition. That is, learners in the Mastery Add
condition showed comparable learning outcomes in fewer trials when compared to the
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No Add/Drop group. Thus, adaptively adding cards may be better in terms of efficiency
if there are time constraints on learning and there are technology resources available to
implement this adaptive strategy.

Aswe see in theMasteryDrop condition, however, there is a point where efficiency is
no longer a useful learning outcome. Additionally, in a real-world learning environment
when learners have more control over their learning, prior research shows that it can
be difficult for learners to overcome metacognitive illusions and make better learning
decisions [29]. Yan and colleagues [29] showed even when explicitly instructed on how
to best approach learning they still make suboptimal decisions during study. Future
research should compare adaptive and non-adaptive interventions to improve learner
decision-making.

Thus, when determining whether or not to include adaptive mastery in flashcards-
based learning, instructors and learners should consider a few factors. First, all things
being equal using a non-adaptive approach to flashcard-based learning will likely yield
good learning outcomes assuming learners keep all items in the deck for study. Second,
if there are any time constraints on learning the material, adaptively adding cards is
likely the best approach as it provides a good balance of learning gains and efficiency.
Third, based on prior research, instructors should provide explicit instruction on how to
maximize the use of flashcards. Finally, if an adaptive approach is used, adding cards is
significantly better than dropping cards.

4.3 Cognitive Ability and Flashcard-Based Learning

The current study found no evidence that cognitive ability impacted performance in
any of the adaptive mastery conditions, suggesting that the same adaptive instructional
strategy for flashcard-based learning is equally effective across all levels of cognitive
ability. It is possible that the flashcard task used in the current study did not have a
sufficiently high enough cognitive load to elicit individual differences in performance.
Specifically, participants only trained on six butterfly species, making the task relatively
easy. By adding more categories or by interleaving multiple learning domains during
learning, the cognitive load would presumably increase, making cognitive ability more
predictive of performance. However, as noted above, it may be that adaptive instructional
strategies are not necessary for flashcard-based learning tasks and that a full flashcard
deck is the most straightforward and effective strategy for all learners regardless of
cognitive ability.

Additionally, in real-world learning environments, participants with lower cognitive
ability may make more suboptimal learning decisions such as dropping a card from
study too soon [5, 9, 10, 20, 22]. Prior work has shown allowing participants control
overwhen to drop a concept from study leads to poor learning outcomes [5]. In the current
study, high and low cognitive ability participants may have been equalized simply by not
allowing participants to modify the learning deck. Future work can examine the impact
of flashcard difficulty and learner control may vary depending on cognitive ability.
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4.4 Conclusion

This paper used an adaptive mastery approach to flashcard-based learning and evaluated
whether or not the ideal adaptive instructional strategy varied depending on cognitive
ability. I showed that both adaptively adding flashcards to study as well as leaving the
flashcard deck unchanged lead to better learning gains compared to adaptively dropping
cards from study. Cognitive ability had no impact on learning outcomes, suggesting
similar instructional strategies work equally well across all learners, at least when learn-
ers have no control over the flashcard deck. Overall the results suggest non-adaptive
approaches to learning from flashcards may be the simplest choice unless there are time
constraints. In situations where time is limited, adaptively adding cards to study will
lead to better immediate learning gains compared to adaptively dropping cards. The data
clearly show dropping flashcards from study is not optimal for learning. Learners and
instructors alike should keep that in mind when they use or recommend flashcards for
study.

Acknowledgments. Many thanks to Sean Chancellor, Morgan Kelley, and Crystal Meyer for
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Abstract. This paper identifies challenges related to the optimal selection of
adaptive instructional system (AIS) learner interventions. There are major chal-
lenges associated with accurately assessing learner performance, deciding when
and how to intervene with learner, and evaluating the effectiveness of any inter-
vention (e.g., feedback, support, direction, change in content level of difficulty)
delivered during adaptive instruction, and improving intervention selection over
time. AISs are computer-based systems that accommodate individual differences
and tailor instruction to match learner capabilities to acquire knowledge through
a guided learning process. While AISs are highly effective learning tools, they are
costly and require very high-level skills to develop them and create complex, effec-
tive, and efficient adaptive courses. In some well-defined domains of instruction
(e.g., mathematics), AIS developers have focused on the identification of errors
and the interventions selected are focused on correcting these errors. Common
errors are often identified in a misconception library that associates content and
practice required to overcome them. In more complex domains, learner data may
be sparse, and the simple identification of errors may not be sufficient to support
optimal selection of learner interventions. Under these conditions, the challenge is
to identify and address poor learner performance by testing plausible root causes
and addressing them directly instead of focusing on errors that may only address
symptoms and not root causes of learner performance. This paper identifies several
challenge areas, discusses potential solutions, and provides recommendations for
future research to overcome difficult challenges associated with machine selection
of adaptive instructional interventions.

Keywords: Adaptive instructional systems (AISs) · Learner assessments ·
Learner performance · Instructional interventions · Learning effect

1 Introduction to Adaptive Instruction

Adaptive instructional systems (AISs) are computer-based systems that accommodate
individual differences and tailor instruction to match learner capabilities to acquire
knowledge through a guided learning process [1–3] and support education and train-
ing experiences in cognitive, psychomotor and collaborative learning domains (Fig. 1).
While AISs are highly effective learning tools [4], they are costly to build, and
require very high-level skills to create these complex courses. Effective adaptive
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instructional course that automatically identify learner performance and other states
use machine learning and other artificially-intelligent methods to automatically assess
learner progress toward a set of learning objectives, and then intervene with the learner
and the instructional environment to tailor the teaching experience so it engages the
learner, stimulates behaviors leading to skill development, and overcomes gaps in the
learner’s knowledge relative to expected performance.

Fig. 1. AISs support tailored instruction for individuals and team in cognitive, psychomotor and
collaborative learning instructional domains.

Interventions generally take two forms: interactions with the learner or changes to
the content (e.g., problems, information, scenarios) presented to the learner. Learner
interactions may include verbal or textual feedback, support, direction, prompts for
additional information, or assessments. Changes to content usually include either real-
time modification of the content or the selection of different content. In either case, the
goal is to present the learner with content at an appropriate level of difficulty.

PerVygotsky’s zone of proximal development (ZPD) [5], the goal of good instruction
is to engage the learner with content that exercises their knowledge and skill at a level of
difficulty that is just beyond their current capabilities so new learning occurs, but within
a level of difficulty that can be managed with appropriate support from the tutor. The
goal of the ZPD is to manage the instructional experience within a lane of difficulty that
will neither bore the learner nor cause them to withdraw, give up or be frustrated by the
adaptive instructional process that is beyond their capacity. Bjork [6, 7] also describes
the need for “desirable difficulties” which are needed to engage the learner, challenge
them to move forward with their learning and support their learning goals.

Given this set of complex interventions, it is crucial for the AIS to have an accurate
model of the learner’s competence in the domain/topic of instruction being taught. In
designing AISs, it is crucial for the artificial intelligence (AI) within the system to be
transparent and explainable in their assessment of the learner’s states and their selection
of interventions. In the next section, we describe the tutoring cycle within AISs.

2 Learning Effect Model (LEM)

The LEM (Fig. 2) was first described by Sottilare in 2012 [8] and has subsequently
evolved to provide additional details about the tutoring cycle within AISs. Extensive
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research supports and document the LEM [9–11]. In this section, we describe the LEM
process along with AIS components and features and how they lead to effective learning
outcomes. The LEM can be broken down into five discrete subprocesses within an
intelligent action-perception framework:

• Perception – assess learner domain competency from previous experiences
• Perception – assess learner’s performance in real-time
• Action – select optimal learner interventions
• Action – execute learner interventions
• Perception – evaluate intervention effect on learning outcomes

Fig. 2. This simplified depiction of the learning effect model (LEM) highlights AI processes in
yellow that operating within AISs. AIS interventions act on both the learner and the instructional
environment with the goal of optimizing learner performance.

2.1 Assessment of Learner Domain Competency

In this section, we discuss the process and challenges associated with accurately deter-
mining the competency of learners based on their previous experiences. This subprocess
uses past achievements stored in a learning record store (or long-term learner model) are
used to assess competency in a domain of instruction (e.g., algebra, physics or baseball).
The Oxford English Dictionary defines competency as “the ability to do something suc-
cessfully or efficiently” [12]. However, AISs require measures of assessment to define
a learner’s level of competency (e.g., at, below or above a required standard). Spe-
cific measures of domain competency include achievement types, experience duration,
experience source information, domain learning and forgetting, and assessment within
learning experiences [13].

Learning achievement types are based on the types of experiences used to increase
their knowledge. Achievement types include instruction, reading, auditing and deliber-
ate practice. More active experiences like practice (learning by doing) versus auditing
(learning through examples) are considered to be more effective in transferring skills
for use in work or operational environments. Experience duration distinguishes between
achievements that might include a one-hour online algebra course and a four-year degree
in mathematics. Information about the source of learning experience help distinguish the
quality of the experience. Domain learning and forgetting measures for assessed domain
experiences provide quantifiable contributions to domain competency modeling. Reten-
tion (memory) of domain information is strengthened during learning experiences as
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knowledge and skills are regularly applied. However, once the last learning experi-
ence ends, forgetting begins as knowledge and skill decay. Finally, the result of formal
assessments provides yet another measure of domain competency.

Together, measures of competency may be used to determine a level competency
which may also be thought of as a probability of successful domain performance. To
record achievements in a consistent way, IEEE under Project 9274 [14] has developed
a standard statement that captures measures of achievement in an experience appli-
cation program interface (xAPI) statement. AIS architectures can use information in
LRSs to maintain competency models, initialize learner models, and tailor new learning
experiences.

2.2 Assessment of Learner Real-Time Performance

In this section, we discuss the process and challenges in accurately assessing real-time
learner performance. In much the same way that competency models are developed
and maintained, learner models are also initialized and updated as the learner achieves
learning objectives during adaptive instruction. Assessments are tangible measures of
learning and may take many forms in training and educational contexts. Formal assess-
ments may include tests or checks on learning that involve problem solving, but could
also include checklist of completed actions, successful completion of a scenario in a
training simulation, a logic puzzle, completing steps in a process or a decision that
results in an optimal outcome. In AIS software architectures such as the Generalized
Intelligent Framework for Tutoring (GIFT) [15, 16], performance assessments are cat-
egorized as at, above or below expectations where expectations are set based on the
learner model at the start of instruction. The learner model is typically initialized by
the LRS domain achievements contribution in the form of the competency model. Other
systems use raw assessment scores or identify errors to support decisions about the type
of learner intervention required. Errors tend to be identified as deviations from a pre-
scribed path. This view limits creativity when learners attempt new solutions that define
paths have never been tried, but are still successful in terms of learning outcomes (e.g.,
solved the problem, completed the mission). Successful outcomes or achievements are
documented, transmitted, and stored in the LRS as shown in the sample xAPI format
below.

"result": {solving quadratic equations}
"completion": true,
"duration": 1 hour,
"success": true,
"score": 92
"refresher needed": one year after completion 

Now that we have discussed the need for an accurate model of the learner’s perfor-
mance, the next step is to discuss the selection process for optimal learner interventions
to address identified performance issues (e.g., learner errors or root causes of poor
performance).
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2.3 Selection of Optimal Learner Interventions

In this section, we discuss the process and challenges in selecting optimal learner inter-
ventions. In somewell-defined domains of instruction (e.g.,mathematics), AIS designers
and developers have focused on the identification of errors and interventions selected
are related to correcting these errors. Common errors are often identified in a miscon-
ception library that associates content and practice required to overcome those errors.
While it is good instructional practice to help learners reduce the number and types of
errors. Simply identifying errors may not be sufficient for the learner to achieve mastery
of the domain. In more complex domains, learner data may be sparse, and measures of
assessment may not be sufficient to support optimal selection of learner interventions.

Fig. 3. Zone of Proximal Development not only guides learning experiences that are challenging,
but also influences emotions that are critical to efficient learning.

Per Vygotsky [5], a goal for educational technology like AISs is to match the level of
skill of the learner to the difficulty of the content (Fig. 3). This assumes a robust model
of the learner is available to support interventions prior to start of adaptive instruc-
tion. This also assumes that difficulty of the content can be evaluated. For example, it
might be desirable to objectively measure the ability of an opposing force in a military
game for training so that the AIS can adapt the difficulty of the training scenario events
appropriately to match the learner’s capabilities.

While some selection criteria for learner interventionsmight be relatively straightfor-
ward in the case of remediating errors, it is often difficult for human tutors to project the
impact of their interventions. Experienced human tutors who are experts in the domain
of instruction understand common errors made by learners, have knowledge of multiple
methods or instructional paths leading to successful outcomes, and deep rapport with
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their students to facilitate their trust and compliance. This experience along with a deep
knowledge of the learner’s knowledge gaps helps facilitate the selection of interventions.
So how do we transfer this expertise to a computer-based tutor in the form of an AIS?

Just as a human tutor collects information about their students, an AIS facilitating
a course can collect information about the impact of their intervention decisions, the
conditions of the learner prior to, during, and after the intervention decision, and the
conditions of the instruction (e.g., where the learner is in the course content or in a
training scenario). If the AIS is used to facilitate an adaptive course several hundred
times, it is possible to use AI to build a neural network or Markov Decision Process that
can project the impact of various interventions. In addition to projections, the success
of content adaptation interventions used to match learn capabilities to the difficulty of
the course content (ala Vygotsky’s ZPD) are well documented in the literature [17–19].

2.4 Execution of Selected Learner Interventions

This section discusses the process of AIS actions for executing any selected learner
interventions. As noted previously, interventions can take many forms, but the most
prevalent interventions center on providing feedback to the learner. The delivery of
feedback should be provided in a manner that is engaging and is specific enough to
action by the learner [20]. Feedback should be timely and sensitive to the needs of the
learner. Feedback should refer to a skill or knowledge deficit and encourage learners to
continue toward their achievement goals.

The mode of communications with the learner can be verbal or textual and through
different sources (e.g., verbal with no visible source, verbal directly from an embod-
ied virtual character within the AIS or verbal directly from an external application).
Communication modes paired with virtual character have shown mixed results. Wang &
Gratch [21] found that the immediacy of virtual human tutor’s non-verbal response had
a positive impact on student learning and affect. However, they also found that while
virtual human tutors were able to establish rapport with learners, this rapport did not help
them achieve better learning results. Several researchers found that learner engagement
improved with virtual human tutors and higher engagement provides the potential for
greater learning opportunities [22–24]. Given these findings, it seems that responsive
virtual humans should be considered when designing AIS intervention strategies.

2.5 Evaluation of Intervention Effect on Learning

Figure 4 outlines a process and software architecture for conducting and evaluating
adaptive instruction provided byAISs.A similar testbed architecture has been prototyped
under a US Army project called the Learning & Readiness Intelligent Agent Testbed
(LARIAT) [25]. LARIAT’s goal is slightly different from the framework pictured in
Fig. 4. LARIAT’s goal is to evaluate the effectiveness of intelligent agents that are used to
represent entities in training simulations. Figure 4 pictures a framework that evaluates the
performance of agents within an AIS that manage classification and decision processes
to optimize learner performance.

The ability to collect large amounts of data about learner interventions, learner states
and traits, and a mapping of successful and unsuccessful instructional paths will provide
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Fig. 4. This evaluation architecture provides an experimental framework for assessing AIS pro-
cesses for classifying/predicting learner states, selecting optimal interventions, and then executing
or delivering those interventions. The architecture supports self-improving principles that assess
the effectiveness of current policies and update them as data demonstrates better methods to
optimize learning.

the information required to analyze the effect of interventions on learning. A major
challenge is understanding all the interactions and impacts of multiple interventions
on a single learner under changing conditions. Another challenge is that the impact of
learner interventions is clearly dependent upon the accurate classification or prediction of
learner performance and other states (e.g., emotions, workload) impacting learning focus
and capacity. Finally, a third challenge is to develop low data methods for evaluating
new adaptive courses where data is sparse or unreliable.

In addition to evaluation effect, we recommend AIS researchers track the influ-
ence of instructional strategies and policies on learning performance and other learning
outcomes. We recommend that domain independent instructional strategies like mas-
tery learning (especially in simulated environments) [26], worked examples [27], and
error-sensitive feedback [28–30] be re-examined in the light of adaptive instructional
applications. Overall, learning effectiveness could be greatly enhanced by designing
AISs as self-improving systems [31, 32].

3 Additional Recommendations

The following recommendations are provided to focus on AIS technology gaps beyond
the challenges of evaluating the effectiveness of interventions to optimize learner per-
formance. First, the personalization features in AISs should also provide the ability to
evaluate opportunities to reduce the time required for a learner to reach a level of profi-
ciency. Second, we recommend research to understand the impact of pairing AISs with
other immersive training technologies (e.g., virtual, augmented, and mixed reality (XR)
simulations) and engaging game-based training environments. Third, we recommend
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research be conducted to evaluate opportunities to improve learner engagement during
interactions with AISs. Improved realism and responsiveness of virtual humans and
their integration with AISs may enable better bonding/rapport with learners leading to
improved learning outcomes.

Finally, we recommend research be conducted to evaluate the effect of various types
of learner control on adaptive instruction. Areas where learners might be given more
control include controlling the attributes of a virtual instructor, controlling the choice of
learning peers, initiating and selecting of on-demand learning topics, enabling control
over their learner model content and information. Control over the domain and teaching
approach, and control over the amount of control the learner has over AIS processes
may also have an influence on learning outcomes [33].
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Abstract. Gamification-based reward systems are a key part of the design ofmod-
ern adaptive instructional systems and can have substantial impacts on learner
choices and engagement. In this paper, we discuss our efforts to engineer the
rewards system of Kupei AI, an adaptive instructional system used by elemen-
tary and middle school students in afterschool programs to study English and
Mathematics. Kupei AI’s rewards system was iteratively engineered across four
versions to improve student engagement and increase progress, involving changes
to how many points were awarded for success in different activities. This paper
discusses the design changes and their impacts, reviewing the impacts (both posi-
tive and negative) of each generation of re-design. The end result of the design was
improved learning and more progress for students. We conclude with a discussion
of the implications of these findings for the design of gamification for adaptive
instructional systems.

Keywords: Adaptive instructional system · Gamification · Reward system

1 Introduction

Gamification-based reward systems are an increasingly common part of the design
of modern adaptive instructional systems and can have substantial impacts on learner
choices and engagement [15]. For example, GamiCAD introduced arcade-style bonus
missions based on successful performance, leading to faster completion of content and
more completion of content, as well as self-report of better engagement [10]. The gold
bars given when students master a concept in a Cognitive Tutor have also been found
to be a positive incentive for many students [11]. Some research has suggested that not
all students find reward systems compelling, but those who do tend to see increased
motivation and learning [16]. Much of the work using rewards for gamification builds
on an intellectual tradition of behavior management and modification that dates back to
early behaviorist work. In that work, reward systems were studied for their impact on
behavior and learning [17]. Morford and colleagues [13] note the intellectual contribu-
tion that the applied behavior analysis and behavior modification literatures have made
to contemporary work on gamification.

However, as been noted since the 1970s, reward systems can impact students in nega-
tive fashions aswell as positive fashions [9]. Reward systems, if incorrectly designed, can
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focus learners on short-term outcomes rather than long-term outcomes and lead students
to adopt behaviors that maximize the reward rather than the learning it is intended to pro-
mote. Furthermore, not all reward systems are even effective at promoting the intended
behaviors [12] – the details of the design appear to matter considerably. Reward sys-
tems, if poorly designed, can also reduce long-term intrinsic motivation for the learning
activity [3]. As such, considerable attention needs to be paid to the design of reward
systems in adaptive instructional systems. Design principles for gamification [6] can be
useful but, as discussed above, even a seemingly excellent design can have unintended
consequences [5, 9]. As such, the methods of learning engineering [5] are needed to
ensure that designs achieve their intended goals. In particular, ongoing monitored itera-
tive design [8] is needed, where the developer repeatedly modifies the system and tests
the consequences of those modifications.

In this paper, we present the monitored iterative design of a gamified rewards system
for theKupeiAI adaptive instructional system, anAI-driven learning system tutoring ele-
mentary (3rd–6th graders), middle (7th–9th), and high (9th–12th) schoolers in English
and Math in China. Across four iterations, a point system was implemented in order to
encourage students to master concepts and improve their learning progress. The point
system was intended to give students an incentive to work on specific concepts until
they reached mastery, using the system’s various features appropriately and efficiently.
However, students developed strategies targeted towards earning points with the maxi-
mum efficiency that were not optimal for learning. For instance, certain design choices
led students to put more effort into curricular areas where it was easier to rapidly master
topics. Through multiple design iterations, we were able to design a system that guided
students towards more appropriate system usage.

In this paper, we present the story of the iterative design of this system, presenting
each iteration in design, and empirically investigating its results on student usage behav-
iors and learning outcomes. In presenting this narrative, we consider broader themes
around how to design effective gamification systems, distilling what we learned at each
phase of redesign.

2 Methods

2.1 Platform

Kupei AI is an AI-driven learning system tutoring elementary (3rd–6th graders), middle
(7th–9th), and high (9th–12th) schoolers in English and Math in China. Courses are
divided up by grade level and then by units then concepts. The units are correlated with
what students are learning in school. Each unit comprises a list of concepts, with the
subjects the learning system recommends for the student at the top (Fig. 1).

The intended design is for students to begin a unit with a diagnostic test, a short
quiz, although they have the choice to directly go into practice (Fig. 1). If students
decided to skip the test and go straight to practice, then a message window popped up
that encouraged the student to take a diagnostic test first. The diagnostic test covers
multiple concepts to determine which concepts the student should work on within the
unit. Since concepts are connected through a knowledge graph, if a student achieves
advanced mastery on a concept, then the learning system infers that the student has also
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mastered the concept’s prerequisites. Following the diagnostic test, students have the
option to practice. Practice is divided into problem sets of 5 items on the same concept –
however, if a student achieves advanced mastery (defined below) after the first 3 items
in a problem set, the system stops the student’s work on the problem set automatically.

Once finished with either the practice or test, students are met with a concluding
screen showing concepts where they achieved basic mastery and those that were not
mastered (Fig. 2). The learning system categorizes student proficiency on concepts stu-
dents have worked on into three levels: unmastered, basic mastery, and advanced mas-
tery. Using Bayesian Knowledge Tracing [3], the system estimates student proficiency
in real-time. If a student has under an 80% probability of knowing a skill, the concept
is unmastered; if the probability is between 80% (a cut-off used by many commercial
systems) and 95% (the original cut-off in [3]), then the concept is labeled as basic mas-
tered; if the concept mastery level is above 95% then it is labeled as advanced mastery.
By design, advanced mastery can only be earned through practice while basic mastery
can be earned through both practice and tests.

The original system (referred to below as version V0) did not incorporate gamifica-
tion, but starting April 29th, 2021, the Kupei AI team released and began the process
of iterating a point system. In its first version (referred to below as version V1), the
point system gave students one point for each basic mastered concept. Students were
able to click on a little treasure chest next to a summary of the specific learning concept
they mastered to receive the point (Fig. 3). Starting with V1, after completing a practice
or test, students can click open treasure chests next to each concept they gained basic
mastery on and earn a point. Students were also ranked against their classmates by the
number of points they have, and this was shown in a leaderboard available to students
to view after finishing a test or practice set.

Fig. 1. Student unit learning screen. The large orange button says “test” and the red button at the
bottom right says “practice.” In this unit, there are 15 concepts to master. The progress bar next
to the practice button shows mastery progress for each concept. (Color figure online)
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Fig. 2. The results screen after a diagnostic test. The left circle shows the student received a score
of 15/100. The right circle shows the number of concepts mastered in the unit, which is 2/15.
The bottom row of numbers from 1 to 7 are the questions the student answered in the diagnostic
test: red means they answered the question incorrectly and green means they answered correctly.
(Color figure online)

Fig. 3. Students scroll to the questions they answered correctly and click on the treasure chest
next to each learning concept to receive their points.
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2.2 Data Collection

The entire student user base of Kupei, composed of 5726 students, was tracked from
April 22nd to June 17th. From April 22 to 28, the students used the baseline version
without the point system (V0). FromApril 29 toMay 8, the students used the first version
of the point system (V1). On May 9 and June 1, respectively, iterated versions V2 and
V3 of the point system were introduced.

Across these iterations, the students worked on 27785 concepts, making a total of
1,393,529 actions. During this time, students achieved basic mastery on 29.7% of the
concepts they attempted and achieved advanced mastery on 41.2% of the concepts they
attempted. Although the system notifies the student when they achieve basic mastery,
students generally did not stop at basicmastery, andwent on to advancedmastery, leading
to a higher proportion of advanced mastery.

2.3 Overview of Design Iterations

When the first version V1 of the point system first launched on April 29th, its primary
purpose was to make learning more engaging by giving students a reward for earning
basic mastery on a concept. By giving a point for each concept mastered, and showing
the class’s scores on a leaderboard, the intention was to incentivize students to compete
[14] to earn a large number of points to surpass their classmates on the leaderboard.
However, though the student’s goal would be to perform well and compete, they would
be learning more concepts and making more progress within the system to do so.

Before the point system, Version 0 (V0), students were unable to earn points. The
first version of the point system (V1) gave the student a point the first time they earned
basic mastery on a specific learning concept, and introduced the leaderboard. Version
V1 gave a single point for mastering any concept, regardless of whether the concept was
in English or Math.

As will be discussed below, Math concepts generally take longer to complete in the
system than English concepts. As a result, students who wanted to be at the top of the
leaderboard shifted to working mostly on concepts in English. Version V2 attempted to
correct for this unanticipated incentive by making basic mastery in English worth one
point and mastery in Math worth three points. This change re-balances work on the two
subject areas.

Having addressed this limitation, the design team noticed that students were now
much more likely to skip the diagnostic test. The diagnostic test is designed to determine
which concepts in the unit the student needs to work on, avoiding allocating student
time to concepts they already know. However, by skipping the test, students can master
concepts they already know, gaining points without learning. Version V3, therefore,
made it possible to earn three points for achieving Math basic mastery and one point for
achieving English basic mastery in practice and on tests.

In the following section, we go into greater detail on the impact of each of these
design changes on student behavior, learning, and learning efficiency.
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3 Analysis and Results

3.1 V0 to V1 Design Change Impact

V0 represented the first version of the system, before the introduction of the point system.
We added a point system and leaderboard to V0, creating V1. In V1, students could earn
points when they achieved basic mastery of concepts while practicing. English andMath
were both worth one point for each basic mastered concept.

First, we can compare students between V0 and V1 in terms of their mastery rates.
We consider the basic mastery rate, or the number of concepts a student achieved basic
mastery on divided by the total number of concepts they worked on. We also consider
advanced mastery rate, the number of concepts a student achieved advanced mastery on,
divided by the total number of concepts they worked on. In doing so, we only look at
students who used the system during both the V0 and V1 periods and conduct a paired
comparison, as only a very small number of students quit or started the system right at
the switchover date.

In V0, students had a basic mastery rate of 62.5% skewness = −0.563. In V1,
students had a basic mastery rate of 64.1%, a statistically significantly faster basic mas-
tery rate, t(3683) = −3.3367, p < 0.001, skewness = −0.654. In V0, students had an
advancedmastery rate of 43.1%. In V1, students had an advancedmastery rate of 45.4%,
a statistically significantly faster mastery rate, t(3368)=−4.2585, p< 0.001, skewness
= 0.229 V0, 0.080 V1. All values of skewness for mastery rate were in the moderately
skewed or approximately symmetric ranges, justifying the use of parametric tests.

From V0 to V1, the time students took to achieve basic mastery on each concept
decreased by a median of 35.7 s in English, V = 498656, p < 0.001, and went up by a
median of 7.3 s which is statistically significant, V = 1283079, p < 0.001, in Math.

However, the proportion of time spent on English versus Mathematics shifted
between the two versions. In V0, 47.403% of students’ completed concepts were English
and 52.6% were Math. This changed considerably in V1, where students spent 59.5%
of their completed concepts were English, and 40.5% of their completed concepts were
Math. The increase in the proportion of time spent on English fromV0 to V1was statisti-
cally significant, t(779)=−10.614, p< 0.001, skewness= 0.0692 V0,−0.441 V1. The
decrease in the proportion of time spent on Math from V0 to V1 was also statistically
significant, t(779) = 10.614, p < 0.001.

This difference in time spent led to a difference in the rate of basic mastery between
the two content domains. The basic and advanced rates in each subject increased from
V0 to V1. In V0, students’ median English basic mastery rate was 75%. In V1, it was
74%, not a statistically significant difference (Wilcoxon used due to high skewness), V
= 285187, p-value = 0.1878, skewness = −0.911 V0, −0.945 V1. Math basic mastery
rate in V1 went up as well. Students had a basic mastery rate of 59.4% in V0 which
went up to 60.8% in V1, a statistically significant increase, t(2208) = 2.28, p = 0.023,
skewness=−0.411 V0,−0.511V1. Additionally, the advanced mastery rate in English
statistically significantly increased from 49.7% in V0 to 52.6% in V1, t(1159) = −
3.2294, p= 0.001, skewness=−0.091 V0,−0.222 V1. The advanced mastery in math
increased from 39.6% in V0 to 41.6% in V1, t(2208) = −2.9198, p = 0.004, skewness
= −0.411 V0, −0.511 V1. Both mastery rate increases were significant.
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Another shift found was that students were much more likely to skip the diagnostic
tests in V1 than in V0. In V0, 49.1% of student items were on practice and 50.9% of
student itemswere on diagnostic tests. InV1, 64.0%of student itemswere on practice and
36.0% of student items were on diagnostic tests. Students were statistically significantly
more likely to practice in V1 than V0, by 14.9%, t(871) = 16.15, p-value < 0.001,
skewness = 0.0279 V0, −0.507 V1.

3.2 V1 to V2 Design Change

To try to re-balance the proportion of time spent in English and Math, we changed the
points given for mastering a concept in Math from 1 point to 3 points (version V2). As
Fig. 6 shows, this led to a gradual shift back to Math. Students completed more Math
concepts in V2 than in V1, leading to the overall proportion of concepts completed being
approximately equal for English and Math in V2. The proportion of English completed
by students in V1 was 55.3% and the proportion of math completed was 44.73878%. In
V2, English concepts completed significantly decreased to 50.7%, t(1414) = 5.92, p <

0.001 andMath significantly increased to 49.3%, t(1414)=−5.92, p< 0.001, skewness
= −0.250 V1, −0.177 V2.

The overall proportion of practice continued to significantly increase, from 56.5%
in V1 to 66.5% in V2, t(1552)= 15.02, p< 0.001, skewness=−0.218 V1,−0.694 V2,
and the proportion of tests significantly decreased from 43.5% to 33.5% in V2, t(1552)
= −15.02, p < 0.001, skewness = 0.218 V1, 0.694 V2. As students could only earn
points in practice, the increase in the proportion of practice is seen in both English and
Math, with the change inMath being especially large. The proportion of English practice
completed significantly increased from 66.7% in V1 to 72.7% in V2, t(730) = 7.58, p
< 0.001, skewness = −0.541V1, −0.767 V2. In addition, Math practice significantly
increased from 45.0% in V1 to 59.6% in V2, t(923) = 16.60, p < 0.001, skewness =
0.180 V1, −0.439 V2.

However, since students completed more practice and each practice set targets one
learning concept at a time, this led to a statistically significant increase in the time taken
to master both Math and English concepts. In Math, the median time taken to master a
concept increased from 734.67 s in V1 to 813.97 s in V2, V = 1165568, p < 0.001. In
English, the median time taken to master a concept increased from a median of 347.45
s in V1 to 377.6437 s in V2, also statistically significant, V= 328174, p-value< 0.001.

Despite changes in student learning behavior, the only significant change for both
basic and advanced mastery rate was a decrease in the English advanced mastery rate.
Math basic mastery rate was 60.0% in V1 and 60.4% in V2, which was not a statistically
significant difference, t(3141) = 0.93, p = 0.350, skewness = −0.460 V1, −0.460 V2.
Although, the median English basic mastery rate was 71% in V1 and 73% in V2, was
a statistically significant increase, V = 892435, p-value = 0.001628, skewness = −
0.907 V1, −0.824 V2. Advanced mastery for Math was 37.98% in V1 and 37.99% in
V2, t(3141)=−0.021366, p= 0.983, skewness= 0.411 V1, 0.399 V2, but significantly
decreased for English from 49.5% in V1 to 47.7% in V2, t(1903) = 2.89, p = 0.004,
skewness = −0.151 V1, −0.011 V2.



120 K. Wang et al.

3.3 V2 to V3 Design Change

The increase in practice in V1 and V2 implied that students were no longer using the
diagnostic test as often to focus their time on the skills they needed to learn.We therefore
re-designedV3 to give students a point for demonstratingmastery of a concept within the
diagnostic test. In V2, students completed the majority of the concepts they encountered
through practice, with 64.6% of concepts completed being practice and 35.4% being test.
After V3 launched, this ratio switched, with 46.4%of concepts completed in practice and
53.6% in tests. Overall, the proportion of completed concepts in practice significantly
decreased from 64.6% in V2 to 46.4% in V3, t(2489) = 30.84, p < 0.001, skewness
= −0.521 V2, 0.157 V3, from V2 to V3, and tests significantly increased from 35.4%
in V2 to 53.6% in V3, t(2489) = −30.84, p < 0.001. As shown in Figs. 4 and 5, this
applied to both English and Math concepts. Math testing increased from 42.2% in V2 to
58.9% in V3, t(1712)= 24.02, p< 0.001, skewness= 0.302 V2,−0.329 V3 compared
to Math practice. English testing increased from 27.4% in V2 to 46.5% in V3, t(1167)
= 23.44, p< 0.001, skewness=−0.818 V2,−0.142 V3, compared to English practice.
As shown in Fig. 7, as students completed more diagnostic tests in V3, they were also
able to achieve basic mastery on concepts faster. For English, the median time spent to
achieve basic mastery decreased by 12.4% from 372.4 s in V2 to 326.2 s in V3, V =
2184932, p< 0.001, and inMath, the median time spent decreased by 27.5% from 773.2
s in V2 to 560.3 s in V3, V = 6007553, p < 0.001.

Although basic mastery rate did not significantly change for Math from V2 to V3,
it did significantly decrease from 67.8% in V2 to 64.7% in V3 for English, t(2317) =
12.674, p < 0.001, skewness = −0.812 V2, −0.721 V3. In addition, advanced mastery
significantly decreased for both subjects with a decrease of 2.6% inMath, V= 3733852,
p < 0.001, and 7.1% in English, t(2317) = 12.67, p < 0.001, skewness = 0.035 V2,
0.391 V3.

Fig. 4. Student completed English concept proportion test and practice per version.
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Fig. 5. Student completed Math concept proportion test and practice per version.

Fig. 6. Student completed concepts proportions of Math and English.
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Fig. 7. Median seconds taken to achieve basic mastery on one concept per version.

Fig. 8. Student proportion of completed concepts in Math practice, Math test, English test, and
English practice by day.

4 Discussion and Conclusions

In this paper, we add gamification to an adaptive instruction system, Kupei AI, in the
form of a point system and leaderboard. This paper details the iterative improvement of
that point system through three versions, V1, V2, and V3. By adding a rewards system to
this AIS, it was possible to shift student behavior, although there were some unexpected
consequences in some of the earlier design iterations.

The first modified version, V1, added a leaderboard and gave students a single point
for achieving basic mastery in both Mathematics and English. From V0 to V1, learning
efficiency improved, especially for English. Not only did they spend less time to master
a learning concept for English, decreasing by 35.7 s, but their mastery rate, which is
their total number of mastered concepts over their total completed concepts, increased
for both English and Math by 2.1% and 1.4% respectively. In addition, student learning
behavior changed from V0 to V1 as students focused on completing more English and
more practice. Students were incentivized to complete tasks that earned them points
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quickly. So, since students could only earn points in practice, not test, they completed an
increase in practice. Also, English took less time tomaster English thanMath so students
mastered more English concepts than Math. Despite students being more motivated to
master concepts quickly to earn points, they focused on earning points the quicker way
through English practice rather than through Math.

After seeing students switch to working much more on English than Math, V2 was
implemented to balance the number of concepts students spent learning. Since it was
easier to earn points quickly in English, V2 balanced things by giving students more
points per concept mastered in Math. As such, the proportion of English worked on
reduced, bringing English and Math back into greater balance. This change affected stu-
dent mastery performance, with English basic mastery rate increasing by 2%. However,
students spent more time to master a concept. This occurred because students completed
an even greater proportion of practice compared to tests, meaning that students were
practicing concepts in full that they would have bypassed through taking the diagnostic
test. If students mastered a concept in the diagnostic test, they would not earn points
for it, so they skipped straight to practice to earn points. This shift from test to practice
between V1 and V2 may have been a continued trend from V0 to V1, or it may have
been that the greater number of points available was a stronger inducement to complete
practice rather than tests.

Doing only practice is not the most effective way to learn in Kupei AI, as the diag-
nostic tests help students focus on concepts they need to improve rather than going
through all concepts. This is especially important for Math. To address this issue and
encourage students to complete the diagnostic tests, V3 made it possible for students to
earnmastery points through demonstratingmastery within tests. Quickly, students began
to complete more tests and less practice, as the proportion of practice completed com-
pared to tests decreased by 18.2%. Testing increased considerably in both subjects. As a
result, the time spent mastering concepts decreased significantly, with English decreas-
ing 46 s and Math decreasing 213 s. However. The amount of Basic mastery went down
in English and advanced mastery decreased in both Math and English, by 2.6% and
7.1% respectively. The decrease in English basic mastery rate was likely due to students
spending more time on Math diagnostic tests. The decrease in advanced mastery was
most likely because students can only achieve advanced mastery through practice, not
tests. Since achieving advanced mastery did not reward students with any points, once
a student mastered a concept through tests, there was no incentive for them to go back
and practice that concept further to earn advanced mastery.

Although there has been considerable design progress fromV0 to V3, more progress
remains possible. In a sense, the design of gamification and rewards systems can be
an extended journey, as each change has a mixture of positive and negative (typically
unintended) consequences. In a future version of a system like this nature, it would
probably make sense to also introduce rewards for achieving advanced mastery. Even
if this results in some over-practice, there is likely some advantage to this in terms of
preparation for learning future concepts [7] and retention of knowledge over time [1].
Further changes will become necessary, as each change shifts the overall pattern of
student behavior.
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In reflecting not just on the implications of our design but also on the implications of
our approach to design, we can see that there are several advantages (and of course some
limitations) to the approach we have developed. Switching rapidly between designs
enables rapid iteration towards a better design, but it also means that the impacts of
changes may bleed together. Longer periods of each version would make differences
between versions clearer but requires more time to hone in on a better system. In this
analysis, we switched all students to the next version at the same time and compared
time periods. An alternate (more common) approach would have been to conduct A/B
tests. However, there would be significant possible issues if we randomly assigned at the
student level (i.e. students would have different reward structures in the same learning
center, creating effects such as resentful demoralization [2]). Therefore, we would need
to assign students to condition by learning center, creating challenges in the compa-
rability of students between conditions. One of the largest reasons to use an A/B test
rather than compare across time periods is the possibility that previous versions impact
current behavior – however, Fig. 8 shows the relatively rapid response of students to
design changes. In general, the need to iterate design based on the effects of the current
intervention makes it less feasible to conduct many-condition A/B/n studies, slowing the
degree to which assignment of students to condition could speed design progress in this
case. Overall, rapid iteration of the type used in this study has some limitations, as stu-
dents who use multiple versions may respond to later versions differently than students
who start with those later versions. This risk reduces the degree to which we can infer
causality and generalizability for our changes, but the result is a system that produces
better results. Clear and unquestionable evidence on what caused the impact can only be
produced through a randomized comparison on entirely new students, but is that always
the primary goal? Ultimately, the effort needed for an unconfounded randomized study
may be better spent on an efficacy study comparing to a control condition.

Further research may also want to look for the impact of these design iterations on
other aspects of student behavior. For instance, since Kupei AI’s learning system has
many different grade levels available for students to work on, students may be working
on problems beneath their grade level just to earn points quickly. Relatedly, it may be
worth looking into the degree to which the changes observed across versions differs
for younger and older students using the platform. It is also possible that these design
changes may be influencing the frequency and form of gaming the system (Baker et al.
2004) that is occurring in the system.

Overall, over the course of these modifications, we were able to rapidly iterate Kupei
AI’s points system, removing the unintended consequences emerging in earlier versions
and increasing the speed with which students mastered concepts through the system.
This higher efficiency creates several opportunities, including the ability to cover a
greater proportion of the year’s content in a limited amount of after-school time and
focus student time better on the content they need to learn. A next step will be to look at
whether this improved distribution of time leads to greater learning gains on an external
examination of knowledge, and the impacts of the re-design on student retention in the
afterschool program. Overall, by allocating student time more effectively, we can lead
to more efficient learning and in the long term, hopefully, better outcomes for learners.
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Abstract. In an effort to modernize training, the United States Navy and Marine
Corps have placed an emphasis on identifying effective, learner-centric instruc-
tional methods. One avenue is to apply individualized training techniques, such
as adaptive sequencing to flashcard-based study, a popular tool used for inde-
pendent study. Therefore, the goal of this research was to compare two adaptive
sequencing methods to identify the most efficient and effective approach for long-
term retention. Participants learned armored vehicle identification in one of three
conditions, 1) Adaptive Response-Time Based-Sequencing (ARTS), which uses
accuracy and reaction time to prioritize flashcards adaptively, 2) Leitner, which
uses accuracy to create decks and prioritize flashcards adaptively, and 3) Ran-
dom, which was the control condition that sequenced the flashcards randomly. We
found no differences between the three conditions in terms of learning efficiency
and delayed learning gains. However, we found that participants in the Leitner
condition completed training significantly faster those in the other conditions.
After controlling for in-training measures, we found participants in the Leitner
condition had the lowest delayed learning gains and there were no significant dif-
ferences between the ARTS and Random conditions. These data suggest that the
“efficiency” associated with the Leitner condition translated to the worst long-
term retention. Additionally, neither adaptive approach outperformed the random
sequencing condition, suggesting that random sequencing may provide its own
spacing due to the number of cards in the deck. More research is needed to deter-
mine whether adaptive sequencing provides added value as an adaptive approach
for single-session flashcard study.

Keywords: Adaptive training · Flashcards · Spacing effect · Testing effect ·
Long-term retention · Learning efficiency

1 Introduction

The United States Navy and United States Marine Corps (USMC) have an increased
interest in improving and modernizing current training methods for “21st century learn-
ing” by making themmore learner-centered (Berger 2019; Gilday 2019). As part of their
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professional military training and education, Service members are required to memo-
rize information such as ranks and insignia, map symbols, unit locations, and vehicle
identification, just to name a few. Therefore, the present study focused on exploring indi-
vidualized training methods to improve rote learning for Service members to align with
these 21st century learning goals. In particular, we focused on merging flashcard-based
learning with adaptive training techniques to improve rote learning outcomes and meet
the needs of modern military training and education. Among students and instructors
alike, flashcards are a popular study tool to accomplish independent rote memorization
on basic topics (Hartwig and Dunlosky 2012; Karpicke, Butler, and Roediger 2009; Kor-
nell andBjork 2007). There is a need to explore individualized approaches for these types
of digital-aged resources for students, as students are responsible for studying outside
of course instruction. One way to individualize flashcard learning is to implement adap-
tive training techniques. Previous work has demonstrated that implementing mastery
learning adaptively can aid consistent long-term retention compared to non-adaptive
and learner controlled techniques (Whitmer et al. 2020). In the present research, the
goal was to compare adaptive sequencing approaches for flashcard learning to promote
long-term retention. In this paper, we discuss the literature behind flashcard learning
and adaptive training, and we report an experiment comparing two different adaptive
sequencing approaches to random sequencing.

1.1 Retrieval Practice with Flashcards

The extensive flashcard learning literature has demonstrated that flashcards help students
during knowledge acquisition, but the way students engage with the materials can have
a large impact on learning. In general, students use flashcards to prepare for exams by
memorizing the information, testing themselves on the information, and assessing their
proficiency (Hartwig and Dunlosky 2012; Karpicke, Butler, and Roediger 2009; Kornell
and Bjork 2007; Wissman, Rawson and Pyc 2012). The way students use flashcards to
self-test is related to the classic finding in the literature called the testing effect, which
states that testing oneself is more beneficial to long-term retention than just studying
or re-reading the material. Karpicke and Roediger (2008) showed that repeated testing
had large and impactful effects on retention compared to restudying. In this study, 80%
of the repeatedly tested foreign language vocabulary words were recalled correctly one
week after training, compared to the 30% of the words that were restudied. This finding,
along with many related studies (e.g., Carrier and Pashler 1992; Roediger and Butler
2011; Roediger and Karpicke 2006; Toppino and Cohen 2009), has provided evidence
that self-testing with flashcards and practicing the memory retrieval process (otherwise
known as retrieval practice) can have positive effects on long-term retention.

A technique within the flashcard learning literature that is often considered is the
time interval between flashcards. The spacing effect is a robust finding that suggests
that increasing the time interval or spacing out multiple study sessions over longer
timespans is more beneficial to long-term retention than “cramming” the information
once or twice before an exam (Bahrick, Bahrick, Bahrick and Bahrick 1993; Cepeda
et al. 2006; Ebbinghaus 1885, 1964; Glenberg and Lehmann 1980; Kornell 2009; Paivio
1974; Shaughnessy, Zimmerman and Underwood 1974). However, research shows that
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students prefer to cram their studying (Kornell and Bjork 2008a), which only aids short-
term memory with a rapid rate of forgetting (Kornell 2009). Students do not implement
spacing effectively on their own, perhaps due to poor metacognitive strategies (Bjork,
Dunlosky and Kornell 2013), less concern over long-term retention, or they have to
make the most of limited study time (Sommer 1990). A way to address some of these
concerns and meet these limitations is to build flashcard-learning systems that space out
or sequence the flashcards on behalf of the student to increase the efficiency of retrieval
practice while maximizing long-term learning gains in shorter-term study periods.

1.2 Adaptive Training and Adaptive Flashcards

Adaptive training, or training that is tailored to a trainee’s performance during training
(Landsberg et al. 2011), is a learner-centered approach that has been shown to produce
positive learning outcomes in several different military domains (e.g., Landsberg et al.
2012; Marraffino et al. 2019, 2021; Van Buskirk et al. 2019; Whitmer et al. 2020, 2021)
and non-military domains (e.g., Peirce and Wade 2010; Romero et al. 2006; VanLehn
et al. 2005). One example of using adaptive training strategies with flashcards for a
military domain includes using mastery criteria to determine when to drop cards from
further study. In an experiment by Whitmer and colleagues (2020), participants learned
to identify armored vehicles and their retention was measured two days after training.
There were three training conditions: an adaptive condition where mastering a flashcard
based on pre-determined criteria dropped it from the deck, a non-adaptive condition
where no dropping occurred, and a learner-controlled condition where the learner was
in control of dropping the flashcards. Those in the adaptive condition had the most
consistent retention on a delayed test two days later compared to the non-adaptive and
learner-controlled conditions, and the learner-controlled condition had the worst overall
performance.

Another learner-centered approach to adaptive flashcard learning is to customize the
order of theflashcards using the individual learner’s performance.Adaptively sequencing
the flashcards can make the time interval of the next flashcard presentation optimal
based on how the student is performing. This approach reshuffles the deck using the
learner’s last response. Past research in the flashcard learning literature has suggested that
adaptively sequencing the flashcards, or increasing the time interval between correctly
answered flashcards (i.e., spacing effect), can lead to better learning outcomes than
randomly sequencing flashcards or having fixed learning intervals (Kornell and Bjork
2008a; Mettler and Kellman 2014; Mettler, Massey and Kellman 2016). This approach
reshuffles incorrect flashcards to the “top” of the deck, giving learners more time with
the concepts that need more practice, and the easier items to the “bottom” of the deck.
Recently, Whitmer and colleagues (2021) examined the use of adaptive flashcards in
a USMC automotive maintenance course, where the flashcards were both adaptively
sequenced and adaptively dropped based on mastery criteria. Their results showed a
positive relationship between usage of the adaptive flashcards and course performance.
Additionally, they showed that a cohort of students who used the adaptive flashcards
had better exam performance than a previous cohort that did not use the flashcards.
However, this study did not manipulate adaptive instructional techniques and there is a
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need to examine the unique contribution of different approaches to adaptive sequencing
on long-term learning outcomes.

1.3 Two Adaptive Sequencing Approaches

Adaptive Response-Time Based-Sequencing (ARTS). In the present research, we
explored two potential adaptive sequencing techniques in the literature that aligned
with the spacing effect. First, the ARTS algorithm uses accuracy and reaction time to
assign priority values to individual flashcards to determine the order of the flashcards.
Specifically, ARTS increases the time between correct flashcards by prioritizing incor-
rect flashcards, then correct flashcards with slow reaction times, and correct flashcards
with fast reaction times last (Mettler, Massey and Kellman 2011). When students take
longer to respond to a flashcard, it may suggest that they may have difficulty retrieving
the information or are less confident about their answer (e.g., Shiffrin and Schneider
1977; Sternberg 1969). The ARTS approach uses reaction time to distinguish between
correctly answered flashcards, which may be useful to inform sequencing algorithms
and provide a more thorough picture into a student’s retrieval processes, shedding light
on concepts with which a student needs more practice.

Some researchers propose that ARTS can lead to better long-term learning outcomes
than random or fixed sequencing (Mettler and Kellman 2014; Mettler et al. 2016, 2020).
In an exemplary study, Mettler and Kellman (2014; Experiment 1) compared a random
sequencing condition to an ARTS condition using butterfly categories as the flashcard
materials. They found that the ARTS condition was more efficient (i.e., calculated by
Post-test score/ #Trials) than the Random condition. Although not statistically signifi-
cant, results suggested the Random condition to be more accurate on the delayed post-
test one week later than the ARTS condition. However, these findings are challenging to
interpret because dropping was implemented differently for each condition in addition
to sequencing. The ARTS condition dropped cards based on whether the category was
mastered (i.e., three cards would be dropped when a category was mastered, because
three species were presented per category), whereas the Random sequencing condition
dropped individual cards when mastered. This difference in how cards were dropped by
condition may explain why the Random condition completed significantly more trials
than the ARTS condition, as opposed to the sequencing algorithm itself contributing to
these differences in learning efficiency.

Additionally, Mettler and colleagues (2020) conducted two experiments comparing
ARTS to random sequencing using a geography task as the flashcard learning materials.
In the first experiment, they compared ARTS with mastery criteria to drop flashcards
from future study to a condition that included random sequencing and no dropping (but
training could terminate early if all flashcards weremastered before 45min had elapsed).
They found that ARTS was significantly more efficient (i.e., calculated by [[(Post-test –
Pre-test)/ #Trials] * #Flashcards]) than theRandomcondition, and theRandomcondition
took twice as many trials to end training than the ARTS condition. However, the Random
condition had a significantly larger accuracy improvement from the pre-test to delayed
post-test than theARTS condition. Nonetheless, the interpretation of Experiment 1 (Met-
tler et al. 2020) is limited because it is unclear whether adaptive sequencing played a
role in improving training efficiency due to the differences in how the mastery criteria
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were implemented to end training. In other words, it is not surprising that the Random
condition completed so many more trials than the ARTS condition because flashcards
were not dropped, which is a part of the efficiency score calculation. In Experiment 2,
they compared ARTS with mastery criteria to drop flashcards (same as Experiment 1) to
a condition that had random sequencing with the samemastery criteria to drop flashcards
during training. They found that the ARTS condition was significantly more efficient
than the Random condition. Again, they found that the Random condition completed
significantly more trials than the ARTS condition, but it was about 50 trials more, on
average. Unfortunately, the authors did not report inferential or descriptive statistics, but
state no differences were found between conditions for accuracy improvement, which
contribute to the challenge in interpreting these results. Based on the studies reviewed
(Mettler and Kellman 2014; Mettler et al. 2020), it is unclear whether ARTS provides
an efficiency or long-term retention advantage compared to random sequencing based
on the limitations of these experiments.

Leitner. A second adaptive sequencing approach that is consistent with the spacing
effect is the Leitner method. The Leitner algorithm increases the time between correct
flashcards by prioritizing incorrect flashcards and creating decks based on number of
correct recalls (Leitner 1972). As flashcards are correctly recalled, multiple decks get
created such that a learner might have a deck of flashcards that have yet to be recalled
correctly, a deck of flashcards that have been correctly recalled once, and another deck
of flashcards that have been correctly recalled twice. In this instance, flashcards with two
correct recalls are not prioritized until incorrect flashcards andflashcardswith one correct
recall all reach two correct recalls. Using the individual learner’s performance, flashcards
that a learner is struggling with are seen more often than well-known flashcards. The
Leitner approach is often encouraged by teachers and written about in popular-press as
an example of the spacing effect (Gromada 2021; Whelan 2019), however, empirical
investigations into this technique are limited. There are some papers in the literature that
suggest they implemented the Leitner algorithm into their work (e.g., Pham et al. 2016;
Schuetze 2015), but comparisons to other forms of sequencing or spacing are lacking.
Additionally, the Leitner algorithm is built-in to many commercial flashcard software
programs such as MemoryLifter.com and early versions of Duolingo (Settles 2016).
More research is needed to investigate the efficacy of the Leitner algorithm on long-term
retention and compare it with algorithms that are more complex.

1.4 Current Research and Hypotheses

The goal of this research was to compare adaptive sequencing approaches for flashcard
learning to determine the superior adaptive technique for learning efficiency and long-
term retention. The research questions were whether 1) ARTS had a larger benefit for
efficiency and long-term retention than the Leitner method, and 2) whether both adaptive
methods would outperform a control condition with random sequencing.

We hypothesized that ARTS would have the best learning outcomes (i.e., delayed
learning gains and learning efficiency), because ARTS uses both accuracy and reaction
time to prioritize flashcards whereas Leitner only uses accuracy. ARTS uses reaction
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time to distinguish between correctly answered flashcards, which may help discern
concepts with which students need more practice and therefore, prioritize them sooner.
Additionally, we expected that both adaptive sequencing conditions would have higher
learning outcomes than the control condition that used random sequencing.

2 Method

2.1 Participants and Design

A total of 84 participants were recruited to participate in this two-session experiment
from a local large state university. Six participants did not return for the second session
of the study. Because we were interested in effects on long-term retention, this left
78 participants in the final sample for analysis. The average age of participants was
21 years old (SD = 2.76) and the sample was half women (n = 39) and half men (n
= 39). Participants were compensated $30 for participating in Session 1 and $30 for
Session 2 of the experiment.

Participants were assigned randomly to one of three between-subjects conditions:
Leitner (n = 25), ARTS (n = 28), or Random (n = 25), which varied based on how
flashcards were sequenced.

2.2 Materials

Training Materials. The training stimuli were 18 models of armored vehicles taken
with permission from the ArmyModel Exchange. Fifteen of those models were learning
objectives that were assessed on the pre-test and the post-test. The additional 3 vehicles
were used as filler items during training to ensure adequate spacing between the flash-
cards and were not assessed on the pre-test or post-test. The same isometric view used
in Whitmer et al. (2020) was used in the present experiment in order to show the top,
side, and front view of each vehicle (see Fig. 1, left panel).

Testbed. The testbed we developed presented all instructions and phases of the exper-
iment to the participant: pre-test, familiarization phase, training, and post-test. On the
pre-test and post-tests (whichwere identical but itemswere presented in a randomorder),
participants were presented with a vehicle model and had to select the name from a list
of all 15 possible vehicles. There were two parts to the familiarization phase. First, par-
ticipants were given a short tutorial on distinguishing features of the vehicles (e.g., hull,
turret, weapons, and suspension) to guide participants during learning. Second, each
vehicle was presented twice with its name for 5 s in a random order. During training,
each flashcard showed a vehicle model and four possible vehicle names. Participants
were instructed to select the name of the vehicle as quickly and accurately as possi-
ble, and based on the participant’s performance the spacing of flashcards differed by
condition. Participants received feedback after every trial. After an incorrect response,
participants saw the vehicle they incorrectly chose in a side-by-side comparison with
the target. Likewise, the button of the incorrect option changed to red and the correct
option changed to green. For correct responses, the button of the correct option changed
to green (see Fig. 1, right panel).
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Fig. 1. Example flashcard (left) with feedback for an incorrect response (right).

2.3 Procedure

The present experiment is a subset of a larger study. Only the procedure pertinent to
the research questions are discussed here. The experiment was a two-session study,
with the second session occurring one week after the first session. After consenting
to participate during the first session, participants completed a pre-test that assessed
their ability to identify 15 armored vehicles by selecting the name from a list. Next,
participants completed the familiarization phase, involving a short tutorial and passively
reviewing the flashcards. Then, participants completed the training which varied by their
condition assignment with a maximum training time of 25 min.

Those in the ARTS condition had the flashcards adaptively sequenced to their perfor-
mance. Specifically, the algorithm uses the accuracy and reaction time of the previous
trial to assign a priority value to each flashcard. Incorrect flashcards are prioritized first
and seenmore often, followed by correct flashcards with slow reaction times, and correct
flashcards with fast reaction times are least prioritized. The priority values are constantly
updated as more and more interactions with the flashcards occur (see Mettler et al. 2016
for more details on the algorithm). Amastery criterion of four consecutive recalls within
six seconds per trial was used to drop flashcards from the deck (based on previous work,
Whitmer et al. 2020). Training ended if participants mastered all 15 flashcards or the
maximum time had elapsed.

Those in the Leitner condition also had the flashcards adaptively sequenced to their
performance. However, in contrast to the ARTS algorithm, the Leitner algorithm only
uses accuracy to prioritize incorrect flashcards over correct flashcards. Additionally,
the Leitner algorithm creates decks based on number of correct recalls. For instance,
flashcards with one correct recall are not prioritized until incorrect flashcards all reach
one correct recall. Similar to the ARTS condition, a mastery criterion of four consecutive
recalls was used to drop flashcards from the deck. However, unlike the ARTS condition,
reaction time was not used in the mastery criterion because it is not traditionally used by
this method. Training ended if participants mastered all 15 flashcards or the maximum
time had elapsed.

Those in theRandom condition were presented with flashcards in a random sequence
until the maximum time of 25 min had elapsed or all 15 flashcards had been mastered
and dropped from the deck using the criterion of four consecutive recalls within six
seconds per trial (the same as the ARTS condition).
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After training, participants completed surveys for approximately ten minutes. At the
end of Session 1, participants completed a post-test. Altogether, Session 1 took approxi-
mately two hours to complete. Participants returned for Session 2 one week later, where
participants completed the delayed post-test and additional measures for approximately
one hour. Lastly, participants were debriefed and thanked for their participation.

3 Results

We first compared conditions on their delayed gain score to test our research questions
related to differences between conditions’ long-term retention. We computed a delayed
gain score by examining how much participants learned and retained one week after
training by accounting for how much they could have improved from their pre-test
score ([Delayed Post-Test Score – Pre-Test Score]/[100% – Pre-Test Score]), which is
a standard measure in the literature (see Hake 1998; Marraffino et al. 2019; Whitmer
et al. 2020). We conducted a one-way ANOVA and found no differences between the
conditions on their delayed gain score, F(2,75) = 1.34, p = .27, ηp

2 = .03. Next, we
compared conditions on their learning efficiency to test whether different sequencing
approaches led to improvements in the number of trials invested to learn and retain the
material. We computed an efficiency score for each participant by taking the delayed
gain score and dividing by the number of trials completed. We conducted a one-way
ANOVA and found no differences between the conditions on their learning efficiency
score, F(2,75) = 0.56, p = .57, ηp

2 = .02. It should be noted that we also computed
efficiency as defined byMettler and colleagues (2014, 2020) and did not find a significant
difference between conditions.

Due to the lack of differences between conditions in learning efficiency and delayed
learning gains, we sought to explore how each condition completed training. Next,
we compared conditions based on in-training variables (i.e., time in training, number
of trials, and number of cards mastered specific to condition) by conducting one-way
ANOVAs. Each of the omnibus ANOVAs was statistically significant: time in training
(F(2,75) = 7.40, p = .001, ηp

2 = .17), number of trials (F(2,75) = 5.16, p = .008,
ηp

2 = .12), and number of cards mastered (F(2,75) = 5.43, p = .006, ηp
2 = .13). Post-

hocs showed that those in the Leitner condition completed training significantly faster
in terms of time in training (i.e., 5 min faster) than the ARTS (p < .001, d = 1.04) and
Random (p= .02, d = 0.67) conditions, but there was no difference between the ARTS
and Random conditions (p = .20, d = 0.37). Likewise, those in the Leitner condition
completed training significantly faster in terms of total number of trials (i.e., 20 fewer
trials) than the ARTS (p= .04, d = 0.57) and Random (p= .002, d = 0.87) conditions,
but there was no difference between the ARTS and Random conditions (p = .30, d
= 0.30). Based on the mastery criteria specific to the training condition, those in the
Leitner condition mastered significantly more cards than those in the ARTS condition (p
= .002, d = 0.91), but no other significant differences emerged based on number of cards
mastered. We also examined how many flashcards participants mastered in the Leitner
condition using the same mastery criteria as the other conditions (i.e., including reaction
time). Those in the Leitner condition mastered significantly fewer items (M = 6.54, SD
= 4.28) than the Random condition (p = .03, d = 0.79), when including reaction time
into the mastery criteria. Descriptive statistics are reported in Table 1.
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Table 1. Descriptive statistics of in-training measures by condition.

Time in training (min) Total number of trials Number of flashcards
mastered specific to
condition

Condition M SD M SD M SD

ARTS 22.66 4.01 140.52 30.41 7.56 6.38

Leitner 17.47 4.10 121.43 33.08 12.86 5.35

Random 21.00 5.09 150.56 40.82 10.60 5.84

Next,we aimed to explore howcontrolling for these in-trainingmeasuresmay explain
differences in long-term retention. We conducted an ANCOVA to examine how the
training conditions differed in delayed learning gains and used the three in-training
measures as covariates. The overall model was statistically significant, F(5,72)= 13.98,
p < .001. Each covariate significantly predicted delayed learning gains: training time
(p = .03), number of trials (p < .001), and number mastered (p < .001). The post-hocs
showed that after controlling for the in-training measures, those in the Leitner condition
had significantly lower delayed gain scores than the ARTS (p < .001, d = 1.05) and
Random (p< .001, d = 1.23) conditions, and there was no difference between the ARTS
and Random (p = .54, d = 0.18) conditions (see Fig. 2).

Fig. 2. Differences between conditions’ long-term retention using in-training measures as
covariates. Error bars denote standard error.
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4 Discussion

In this experiment, we investigated two research questions: whether adaptively sequenc-
ing flashcards would be more efficient and produce higher delayed learning gains than
randomly sequenced flashcards, and whether ARTS would be a better sequencing app-
roach than the Leitner method for these learning outcomes. Contrary to our predictions,
we found no differences between the three conditions on learning efficiency or delayed
learning gains. Therefore, we decided to explore in-training variables more closely. We
observed that those in the Leitner condition completed training much faster than those
in the ARTS and Random conditions, in terms of number of trials, time to complete
training, and number of mastered flashcards. After controlling for these in-training mea-
sures, we found that those in the Leitner condition had the lowest delayed learning gain
score, compared to those in the ARTS and Random conditions.

Specifically, we found no differences between the ARTS and Random conditions
across the in-training measures and learning outcomes. These results are in contrast with
Mettler and colleagues (2014, 2020)who reported an efficiency advantage forARTSover
Random sequencing. However, in those experiments, the ARTS and Random conditions
were not compared equitably. Mettler et al. (2014) implemented dropping flashcards
differently in the ARTS and Random sequencing conditions, and Mettler et al. (2020;
Experiment 1) used mastery criteria to end training differently in these two conditions.
In the present study, we attempted to address this issue by matching dropping criteria
between the ARTS and Random conditions, and we found no benefits for adaptive
sequencing on its own.

Furthermore, we compared two adaptive sequencing approaches, ARTS (which uses
accuracy and reaction time to prioritize the order of cards) and the Leitner method
(which uses just accuracy to create decks and prioritize the order of cards) on learning
outcomes. To our knowledge, this is the first empirical paper that has directly compared
the Leitner method to another adaptive sequencing approach. The data suggest that the
speed at which those in the Leitner condition completed training led to the lowest delayed
learning gain scores. It should be noted that reaction time was not used in the mastery
criteria for the Leitner condition because it is not typically utilized by this method.
However, we analyzed the number of mastered cards in the Leitner condition using
the mastery criteria applied to the other two conditions, which revealed fewer mastered
cards for those in the Leitner condition. Multiple ways of analyzing the data suggest
that the less stringent mastery criteria used by the Leitner method allowed participants
to finish training earlier after completing fewer trials, and perhaps prior to a flashcard
being meaningfully “mastered” and encoded into long-termmemory. In other words, the
Leitner method seems to have a tradeoff between the efficiency to complete the training
and long-term retention.

4.1 Implications and Limitations

Overall, all three conditions demonstrated positive learning gains after a one-week reten-
tion interval, suggesting that flashcard-based study using adaptive training techniques is
effective for promoting retention of the material (Carrier and Pashler, 1992; Roediger
and Butler 2011; Roediger and Karpicke 2006; Toppino and Cohen 2009). It is notable
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that all three conditions utilized performance-based mastery criteria for dropping flash-
cards from future study, and this technique has been demonstrated to be effective across
a variety of studies (e.g., Kornell and Bjork 2008b; Pyc and Rawson 2011; Vaughn
and Rawson 2011; Whitmer et al. 2020). Although there were no significant differ-
ences on learning gains by sequencing condition, our data suggest that other sequencing
methods are preferable to the Leitner method when taking into account in-training per-
formance. However, this may be due to the more lenient mastery criteria used relative to
the other conditions investigated during this experiment. From a theoretical perspective,
the present results are inconclusive as to whether adaptive sequencing is superior to
random sequencing. Although other researchers have found positive results for ARTS
over random sequencing (Mettler et al. 2014, 2020), randomly sequenced flashcardsmay
provide their own spacing due to the number of cards in the deck. A randomly shuffled
deck could incidentally space flashcards in a way that leads to a spacing effect due to
chance.

One limitation of the present experiment is that we only examined two adaptive
sequencing approaches and there are potentially other ways to order the flashcards adap-
tively. It should be noted that the spacing effect is typically found when multiple study
sessions are spread out over a period of several days (Cepeda et al. 2006). In contrast,
the current experiment examined two adaptive sequencing algorithms, ARTS and Leit-
ner, which used spacing intervals within a single study session that are aligned with the
spacing effect principle, as discussed by Mettler and colleagues for ARTS (2011, 2014,
2016, 2020) and Pham (2016) and Schuetze (2014) for the Leitner method. These one-
shot training approaches may be more akin to “cramming” (i.e., studying once or twice
before an exam), and perhaps these adaptive spacing methods may be more effective
acrossmultiple training sessions. To conclude, it might be the case that applying effective
mastery criteria should be the focus in order to modernize and deliver learner-centered
training methods to the USMC (e.g., Whitmer et al. 2020). Given the tradeoffs between
time-in-training and retention, removing cards when they aremeaningfully encodedmay
help strike a balance between long-term retention and efficiency.

4.2 Future Research

The findings in this experiment provide opportunities to expand on adaptive training
approaches in flashcard-based study. For example, our study compared only two different
types of adaptive sequencing. Future research should explore other types of sequencing
and mastery criteria combinations that may lead to improvements in training efficiency
and long-term retention. Additional experiments should compare these approaches in sit-
uations when multiple learning opportunities are available, such as a semester-long
course, to examine if they aid long-term retention. Additionally, the current experiment
examined a single content area - armored vehicle identification. Future research should
compare adaptive approaches across multiple domains to determine whether learning
outcomes are reliable when different content areas are used. Lastly, although the Leitner
method does not traditionally use reaction time, future research should explore imple-
menting reaction time as part of its mastery criteria for dropout (as it should increase the
number of flashcards completed) to examine how this change affects learning outcomes
in comparison to other adaptive and non-adaptive sequencing approaches.
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4.3 Conclusion

The data suggest that the increased efficiency associated with the Leitner condition
resulted in theworst long-term retention compared to other sequencing conditions. Addi-
tionally, neither adaptive sequencing approach, ARTS or Leitner, outperformed the Ran-
dom condition, contrary to previous findings. Although adaptive flashcard techniques do
hold promise for improving learning gains via 21st century learning approaches, more
research is needed to ascertain the benefits of an adaptively sequenced flashcard deck in
one-shot learning opportunities.
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1 Introduction

Adaptive instructional systems (AISs) are a class of training systems including
intelligent tutoring systems (ITSs), intelligent mentors or recommender systems,
and intelligent instructional media [35]. From an ITS perspective, the develop-
ment of AISs is an iterative process involving adjustments to domain knowledge,
pedagogical strategies, learner models, and user interface through a systematic
empirical validation based on human learner data. In principle, adaptive instruc-
tional systems can be configured for experimentation to support the evaluation
of learner/instructional/domain models and hypotheses testing [36]. This paper
presents our current efforts to advance adaptive instructional system technology
conceived as self-improvement systems [37]. Our approach consists of informing
the design and implementation of adaptive instructional systems by conducting
concurrent research activities using 1) Bayesian networks for modelling learn-
ing processes, 2) knowledge elicitation of expert instructors, and 3) simulated
learners and tutors to explore AIS system design options.

More specifically, we seek to improve maritime operations in Canadian waters
using innovative scientific and engineering methods by enhancing operators’ com-
petencies using training simulators. The main objective is to develop a set of
tools to verify and optimize the design of adaptive instructional systems. The
anticipated benefits of the project are: 1) an increase in knowledge of the cog-
nitive demands and skill acquisition related to sea ice management in the con-
text of freight transportation and small vessel emergency operations; 2) a cost
reduction of training scenario development by testing alternative learning sce-
narios and instructional designs prior to empirical validation with human partici-
pants; 3) an increase in training efficiency using optimized scenarios and adaptive
instructions.

The paper is divided in four sections. The first section defines the problem
statement, the second section outlines the benefits of Bayesian networks for AIS
and discusses its application in optimizing simulator training with adaptive and
personalized training. A third section presents knowledge elicitation methods for
expert navigation instructors, in order to provide guidance for the development of
AIS tutoring policies. A fourth section presents an overview of an AIS simulation
platform to explore how simulated learners and tutors system can learn from each
other. The last section summarizes the key elements of the paper.

2 Problem Statement

Training simulators are essential in areas such as aviation, maritime navigation,
medicine, emergency responses, and the military. Many elements of training sim-
ulations are of value for minimizing risks for trainees and equipment, allowing
for repeated skills practice, and developing adequate responses to rare but dan-
gerous conditions. In addition, training simulation provides a means to collect
novel data on human performance and learning in situations that are otherwise
prohibitive due to risk [5]. Simulation based assessments provide a safe means to
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practice and acquire data, though the data collected is often new and cannot be
easily compared to historic data sets. Various data analysis methods have been
shown to offer good models of content (item difficulty) and learner knowledge
components. On the basis of these analyses, training simulations can be opti-
mized by sequencing training scenarios (problems and tasks), and estimating a
learner’s domain knowledge and skills mastery.

However, mastery diagnostic and sequencing of training tasks can be
enhanced with refined tutoring instructions. Capturing human tutoring expertise
is key for the design of domain-specific AIS. Expert knowledge elicitation meth-
ods are fundamental in understanding human capabilities and limitations at an
information processing level. The detailed knowledge gathered from experts on
a particular task or set of tasks is necessary to design AIS systems that support
and regulate the cognitive demands of the learner and instructor.

Even when there is a large data set to support learner modelling, the most
common situation in the design and development of adaptive instructional sys-
tem, is that the system is to address a new training need and that there is
likely very limited prior user testing data. The lack of testing makes it difficult
to ensure that lessons and guidance from design recommendations and prior
studies in other domains have been effectively applied in the training applica-
tion [44]. Ultimately, optimized tutoring strategies should be determined through
empirical investigation, but the space of AIS design options is large [10] and it
is difficult to validate by human performance and learning data, which is often
sparse. Synthetic data generated by simulated students could be one approach to
provide a broader range of learner behaviours to explore adaptive system states’
reinforcement learning policies.

The current paper presents our initial efforts to advance adaptive instruc-
tional system technology conceived as self-improvement systems [37]. Our app-
roach consists of informing the design and implementation of adaptive instruc-
tional systems by conducting concurrent research activities using 1) Bayesian
networks for modelling learning processes, 2) knowledge elicitation of expert
instructors, and 3) simulated learners and tutors to explore AIS system design
options. The objective is to optimize instructional strategies given variations in
learner models, or improvement in learners’ performances. The multidisciplinary
approach combines Bayesian modelling, expert knowledge elicitation methods,
and cognitive modelling.

3 Bayesian Networks for Learner and Tasks Models

Significant purposes of AIS include predicting a learner’s need and selecting
adaptive learning content, adaptive tests and exercises, and adaptive hints or rec-
ommendations [28]. This makes Bayesian networks (BN) the most suitable and
most frequently used artificially intelligent (AI) techniques in adaptive learning
systems [20]. This section outlines the benefits of BN and discusses its application
in optimizing simulator training by introducing adaptivity and personalization.

BNs are probabilistic models that are constituted by a qualitative and a
quantitative part. The qualitative part is composed of a directed acyclic graphical
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structure that represents the interactions and causal relationships among a set
of random variables using nodes and links [30]. The quantitative part consists
of marginal probabilities of the independent variables (also called parent nodes)
and conditional probability tables (CPT) of dependent variables (also called the
child nodes). A CPT specifies the probability of a dependent variable for all state
combinations of the variables on which it is directly dependent [29].

In the context of adaptive learning systems, BN is often used to drive the
diagnosis in a student model. During the diagnosis, the cognitive state (latent
variable) of a student is inferred by his/her interaction (observable variable)
with the learning system. Compared to other diagnostic approaches, BNs have
the advantages of allowing the transparent measurement of students’ knowledge
at different granularity levels, simplifying the specification of model parameters,
and incorporating the possibility of lucky guesses and unintentional errors or
slips [21,27]. These advantages withstand for training simulators making BN a
prominent choice to model trainee diagnosis, trainee performance, and trainee
competence. In these BNs, the state of latent variables such as knowledge and
competence are inferred from the states of observable variables such as tasks
performed correctly or incorrectly in a simulated scenario. For example, Billard
et al. [6] used data from expert inputs and simulators to build a BN of compe-
tence of lifeboat coxswains during maneuvering at slow speeds. In this study, the
BN was informed by expert predictions to create initial CPTs, which improved
the model diagnostic capabilities compared to models that were only informed
by a sparse data set. A sample BN adopted from Billard et al. [6] is shown in
Fig. 1.

Fig. 1. A sample BN for SSM assessment scenario [6].

As shown in Fig. 1, the BN is able to describe the relationships and interac-
tions i) among the different tasks in a slow speed manoeuvring (SSM) assess-
ment scenario, and ii) among competence and the different tasks in the same
scenario. As a trainee performs in a SSM scenario, evidence is collected for four
different tasks including stopping next to a life raft for inspection (LR), pick-
ing up two persons in the water (PIW1, PIW2), and stopping next to a Fast
Rescue Craft (FRC) for transfer of personnel. The trainee either completes the
tasks successfully or they fail in one or more tasks. Depending on the states
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of the observable variables LR, PIW1, PIW2, and FRC, the state of trainee
competence in slow speed manoeuvring is inferred. Backward inference can then
be applied to diagnose trainees’ strengths and weaknesses, and tailor training
curriculum to individual needs [27]. Thus, BNs applications in training simula-
tors can improve training outcomes through trainee assessment and optimizing
instructional design [5]. It is possible to extend the traditional BN to dynamic
models so that the trainee’s learning progression through multiple attempts at
the same task can be captured, which is common in conventional simulator
training. By monitoring students’ changing knowledge states while practising a
skill, instructions can be individualized to enable students to achieve mastery
within a practical time frame [9]. BNs can also be applied to evaluate and opti-
mize simulator training through comparing student performance under adaptive
and non-adaptive training. BNs can also be used to build models of expert and
novice performance in scenarios that can only be explored safely through simu-
lator training, including emergency scenarios involving rough weather. BNs can
be used to evaluate the behaviours that result in the highest probability of task
completion, and to study limitations in human performance.

4 Expert Tutors Knowledge Elicitation

Knowledge elicitation is commonly a qualitative approach to gathering expert
domain knowledge for intelligent systems and involves interviews, observations,
and task analysis [8,11]. These methods are fundamental in understanding
human capabilities and limitations at an information processing level. The
detailed knowledge gathered from experts on a particular task or set of tasks is
necessary to design AIS systems that support and regulate the cognitive demands
of the learner and instructor. This section outlines the knowledge elicitation
methodology (i.e., semi-structured interviews and observations in simulated set-
tings) and the data gathered from expert navigation instructors [34].

4.1 Semi-structured Interviews

In this case, semi-structured interviews involve asking experts detailed questions
on how they would complete a particular task (i.e., maneuvering a lifeboat at
slow speeds or navigation through an ice field) followed by probing questions
to understand the factors that influence the expert’s decision-making. Semi-
structured interviews were used by [34] to elicit knowledge related to how a
navigation task is performed by an experienced operator and what advice and
feedback should be provided to students performing the task in a simulator. This
information can be used to inform the domain, student, and pedagogical models
of an AIS.

From the perspective of developing expert tutors, future interviews with
experts will focus on how instructors teach navigation skills, provide exercises
to practice, and deliver corrective feedback during simulator training. Specifi-
cally, tabletop exercises and student performance critiques will be used to elicit
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instructor advice and feedback in specific contexts. Tabletop exercises involve
describing a situation and asking an expert instructor to explain how they would
approach a particular task and discussing their thought process. Specific inter-
view questions will ask instructors how they adapt their instructions and feed-
back for individual learners. Critiques of student performance involve watching
video examples, diagnosing the level of the student, rating the student’s perfor-
mance, and indicating when the instructor should provide corrective feedback.
The videos are paused at various points in the scenario to ask targeted questions
on when the instructor would intervene and if so, what specific instruction and
feedback they would provide. The probing questions will be informed by exist-
ing pedagogical frameworks (e.g., simulation-based mastery learning) [26] and
motor learning theory (i.e., the timing of feedback, feedback providing knowledge
of performance or results) as outlined in Table 1 [7,33]. The proposed knowledge
elicitation interviews can be used to develop the instructional model (i.e., inform
how skills are taught and identify the teaching frameworks/styles) and to develop
a sense of the variability in these strategies.

4.2 Simulation Exercises

Empirical data on expert performance in a simulated setting can also be used
to gather information related to how a navigation task is performed and how
these skills are taught. The information collected from navigation experts in a
series of experiments [34,39,40] can be used to guide the development of AIS
and its tutoring policies. The experiments were conducted using a ship bridge
simulator that consisted of a 360-degree panoramic projection screen surrounding
a simplified bridge console. An Anchor Handling Tug Supply (AHTS) vessel that
is common for offshore sea ice management support operations was modelled in
the simulator for these exercises.

The first experiment [40] was designed to investigate the influence of bridge
officer experience on the effectiveness of ice management operations in a simu-
lated setting. A total of 18 experienced bridge officers and 18 cadets training to
become seafarers participated in the experiment. Each participant was tasked
with completing ice management scenarios that varied in severity (e.g., precau-
tionary or emergency conditions in 4-tenths or 7-tenths initial ice concentra-
tions). Details of the experiment are provided in [40].

The second experiment [39] was designed to measure the effect of simulator
training on cadet performance. A total of 35 seafaring cadets participated in
the experiment, forming two groups that received different amounts of training.
The cadets were trained to a target performance level in three ice management
techniques (e.g., pushing, prop-wash, and leeway) and subsequently tested on
their ability to manage ice in the same emergency scenario using the simulator.
Details of the experiment are provided in [39].

The published results of [39,40] can be used to inform the domain and student
models of the AIS. Specifically, data from [40] encompasses the different ways
experienced seafarers performed the ice management task and how untrained
novice cadets approached the same task. Similarly, data from [39] provided a
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range in performance data from trained cadets. This information can be used
in the development of the student models (i.e., identifying what information
students pay attention to and how training affects their performance).

The third experiment [34] was a knowledge elicitation pilot study designed
to gather more domain knowledge related to how experienced seafarers perform
ice management tasks. The pilot experiment involved four experienced seafarers
who were interviewed using tabletop exercises and student examples to capture
the contextual information related to ice management operations. The seafarers
were also asked to complete the same exercises in the simulator to capture the
dynamic aspects of the ice management operations. The information gathered
from the pilot helped inform how experienced seafarers approached and executed
the ice management scenarios (i.e., what factors were considered when forming a
strategy, what ice management techniques were most appropriate for the condi-
tions, and what information the experienced seafarers paid attention to for each
ice management technique). Details of the experiment are provided in [34].

4.3 Data to Inform and Optimize Export Tutors

The information collected from the semi-structured interviews can be used to
classify the teaching style of the expert instructors and inform the pedagogi-
cal model of the AIS. Further, collecting empirical data on how expert tutors
would contextually instruct, evaluate, deliver feedback, and interact with stu-
dents in a simulated setting can be used to constrain the variability of the AIS
tutoring strategies. For instance, empirical data from the simulation experiments
[34,39,40] can be used to optimize the tutoring strategies (outlined in Table 1)
and the variability in the cadets’ performance data [39,40] constrains the devel-
opment of the student learner computational models. Similarly, the interview
and empirical data on expert instructors [34,40] constrains the variability of
tutoring strategies, which will help to scaffold the instructional strategies in a
self-adapted system.

5 Simulated Learners and Tutors for Exploring AIS
Design Options

Simulated learners are computational models of learners [45]. They have been
recognized to play various roles in training and learning environments. Among
these roles are efficiently author instruction at scale, evaluate pedagogical effec-
tiveness of instruction, test theories of how humans learn [19], the possibility
of providing an environment to support teacher’s practice (teachable agents),
embed simulated learners as part of the learning environment, and to provide an
environment for exploring and testing learning system design issues [24,44]. More
recently, Wray has brought forward the use of simulated learners as a software
verification method “to attempt to understand, prior to full-scale development,
the potential benefits of adaptive algorithms and the requirements they impose
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on students and instructors” [45]. The Apprentice Learner Architecture [23] fol-
lows a similar approach where simulated learners can be combined with novel
interaction designs to provide model transparency, input flexibility, and problem
solving control to achieve greater model completeness in less time than exist-
ing authoring methods [42]. Other modelling applications of simulated learners
include modelling: learning sequences [25], the role of time in learning [17], the
design of AIS for self-directed longer-term learners [22], adaptive remediation in
online training [38], and differential error types between human and simulated
learners [43].

5.1 ACT-R Cognitive Architecture

The current approach to the simulation of learners and tutors is based on the
ACT-R cognitive architecture [1], which provides a range of empirically val-
idated mechanisms to model human memory performance and learning. The
project builds on prior work in training simulations [34,39,40], and cognitive
modelling [12–16]. Figure 2 provides a system overview of the simulation com-
ponents using the ACT-R cognitive architecture for modelling learner’s perfor-
mance and learning of training scenario tasks. The ACT-R cognitive models can
also be expressed as analytic likelihood functions using statistical concepts such
as serial vs. parallel process, convolution, minimum/maximum processing time,
and mixtures [18].

Central to the method is the ACT-R cognitive modules for perception (visual
and aural), motor control (manual and vocal), and their coordination in task exe-
cution through procedural, and declarative memory as well as goal and problem
state representations. The general approach is to encode a minimal set of percep-
tual, and motor linked to interface devices affordances and let ACT-R learn the
knowledge and skills required to execute the training scenario tasks by attending
to the tutor feedback (declarative information and rewards), and applying some
of its learning mechanisms (base-level learning, associative-learning, production
compilation, and utility learning).

Three learning mechanisms are currently used to simulate the interaction
between a simulated learner and a simulated tutor. These mechanisms are base-
level learning of declarative memories, utility learning of procedural knowledge
(reinforcement learning), and production compilation for learning to skip steps
and learning from instructions (from declarative to procedural knowledge). Equa-
tions 1 and 2 define two learning mechanisms used by the ACT-R cognitive
architecture.

Equation 1 is the memory base-level learning equation and reflects the activa-
tion of declarative memory chunks as a function of the number of times a chunk
is referred to and the time since it was last referenced. In addition, the equation
takes to constant parameters for the decay rate and the basic initial activation
level of memory chunks. The activation level of memory chunks is an important
value of memory chunks which determines retrieval time and possible retrieval
failure in case the activation level is not above some threshold.
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Fig. 2. ACT-R cognitive architecture.

Bi = ln(
n∑

j=1

t−d
j ) − βi (1)

where:
n = the number of presentation for chunk i.
tj = time since the jth presentation.
d = decay parameter.
βi = constant offset parameter.

Equation 2 specifies how the utility of a production is augmented or reduced
as a function of the positive or negative reward values. The utility quantity of
a production will determine which production is selected in the situation where
two or more productions can fire. The production with the highest utility will
be selected. The equation also has a learning rate parameter, and includes an
initial utility value assigned to a production.

Ui(n) = Ui(n − 1) + α[Ri(n) − Ui(n − 1)] (2)

where:
α = the learning rate.
Ri(n) = effective reward value given to production i on its nth usage.
Ui(0) = initial utility value or a production.

In addition to these two learning mechanisms, the simulated learner and
tutor make use of the production compilation. Production compilation works by
attempting to compose two productions that fire in sequence into one new pro-
duction. It allows a problem to be solved with fewer productions over time and
therefore to be performed faster. By reducing the number of steps, production
compilation can also model learning from instructions. Instructions get encoded
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initially as declarative knowledge which needs to be retrieved from memory to
guide problem solving or psychomotor actions. Through practice, production
compilation can result in the drop-out of declarative retrieval as part of the task
performance by transforming declarative knowledge (instructions) into procedu-
ral knowledge. The production compilation mechanism is built around sets of
rules that are specific to buffer styles such as motor, perceptual, retrieval, and
goal and imaginal buffer styles.

5.2 Learners and Tutors Cognitive Models

One possible way to explore designs of AIS through simulation is to experiment
with both simulated learners and tutors. The generic model of an AIS put for-
ward by the IEEE working group [2] is presented in Fig. 3. The figure indicates
that not only the instructional system adapts to the learner by providing feed-
back and selecting learning tasks at an adequate difficulty level, but the adaptive
instructional engine is also subject to improvement by evaluating and adjusting
its adaptive policies. At the core of AIS is the basic functionality to measure
and assess the level of proficiency of a learner in order to adapt the training and
learning experience. There is an inherent complexity and dynamics in adaptive
instructional systems where the interaction among the learner(s), the artificially
intelligent AIS that guides the learning experience, and the environment forms
a complex adaptive system [37].

Fig. 3. Generic adaptive instructional system. Adapted from [2].

The goal of the simulated learner is to execute a task with success (learn
from the consequence of actions), and the goal of the tutor is to provide the best
adapted instructions to a learner (learn from the consequence of instructions).
Both the learner and the tutor are made of the same cognitive architecture
but they differ in terms of their knowledge, and possible different views of the
training simulation. Figure 4 shows that both a simulated learner and tutor are
implemented using the ACT-R cognitive architecture. However, the learner and
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the tutor might have different interfaces to the training scenario. A simulated
learner and tutor are two separate models running concurrently, each having
different productions and declarative knowledge. This interactive simulation sys-
tem is very similar to the modular reinforcement learning framework for tutorial
planning [32].

Fig. 4. Interactions between simulated learner and tutor.

One interest in the current approach to modelling both the learner and tutor
with the ACT-R cognitive architecture is that it provides a solid foundation
for understanding perceptual and cognitive processes in mixed combinations
such as human learner/AI tutor and human learner/human tutor/AI tutor. The
combined simulation of learners and tutors covers the range of action options for
the learner that are related to the execution of a task, while the range of actions
for the tutor amounts to the form and timing of providing instructions. Table 1
gives an example of a tutor pedagogical choices. Effects of tutoring strategies
and instructions can also be explored through the use of cognitive learner models
during skill acquisition [3,4,31,41].

6 Summary

The development of adaptive instructional systems (AIS) is an iterative process
involving adjustments to domain knowledge, pedagogical strategies, learner mod-
els, and user interface through a systematic empirical validation based on human
learner data. The current paper presents our current efforts to advance adap-
tive instructional system technology conceived as self-improvement systems [37].
Our approach consists of informing the design and implementation of adap-
tive instructional systems by conducting concurrent research activities using 1)
Bayesian networks for modelling learning processes, 2) knowledge elicitation of
expert instructors, and 3) simulated learners and tutors to explore AIS system
design options. More specifically, we seek to improve maritime operations in
Canadian waters using innovative scientific and engineering methods by enhanc-
ing operators’ competencies using training simulators.
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Table 1. Properties related to pedagogical sequences. From Cockburn et al. [7].

Property types Examples

Temporal Feedback is provided either concurrently, immediately after, or
delayed from a learner action

Aggregation Feedback is provided independently for each discrete action or
accumulated or a sequence of actions (after action review)

Modality Instructions and feedback can be presented as text, speech
synthesis, video, or statistics in tabular format

Performance Feedback is provided in terms of deviation to an ideal sequence
with no reference to its outcome or results

Results Feedback is provided about the outcome of the action such as
success or failure in relation to a desired outcome

Bayesian networks applications in training simulators can improve training
outcomes through trainee assessment and optimizing instructional design [5]. It is
possible to extend the traditional BN to dynamic models so that trainee’s learn-
ing progression through multiple attempts at the same task can be captured,
which is common in conventional simulator training. By monitoring students’
changing knowledge states while practising a skill, instructions can be individ-
ualized to enable students to achieve mastery within a practical time frame [9].
BNs can also be applied to evaluate and optimize simulator training through
comparing student performance under adaptive and non-adaptive training. Sim-
ulation based assessments and BNs can also be used to model and to study
human performance in applications where data is sparse, including emergency
scenarios.

Knowledge elicitation methods are fundamental in understanding human
capabilities and limitations at an information processing level. The detailed
knowledge gathered from experts on a particular task or set of tasks is neces-
sary to design AIS systems that support and regulate the cognitive demands of
the learner and instructor. The main methods are 1) semi-structured interviews
which involve asking experts detailed questions on how they would complete
a particular task followed by probing questions to understand the factors that
influence the expert’s decision-making; 2) simulation exercises provide empirical
data on expert performance in a simulated setting and also information related
to how a navigation task is performed and how these skills are taught. The infor-
mation collected from the semi-structured interviews can be used to classify the
teaching style of the expert instructors and inform the pedagogical model of the
AIS. Further, collecting empirical data on how expert tutors would contextually
instruct, evaluate, deliver feedback, and interact with students in a simulated
setting can be used to constrain the variability of the AIS tutoring strategies.

Simulated learners are computational models of learners [45]. They have been
recognized to play various roles in training and learning environments. The cur-
rent approach to the simulation of learners and tutors is based on the ACT-R



AIS Development Methods 155

cognitive architecture [1], which provides a range of empirically validated mecha-
nisms to model human memory performance and learning. Three learning mecha-
nisms are currently used to simulate the interaction between a simulated learner
and a simulated tutor: 1) base-level learning of declarative memories, 2) util-
ity learning of procedural knowledge (reinforcement learning), and 3) produc-
tion compilation for learning to skip steps and learning from instructions (from
declarative to procedural knowledge). The goal of the simulated learner is to exe-
cute a task with success (learn from the consequence of actions), and the goal
of the tutor is to provide the best adapted instructions to a learner (learn from
the consequence of instructions). Both the learner and the tutor are made of
the same cognitive architecture but they differ in terms of their knowledge, and
possible different views of the training simulation. One interest in the current
approach to modelling both the learner and tutor to with the ACT-R cognitive
architecture is that it provides a solid foundation for understanding perceptual
and cognitive processes in mixed combinations such as human learner/AI tutor
and human learner/human tutor/AI tutor.
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Abstract. This paper presents and delineates Promoting Equity and Achieve-
ment in Real-time Learning (PEARL), a framework developed to help strengthen
academic and career-related skills of students and professionals, and most specifi-
cally those from underserved and underrepresented backgrounds. PEARL uses
problem-based learning pedagogy, competency-based education and artificial
intelligence to break learning and assessment activities into manageable learn-
ing chunks. This allows for the formation, creation, and validation of stackable
knowledge units. The paper also highlights how artificial intelligence along with
learner-centered pedagogy can be used to improve knowledge gain and skill
mastery.
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stackable knowledge unit · Diversity and equity · BIPOC

1 Introduction

Cognitive psychology posits that learning and decision making involve a combination of
memory use, motivation, and thinking [1–3]. It is likewise understood that better educa-
tional outcomes can be attained if learning content is partitioned intomanageable chunks,
particularly when focus is placed on solutions to real-world problems [4, 5]. In this con-
text, Stackable KnowledgeUnits (SKU), which are validated byMini/Micro-Certificates
(MC) such as Digital Badges (DB) can serve as educational achievement markers and
motivation vehicles. This is because they place focus on gradual development and then
mastery of specific career-related skills, knowledge, and achievements. Further, as MC
can serve as distinct proof of knowledge or skill mastery, SKU can strengthen learner’s
self-confidence and self-efficacy as they progress through the learning process [6, 7].

SKUs,which trace their roots within the orientation and focus onCompetency-Based
Education (CPE), offers the chance to expand educational opportunities to diverse com-
munity of learners including those who are historically underrepresented, underserved,
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and/or at-risk [5, 8–11]. In concert with the use of CPE and MC, SKU allows learning
to be divided into sub-modules or chunks that are easier to remember and master. This
new instructional paradigm and particularly the use of badges thus provides a new and
more manageable pathway for learning and content mastery [11, 12]. However, there are
a few challenges with the implementation and use of SKUs in both formal and informal
education settings [13–15]. These include: 1) the facilitation of knowledge development
and skills mastery in real time, 2) the external acceptance of a new academic credential,
and 3) the desire of businesses and other organizations to employ personnel with the new
academic credential.Moreover, while standards for traditional educational achievements
such as a degree, certificate, credit hour, or continuing education unit arewell established,
there are currently no agreed-upon measures for what constitutes a SKU.

This paper presents Promoting Equity and Achievement in Real-time Learning
(PEARL), which is a CPE-based micro-learning framework. PEARL breaks course or
instructional content and assessment activities into manageable segments to facilitate
mastery of educational contents and support personalization of problem-based learning
(PBL) experiences. PEARL thus supports the issuance of SKUs (MC and DB), when
and as skills are learned, adopted, and then mastered. The paper notes how learning
technology tools and applications can help instructors: 1) adjust course content and reg-
ulate the pace of learning delivery; 2) manipulate assessment-related activities; and 3)
promote optimal skill building and knowledge mastery. In addition, we discuss how the
use of PEARL will stand to facilitate the acquisition of cognitive, affective, and domain
skills and abilities. Finally, the paper highlights how PEARL can be used both as a for-
mative and summative assessment method that will allow students and other learners the
chance to demonstrate their newly acquired knowledge and skills. Thus, PEARL will
give instructors and trainers the opportunity to adjust their teaching methods based upon
students’ progress and real-time feedback received.

2 Literature Review

One of the major challenges faced today by academic institutions across the country,
includingK-12 schools, colleges and universities, is the dearth of involvement and partic-
ipation of underrepresented minority students in the Sciences, Technology, Engineering
and Math (STEM) related disciplines [16, 17]. It is also noted that students from lower
socio economic and other disadvantaged backgrounds – whether of minority or major-
ity persuasion – are not sufficiently represented in high demand STEM-related careers
[17–19].

Theorists and researchers in the fields of education, instruction, and human devel-
opment have long offered that a commitment to knowledge acquisition, development
and mastery along with a focus of self-efficacy will help learners achieve their lifelong
dreams and goals [6, 20, 21]. As a result, educational approaches, tools, and strategies
that offer opportunities for self-assessment, skills building and personal intrinsic moti-
vation can go a long way towards eliciting intrinsic motivation of learners, irrespective
of their ethnic or social-economic background. However, many students and most par-
ticularly Black, Indigenous, People of Color (BIPOC) have gaps in knowledge, skills,
and abilities needed to be competent, effective, and ethical STEM knowledge workers
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and practitioners in the 21st century economy. [16–18] Current research shows that tra-
ditional education approaches and techniques are not always well-suited for all users
and learners, particularly those from BIPOC backgrounds.

With the emergence of a STEM-focused future employment environment, it is clear
that K-12, college, and other learners who have not mastered the set of skills and com-
petencies required by employers stand a good chance to fall behind intellectually and
economically compared to their peers [22, 23]. Moreover, a key lesson of the present
knowledge-centered global economy is that innovations, creativity, and cross-cultural
collaborations are important levers for career advancement, mobility, and renewal [24–
26]. Thus, academic institutions, business organizations, and government-oriented enti-
ties that have not adequately prepared their youths, professionals, and other citizens for
this STEM-driven future are likely to face a more uncertain future.

As noted byAoun [22] andBialik andFadel [27], success in the global interconnected
workplace requires familiarity with a wide range of skills and abilities. While cognitive
ability, technical know-how and industry-related skills (e.g., marketing research, oper-
ations management, computing expertise, finance modeling, and patient care) might be
adequate to land a job, they are most often insufficient to help someone maintain a solid
career in the modern digital workplace [28]. Further, it is now clear that there is a need
for all professionals to have both strong non-cognitive skills and technical know-how to
“robot-proof” their careers [22, 29].

At present, instructors and educators of all types seek to find ways to utilize the
digital technology tools and applications that are available at their institutions as learning
vehicles to help students gain career knowledge and skills, particularly in high demand
STEM fields [30–32]. However, many courses lack the “hands-on” and “minds-on”
Active and Practical Learning (APL) focus that’s specifically designed to promote or
support progressive mastery of work-oriented knowledge and skills [33–35]. While the
complete list of required skills for the modern workplace will vary depending upon the
business organization or field of focus, they can nevertheless be categorized into three
major groups: cognitive ability, affective skills, and domain or industry knowledge.

2.1 Cognitive Ability

Task performance is heavily dependent on cognitive ability in many technical fields,
e.g., healthcare, engineering, computer science, and data analysis [36, 37]. For example,
mechanical and structural engineers need to know the properties of steel in order to design
and build a safe bridge, production managers must be familiar with safety guidelines
for successful plant operations, and chemists need to know the conditions necessary
for yeast to convert sugar into alcohol to make good beer. Research, however, reveals
that successful task completion also requires the ability to deal with unstructured and
ill-defined problems that very often occur in work situations [28, 38, 39].

2.2 Affective Skills

Affective or “people/soft” skills are in high demand by today’s employers [27, 40, 41].
In fact, many organizations now indicate that soft skills are more important than hard
skills [42]. For example, Google found that the top seven skills related to success in their
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firm were soft skills. Technical skills, on the other hand, came eighth on the list [43].
Key soft skills that are best-suited for career-related opportunities can vary as they are
based upon the specifics of the field or industry. However, communication, collaboration,
teamwork, diversity, and cultural sensitivity, discussed below, are typically included in
most lists that delineate soft skills important in the workplace [44].

2.3 Domain/Industry Knowledge

Domain or industry knowledge is defined as expertise in a particular problem area or field
that requires both a significant amount time of study and solid hands-on experience on
the topic or field [45–47]. Therefore, one needs more than a good grasp of the technical
language in a given field to acquire such knowledge. Wallace [48] and Hildreth and
Kimble [49] emphasize that domain knowledge is tied to increased speed and accuracy
of tasks in a given field. They also note that experts know more, make fewer errors, and
work faster than novices. Thus, as experts continue to learn and gain more knowledge,
they are able to use quicker and even unorthodox methods to accomplish assigned tasks
successfully. Lave and Wenger [39], on the other hand, offers that those novices or
newcomers to a given field need to be well-informed and comfortable with its methods,
principles, tenets, skills, and core beliefs.

3 Problem Based Learning, Competency-Based Education,
and Stackable Knowledge Units

PBL approaches create opportunities for students to wrestle with and solve a real-world
issue or dilemma in small groups using repeated practice [38]. Consequently, PBL helps
in fostering cognitive development, promoting social skills, and enhancing analytical and
soft (e.g., critical thinking) skills of learners through the use of APL. Recent research
studies and analytical reports have focused on factors that affect the efficacy of PBL
[50, 51]. For example, Hmelo-Silver [38] notes that PBL works best when groups work
well together and members have interactions with each other. Winarno, Muthu, and
Ling [52], on the other hand, argue that blending group-based learning with PBL and
traditional direct instruction presents some challenges. It is important, therefore, to care-
fully consider the implementation of a PBL approach within an existing curriculum or
educational program. Instructors need to analyze whether PBL will provide measurable
educational benefits to students and can support the learning outcomes of the existing
course or program of study.

Recently, CBE has gotten a lot of attention in many education and training sectors [5,
53, 54]. At its core, CBE is focused on helping learners master a skill or ability at their
own pace [55, 56]. Further, much like PBL, CBE can be used to help the learner cultivate
work-related competencies such as communication, analytical, collaboration, teamwork,
and intercultural skills and capabilities. Therefore, CBEwhen properly implemented can
be used in conjunctionwith PBL to facilitate the acquisition of cognitive ability, affective
skills, and domain or industry knowledge [57, 58].

Focus is also being placed on the issuance stackable credentials [9–13] in the form
of DBs and MCs to serve as proof of competencies, skills, and abilities acquired. Unlike
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formal credentials such as associate, bachelors andmaster degrees, which require at least
two years of academic study, badges can be earned in much shorter time periods such
as months, weeks, and even days [13–15]. It is thus argued that badges help increase
learner’s engagement and motivation in their educational endeavors. Likewise, SKU
is a learning approach and educational process that facilitates skills development and
improvement both quickly and gradually [59]. Like CBE, SKU is focused primarily
on learning mastery and not directly on formative assessment. In so doing, use of the
SKU approach both formally and informally in the classroom or other learning setting
along with the issuance of DBs can help learners with differing abilities obtain the
scaffolding support and direct feedback that they require as they work on mastering new
skills and competencies. Thus, SKUs provide the opportunity to enhance both academic
performance and career-readiness of BIPOC and other underserved learners as they
master new work-related skills and competencies.

4 The Artificial Intelligence Learning Approach

At its most basic construct, Artificial Intelligence (AI) deals with the simulation of
intelligent behaviors within computers [60]. A major part of this process is the ability
for an AI software application to learn from its experience with its environment (in an
educational setting that’s the interaction it offers with users such as students, faculty, and
staff). AI encompassesmany different approaches and algorithms. SomeAI technologies
are fairly simple e.g., learning and continually updating the estimates on a regression
equation as new data is input. Other AI technologies can be exceedingly complex e.g.,
mimic the problem-solving and decision-making capabilities of a skilled researcher,
scientist, or engineer [61]. However, some technologies labeled as AI are simply systems
for automating mundane tasks. Therefore, education technology applications that do not
have an adaptive learning component cannot be presented as an AI-centered solution.

Machine Learning (ML) is the fundamental way to make a computer ‘intelligent’
[61]. Modern ML techniques have moved from attempting to mimic the way a human
learns are now more concerned with allowing a computer to increase the knowledge
it has stored internally [62]. This shift in ML is thus less concerned with categorizing
and processing data information as humans do. The new ML approaches can be further
partitioned into the sub-category of deep learning, which does not need a pre-defined
model (e.g., in contrast to linear regression) neural networks, which allow computers to
find patterns that are very complex. For example, Ferlitsch [62] offers that deep learn-
ing is usually employed using an approach with multiple layers within which patterns,
structure, or insight about the data is discovered. At present there are many different
ML algorithms and approaches that have been used to solve specific problems [61, 63].
A key aspect of AI and ML is the use of feedback. As a concept, feedback is used in
a system so that the outputs of it are fed back as inputs [64]. This feature thus helps
the system with correcting assumptions and modifying the weights used on individual
pieces of data, allowing it to influence not only future decisions but how, when, and
why those decisions are made. Therefore, in a learner-centered education setting use
feedback such as AI and ML will allow information presented to students to be adapted
and corrected based upon their interactions with the system.
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4.1 Adaptive Learning in Educational Settings

In the field of human development it is noted that as children grow, they are constantly
interacting with their internal and external environments [65, 66]. External environments
that those children experience include theworld that is external to themselves,which they
perceive through their normal senses [67]. In contrast, their internal environment includes
thoughts and emotions, as well as memories. Thus the child grows and learns through
their experiences and interactions with both their external and internal environment.
Moreover, their internal knowledge base (i.e., stuff accumulated in the brain) stores
these experiences and learned knowledge for future uses.

In addition to storing learned information, the brain updates incoming information
as new data to be learned, if found to be relevant [68–70]. As an example, when children
first learn multiplication, they start operating with one-digit numbers [71]. As children
begin multiplying many numbers together, they eventually realize that the procedure
is the exact same as one digit number multiplication. With the process repeated a few
times, they start seeing the generalized process/algorithm. Eventually, children might
learn of a short-cut approach to multiplying a number by 11. As they use this “trick”
their approach to multiplication gets updated with this component/fact/approach. In this
way, children (and adults) are constantly taking in information, combining it with what
they already have stored in their brains, in order to update the information stored in their
brains. In effect, the brain is a natural adaptive learning system.

As the example presented in the previous section shows, an adaptive learning system
in an educational setting must (a) work similar to the processes that a human performs
in learning; and (b) must understand how the human performs learning in order to best
interact with the human and help the human learn correctly [72, 73]. Consequently, the
learning system will take the learner down the path of material mastery while correcting
any missteps in both the decisions made by the student and the underlying understand-
ing of the material presented. Further the adaptive learning system must help students
minimize the number of mistakes made. This can be done, by adjusting the teaching
and/or testing mechanisms and/or tailoring it to the student’s individual capability and
background. Some learning systems are just reactive (e.g., when studentsmake amistake
they are prompted review certain material again) as is the case of Intelligent Tutoring
Systems [74, 75]. In contrast, an adaptive learning system should be anticipatory (e.g.,
use data to determine the likelihood that the student will make a mistake on a given
question and adapt the content provided to the student appropriately). In this way, the
adaptive learning system help students gain new knowledge and master new materials
and concepts based upon their background, skills, and prior knowledge.

4.2 Opportunities

Two of the biggest uses of AI within an educational learning environment are: (a) Lon-
gitudinal improvement or enhancement of course content over multiple semesters based
upon a design of experiments (e.g., considering material covered, time spent on individ-
ual concepts, student demographics and abilities, etc.) and (b) Personalized improvement
or tailoring course content to each individual student, taking into account specific learn-
ing strategies and methodologies that will most resonate with the student [22, 62]. These
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tailored strategies can be learned by the AI system over time by interacting with the indi-
vidual student. Moreover, it can do so by capturing features across multiple students and
learning the strategies that resonate bestwith different subsets over themulti-dimensional
student demographics to include those from BIPOC and underserved backgrounds.

4.3 Challenges

The main barrier to realizing these two opportunities deals with data [60, 61]. For each
of these two opportunities, there is a large number of data that must be captured and
analyzed, in order for an AI system to learn appropriate methodologies to present course
content. For longitudinal improvement, many semesters worth of data must be captured,
with the experimental design independent variables changed in each, in order for the AI
system to determine the best way course content should be presented. For Personalized
improvement, numerous students will be needed, from different ethnicities, religions,
income levels, parenting situation, home life, and academic abilities [18]. All of this
demographic data must be stored for all of these individual students, as well as their
interaction with the AI system teaching them different material. The decisions that the
AI system made with each of the students also needs to be captured, along with student
end-state for the material. As more and more of this data is captured, the AI system will
be able to begin tailoring its presentation approach to a student based upon how closely
that new student matches with those that have already utilized the system [61, 62] as
well as the approaches that worked the best for these students. As time progresses, the
knowledge base upon which the AI system will use to continually adapt itself to the
students’ it is encountering will allow for each student to get a tailored course content
presentation of material, best suited to help them learn the material.

5 The PEARL Approach

The PEARL approach leverages PBL, AI, and data analytics to provide alternative learn-
ing paths and tailored scaffolding support to students [60, 73–78]. Through this unique
approach, PEARL allows the creation and use of SKUs to help students, irrespective of
their personal, social, and academic backgrounds gain the knowledge, skills, and abili-
ties required for success in STEM academic programs and careers, while keeping them
engaged in the learning process [18, 79–83].

PEARL involves 5 learning steps, which are: 1) Profile and Skill Assessment (PSA),
2) Case Scenario Interaction (CSI), 3) Formative Self-Evaluation (FSE), 4) Scaffold-
ing and Intervention Activities (SIA), and 5) Knowledge Mastery and Outcome (KMO).
These 5 steps work together to help underserved students gain basic, advanced, and com-
prehensive knowledge about the topic being learned. In this way, the PEARL approach
allows students to build, develop and obtain SKUs as they advance from the introductory
to mastery level of a specific STEM-related skill and ability.

As illustrated in Fig. 1, during the PSA step, PEARL makes use of a learners’
background along with AI to determine their appropriate initial learning preferences,
cognitive styles, and STEM ability profile (e.g., low, medium, or high) [84–86]. This
also involves gauging the current knowledge, capacity, and interest of a given learner
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in a subject. In the CSI step, students are presented with an “ill structured” problem
scenario that they are tasked to solve [81–83]. During the FSE step, students are asked to
formulate questions, hypotheses, and potential answers to the given problem or situation,
which is based on real life cases. This relevance to real-life scenarios makes the learner
more invested in learning the material, as they see first-hand the applicability of the
material learned.

In the SIA step, PEARL utilizes data from multiple sources, including time on task,
goals attained, levels attempted, etc., to help students make preliminary recommenda-
tions about the scenario of focus [87–89]. Finally, in the KMO step students are asked
to offer solutions including prevention measures that eliminate the problem or reduce its
impact. PEARLwill also gather data to power its feedback, adaptive learning,mechanism
and coaching approach that take place during the SIA and KMO steps.

Fig. 1. PEARL adaptive learning model.
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6 Earl in Practice

Attaining expert-level performance in practically any domain takes time. Nevertheless,
novices or studentswhohave the opportunity to engage in deliberate learning andpractice
can develop sufficient detailed knowledge to address practical business problems in the
workplace [45–47]. It is also well noted that interventions, efforts, and activities that
are part of a PBL and CPE-oriented educational endeavor or task will stand to facilitate
sufficient gains in performance or knowledge acquisition for novices to work or engage
comfortably in many fields and domains [33, 38, 39, 53, 54, 56]. Therefore, the use
of SKUs as a learning progression tool stands to offer learners and most specifically
those from underserved and underprepared backgrounds, the opportunity to develop
and acquire new skills and competencies as they pursue a credential. This is because
SKUs place the focus on gradual skill building, cognitive development, and knowledge
mastery. In thisway, theSKUapproach ensure learner persistence, resilience, and success
irrespective of their prior skill level or ability with a given topic.

The PEARL approach is presented in the next section of the paper via an illustrative
PBL scenario. Information and scaffolding support will be provided to the learners on
an as-needed basis, to help them reflect on the scenario presented and then take steps to
resolve it.

6.1 Illustrative Healthcare-Related PBL Scenario

First, PEARL will secure the student’s initial skill level during the PSA step. Then, the
following illustrative learning scenario (CSI step) involving Evelyn will be presented
to the student along with FSE and SIA to elicit KMO on the part of students, such as
reflective inquiry, data analysis and reasoned judgment.

“Evelyn is a 6th grader who was found lying on the grass during recess. At the time,
shewas having difficulty breathing normally and sitting up.When questioned about what
happened, Evelyn said she was playing by herself in the courtyard and started having
pains in her leg and chest. Evelyn also reported that her arms felt very heavy. Evelyn
then shared that she was playing around with her friend’s new skateboard the day before
and had to stop after unsuccessfully attempting a few jumps and tricks because she felt
very tired.”

PEARL prompts the student to help Evelyn understand why she is having the prob-
lems that she is experiencing (CSI step). Additional information such as Evelyn’s age,
medical history, fitness, regular diet, exercise routine, sleeping patterns, etc., will be
available to the student. Information related to cramping and other symptoms being
experienced will be subtly interlaid into the case. Additionally, the student will have
access to narrated health texts that will explain the structures and functions of the human
body.

As the students advance through the learning scenario, they will be required to
take quizzes (FSE step) to show mastery of the information reviewed before they can
proceed to address Evelyn’s symptoms. Students will receive confirmation, feedback,
and rewards for each positive and negative step they take in determining some of the
underlying causes of Evelyn’s physical and health situation. Students will be able to ask
additional questions about the case’s health condition. If students are having difficulty
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solving Evelyn’s problem, they can ask a Virtual Assistant (VA) that’s based on AI, such
as an emergency medical technician, a nurse, or a physician for help (SIA). All of the
analysis in the FSE and SIA steps take place within the AI system. As the student is
reviewing the material, taking the quizzes, and asking questions to the VA, the AI system
will be making use of the knowledge gained through many other previous students’
interacting with the system to determine the best way to help this current student down
the path toward understanding and mastery of the material.

All help from the VAswill be in the form of probing questions focused on helping the
student come up with hypotheses about Evelyn’s situation on their own. The selected VA
will question the student to ensure that they know which aspect(s) of the human system
is relevant to the problem faced, based on knowledge and skills level. This exchange
will allow PEARL to “learn” through ML about typical plans of action by students at
specific competency levels and then guide them toward new learning activities that can
improve their knowledge and skills of the topic at hand (KMO).

6.2 Acceptance and Implementation Perspectives Regarding PEARL

PBL in general, and inquiry-based learning specifically, are not typically used in the
average school or classroom environment [77–79]. This is often due to the time, orga-
nizational support, culture, and the costs that are required as part of introducing a new
pedagogy like PBL to teachers and a school [83, 85, 86]. In the development of PEARL,
focus is placed on soliciting input, suggestions, and recommendations from teachers and
curriculum designers on all aspects of introducing the PEARL approach in an educa-
tional setting such as the workplace or classroom environment. In addition, the plan is
to work with the leaders of the school to train the teachers in PBL pedagogy, as well
as inquiry-based learning approaches, ensuring the teachers receive appropriate profes-
sional development credit e.g., certificate or continuing education unit (CEU) credit,
appropriate to their knowledge and mastery of the subject matter.

6.3 Learner’s Preparation and Readiness for PBL

Gagné [90] argues that an education foundation through prior learning must be in place
before learners are ready to receive new information or learning stimulus. To ensure that
students are ready for the PBL approach used in PEARL, an overview of the relevant or
grade appropriate aspects of the pedagogy will be provided as part of the PSA diagnostic
assessment step when they log in to the PEARL system. The student will be made aware
that the use of PBL is intended to help strengthen their decision-making and collaborative
working skills [76, 83, 84, 90]. Further, the student will be able to access scaffolding
materials and VAs as the student uses PEARL to interact and solve simulated real-
world problems or issues that are presented to them as learning activities. Moreover, the
inquiry-based approach used in PEARL will support the development of higher order
thinking that is needed to work on the PBL assignment.

6.4 Learning, Scaffolding, and Technology Integration

Advances in adaptive learning pedagogies, Edtech technology, gamification, AI, and
ML offer the opportunity to create new models of educational and training interactions
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to improve skills development [91, 92]. The newer technologies can also thus serve as
enablers and catalysts in the push to allow students and instructors to move beyond
artificial experimental settings that have limited ecological validity. Thus, while modern
technologies can be used to create highly personalized and tailored learning activities,
there is also the need to place focus on appropriate pedagogies to achieve the goal
of offering an understanding of real-world problems and issues to learners through
multi-faceted educational interactions [16, 93, 94]. PEARL is anticipated to be used
independently and hosted on learningmanagement systems such asBlackboard,Moodle,
andCanvas. Performance and running ability on external systemswill need to be verified,
validated, and refined prior to production-level roll-out of PEARL. Using open-source
software and well tested engines, such as OPEN-PBL APP, Competency and Skills
System (CaSS) and Google AI will significantly reduce implementation and deployment
problems.

With a SKU focus, PEARL can be used to help facilitate increased motivation and
engagement of all learners andmost specifically those that are fromunderrepresented and
underserved backgrounds. This unique focus will allow them to obtain the knowledge
and help that they need to master key STEM concepts. Moreover, with the use of AI
and adaptive learning, PEARL offers an optimum individualized learning path for each
student, thereby facilitating their progression, performance, and success of the student
in STEM-related disciplines and careers.

7 Conclusions and Future Research

Present-day learners have different academic backgrounds, socio-cultural contexts and
personal characteristics [18, 95]. As a result, the opportunity exists to leverage AI-
centered adaptive learning algorithms along with appropriate pedagogical approaches
to foster both personalization of learning contents and gradual knowledge–building and
mastery of STEM and inquiry skills. This paper argues that the use SKUs offer the possi-
bility of enhancing learners’ motivation and sense of self-fulfillment. At the same time,
it is important to consider implementing the instructional activities and elements needed
to create an effective learning environment when taking on the challenges of integrating
a new instructional model or process in a course or training activity [23, 68]. Many of
those items can be derived from established practices such as those advocated by many
learning technology and design theorists and researchers [3, 20, 21]. Building upon
these models and studies, the PEARL framework offers a pedagogically-grounded app-
roach that uses advanced AI adaptive learning technology to help strengthen knowledge
acquisition processes and practices of learners. This is so the students may successfully
strengthen skills such as problem-solving, critical thinking, collaboration and teamwork,
which are needed for the 21st century workplace.
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Abstract. Interactions between humans and AI-enabled systems are occurring
more frequently, often at times unbeknownst to the human end users. As AI-
enabled systems become more pervasive and advanced in helping humans make
decisions, there is a need to ensure the systems are designed around human needs
and for the end users to have a general understanding of the benefits and limitations
of AI. Humans who understand both the benefits and limitations of AI systems
may then make more informed decisions that maximize the satisfaction of their
own needs. Toward this end, we have developed a game based on Max-Neef’s
FundamentalHumanNeeds Scale to informhuman-AI interaction design.Wehave
designed and prototyped the game so that it may serve as a data collection and user
research tool. The tool presents various human-AI interaction scenarios to players
in an effort to reveal the level of agency humans are comfortable ceding to an
AI-enabled system, based on their personal needs that are satisfied by that system.
Through the design mechanics and gameplay that result from real people playing
the game, insights may be gathered regarding human-AI interaction dynamics,
which may then be used to inform the design of future AI systems.

Keywords: Human-AI interaction · Serious game · User-centered design

1 Introduction

AI-assisted and AI-enabled technologies are being employed increasingly in all aspects
of life. Interactions between humans and AI systems are thereby occurring more fre-
quently, often unbeknownst to the human endusers.AsAI-enabled systemsbecomemore
pervasive and advanced in helping humans make decisions, there is a need to ensure the
systems are designed around human needs and for the end users to have a general under-
standing of the advantages and tradeoffs to engage with AI-enabled systems. This is at
the crux of human-AI interaction design.

Designing human-AI interactions is complicated. This is especially true for human-
AI interactions involvingmulti-agent decision support, where decisionmaking authority
is shared by person(s) and machine(s). For which applications are human end users
comfortable deferring to AI and when do they want to override? How should AI systems
be designed to satisfy human needs and values to ensure trust while respecting human
end users’ preferred level of autonomy? Current methods for designing technology
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(i.e., HCI methods, user experience design) were created for “non-intelligent solutions”
and need to evolve, as they fall short on future-focused, speculative research around
human-AI interactions (Xu 2019). In recent years, several frameworks and guidelines
have been proposed to help researchers and developers take a human-centered approach
to AI designs, such as the HAI framework (Xu 2019) and Microsoft’s guidelines for
Human-AI Interaction (Ribera and Lapedriza 2019). However, they are high-level, and,
in some cases, are only applicable for evaluation of AI systems with specific attributes
like graphical user interfaces (Ribera and Lapedriza 2019).

In this paper, we explore the value of game-based simulation to train users on the
various aspects of AI-based systems that should be considered in decision making,
specifically as it pertains to levels of automation. We have developed a game, called
SatisfAI, based on human values and needs model (Max-Neef et al. 1991) to inform
human-AI interaction design. We have designed and prototyped the game so that it may
serve as a data collection and user research tool that aims to understand the level of
agency humans are willing to cede based on the needs that the AI-enabled systems can
satisfy.

For example, human end users may be comfortable utilizing a highly automated
system and deferring decision-making/control to an AI-based system if the need to
satisfy has to do with leisure or creativity (as oppose to needs related to existence), but
be more conservative about ceding agency to an AI-based system that satisfied their
subsistence need. The game elicits this decision-making in players throughout a variety
of human-AI interaction scenarios. Through the design mechanics and gameplay that
results from real people playing the game, insights may be gathered regarding human-AI
interaction dynamics, which may then be used to inform the design of future AI systems.

2 Background

Human-AI interaction can be defined as communication, actions, and/or decisionmaking
that happen between human and an AI-enabled system. Similar terminologies include
human-AI teaming, human-AI collaboration, human-in-the-loop, and human-on-the-
loop. Types of human-AI interactions can vary based on the AI application and scenario
in question. Additionally, human-AI interactions can entail varying degrees of human
participation, ranging from those in which the human is fully in control, to those in which
control is fully assumed by the AI-enabled system.

As more services and products rely on AI and machine learning algorithms to facil-
itate transactions and make decisions on behalf of humans, there are growing concerns
over the risks of replacing humans with AI-enabled systems which could lead to biases,
inequities, inaccuracies, and even bodily harm (Xu 2019). In response, a human-centered
approach to AI is gaining attention in research universities and others in HCI com-
munity. For example, Stanford University’s human-centered AI initiative calls for AI
that focuses on enhancing humanity and not replacing it, among other goals (Li and
Etchemendy 2018). Xu (2019) proposed a human-centered AI framework comprised of
principles focused on 1) ethically aligned design that enhances (not replaces) humans;
2) technology that reflects human intelligence; and 3) human factors design that ensures
“AI solutions are explainable, comprehensible, useful, and usable” by humans. The
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HCI community agrees on the value of human-centered design approach to AI systems.
However, HCI professionals must grapple with the challenges of designing AI systems.

Traditional human-centered/user-centered design methods typically cannot be read-
ily applied to AI, due to challenges and uncertainties that characterize AI’s capabilities
and output complexities (Yang et al. 2020). Additionally, HCI practitioners may have
difficulty prototyping and testing human-AI interactions without yet having access to the
fully functioning AI system. For example, simple, inexpensive paper-based prototypes
and sketches have limitations when it comes to designing complicated human-AI inter-
actions that can often be difficult to predict, due to their varied and speculative nature.
Hence, the often-utilized approaches have been a) to use “Wizard of Oz” rules-based
simulators, which can only simulate known interactions and cannot recreate as-yet-
unanticipated user experience scenarios and issues; or b) to conduct user studies after
the AI system has been deployed, which deviates from accepted agile processes and can
be costly/risky (Yang et al. 2020).

An alternative approach is to combine some aspects of prototyping and simulation
to understand the speculative nature of human-AI interactions. First appearing in the
1990s, provocative prototypes (or provotypes) have been used to identify issues and
requirements with current state of technology while also exploring the desired future end
state by intentionally probing or provoking users on current realities as well as innovative
possibilities (Boer and Donovan 2012). Provotyping activities can take various forms,
including interviews, observations, and design workshops, wherein the process focuses
on discovery, rather than conceptualization, similar to the use of simulations. The design
and implementation of the SatisfAI game is inspired by the provotyping approach.

2.1 Human Needs Models

Human behaviors are determined by their motivation to satisfy a need. In the field
of motivation psychology, many studies have been conducted and theories proposed
to understand how human behaviors and actions can be explained by the pursuit of
satisfying needs (Maslow 1943; Alderfer 1969; Max-Neef et al. 1991; Ryan and Deci
2000). In summary, a need presents a motive, which is a reason or a driver for humans
to act or behave a certain way to satisfy their need. For the purposes of this paper,
we examined prominent theories that could encompass a wide range of needs since AI-
enabled systems and applications typically exist to satisfy a similar range of human needs
and services. As such, we looked at two of the most widely known theories: Maslow’s
Hierarchy of Needs (Maslow 1943) and Max-Neef’s Fundamental Human Needs Scale
(Max-Neef et al. 1991).

In Maslow’s Hierarchy of Needs (summarized in Fig. 1), human needs are hierarchi-
cal and assumes order, starting with psychological needs, safety needs, belonging and
love needs, esteem needs, and finally self-actualization. While Maslow’s Hierarchy of
Needs is widely known and cited, the theory has been criticized for its ambiguity with
self-actualization need, absence of recreation and entertainment needs, assumption of
sequence of satisfaction, and not being able to test empirically (Yu 2018).

Proposed decades later, Max-Neef’s Fundamental Human Needs Scale (1991) is
comprised of nine needs that are interrelated and interactive. These needs include sub-
sistence, protection, affection, understanding, participation, leisure, creation, identity,
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Fig. 1. Maslow’s hierarchy of needs (McLeod 2020)

and freedom. Except for subsistence, there are no hierarchies and sequence to the order
of human needs; the needs are viewed as a system. The nine needs are either existential
(needs related to existence) or axiological (needs related to human values). Max-Neef
postulates that these fundamental human needs are finite, few, and classifiable. Although
needs rarely change, what changes are the ways in which humans satisfy their needs.
For example, in-person instruction, internet, books, and Google search engine, though
widely different, can be satisfiers of the need for understanding. As such, satisfiers (or
ways in which humans satisfy needs) vary among individuals, groups, and cultures, as
needs are satisfiedwithin three contexts: oneself, social group, and environment. Figure 2
shows an overview of the Max-Neef model.

In comparing the Maslow and Max-Neef models, we chose the latter as a basis for
the game design due to its inclusion of a broader range of needs, e.g. leisure, that are
often satisfied by modern AI-based systems.

2.2 Dimensions of AI Systems

Our effort investigates the complexities and pitfalls of human-AI interactive systems and
uses those as elements in a serious game. Not only will this be a learning tool for users,
it will also inform researchers of the concerns vs. comfort level of human users who
experience specific types of AI behavior, both good and bad. Additionally, the game is
structured so that different scenarios and parameters can be introduced to the gameplay
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Fig. 2. Max-Neef’s fundamental human needs (Koren and Soni 2010)

to customize it to a domain. This way, the game is not limited to a single scenario but
versatile across multiple problem spaces.

The term“artificial intelligence”describes a broad set of solutionswith diverse design
characteristics. Some AI approaches are designed to address problems across many
domains, while some are more domain-specific. As AI science has progressed, more
and more techniques are invented within the AI ecosystem, broadening the mechanisms
and techniques used to solve these problems. As such, AI systems occupy a large variety
of design and problem space dimensions.We use some of these dimensions to categorize
the systems within the game with the goal of identifying which aspects of AI system
design affect human interaction and to what extent. The dimensions of interest in this
project are listed here.

Levels of Automation. Parasuraman et al. (2000) provides a framework for describing
the extent to which an AI system may perform its tasks automatically, with or without
varying degrees of human interaction. The paper defines ten (10) levels of automation.
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At the top level, the system performs its task in a fully automated fashion, with zero
opportunity for human interaction. At the bottom level, no automation occurs at all.
Nearly all real-world AI systems exist at some point between these two extremes, with
“human in the loop” and “human on the loop” existing within. We propose a small
extension to this framework that groups several levels together, as described later.

Explainability. AI systems are often described in terms of how “explainable” their
approach and solutions are (Arya et al. 2019), which is the extent to which human
users can understand a) the mechanisms within the system, and b) the relationship
between input problems and output solutions. Explainability is not solely an issuewithAI
algorithms, but the complexity of many AI algorithms can lead to limited explainability.
AI systems with poor explainability act as black boxes, with limited ability for users, and
sometimes even system designers, to understand how problems are solved. This often
means that it is unclear which future problems will be solvable by the system, or why
one class of problem yields good solutions while other problems yield poor solutions,
leading to surprises. This can create issues with trust, as described next.

Trust. Whether or not users and designers of an AI system can trust the solutions of
that system will greatly impact the utility of that system in real-world applications (Siau
and Wang 2018). Improved trust in AI systems may lead people to remain comfortable
in increasing levels of AI automation.

3 Game Design

The primary goal of SatisfAI is to determine the amount of agency a player is willing to
yield to an AI-based system to satisfy each of their nine Max-Neef needs dimensions.
Players choose a level of automation of the AI-enabled system that best satisfy their
needs for the application of that AI. Based on the (Parasuraman et al. 2000) design for
AI levels of automation, we have proposed a grouping of these ten automation levels
into five AI “roles” as shown in Table 1.

The purpose of the grouping is to simplify these levels into a more manageable set
of choices from among which players will choose, as well as to provide a convenient
label to represent a more complex concept for level of automation. A redefinition of the
human-AI relationship is defined for each of these roles in Table 2.

Scenario Cards. Players are provided with Scenario Cards that contain four pieces of
information:

• Objective: a description of a real-world problem in which an AI-based system might
be used to help produce a solution.

• Need: the highest human need, from among the nine in the Max-Neef model, that is
satisfied by the solution of the objective problem. This represents the key mapping
needed to relate the player’s choice of level-of-automation and the need satisfied by
the achievement of that scenario objective.
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Table 1. Levels of automation with additional “AI Role” groupings

Table 2. Simplified definitions of the AI roles

• Time: the time scale (order) of the problem’s solution. Examples: months, minutes,
milliseconds.

• Criticality: the severity of consequences (bodily injury, potential damage, financial
impact) if the objective is not met. Examples: insignificant, minor, moderate, major,
catastrophic (Markovic 2019).

Gameplay in SatisfAI is centered around the “player judge” mechanic. During each
round, one player acts as Judge, selecting an AI Role that matches their comfort level
within a single AI scenario. The other players attempt to predict the AI Role selected by
the Judge. All players secretly choose a role with a face-down card, and once all players
have chosen, all cards are revealed. The Judge receives a single point for each matching
card from among the non-Judge players, and the corresponding non-Judge players each
receive a single point if their card matched the Judge’s selection. This mechanic enables
players to compete tomaximize their individual score, yet enables them to achieve higher
scores by finding agreement with other players during individual rounds. Likewise, this
means that the primary success metric is mutual understanding, rather than a “correct”
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value for any given problem-solution set that might otherwise be provided externally by
the game itself. A sample of the details shown on these cards is included in Table 3.

Table 3. Sample objectives included on game scenario cards

Scorecards and Tokens. To monitor each player’s score, they are given a single score-
card that contains an area divided into nine segments. Also available is a pool of five
different tokens, each representing one of the five AI Roles. As players succeed in
matching between Judge and non-Judge, they indicate the corresponding earned point
by placing one of the “correct” AI Role tokens into the scorecard region that corresponds
with the Need indicated on the Scenario Card. While each player’s score is simply the
total number of tokens on their scoreboard, tracking scores byNeed andAIRole provides
valuable research information regarding human preferences that will be used during the
data collection efforts of this project.

Player Decision-Making Process. Table 4 shows various example scenarios for a given
Scenario card’s objective. All fiveAI Roles are shown for the objective “File tax returns,”
ranging from human-only to computer-only.While the Scenario card and its information
are provided by the game, the table represents the situations a player might imagine to
represent a human-AI interaction in which the objective is hypothetically solved by each
AI Role. Thus, when the player thinks “What would a Collaborator-style AI look like
solving the objective of filing tax returns?”, they will be imagining a scenario in which
the AI is performing its tasks nearly autonomously, with limited ability for a human to
intervene. Once the player evaluates these options, they will then try to determine (if
they are the Judge) the highest AI Role level that would not make them uncomfortable,
or (if they are the other non-judge players) the same preference that the Judge is likely
to have.

The scenario card shown includes the objective “File tax returns” with a mapping to
the need “Protection” (see Fig. 2 in the Background section for context). This mapping,
provided by the game itself, is based upon the logic that filing one’s tax returns will typ-
ically lead to a refund (which is a form of planning), and contributes to the government-
provided social security (which will provide a social safety net to the taxpayer later in
life).

From a purely game-theoretical standpoint, since the Judge receives a point for each
matching player, they are incentivized to pick a realistic (predictable) answer rather
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Table 4. Specific scenario examples, across all five AI Roles, for a given objective

than gaming the system. Similarly, other non-Judge players are incentivized to make a
realistic selection for the Judge.

3.1 Prototype Gameplay

Game Components. The game consists of the following physical components, many
of which are shown in Fig. 3:

• One scoreboard per player
• 60 Scenario cards
• 5 AI Role cards per player (one of each AI Role)

Fig. 3. Playable prototype of the SatisfAI serious game
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• A large set of AI Role tokens representing the 5 different AI Roles

Setup. These are the steps to be performed at the start of the game:

1. Each player receives a game board for scoring, set of tokens, and each of the five AI
Role cards

2. Shuffle the Scenario card deck and place it face down in the middle of the table
3. Select a player to start as Judge

Round Play. Each round consists of the following steps:

1. The player who is the Judge for the round draws a Scenario card from the Scenario
deck and reads it out loud. Each player, including the Judge, chooses the AI Role
that they think would best satisfy the Judge’s need for that scenario. Each player,
including the Judge, puts their selectedAIRole card face down in front of themselves.

Players are encouraged to review the quick reference card that shows the defini-
tions of the five AI Roles, and to imagine what an AI-based solution to the objective
would be for each role.

2. Once everyone has selected an AI Role card, the Judge reveals the AI Role card they
selected that satisfies the given Scenario Card. Then, each of the other players over-
turns their selected AI Role card. Each non-Judge whose card matches the Judge’s
card places one of their tokens on their Scoreboard at the appropriate need + role
position. Then, for each non-Judge whose role card matches the judge’s role card,
the Judge places one of their tokens on the respective need + role position on their
Scoreboard. Thus, the Judge may score 0, 1, or more points for the round, depending
on the number of matches.

Players are encouraged to discuss their choices andwhy theirs might be preferred
over the choices made by others. This may be of particular value to researchers
watching the gameplay, to better understand themotivations behind players’ choices.

3. The next round continues in counterclockwise order, with the person to the left of
the current Judge taking on the role of Judge for the next round.

Game End. When the scenario deck has run out, the game ends. Each player’s final
score is determined by the total number of tokens on their individual scoreboard. The
winner is the player with the most tokens on their scoreboard. If there is a tie, the first
tiebreaker is the number of different needs a player was able to satisfy. If the top players
are still tied, they share the victory.

The figures that follow show a visual representation of gameplay (Figs. 4, 5, 6, 7 and
8).
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Fig. 4. Gameplay setup

Fig. 5. Gameplay step 1

Fig. 6. Gameplay step 2
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Fig. 7. Player scoreboards after step 2

Fig. 8. Gameplay step 3

4 Data Collection Design and Approach

4.1 Data Collection

The function of the “player judge” mechanic in SatisfAI is to provide a metric for suc-
cess within each player interaction in which the “correct” AI Role for a given objective
(and thus its mapping to one of the Max-Neef human needs) is not predetermined by
the game, but instead by other players. This is the fundamental mechanic that makes it
possible for researchers to evaluate the relative comfort of players who imagine them-
selves interacting in a human-AI system to solve a real-world problem they may face.
The scoreboard and AI Role-based tokens track players’ scores, but more importantly,
they provide us (as researchers) the ability to record players’ preferences as they play
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the game. At the end of each game, our project records the number of tokens, of each
AI Role type, in each of the nine Needs categories.

Fig. 9. Example profile diagram of a player’s preferred Level-of-Automation value for each needs
dimension

Researchers should not simply wait for the end of the game to collect valuable data
about player motivations. As mentioned in the gameplay steps, players are encouraged
to discuss their choices during each round, and researchers should take note of any
particular insights gained during this process.

Once a game is complete, each player’s board is recorded, providing the information
needed to produce the diagram shown in Fig. 9. As more games are played and these
human-AI interaction “comfort zones” are identified, our aim is to evaluate the patterns
of automation levels, specific to each human need dimension, selected by large numbers
of players.

4.2 Assumptions and Risks

Assumption: Game Metrics Will Win Over Natural Human Motivations.
Our learning objectives are best achieved with players who make decisions that are
based on their personal beliefs regarding the interactions of AI systems and human
users. However, when players participate in a game with defined metrics of success, it
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is possible that they will naturally switch to a role-playing mode in which they make
decisions that will maximize their achievement in terms of those metrics. Thus, it is vital
that the gameplay be designed so that the in-game definition of success most directly
mirrors the learning objectives of this research project. Risk: Our gameplay is not suf-
ficiently designed to maximize natural decision making and the results collected are
driven by players’ game-theory approach rather than true preferences in the domain. A
key challenge in the design of SatisfAI is enabling players to maximize their success
metrics in the game while still allowing their real-world motivations regarding AI and
their individual human needs to shine through. There is a risk that the artificial met-
rics of success designed by the game will unintentionally encourage players to “role
play” artificial decisions that yield a higher in-game score but do not represent their true
opinions regarding the interactions between humans and AI systems. Our objective as
game designers is that players will play the game as themselves rather than altering their
behavior to meet a game-provided success metric.

Assumption: The Mappings of Objectives to Needs is Correct. It is important that
the objectives described on the scenario cards match the needs shown. While the game
designers have made best-effort decisions regarding the need listed on each card, each
individual mapping may be subject to debate. Risk: It may be difficult to provide a
robust justification for these mappings. The mappings chosen may fail to represent
the need internalized by each player as they imagine the problem-solution scenarios
for each AI Role. Thus, their final choice of AI Role would be misattributed to the
wrong need, which would reduce the accuracy of data collection and analysis. During
play testing we will discuss these mappings with players, modifying the mappings as
necessary to match players’ expectations while maintaining the integrity of the data-
collection/research efforts of the game.

5 Play Testing and Evaluation Approach

To ensure human-AI design/research utility and game playability (i.e. entertainment
value), we aim to test and evaluate the game prototype with internal peers who have
varying levels of experience in the AI domain.

Our notional design of the play test and evaluation are based on the user studies and
Heuristics Evaluation for Playability developed by Desurvire et al. (2004).

1. Identify 10–12 individuals (participants) from within our organization to participate
in two-hour play test and evaluation sessions of the prototype game. Each session
will have a varied number of player participants ranging from three to four players.

2. Each play test and evaluation session will consist of the following:
a. Introduction to the instructions and rules of the prototype game to the participants.

The participants are asked to share their thoughts and questions during the game play
as they normally would when learning and playing a new game in a group setting.

b. One hour of game play where the research team observes and documents pertinent
information about the participants, game play dynamics, results and scores, and other
information (e.g. participants’ game play decisions, questions, comments, errors,
misunderstandings).
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c. Evaluation of the game play and the game itself consists of a brief survey (inde-
pendently completed by each participant) and group discussion, conducted in that
order. The survey and the group discussion will include questions to probe the partic-
ipants’ thoughts on specific game mechanics, game play experience, and any result-
ing thoughts/insights on AI or their personal interactions with AI-enabled systems,
products, or services.

3. Collate and analyze resulting data from the play test and evaluation sessions. As part
of the analysis, pain points or points of opportunity to improve the game playability
will be identified, along with potential solutions to incorporate into the next version
of the game.

5.1 Evaluating Data Collection

In addition to traditional game testing, this game also has the purpose of being a data
collection tool. While we play test our prototype, we will also be evaluating the fitness
of the game as a data collection tool. To evaluate the utility of the prototype game to
inform the design process of human-AI interaction, we will examine if and how well the
resulting insights from the game play and players’ actions/decisions serve to address the
human-AI design challenges identified by Yang et al. (2020). In conjunction, we will
assess and compare the resulting data from the play test and evaluation sessions with
existing studies/measures that examine human trust, values, and preferences in levels of
automation for AI applications. These could include, but not limited to the following:

• Studies involving the application and measurement of Max-Neef’s Fundamental
Human Needs (1991).

• Studies involving the application and measurement of levels of automation (Parasur-
aman et al. 2000).

• Studies that examine the various aspects of human-AI interactions and the factors that
could potentially increase or decrease human trust and needs satisfaction.

Upon completion of the play test and evaluation sessions, we will improve the pro-
totype over one or two additional iterations, considering the lessons learned from play
testing.

6 Conclusions

The SatisfAI game, described within this paper, aims to enable a greater understanding
of the level of agency a human is willing to cede or share with AI-enabled systems in
order to satisfy their human needs. Research based on the results of gameplay can use
this understanding to help inform the design of AI applications and multi-agent decision
support. The game also acts as an educational tool to help players understand how level-
of-automation is a critical aspect of human-AI interaction, which could dictate their trust
with the technology.

For future studies, we intend explore how the differences in personas of players affect
decisions and outcomes of the game. As the prototype is designed and implemented, its
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value as a research tool will be a primary consideration. Follow-on research using the
prototype game should investigate whether, given the same scenario and AI technology,
people’s preferred levels of automation differ based on needs satisfied. It should investi-
gate factors contribute to these differences and how AI-based systems may be designed
around these differences in order to maximize trust and minimize bias.
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Abstract. In this paper, we describe the design and development of an agent-
based modeling and simulation framework to support adaptive science learning
based on modeling and simulation using NetLogo. This exploration is informed
by the need for new curricular resources aligned with the modern vision of science
teaching and learning, as put forth by the National Research Council’s Framework
for K12 Science Education [1]. This paper seeks to support the development of
interactive, adaptive resources for science education that meet the 3-Dimensional
expectations of science education described in the National Research Council’s
Framework. In addition to the primary focus on the student learning experience,
the Framework for Agent-Based Adaptive Learning in Science (FABALS) consid-
ers both the developer and practitioner perspectives. As such, the modeling and
simulation development framework and modular procedures for facilitating the
adaptive training were developed with technological, pedagogical, and curricular
perspectives in mind.

Keywords: Science learning ·Modeling and simulation · Agent-based modeling
and simulation · Curriculum · Intelligent tutoring · Representations · Science and
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1 Introduction and Motivation

This paper discusses the development and use of FABALS, an adaptive and interactive
instructional simulation-based framework for developers and practitioners to use that
meets the 3-Dimensional expectations of science education described in the National
Research Council’s Framework for Science Education [1]. The 3-dimensional nature
of modern science learning focuses on the disciplinary core ideas of science, the broad
cross-cutting concepts of the universe, and how scientists and engineers use these spe-
cific concepts and broad ideas through their everyday practices. FABALS has a strong
focus on the student learning experience as well. The implementation of standards and
curriculum built with this 3-dimensional view of science learning is an ongoing pro-
cess [2]. In particular, there is a need for more instructional and assessment resources
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for practitioners to use that include all three dimensions of science learning, as well as
resources that bridge the gap between research and practice in science education [2–9].
To support the development of adaptive, agent-based simulations for instruction and
assessment, this paper reviews fundamental pedagogical and technical concepts, shares
a development framework for those seeking to build useful tools for K-20 science edu-
cation, and illustrates the use of the FABALS framework in an example centered on
particulate-level understandings for students of physical science and chemistry.

2 Instruction and Assessment for 3D Science Learning

Since the publication of The Framework for K-12 Science Education, many states and
educational authorities have adopted new expectations for the teaching and learning of
science [2, 4, 6]. The broadest adoption comes in the form of theNextGeneration Science
Standards (NGSS) [4, 6]. These expectations continue a tradition of evolving thoughts in
science education reform that students can, and should, engage in science authentically
[10]. Whereas previous reforms, such as the AAAS benchmarks described scientific
habits of mind that were informed and related to the practice of science, the Framework
describes a vision of science learning where students are engaged in vertically aligned
content area learning through the practices of scientists and engineers [2, 10] (Fig. 1).

3-D Science 
Teaching 

and 
Learning 

Cross-
Cu�ng 

Concepts 

Disciplinary 
Core Ideas 

Science and 
Engineering 

Prac�ces 

Fig. 1. The connected nature of 3-D science teaching and learning [1, 5]

These two concepts referred to the Disciplinary Core Ideas (DCIs) and the Science
andEngineeringPractices (SEPs) comprise two-thirds of theFramework’s recommended
expectations for science instruction. The third dimension, the Crosscutting Concepts
(CCCs) are unifying ideas, or concepts, that occur throughout science in all its fields [2].

Adaptive instructional systems have a unique role to play in the curriculum landscape
for this new vision of science education. Perhaps the most salient feature of 3D science
teaching and learning put forth by the National Research Council’s Framework for K12
Science Education is the shift to students actively practicing the skills of scientists and
engineers as a component of the learning process.
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Instruction and assessment tools for K-20 science education that meet the expecta-
tions of 3D science learning are still being developed [2–9]. There is a particular need for
resources that can probe or assess the ability of students to incorporate the Science and
Engineering Practices and the Cross-Cutting Concepts and offer teachers the opportunity
to provide feedback and responsive learning experiences [7, 8]. This is perhaps expected,
as these two dimensions are the most unlike previous science education standards and
frameworks [10]. While some Science and Engineering Practices may be more easily
practiced and assessed using strategies familiar to practitioners, others require the devel-
opment of new resources and strategies [6, 8]. Given the nature of agent-based models
and simulations, this works focuses on the practice of Developing and Using Models.

2.1 Developing and Using Models in K-20 Science Education

The practice of Developing and Using Models calls for students to engage in grade-
level appropriate model making, analysis, evaluation, and revision. As students advance
throughout theirK-12 careers, their use ofmodels is expected to advance in sophistication
and purpose. Beyond 12th grade, similar use of the practice of Developing and Using
Models has been incorporated into undergraduate science curriculum [12]. At the high
school level, the following expectations are embedded into the NGSS [2]:

• Evaluate merits and limitations of two different models of the same proposed tool,
process, mechanism, or system in order to select or revise a model that best fits the
evidence or design criteria.

• Design a test of a model to ascertain its reliability.
• Develop, revise, and/or use a model based on evidence to illustrate and/or predict the
relationships between systems or between components of a system.

• Develop and/or use multiple types of models to provide mechanistic accounts and/or
predict phenomena, and move flexibly between model types based on merits and
limitations.

• Develop a complex model that allows for manipulation and testing of a proposed
process or system.

• Develop and/or use a model (including mathematical and computational) to gener-
ate data to support explanations, predict phenomena, analyze systems, and/or solve
problems.

2.2 The Importance of Making Models for Science Learning

Within the NGSS, the practice of Developing and Using Models is often used to address
Disciplinary Core Ideas that are microscopic or otherwise invisible. Topics such as
the relationship between the needs of organisms and their environments, the changes in
particlemotionwith changes in system temperature, lunar phases, and the force of gravity
are addressed in the NGSS through students engaging in the practice of Developing and
Using Models [2]. No matter the type of model or underlying subject matter for which
it was developed, models are always representative; therefore, how students interpret
and use representations are an important consideration for resources that seek to engage
students in practicing their ability to develop and use models [11, 13–19].
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Representations such as cell diagrams, models of atoms of a gas, and wave diagrams
allow practitioners and learners to communicate ideas about concepts invisible to the
human eye. Symbolic representations, such as vectors, Punnett Squares, and chemical
equations create the ability to communicate information in away that is succinct and use-
ful [18]. The ability to translate between representations and other forms of information
in science is critical to the learning process [13–19].

Johnstone [18] illustrates the relationship among different types of information and
representations in science learning. These representational domains are interconnected
in science and science learning; however, ubiquity does not mean universal understand-
ing. Using a sorting task comprised of concept-alike videos, graphs, animations, and
equations, Kozma and Russell [14] found that students sorted the representations based
upon the visual features in the representations more than the experts, who sorted based
upon underlying principles and concepts in chemistry. Similarly, the novices were much
less adept at producing transformations of the representations. Even when representa-
tions are of the same medium, students have difficulty in relating representations and
translating among them [19] (Fig. 2).

Fig. 2. Illustration of Johnstone’s domains [18]

Student difficulties in understanding representations are particularly troubling when
these representations are used to communicate information about topics for which stu-
dents often have naïve conceptions. Take for example the phenomenon of a phase change,
which is often represented in diagrams, such as that shown in Fig. 3.

When interviewing eighth-grade students who had previously undertaken a year of
physical science instruction, Novick and Nussbaum [20] determined that they tended
to use static or continuous visualizations of gases. When tasked with visualizing the
arrangement of agas before and after the partial evacuation of a flask, students more
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Fig. 3. Example phase change diagram

frequently selected representations depicting the gases as a continuous fluid or as non-
continuous clusters of particles. When examining the Law of Conservation of Mass and
gases, Stavy [21] found that younger students were the most likely to report that a closed
tube containing a substance lost mass as the substance evaporated. As Novick and Nuss-
baum [20] note, “the aspects of the particlemodel least assimilated by pupils in this study
are those most in dissonance with their sensory perception of matter”. Thus, while these
naïve conceptions may be intuitive, they are erroneous and ultimately interfere with the
development of expert-like understandings of natural phenomena and processes. Often
referred to as student misconceptions, alternative conceptions, or naïve conceptions [20–
31], in this paper, we use the term naïve conceptions to refer to those conceptions held
by students that interfere with the development of expert-like understandings of natural
phenomena and processes.

As many scientific models engage in representing the invisible forces and elements
of the world, students must be able to understand the representations they are incor-
porating into their models. Failure to understand representations commonly used in
instruction means that students, when tasked to create models that will draw upon these
representations, will likely produce incorrect or incoherent models. If teachers do not
call these incorrect models to attention, diagnose the issue, and provide feedback, it
is surmisable some students will interpret this as evidence that their conceptions are
correct, their models are accurate, and thus their naïve conceptions about the natural
world are further solidified. To create tools for students to develop models that use
their conceptions about the world and support teachers in identifying these interpreta-
tions and providing responsive learning opportunities, we propose the Framework for
Agent-Based Adaptative Learning in Science (FABALS).

3 Framework for Agent-Based Adaptive Learning in Science

3.1 Agent-Based Models and Simulations

Our exploration in design and development utilizes NetLogo. NetLogo is a multi-agent
programmable modeling and simulation environment from Northwestern. NetLogo is
based on the programming language Logo, developed in the 1960s by Wally Feurzeig,
Seymour Papert, and Cynthia Solomon [33]. The Logo language was designed for teach-
ing children; it is particularly useful to teach programming concepts related to agent-
based modeling and simulation. Due to its ease of use, it provides access to agent-based
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model and simulation (ABMS) in a variety of domains. NetLogo is opensource and
easily downloadable for teachers, students, and researchers.

ABMS is an approach that is used to explore the behaviors and interactions of individ-
ual agents in particular situations or environments. This could include individual people,
individual animals, or even smaller agents, such as particles, molecules, or cells. The
use of agents in modeling and simulation provides the unique opportunity for students
to create and use models that simulate many concepts within science, and beyond, that
are impossible to witness within any classroom. It also creates a window into real-life
applications of computer programming, as ABMS is used to simulate a wide variety of
scenarios [33–46].

Each agent in an agent-based model represents a discrete individual or organiza-
tion with a set of characteristics and a reasoning system that governs its behaviors,
decision-making, and interactions with other agents in the model. The agents exist in
an environment defined by the model. The agents interact according to a set of pro-
tocols defined in the simulation to represent how the individuals might interact in the
real world. Each agent can recognize and reason about the traits of other agents that
it comes into contact within the simulation. The agents are autonomous, that is they
have their own reasoning and decision-making approaches. Each agent has a memory
or state and learns and adapts from experience. It changes its behaviors in response to
new knowledge, experiences, and communications.

3.2 Intelligent Tutoring Systems and Simulation

An intelligent tutoring system (ITS) is a computerized system for instruction that is
based on artificial intelligence.

• To provide tailored instruction and immediate feedback to learners
• Is guided by theories of teaching and learning
• Contains expert domain knowledge
• Can include the opportunity to explore domains through simulation
• Can include a game-based approach
• Can include simulations and models for student experimentation

Theory and applications of intelligent tutoring systems began to be developed in
the 1960s and have advanced a great deal since then, based on new technologies in
both hardware and software [33, 44]. Classical intelligent tutoring systems are built
around four modules containing the information and reasoning modeled after human
teaching: a domain expert which contains knowledge of the subject being taught, a
student model which tracks the student history through the activities the student has
experienced in the tutoring sessions along with any inferences about what concepts
the student understands and weakness in those understandings, a dialogue manager
that manages the communications among the modules and the communication with the
student, and a tutor module which has knowledge about how to teach. The simulation
framework that we are developing does not claim to be a full-fledged intelligent tutoring
system with all these components, but rather focuses on the simulation aspects with
human aspects which can fill in for those components. One significant advantage of
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a simulation-based learning system is the ability for the student to experiment with
different situations in a safe and inexpensive environment.

The primary goal of ITS or simulations developed using the FABALS framework is
to facilitate student development of expert-likemodel creation and interpretation through
experimentation, visualization, and system and/or teacher delivered feedback. This sup-
ports the development of resources that meet the new science learning expectations for
students to develop and use models capable of visualizing behavior, predicting changes
to a system, or generating data [1, 5]. In addition, the lightweight nature of this frame-
work and accessibility of NetLogo empowers practitioners to create tools aligned to
the curriculum and needs of their own classrooms. Lastly, the need for the teacher to
integrate feedback and instruction into any ITS or simulations designed with FABALS
gives the opportunity for teachers to recognize their own naïve conceptions and develop
more expert-like thinking themselves.

3.3 FABALS Architecture

FABALS applies intelligent tutoring features [45] to support new science learning cur-
riculum objectives. The term “intelligent tutoring features” is used to convey the concept
that FABALS is not a full-fledged intelligent tutoring system, but it includes light student
modeling or s5tudent tracking, the ability to use knowledge about the student activities
to select and adapt teaching content, an interface to communicate with the student, and
domain knowledge encoded into the scenarios. The approach integrates the teaching of
modeling and simulation with related programming concurrently with providing scenar-
ios that enable students to explore a given set of science concepts. The framework is also
being designed in a way that will enables instructors to set up sequences of scenarios
that allow students to explore complex learning examples.

Although we envision that future version might include the use of further extensions
to NetLogo and external module development to build a stronger intelligent tutoring
system, the FABALS Architecture is completely hosted in NetLogo. The Architecture
consists of the following modules encoded as procedures or list representations in the
NetLogo Code (Fig. 4):

o A Scenario Set
o A Content Selector
o A Student Model
o An Interface (built in the Interface Tab of NetLogo)

Central to the simulations learning sessions enabled by FABALS is the concept of
scenarios.We are describing the content driving a learning simulation as a scenario. Each
learning session is intended to consist of a set of scenarios that the student experiences
to learn a set of concepts contained in the science lesson being taught. Each of these
scenarios includes a set of parameters that can be varied to give the student multiple
views and examples of each concept. It is intended that a learning session will include a
set of scenarios that get progressively more complex in the visualization of the concepts
being taught and that the student will be directed to new scenarios will include new
concepts (Table 1).
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Fig. 4. FABALS architecture with intelligent tutoring features

Table 1. Scenario features

Scenario features

Scenario ID

Name

Primary concept

Secondary concept

Parameter list

Prerequisite scenario list

Prerequisite concept list

The Content Selector organizes the student’s simulation lessons. It reasons about
and selects the next scenario to be experienced by the student, guided by the instructor’s
reasoning and prerequisite setup and the current state of the student’s experience.

The purpose of a student model is to provide a snapshot of the student’s experience
history and mastery levels at any time during or after the student’s learning session. It is
used to tailor the student’s learning session, and it is used by theContent Selector to select
and order content/scenarios to drive the simulation learning session. The Student Model
will be built using lists or tables in NetLogo. Currently, this is more representative of a
Student History; however, future iterations may grow in sophistication. It will contain
the list of scenarios experienced by the student, the parameters associated with each



198 T. Kinner and E. T. Whitaker

scenario and the sets of parameter values that the student has run with that scenario. It
will also include the set of concepts that the student has learned about. NetLogo has the
capability to receive input from the student. We will include in the implementation a
small sequence of inputs associated with each scenario where the scenario design can
include an assessment to provide information to the instructor and to the student model
for content selection decisions. At this stage the FABALS design is for very light student
assessment mechanisms, with their primary goal being to provide information to select
the next scenario in the learning session (Table 2).

Table 2. Student model/student history configuration

Student model or student history configuration

List of scenarios played with list of parameter sets for scenario

List of concepts experienced

List of questions asked of the student

Triples (question ID, answer, answer evaluation)

The NetLogo Interface Tab provides the capability to design interactions with the
student through buttons that will set up and execute scenarios and the ability to input
question answers related to a scenario as well as parameter settings. Some of this will
also be enabled by the user-input command in the code. The ease of setting up multiple
plots in NetLogo will enable the instructor to associate multiple data plots with each
scenario that the student is to experience.

Adaptations in the simulation consisting of moving to a new scenario appropriate
to the student’s stage of learning will mean that the instructional designer can make a
current simulationmore complex, such as through addingmore turtles, more parameters,
more obstacles, more variables associated with the patches that turtles are navigating
through) or resetting the environment entirely and providing a simulation focused on a
new set of concepts.

Some parts of this will be automated, as one could do via branching chains in
NetLogo, to move the student through different scenarios of advancing difficulty and
more expert-like conceptual understandings. One approach to moving through multiple
scenarios can also be done with multiple scenario buttons that the student can choose
andmove through, with perhaps some prerequisite scenarios. The instructor may wish to
define a set of parameters that the student can use to rerun the scenarios multiple times
to answer a set of what-if questions about the phenomenon or scenario. The what-if
questions will consist of a set of parameter settings that the student can use to answer
questions about the behaviors of the system; the design of these what-if scenarios is
perhaps best informed by existing inquiry into student thinking in science [20–32].
Instructional designers and developers will need to define a set of triggers to be used by
the Content Selector to determine when the student moves from one scenario to another.
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3.4 ABMS Design and Development with FABALS

This project and associated framework operates on the foundation that experimentation,
visualization, and feedback are key components in building expert-like student scien-
tific knowledge and skills [12–22]. To shrink the gap between development and prac-
tice, FABALS is an intentionally light-weight, teacher-involved framework informed by
educational standards and research into student thinking in science.

The agent-based model will select simulation scenarios based on a state variable in
the learning system which will be used to reset the simulation and provide a next step in
learning for the student based on the student’s responses or activities in interacting with
the system.

The framework is being designed such that scenarios can be coded into NetLogo
procedures or built from parameters or read from an input file. The scenarios will be
designed to take the student in gradually increasing complexity in learning and under-
standing the disciplinary core ideas associated with the modelled phenomena, as well
as the science and engineering practices used in the student’s engagement with the sim-
ulation. This includes algorithmic design and agent-based modeling and simulation as
they relate to the practice of Developing and Using Models as described in the National
Research Council’s Framework for K12 Science Education.

3.5 Framework Application

The application of the FABALS framework into teaching and learning is intended to:

– Create tools for students to develop models using their conceptions about the natural
world, even naïve conceptions

– Support teachers in identifying student naïve conceptions and provide feedback
through the practice of developing and using models (Fig. 5)

This lightweight, conception-centered framework is also intended to minimize the
need of the instructor to teach additional skills beyond those embeddedwithin theNGSS,
such as specific programming languages [46], animation tools [47], or simulation soft-
ware [11]. This is intentional, as the amount of available time for instruction is a mediat-
ing factor in teacher use of NGSS-aligned activities, such as those that engage students
in inquiry via model-making [48]. Therefore, FABALS is designed to facilitate the
development of time-effective activities that support students in model creation.

To achieve this, the development of learning stages is informed by previous research
into students’ potential naïve conceptions. Relevant visualizations are pre-programmed
and provided to students as various selections, with the general directions to “Configure
the model to best represent the phenomena”.

Example Application. To illustrate the utilization of the framework, we present a dis-
cussion of the design of an agent-based adaptative simulation based upon particulate-
level misconceptions in chemistry is discussed below. The following NGSS was iden-
tified as the target standards for which this adaptive ABMS is designed: MS-PS1-4
Develop a model that predicts and describes changes in particle motion, temperature,
and state of a pure substance when thermal energy is added or removed [5].
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Fig. 5. Concept of operations for FABALS -informed ABMS development and implementation

Several naïve conceptions students may have that interfere with the development of
expert-like understandings and models have been uncovered by researchers:

– Gases have less mass than liquid or solid counterparts [23]
– Gases have no mass [24]
– The liquid and/or gas phases are continuous, rather than particulate [25]
– Particles expand when heated [23]
– Phase changes involve a chemical change in the substance [21]
– The weight of a gas depends on the volume of the container [27]

Guided by the described Framework, an adaptive ABMS to support the development
of expert-like conceptions was designed using a three-stage process informed by stu-
dents’ potential naïve conceptions. Students’ progress through Stages A through C by
configuring the ABMS as they believe best represents the phenomenon. Configurations
built using naïve conceptions are then addressed by various interventions that visual-
ize a more expert-like model. The base model shows ideal particles in a fixed volume
container. Students first select whether they want to heat or cool the system, as well
as the system’s initial temperature in Kelvin. Students then run the ABMS to observe
what happens within the base simulation. Afterward, students are instructed to move
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through adaptive Stages A through C by configuring the ABMS to best represent the
phenomenon according to their conceptions.

In Stage A, the adaptive ABMS probes students into their thinking about the size of
particles and if the size of a particle is impacted by changes to their speed. As this naïve
conception may be reinforced by the phenomenon of gases expanding when increasing
temperature due to changes in the volume of the system, the fixed-volume container
is replaced by a flexible container that expands with increasing particle speed. Here,
the goal is to provide students with an opportunity to view an expert-like model; in the
classroom, the visual cue provided by the flexible volume container allows the teacher to
observe students who have reported a naïve conception in Stage A and provide feedback
and additional guidance to the student. This immediate opportunity to provide feedback
is valuable in facilitating the student development of expert-like interpretations and the
ability to develop and use models. Stages B and C are similarly configured, with students
first reporting their understandings about particle mass in Stage B and then system mass
in Stage C. Naïve conceptions reported in these stages result in the display of two
plots: one plot represents the student’s reported conception, and the other represents the
expert-like conception (Fig. 6).

Fig. 6. Snapshots of an adaptive ABMS designed to facilitate expert-like model development for
particle behavior; built in NetLogo [34].

3.6 Areas for Future Development

To support the development of adaptative agent-basedmodels and simulations for science
teaching and learning, we present a selection ofNGSS-aligned student naïve conceptions
and potential ways to design adaptative ABMS (Table 3).
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Table 3. Potential adaptive ABMSs for science teaching and learning.

NextGen standard [5] Student naïve conception Opportunities for adaptive
ABMS

4-PS4-1 Develop a model of
waves to describe patterns in
terms of amplitude and
wavelength and that waves can
cause objects to move
MS-PS4-2 Develop and use a
model to describe that wave are
reflected, absorb, or transmitted
through various materials

Sound is an object or substance
that requires a clear pathway from
transmitter to receiver [28]
Air is not required for sound to
travel [29]

An adaptive ABMS could create
pathways for responsive learning
based upon students selecting
different configurations that
would allow a sound wave to
travel from transmitter to
receiver. For example, a student
selecting an empty space as the
required medium for sound wave
travel would be able to visualize
that the lack of particles within
the medium results in the end of
the wave’s propagation

MS-LS2-3 Develop a model to
describe the cycling of matter and
flow of energy among living and
nonliving parts of an ecosystem

Relationships among organisms in
an ecosystem are linear and not
interdependent [27]

An adaptive ABMS could create
pathways for responsive learning
based upon students selecting
various connections between
organisms in an ecosystem. The
lack of connections among key
organisms, such as decomposers
and tertiary or quaternary
consumers would visualize the
eventual collapse of an
ecosystem without the return of
energy and nutrients from
organism decomposition

HS-PS2-1 Analyze data to
support the claim that Newton’s
second law of motion describes
the mathematical relationship
among the net force on a
macroscopic object, its mass, and
its acceleration
(Clarification statements for this
NGSS suggest that
representations, such as vector
diagrams, fall within its scope. It
is included here as students need
to use and interpret
representations, despite it not
being the specific practice of
Develop and Use Models.)

Objects at rest do not exert a force
upon another object in which it is
in contact [27]

An adaptive ABMS could create
pathways for responsive learning
based upon students selecting
different configurations for force
vectors based upon collisions
between stationary objects and
moving objects. For example, a
student selecting a configuration
that has no force exerted by a
stationary object on a moving
object would be able to visualize
the non-intuitive consequences
that would arise during a collision

(continued)
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Table 3. (continued)

NextGen standard [5] Student naïve conception Opportunities for adaptive
ABMS

HS-LS2-5 Develop a model to
illustrate the role of
photosynthesis and cellular
respiration in the cycling of
carbon among the biosphere,
atmosphere, hydrosphere, and
geosphere

The Sun is one of multiple sources
of energy for plants to carry out
photosynthesis [30]
Plants get energy directly from
photosynthesis and do not carry
out cellular respiration [27]

An adaptive ABMS could create
pathways for responsive learning
based upon students selecting
different experimental setups for
plants during their growth. This
would allow students to visualize
that in the absence of light, a
plant may grow for a short period
of time based upon their stored
energy, but eventually will die
without a light source for
photosynthesis

HS-PS3-5 Develop and use a
model of two objects interacting
through electric or magnetic fields
to illustrate the forces between
objects and the changes in energy
of the objects due to the
interaction

Magnets require a medium, such
as air, to act upon another object
[31]
A magnet only acts upon magnetic
objects in direct contact with it
[32]

An adaptive ABMS could create
pathways for responsive learning
based upon students selecting
various configurations for a
two-magnet system, or a system
with one magnet and one
magnetized material. This would
allow students to visualize the
ability for magnets to act at a
distance without the need for a
medium, such as air

4 Conclusions

The ultimate goal of the Framework for Agent-Based Adaptive Learning in Science
is to increase access to resources for students and teachers that allow for visualiza-
tion, experimentation, and feedback for model development and usage in a way that
meets curricular expectations and supports the development of expert-like conceptions
in students. To meet this goal, FABALS is being developed using both pedagogical and
technical considerations; this is intended to increase access to new information and ways
of thinking for both developers and practitioners. We believe that for practitioners, the
ability to develop curriculum-aligned adaptive learning tools will improve teaching and
learning in classrooms. For developers, we believe a framework beginning with under-
standing curriculum and learners will improve the reception of educational interventions
developed outside the classroom. We believe that this will result in effective learning
resources to introduce students to science concepts as well as modeling and simulation
and computer programming to help explore those concepts.

Although NetLogo does not have the flexibility and richer representations of some
general-purpose programming languages, it was chosen because it allows an easy imple-
mentation of agent-based simulations, the programming language is easily available to
instructors and students, and the system has a short learning curve. This is particularly
useful for resources related to the practice of Developing and Using Models in K12



204 T. Kinner and E. T. Whitaker

Science, and specifically for those that are of systems or many-agent phenomena [5]. In,
later versions we use NetLogo extensions and develop external modules to extend the
intelligent tutoring features.

Next steps in the FABALS development include the implementation of a detailed
demo that explores and tests the intelligent tutoring features in the FABALS architec-
ture. We also anticipate leveraging NetLogo extensions and the development of external
modules to extend the intelligent tutoring features. This will include a more detailed
evaluation of the NetLogo framework features that enable adaptivity in FABALS. Future
versions will be evaluated for instructor scenario development capabilities and student
learning results.
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Abstract. Complex equipment trainings frequently rely on in-person trainings to
describe instrument parts and personalize explanations based on training objec-
tives, prior knowledge, and cognitive abilities of trainees. In this study, we assess
themain challenges of adapting intelligent instructional system by training centers
with limited human and technological resources. We found that the preparation
of the training material is the most time-consuming task. During the COVID-19
pandemic, many training centers were forced to remotely conduct their trainings,
thus generating a massive amount of digital training content. Here, we explore
this unique opportunity to recycle this training material to design an adaptive
instructional system (AIS) for bioimaging training. In this paper, we discuss the
functional features of AIS that facilitate autonomous training for trainees and
instructors: progress bar, notification system, built-in teleconferencing, and chat-
ting tools. To address a high level of customization of in-person trainings, we
designed AIS trainings as module-based instructions that can be easily tailored to
accommodate the objectives and needs of the trainees. We also demonstrate that
modular design of the training material database accelerates allocation and prepa-
ration of training content for similar types of equipment. We set up a framework
for implementing a recommendation system that would accommodate the training
material to the trainee’s experience. Our study shows that over the short ormedium
term, the potential of AIS solution for equipment trainings significantly outweighs
the most time-consuming tasks like preparation of the training material.

Keywords: Adaptive instructional system · Equipment training · Personalized
learning · Intelligent training

1 Introduction

Adaptive instructional systems (AIS) provide a great potential for increasing effec-
tiveness and efficiency of trainings by better accommodating the needs and abilities of
different learners (1). AIS development for equipment trainings is a separate area among
intelligent training systems and is extensively studied as part of flight, driving simula-
tors and trainings of power plant operators [2–7]. The initiative to adapt classical verbal
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in-person trainings towards more automated regimes in these areas comes from the strict
requirements to high level of standardization of obtained knowledge and skills.

A very different dynamics of adaptationAIS can be observed in training environment
driven by self-motivation of the trainees such as academic core facilities. Core facilities
(CFs) represent a strategic part of the research infrastructure in universities, institutes and
health centers that concentrate different types of scientific equipment (e.g., microscopes)
sharedbetweendifferent research teams [8, 9].Due to the high cost and complexity, all the
equipment of the same type is centralized in dedicated entities like CFs, which provide
routine maintenance and on-demand training services for these different equipment
units. The limited labor force in CFs and high self-motivation of the trainees in on-
demand trainings resulted in the lack of prerequisites for transitioning towardsAIS-based
trainings in CFs.

However, the COVID-19 pandemic forced training centers like institute/university
CFs to conduct trainings remotely. While previous studies showed the great potential of
introducing VR-based equipment trainings as a remote visual alternative [10, 11], it is
not always possible to quickly adapt a VR solution for equipment trainings with limited
human and technological resources. Due to the complexity and diversity of the equip-
ment, CF provide 1-on-1 training sessions that are highly customized to the objectives,
experience, and engagement of the trainees. Therefore, creating digital material for such
sessions is a time-consuming task that is largely restrained by limited labor-force. During
the pandemic, training centers like CFs completely stopped training new users during
lockdowns and switched to teleconferencing type of trainings for existing users (a.k.a.
verbal training) [12, 13]. This provided a unique opportunity to re-purpose the digital
material created for visual support for remote trainings (photos of equipment parts) and
videos of the controlling software recorded during the training sessions. The goal of this
study is to design an AIS solution for 1-on-1 equipment trainings and to demonstrate its
potential as a cost-efficient solution for next generation CF trainings.

To address this goal, we examine two research questions: (RQ1)What are the factors
that can increase the cost-efficiency of adapting an AIS training solution (MicroAssis-
tant) for equipment trainings without compromising its quality? (RQ2) How to per-
sonalize MicroAssistant AIS for different training objectives and levels of explana-
tion to achieve better assimilation of training material (to prevent trainee from being
overwhelmed and keep the trainee’s attention)?

In this study, we explore the difficulties of adapting an autonomous training solution
for equipment trainings in CFs. The first research question examines several features
of the instruction system and training material designed to increase the reliability and
performance ofAIS equipment training solution. The second research question discusses
an application of modular design to customize trainings based on the trainee’s objectives
and without exposing the trainee to unnecessary parts of the training. As a part of the
training customization, we also implement a recommendation system that tracks the
trainee’s activity and suggests adjustments to the training material according to the
experience level.
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2 Material and Methods

2.1 Participants and Equipment

This studywas conductedwith students as traineeswho intended to useCF equipment for
their research projects. The instructor who participated in the trainings can be considered
as an expert instructor. All participants signed an informed consent form describing the
purpose and benefits of the study, stating that participation was voluntary. Their input
was confidential, and they could withdraw from the study at any time. As an example of
equipment units, we used Leica confocal microscope TCS SP8 equipped with 3 PMTs
(Photo-Multiplier Tubes) and one hybrid detector (HyD) andLeicawidefieldmicroscope
DM6 equipped with a motorized XYZ stage and two cameras for different acquisition
regimes.

2.2 Training Quality Evaluation

The training quality was evaluated by the instructor using mixed methods after each
training session, by assessing the quality of the microscopy images of the samples taken
during the microscopy trainings and as a part of a post-training interview with a trainee.

2.3 Pre-training Form

A pre-training form asked the trainees to (i) explain planned imaging experiments, (ii)
respond to questions assessing previous experience with other microscopes, and (iii)
point to equipment functionalities they are interested in.

2.4 Instructor and Trainee Feedback Forms

We use the trainee feedback form to obtain Kirkpatrick Level 1 feedback on the different
parts of training instructions, different functionalities of MicroAssistant, overall expe-
rience with MicroAssistant, and the will to continue using MicroAssistant for trainings
on other imaging instruments (14). In addition, we use the instructor feedback form to
obtainKirkpatrickLevel 1 feedback ondifferent functionalities ofMicroAssistant aswell
as the satisfaction with the single and double-training experience with MicroAssistant
solution.

2.5 Software Architecture of MicroAssistant Platform

MicroAssistant is designed as a web application that can be accessed remotely through
a browser by any authenticated account holder. The frontend client consists of a React
application that uses Bootstrap for component design and styling, along with Redux and
React Hooks for state management. It is serviced by an HTTP API created using Flask
web-development framework. It is responsible for analysing and fetching all application
data from the PostgreSQL database deployed on the server. Efficient data retrieval is
implemented using standard Postgres indexing techniques (B-Tree indexes). The Post-
greSQL database is used to store all metadata for a particular block/module/instruction.
The storage and distribution of all visual resources is outsourced to a cloud service
(Amazon Web Services).
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2.6 MicroAssistant UI Design

MicroAssistant has 3 main components. A training interface also referred as the User
Cabinet (Fig. 1), an instructor interface allowing tomonitor the progresses of the trainees,
and a trainingmodulemanager allowing an administrator to edit and organize the training
material.

Fig. 1. Training interface of user cabinet. (A) The retractable sidebar with step-by-step training
instruction. (B) The content placeholder displaying current training step. (C) The navigation bar
with back/forward buttons and details section with supplemental training modules. (D) Progress
bar with the current training goal and an overall training progress. (E) The tollbar with additional
functionalities: notes, comments, external links, MicroTalk and MicroChat.

User Cabinet UI. The User Cabinet represents our training interface (Fig. 1). The
retractable left sidebar (Fig. 1A) displays a tree-like view on the instruction in progress,
where each step consists of a resource block with training content. The Content place-
holder (Fig. 1B) is designed to occupy the central part of the screen and displays an
instruction training step represented by an annotated image with (optional) audio sup-
port. The Navigation bar (Fig. 1C) includes Back and Forward buttons and a Details
dropdown button including all the supplemental training modules that are referred to
in the main instruction. The trainee can access information about the current goal and
progression through the training material as a progress bar on the top panel (Fig. 1D).
The toolbar on the right (Fig. 1E) provides trainee with additional functionalities of
MicroAssistant: leaving notes (can be exported by the trainee at the end of the train-
ing), comments, external links, MicroTalk (a built-in videoconferencing tool to contact
instructor directly) and MicroChat (a built-in chat with an instructor).
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Progress (Instructor Monitoring) UI. A progress interface enables instructors to
monitor in a real-time the progress of trainees. It highlights when a trainee approaches
a training milestone, which requires additional instructor attention. It also displays
comments left by the trainee and provides access to a built-in videoconferencing tool
(MicroTalk) and chatting feature (MicroChat) (Fig. 2). The real-time functionalities
mentioned above are enabled through the Socket.IO library which allows low latency,
bi-directional communications between the multiple React frontend clients (instructor
and trainees) and the Flask backend.

Fig. 2. Progress interface design (A) includes progress of different trainees (1), comments left
by a trainee (2), marking critical steps (3), built-in teleconferencing tool (4) and chatting option
(5). (B) training modules database includes instruction-type of blocks (1) and training material
blocks sorted by type of the imaging equipment (2), microscope name (3), training subjects (4)
and assigned with levels used by recommendation system (5).

Training Modules UI. The training material is composed of training modules, which
are themselves consisting of series of several training steps. The database ofmoduleswas
organized by type of the microscope, name of the imaging instrument, training subject
explained inside of themodule, and difficulty level (used by the recommendation system)
(Fig. 3). To create a new training module, an instructor (or database administrator) needs
to create new steps (or copy steps from pre-existing modules). Each step contains an
annotated image (.pdf or.png file) and an optional audio file that is played to the trainee
during the training session. By using fuzzy search tool, the instructor can rapidly navigate
through the training database, select the necessary modules to form an instruction-type
of block (i.e., instruction), and assign it to multiple trainees. Anymodule can be linked to
multiple instructions or can be copied to be edited as a separate module. The modularity
of the content creation facilitates assembly and reuse of modules across the training
material database.
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2.7 MicroAssistant Recommendation System

The MicroAssistant application tracks the trainee’s actions during the course training
session. The full list of actions tracked by MicroAssistant are shown in Table 1. User
activity is recorded using the react-tracking NPM package and all tracking logs are
persisted to the application’s PostgreSQL database to analyze the triggering parameters
for notification and recommendation systems.

Table 1. User actions that are identified by the tracking system

Action name Description

Trainee-step-previous User navigates to the previous step

Trainee-step-next User navigates to the next step

Trainee-step-sidebar User switches to another step in the sidebar

Trainee-mouse-idle User’s mouse stays idle for over a minute

Trainee-visibility-change User switches to another browser tab/window

Trainee-toggle-sidebar User opens or closes the instructions sidebar

Trainee-note User opens or closes the notes section

Trainee-comment User sends a comment to the instructor

Trainee-finish-instruction User completes an instruction

Trainee-details-select-block User selects supplemental module

Trainee-details-step-{…} User navigates inside supplemental material

Trainee-details-return User returns to the main instruction

The notification systemactivateswhen the trainee 1) is inactive on theMicroAssistant
training platform for a significantly unusual amount of time (baseline established by
the control group) or 2) expresses abnormal behavior by repeated switching between
different training modules. Once triggered, the notification system displays messages to
the instructor inside the Progress interface to alert about an unusual behavior.

The recommendation system uses the time spent by the trainee at each step (step-
time) as the triggering parameter to adapt the instruction material. The baseline data for
training levels (Beginner and Expert) were established for each instruction step based on
2 control Expert trainings. When Eq. (1) or (2) is satisfied respectively for n consecutive
steps, the recommendation system suggests to the trainee leveled up (Eq. 1) or leveled
down (Eq. 2) the training material (Fig. 3). After being upgraded to the Expert level,
the trainee can at any time revert manually to the Beginner version in the Navigation
bar (Fig. 1C). The number of consecutive steps were selected as the average number of
steps in the instruction required to explain 2 different equipment functionalities (n = 4
for TCS SP8 instruction used in this study):

timei < avgi + std i (1)

timei ≥ avgi + std i (2)
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Fig. 3. Schematic design of the recommendation system and dynamic adjustments to the training
instruction during the training session.

3 Results

3.1 Assessing the Difficulty of AIS Adaptation for Core Facilities

The main difficulty for training centers like CFs to automate personal trainings is to
absorb the time-consuming task of preparing the training material. This study was con-
ducted in collaboration with an institute bioimaging core facility that consists of 20
imaging instruments. The role of CF is to perform on-demand trainings (with an average
of 200 trainings/per year) for all of these imaging instruments and ensure the operabil-
ity of the equipment. All the trainings are performed in-person in 1-on-1 sessions to
customize explanations to the trainee’s objectives and level of expertise in bioimaging.
Each training includes a theoretical part, hardware explanations, and a description of
software functionalities and controls. However, each instrument has multiple function-
alities. Each training is customized to only explain the necessary equipment features
required to reach the objectives of the trainee. For example, using the same equipment
unit, one trainee needs to be trained how to do 3D reconstruction of their specimen, while
another trainee may need to do a 2D scan of the specimen. In this example, the instructor
customizes the explanations to describe different functionalities of the equipment. Based
on an interview with the instructor, digitizing the training material for one equipment
unit would mean generating at least 3–4 versions of the instruction to address different
objectives. This would require the instructor to generate 20–50 photos of equipment
parts and up to 100 screenshots of the states of the software controlling the equipment
unit, which would cost a prohibitive amount of time. In the interview, the manager of
the core facility underlined that the cost-efficiency of preparation of training content for
the facilities with limited labor-force would be too high to adapt autonomous trainings
with an instructional system.
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During pre-pandemic times, it was considered as a highly time-consuming task (i.e.,
to create digital instructions with a lack of hardware and software images), the necessity
to assemble this material during the pandemic turned out to be a unique opportunity to
re-use this digital content. When research laboratories were partially open, they imple-
mented rotations and measures to prevent the accumulation of people in shared spaces.
Then, core facilities made the photos of equipment locations and instrument parts to
conduct the trainings remotely. We recycled this digital material as well as videos of the
controlling software that were recorded during the training sessions to design a database
of training modules.

Each module consists of a series of images (in PDF or PNG format) explaining one
training topic and is designed to be followed step-by-step (Fig. 1). The preparation time
for producing training modules for one imaging instrument (TCS SP8 microscope) took
20 h followed by 15 min for uploading them in MicroAssistant (Fig. 6A). This training
content consisted of 12 training modules with 108 steps in the main instruction and 10
modules with 33 steps for supplemental information. Supplemental training modules
were created to provide trainees with additional information on different topics. The
whole training content for this instruction consisted of 85.1% the images derived from
digital content created from pandemic remote trainings; 7.1% of images of the general
theory and 7.8% of images for explaining navigation in MicroAssistant. We could not
evaluate the cost-efficiency of creating training content as an isolated phase of AIS
adaptation in CFs due to the lack of data of content preparation during pre-pandemic
time (all the trainings were conducted in person at that time). Instead, we proceed in the
evaluation of cost-efficiency of training content preparation as a part of the process of
implementing of an AIS training solution for CFs.

3.2 RQ1: Different Tools to Overview and Intervene Training Sessions Reduces
the Active Presence of the Instructor During Trainings with MicroAssistant

To evaluate the cost-efficiency of AIS adaptation in CFs, we first studied the factors that
will increase the performance ofMicroAssistant as a digital solution for equipment train-
ings. Based on the interviewswith an instructor, we found that an important factor for the
adaptation of an AIS in CFs is to increase the trackability of the trainee’s activity for the
instructor. Therefore, we designed tools that allows an instructor to monitor the training
as needed. It includes 1) a progress bar allowing an instructor to access the trainee’s
progress and comments in real-time (Fig. 2A, 1); 2) a built-in chat and teleconferencing
tools to communicate with the trainee during the training session (Fig. 2A, 4–5); 3) a
warning system notifying the instructor and trainee of critical steps that must be fol-
lowed to prevent possible damage to the equipment (Fig. 2A, 3); 4) a notification system
tracking abnormal behaviour of the trainee (prolonged silence or jumping between steps)
(Fig. 3). These features of the system made the training session more “transparent” and
manageable, thus encouraging the instructor to proceed with autonomous trainings with
the MicroAssistant AIS solution. Although, an instructor preferred to keep the remote
desktop connection with the trainees, we observed a decrease in the time of active remote
presence of the instructor during training sessions. Active remote presencewas estimated
as the active time the instructor spent on the Progress interface or the remote desktop
connection to follow the trainee’s actions. The trainingswithout progress bar showed that
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the instructor track the trainee’s actions through the remote desktop connection 12.5%
of the training session time (std = 3.5%, n = 2 trainings) (Fig. 4). After introducing in
MicroAssistant the progress tracking system, teleconferencing tools, notifications and
comments, the time of active remote presence dropped to 5.5% for the next 4 training
sessions (std = 1%, n = 4 trainings). We conclude that the development of features to
remotely track the progress and communicate with the trainee, as well as the implemen-
tation of a notification system facilitated the adoption of AIS-based trainings in CF, as
it decreases the need for active presence of the instructor and therefore, increases the
cost-efficiency of the MicroAssistant solution.

3.3 RQ1: Modular Design of Database of Training Content Decreases the Time
for Preparation of Autonomous Trainings for Other Equipment

Another feature that increased the performance of MicroAssistant is the application of
modular design principles to organize the training material. There are limited number
of companies (Leica Microsystems, Nikon, Zeiss, Olympus) that produce bioimaging
instruments with high resolution level (<180 nm) [15]. Thus, imaging stations in CFs
often have similar parts and are controlled with similar software. As an example, we used
the DM6 and TCS SP8 microscopes which both represent products of Leica Microsys-
tems and are operated by Leica imaging software (LAS X). Although, the imaging
properties and principles of image acquisition are very different between these two
microscopes (DM6 is a widefield microscope with cameras for light detection; SP8 is a
confocal microscope with special photon detectors), some parts of the microscope stand
(touchpad, focus knobs) and some functionalities of the controlling software (tilescan,
z-stack and project saving options of LAS X) are similar.

Structuring training material based on the training topics and storing them as mod-
ules with several steps allows to quickly search the necessary modules (using keyword
search) and share trainingmodules between theTCSSP8 andDM6 instructions. Training
content for theDM6microscope consisted of 9moduleswith 83 steps in themain instruc-
tion and 8 modules with 16 steps in supplemental modules Two modules in the main
instruction and 4 modules in the supplemental information (19.22% of training mate-
rial) for the DM6 microscope were identical to the TCS SP8 training content (Fig. 5B,
dark blue segment). Additionally, 34.03% of the steps of the DM6main training content
were adapted from similar steps in the TCS SP8 training material (Fig. 5B, light blue
segment). DM6 training content preparation took 8 h followed by 15min of uploading to
MicroAssistant (Fig. 6A). We attribute such acceleration of content creation for DM6 to
1) the interchangeable properties of training content for equipment units in bioimaging
facility, 2) the availability of templates from previous training material. The modular
design of the MicroAssistant database of training content allowed us to significantly
accelerate the time-consuming steps of training content preparation. Therefore, further
increasing the cost-efficiency of the MicroAssistant solution.
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Fig. 4. Amount of time instructor actively interacts during teleconference trainings (100%),
MicroAssistant trainings with remote desktop (12.5%, std= 3.5%, n= 2 trainings), with progress
interface (5.5%, std = 1%, n = 4 trainings).

Fig. 5. Training content composition for TCS SP8 (A) and DM6 (B) microscopes. Re-used train-
ing material and shared modules indicated by dark blue (1), adapted training modules – by light
blue (2), microAssistant program navigation modules – by orange (3) and newly created training
modules – by green colors (4). (Color figure online)

3.4 RQ1: Introducing Simultaneous Trainings as a New Way to Increase
Cost-Efficiency of Adaptation of Automatic Training Solution for Equipment
Trainings in CFs

Simultaneous equipment trainings of users in CFs are only organized in the form of a
separate training course. It is based on explaining and demonstrating to multiple trainees
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how to operate one type of imaging instrument. Such courses usually involve multiple
copies of the same equipment units assembled in one room and arranged together with
the institute or university and the equipmentmanufacturer. These trainings are conducted
by one or a few instructors and are always organized as in-person trainings. The usual
practice of equipment trainings in CF does not involve any aspect of simultaneous
trainings, because imaging instruments in CF are never identical and often located in
different rooms or different floors of the building.

In this study, we used the AIS training solution for training two equipment units
simultaneously. The DM6 and TCS SP8 microscopes used in this study were physically
located on different floors of the building and could not be used for simultaneous trainings
during pre-pandemic in-personal trainings. Such double-training was also impossible to
perform through verbal remote trainings conducted during the pandemic lockdown. By
using the MicroAssistant step-by-step instructions, we set up 3 double-training sessions
and the instructor was able to follow their progress in real-time (Fig. 2A). Trainees
were unaware of the simultaneous aspect of their training session and rated the training
experience as 5 out of 5 (n = 6 trainees). Based on the after-training interviews and
instructor survey-form, the instructor did not notice a significant increase in active par-
ticipation time per training (5%). However, there was a concern raised of a potential risk
to accommodate 2 trainees in case of simultaneous emergencies with the equipment. The
usual routine of remote desktop connection to the equipment computers does not support
multiple connections at the same time. We suggest that additional double-trainings are
required to test MicroTalk together with screen sharing options as a potential way to
provide a trainee an immediate support. Therefore, we propose MicroAssistant AIS as
a solution for potential simultaneous equipment trainings if there is a well-established
connection routine for troubleshooting issues of multiple trainees.

3.5 Cost-Efficiency of AIS Training Solution for Equipment Trainings in CF

To evaluate the cost-efficiency of adapting the MicroAssistant solution for autonomous
equipment trainings in CFs, we used time as a proxy of the cost. Our assumption is
that either an instructor is also a designer of the training modules, or they are two staff
members of CF with the same hourly wage. Using the TCS SP8 and DM6 microscope
trainings, we calculated the cost-efficiency of using the MicroAssistant autonomous
training solution instead of in-person verbal trainings. Based on the booking calendar
of CF in 2018 and 2019, the standard in-person training session for TCS SP8 lasted
65.2 min (std = 33.37, n = 29 trainings) and for DM6, it lasted 50.7 min (std = 29.3,
n = 29 trainings). We estimate that the trainings with MicroAssistant involved 5.5 min
of the instructor’s active involvement per training for both microscopes (std = 0.55,
n = 6 trainings) based on time spent on following the trainee’s progress. None of the
trainings required an intervention of the instructor or direct communication with the
trainees through teleconferencing tools. During double-trainings, we estimated that the
instructor spent twice as much time to follow both trainees.

We define the efficiency of adaptation of MicroAssistant for equipment trainings
as the time required for CF to liberate the necessary amount of instructor time during
MicroAssistant-based trainings to be able to prepare training content for 1 equipment
unit:
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(Eq. 3).

CE = TF × (DT − AP)

(CP + CU )
(3)

CE - Cost-efficiency ofMicroAssistant solution per equipment unit (months−1), TF-
training frequencywithMicroAssistant (trainings/year),CP- preparation time of training
content, CU- time of uploading in MicroAssistant (15 min), DT – training duration for
in-person training on that equipment unit, AP- time of active presence of the instructor.

We estimated the cost-efficiency of the MicroAssistant AIS training solution in 3
scenarios (Fig. 6B):

1. preparation of training content by re-using digital material from teleconferencing
remote trainings (TCS SP8 example);

2. creation of training content usingmodular design of training content database created
in the first scenario (DM6 example);

3. application of simultaneous training strategy for autonomous trainings with
MicroAssistant (double-training example).

There was a dramatic increase in the cost-efficiency of MicroAssistant-based train-
ings for instructions prepared using a database of training modules from another equip-
ment unit. After 11 in-person trainings on DM6 microscope, every next training with
MicroAssistant will save (DT−AP) of instructor time. In case of double-trainings, it may
double the cost-efficiency of the MicroAssistant solution per equipment unit (Fig. 6B)
as it will allow to conduct twice as more trainings per calendar year. Based on the fre-
quency of trainings for DM6 and TCS SP8 microscopes in 2018–2019 years (14.5 train-
ing/year), we estimate that the adaptation of the MicroAssistant instructional platform
can be considered as a cost-efficient solution after 8.5 months. However, considering
the advantage of conducting simultaneous autonomous trainings the cost-efficiency with
double trainings using theMicroAssistant solution could be reached within 4.25months.

3.6 RQ2: Modular Design Allows Rapid Customization of Training Session

One of the difficulties to adapt autonomous solution for equipment trainings in bioimag-
ing CF was the nature of the multifunctional characteristic of the imaging equipment.
This requiresmultiple versions of the trainings and therefore increases the time to prepare
training material for autonomous trainings.

Themodular design of the training content used inMicroAssistant allows the instruc-
tor to select only necessary training modules relevant to the objectives of the trainee. In
this study, the trainee filled a Pre-training form with required information about imag-
ing objectives and experiment needs. The instructor was selecting the required training
material out of the database of training modules (through keyword search) and either
assembling them in the new instructionor selectingpre-assembledversions of the instruc-
tion (Fig. 2B). Therefore, during the training session, the assigned trainee could access
only the necessary training content. In this study, these steps were manually done by
the instructor because selecting and assembling instruction takes less than 5 min and
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Fig. 6. Time required for training material preparation by creating training modules de novo (for
TCS SP8 training) and by using training modules database (for DM6 trainings) (A). Time required
for CF to reach cost-efficiency with MicroAssistant trainings in 3 scenarios: 1) creating training
material by re-using digital material (TCS SP8 trainings), 2) creating training material by using
database of training modules (DM6 trainings); 3)MicroAssistant application for double-trainings.

does not significantly change the cost-efficiency ofMicroAssistant adaptation. However,
upon further collection of pre-training form responses, we plan to automatize this step
to reduce instructor involvement.

We used the TCS SP8 andDM6microscopes as an example of the equipment units to
build the training content. While 9 out of 12 modules were mandatory for operating the
TCS SP8 microscope, the other 3 modules (A, B, C) and any of their combinations are
included in the training according to the trainee’s needs/objectives. Therefore, creating
a modular database of the training content allowed the instructor to compose at once 7
different instructions that could include A, B, C, AB, AC, BC, or ABCmodules. 7 out of
9modules weremandatory for any training on the DM6microscope, while including any
combination of the 2 other modules could vary based on the trainee’s needs/objectives.
Therefore, the modular design allows instructors to easily customize trainings according
to the different objectives of the trainee.

3.7 RQ2: Recommendation System Increases Engagement of Trainees During
Autonomous Trainings

In-person trainings of equipment units in CFs are usually based on the objectives and
experience level of the trainee with imaging instruments. To address experience level in
AIS, we designed a recommendation system inside MicroAssistant. During the training,
the recommendation system of MicroAssistant monitors the performance and engage-
ment of the trainee by tracking the user activity (Table 1) and recommends the trainee
to adjust the instruction according to their experience level.

In this study, we used TCS SP8 microscope for trainings with the recommendation
system. We design the training content for 2 levels (Beginner and Expert) to include
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either more explanations of additional hardware and software functionalities (for Expert
level) or more definitions and basic theory (for Beginner level).

First, based on the results of the Pre-training form, the traineewas assigned objective-
oriented training modules that were also adjusted to appropriate experience/knowledge
level. In our tests, all trainings included the same training objectives (ABC instruc-
tion version, described in Sect. 3.6). During the training, the recommendation system
tracked the user activity (click tracker, mouse activity, timing the steps) and recom-
mended adjustments to the instruction level accordingly (including training material in
the main explanation and in supplemental materials) (Fig. 3). Due to lack of user base
during this study (n = 2 trainings as a level control), we could not do a pattern analysis
of trainees’ behaviour to set up baseline for the different levels. Instead, we used as a
threshold to trigger the recommendation system the time spent by a trainee per step. If,
for 4 consecutive steps, the step time of the trainee was in the range of the step-time
for those steps for another level, the recommendation system suggested to the trainee to
adjust the instruction by leveling up (Expert) or leveling down (Beginner) the training
material. If the trainee followed the recommendation, MicroAssistant modified the cur-
rent instruction with training modules and supplemental information that corresponded
to the new level.

We conducted 2 trainings with the recommendation system. Both trainees were
previously trained in-person on the TCS SP8 microscope and were going through a re-
training process. Despite expert level assignment by the Pre-training form, to minimize
the risk of equipment damage during the testing of the recommendation system, we
set all users to start the trainings as Beginners. Trainee 1 accepted the initial suggestion
of the recommendation system to switch to Expert level after 16.7% completion of the
training (Table 2).However, aftermultiple instruction restarts due towi-fi network issues,
the trainee denied afterwards to switch to the Expert level and finished the training as
Beginner. Trainee 2 accepted levelling up to Expert level after 13.9% from the beginning
of the instruction (Table 2); however, trainee 2 reverted multiple times to the Beginner
level manually. Based on the comments of trainee 2, we attribute such behaviour to the
trainee curiosity to check both versions of some modules. As indicated by the post-
training feedback form, both re-trained users found some of the level-adjusted modules
to be useful/new for them. Trainee 2 also found useful the Expert parts of supplemental
topics. Both trainees appreciated the initiative of an autonomous training and rated the
overall experience as 4 out of 5. Therefore, we conclude that adjustments to the training
material through the recommendation system increased the engagement of trainees by
providing useful training material for re-trained and new users. However, to improve
the experience of the re-trained users, we suggest further customization of the training
material that will reduce the mandatory parts of the training. We also propose further
testing of the recommendation system with inexperienced users to establish the baseline
behaviour of the control groups for each level.

3.8 Feedback-Based Evaluation of the System

Based n the results of the Feedback forms and after-training interviews, the overall
training experience with MicroAssistant was evaluated as 4.7 out of 5 (n = 9 users).
75% of trainees expressed a wish to be trained with MicroAssistant for other imaging
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Table 2. Summary of MicroAssistant trainings with the recommendation system

Performance of the recommendation system Trainee 1 Trainee 2

Training duration (min) 89 72

Recommendation system first triggered at (% of instruction) 16.67% 13.89%

Recommendation system accepted (number of times) 1 4

Recommendation system denied (number of times) 7 1

Manual switching between levels (number of times) 0 3

Restarting instruction 4 0

Number of useful/new topics recommended by MicroAssistant 1 2

Overall experience evaluation (out of 5) 4 4

instruments. The main advantage of the system reported during interviews were: 1) an
opportunity to follow the training in a self-paced manner; 2) an opportunity to learn
equipment functionalities autonomously rather than observing instructor’s actions dur-
ing in-person trainings; 3) it was easy to follow organisation of training material. The
main concerns raised by re-trained users were related to the big volume of the training
material. We attribute such responses to the misfitting of Expert level training material
for re-training sessions and propose in the future to prepare for re-training users a sep-
arate experience level. The instructor appreciated the elevated level of standardization
in AIS trainings versus in-personal trainings but raised concerns regarding MicroAs-
sistant trainings with trainees that are completely novice in microscopy. The instructor
feedback included an appreciation of the reduced active time during MicroAssistant
trainings, although pointing to the challenges of remote trainings that may rise in case
of equipment failure.

4 Discussion

In this study we assessed the difficulty of introducing an AIS for equipment trainings
conducted by training centers like CFs. Due to the complexity and diversity of the equip-
ment, CFs usually provide 1-on-1 verbal training sessions that are highly customized to
the objectives, experience, and engagement of the trainees. Therefore, creating digital
material for such sessions is a time-consuming task largely restrained by the limited
labor-force.

By re-using the digital material created for remote trainings during the pandemic
lockdown (photos of equipment parts and videos of training sessions), we could cre-
ate a database of training modules and design the AIS solution (MicroAssistant) for
autonomous trainings. This study demonstrates that the material created in the after-
math of the pandemic offers a unique opportunity to assemble digital content created
during COVID-lockdowns and to implement AIS in a field where its previous adaptation
was not considered as cost-efficient. Based on our experience of developing AIS-based
trainings for bioimaging CFs, we see a new post-pandemic potential for adaptation of
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AIS training solutions in other different fields with complex equipment trainings (e.g.,
manufacturing operators, heavy equipment operators) [16, 17].

Despite time-consuming and labor-intensive tasks of training content preparation,we
show that similarities between equipment units significantly facilitate the preparation of
the trainingmaterial (Fig. 6A), increasing the cost-efficiency of applying anAIS solution
for CF trainings (Fig. 6B). Based on the limited number of manufacturers of imaging
equipment, we anticipate that even greater similarities can be observed between different
academic and medical bioimaging CFs as they operate with similar types of imaging
instruments. This should even further facilitate the preparation of training material.
Therefore, we suggest that AIS adaptation for medical and bioimaging training centers
can be accelerated once the MicroAssistant training database reaches a higher level of
diversification of training material and becomes able to accommodate the most common
types of equipment and operating software.

To address the high level of personalization of in-person trainings, we designed
MicroAssistant trainings as module-based instructions that can be easily altered to
accommodate the objectives/needs of the trainees. We also developed a customization
solution for different expertise levels of the trainees. The high self-motivation charac-
teristic of trainees in CF allowed us to design an adaptive part of MicroAssistant based
on recommendations proposed to the trainees by the tracking system. Once triggered,
it provided an option to adjust the instruction with more relevant training content to the
trainee’s experience. Due to the small number of control training sessions for Expert
and Beginner levels, we could not apply any probabilistic learner models (e.g., Bayesian
Networks) for behavioral pattern analysis of the trainees [18, 19]. Instead, we used
step-time as a parameter to trigger the recommendation system. Although MicroAssis-
tant trainings with the recommendation system were part of a re-training initiative, all
trainees appreciated and found useful the training material provided by the recommen-
dation system (Table 1). Therefore, we conclude that the recommendation system is a
useful tool to personalize equipment trainings. We expect that the continuous use of
the MicroAssistant AIS will provide a more extensive user base and will allow further
developments of the triggering conditions of the recommendation system.

Another advantage of using the MicroAssistant AIS for equipment trainings is the
possibility of conducting simultaneous trainings by the same instructor. The progress bar
and the built-in chat and teleconferencing tools provide an instructor with an overview
of the progress of the trainee and facilitate remote communication if needed. Our study
showed that the overall active presence of instructor per trainee did not increase during
simultaneous trainings. Notably, all new trainees expressed interest in being trained with
MicroAssistant for other imaging instruments. Based on our experience with double-
trainings, we propose that the MicroAssistant AIS solution can introduce a new practice
of simultaneous equipment trainings.However,we also conclude that simultaneous train-
ings require the development of a robust way to access multiple equipment computers
remotely for troubleshooting if equipment issues arise at the same time.

TheMicroAssistant AIS received positive evaluations fromCF through an instructor
feedback form, instructor interviews and trainee feedback forms (4.7 out of 5, n =
9 users). We attribute a successful user perception of AIS trainings to elevated self-
motivation of the trainees in acquiring new skills.
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5 Limitations

There are several limitations that must be considered in this study. First, the trainees in
theses study already had some experience with other imaging equipment in CF. There-
fore, they were not completely novice to the use of microscopes. Due to the potential
risks of damaging the equipment, we could not test our autonomous training solution
with first-time users. Second, this study used mixed methods to evaluate the quality
of the training with MicroAssistant resulting in a lack of standardized evaluation of the
results of the trainings. The on-demand trainings of self-motivated trainees prevents CFs
from introducing routine after-training knowledge tests (i.e., it cannot be run as an exam).
Third, the instructor concerns regarding simultaneous troubleshooting withMicroAssis-
tant need further assessment with the potential implementation of simultaneous remote
desktop connections. Additionally, this study does not reveal the full potential of the
recommendation system for equipment trainings. Due to the lack of control trainings
that would establish a baseline behaviour of trainees from distinct experience groups,
we could not fully utilize the tracked user activity to set up a more advanced trigger-
ing mechanism for the recommendation system. Our focus was more concentrated on
addressing the time-consuming tasks of training content creation as the main barrier for
adaptation of AIS for equipment trainings in training centers with limited labor forces.

6 Conclusion and Future Directions

The results of this study show that, in the aftermath of the pandemic, there is a greater
potential for designing AIS solutions for equipment trainings than before. By processing
the digital content created during pandemic remote trainings, we designed the MicroAs-
sistant AIS training platform for equipment trainings. We implemented MicroAssistant
for bioimaging trainings. Based on our results, we conclude that MicroAssistant-driven
trainings can be an efficient way to provide autonomous personalized equipment train-
ings if 1) the most time-consuming task (preparation of training material) is minimized
by providing baseline trainingmodules for equipment units, 2) the design of AIS enables
the instructor to remotely monitor the training and getting notified in case of “abnormal”
activity of a trainee, 3) the adaptive part of the AIS can provide trainee with only the
necessary explanatory information.

In the future studies, we propose establishing an open-source training database for
different medical and bioimaging CFs that could represent the source for training mate-
rial for different imaging instruments. This should presumably further facilitate the
adaptation of AIS for equipment trainings.

Another consideration for the future of the MicroAssistant solution is the develop-
ment of its ability to adapt the training content to the expertise and motivation of the
trainee. First, more reference trainings will need to be conducted with trainees deemed
as Experts by the CF instructor as well as Beginner trainees. This further testing will
help construct a better model of the differences between the distinct experience levels
of CF trainees. Once the reference training data is gathered, we could apply a variety
of learner models to characterize the behavior of a trainee in real-time. Probabilistic
learner models (e.g., Bayesian Networks) and machine learning based models including
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Deep Neural Networks [18, 19] could also be used by the recommendation system to
analyze the trainee’s activity and alter training material if needed. Additionally, we can
also explore cognitive modelling methods like ACT-R to extract a more comprehensive
and interpretable model of the trainee behavior in real-time [20].
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Abstract. In this study, we propose a virtual reality learning support
system designed to help train novice skiers. In previous research, we
extracted the differences between the weight shifting movements and ski-
ing postures of experts and beginners using deep learning. The obtained
results showed weight shifting to be a more important feature than pos-
ture. Accordingly, we focused on supporting the weight-shifting tech-
nique. The support system provides real-time feedback to a user on their
current weight-shifting status. We conducted an experiment to verify the
effectiveness of the proposed approach, in which we defined evaluation
criteria for a user’s level of skiing proficiency. The experimental results
demonstrate that the system successfully facilitated participants’ acqui-
sition of the weight-shifting skill.

Keywords: Ski · Learning support · Virtual reality · Visual
feedback · Deep learning

1 Introduction

Computer-assisted training systems for sports have been presented in several
studies [5,13]. These systems analyze a user’s performance in terms of measured
data, and compare data of novice and expert users to determine the differences.

In this study, we focus on the development of a learning support system for
skiing. Some ski-training systems for beginners do exist [8,18], although most are
designed for intermediate and advanced users [3,6]. Moreover, existing support
systems do not support communicate or display the differences between the
movements of user and expert in real time.

Prior to the development of the learning support system, we extracted the
differences in the weight shifting and posture of experts and beginners in a virtual
reality training system to identify the most important skills required to learn to
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ski [2]. We classified 11 participants based on their posture and weight shifting
using Darknet-53 [12] to extract features. Results obtained from Grad-CAM [15]
indicated that weight shifting affected the classification more than posture. This
result supports previous findings, such as balance test comparisons conducted
before and after participants learned to ski [17].

Accordingly, we focused on weight-shifting technique in this work. Hence, we
proposed a method designed to support learning the weight-shifting skills used
in skiing with an awareness of the current status of the user’s gravity center in
real time. As part of the proposed approach, we implemented a visual feedback
process to display the differences between the gravity center of a user and an
expert. Moreover, we defined evaluation criteria to distinguish proficiency levels
based on user performance to verify the effectiveness of the system.

2 Related Research

Several existing systems have adopted various methods to provide awareness of
certain techniques to users. Heike and Ohgi [3] developed a ski-jump training
system using deep learning. This system extracted a user’s posture and the
V-angle of their skis from inertial sensor data, and divided them according to
each ski-jump phase. The system then extracted features from these data and
compared them using a deep-learning model. Moreover, Fasel et al. [6] proposed
an alpine skiing training system. In addition to multiple inertial sensors, this
system utilized magnetic sensors placed at each gate to estimate the posture of
a user.

Such methods have also been explored in other sports. For example, Sato and
Tokuyasu [13] developed a pedaling-skill training system for cyclists using prin-
cipal component analysis. The authors established evaluation criteria based on
the muscle-activity data of skilled cyclists, and the system compared them with
muscle-activity patterns extracted from a user via principal component analysis.
Moreover, Chen et al. [5] developed a yoga training system using image recog-
nition. This system compares feature points obtained from user data including
skeletons and contours, topological skeletons, and main axis with those obtained
from experts.

These systems analyzed a user’s movement and compared them with those
of an expert to help users improve their technique. In particular, existing skiing
learning systems [3,6] do not provide feedback in real time because they are
designed for advanced users who are able to improve their skills even without
real-time feedback.

However, although these methods can inform users as to their technique and
may increase users awareness of their form, they do not always help users to
acquire the technique. In particular, it is difficult for beginners to acquire skills
purely by receiving information on the differences between the techniques of
beginners and experts. Therefore, in this study, we adopt real-time feedback to
facilitate natural learning.

As a training system using real-time feedback, Hasegawa et al. [8] presented
a skiing training system for beginners. The system enabled real-time correction
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of the positions of both feet using auditory feedback. This system measures the
center of gravity of users’ feet as they move forward. The system varied the pitch
of the sound depending on these positions to inform a user as to the position of
their feet.

However, this system was developed for actual skiing sites. Due to seasonal
and geographical limitations, it is difficult to practice skiing at any arbitrary
time and place. Consequently, learning-support environments for beginners are
often insufficient. Hence, we adopted a virtual reality training environment in
this work.

3 Development of a Ski Learning Support System

The proposed system is based on a previously developed approach [18]. The
movements of an expert skier are displayed to the user via a virtual reality
training system to guide them to adjust their movements to match those of the
expert. We adopted the same virtual reality system (HTC Vive Pro1) and ski
simulator (Pro Ski-Simulator: POWER SKI SIMULATOR2).

Fig. 1. Proposed system: this research implemented short and long-term improvement
loop systems in the existing system.

1 https://www.vive.com/eu/product/vive-pro/.
2 https://www.ski-simulator.com/power-ski-simulator-en.

https://www.vive.com/eu/product/vive-pro/
https://www.ski-simulator.com/power-ski-simulator-en
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Figure 1 illustrates the proposed system. Overall, it comprises two loops
to help beginners acquire the target skill, including a short-term loop
(improvement-loop 1) and a long-term loop (improvement-loop 2). In the short-
term loop, the system provides visual feedback to the user via a virtual reality
training system in real time as they shift their weight. This enables beginners to
become more aware of the difference in how they shift their weight compared to
the technique demonstrated by the experts. In addition, in the long-term loop,
the system provides the user’s proficiency level in the current trial based on the
classification results obtained by deep learning. This helps beginners consolidate
their weight-shift skills.

Fig. 2. Condition of the users while using the system

Figure 2 illustrates the conditions of users while using the system. In this
study, we adopted visual feedback because it is effective in weight-shifting [11]
and balance training [10,14]. The system includes a feedback layer displaying
the user’s current skiing status, which includes the user’s weight shift and center
of gravity, along with an expert’s center of gravity. Accordingly, the user can
instantaneously recognize all the relevant information simultaneously at a glance,
without moving their eyes.

Figure 3 shows the pressure sensor module. In the proposed system, data on
users’ weight shifting are collected by 16 pressure sensors attached to the soles
of ski shoes and transmitted via a wireless network. In a previous work [2], we
used eight pressure sensors on each sole. These sensors were based on the system
of Fukahori et al. [7]. However, their system focused on the approximate recog-
nition of foot gestures, mainly toes and heels. Therefore, to measure the weight
shift data more finely and accurately, we used double the number of sensors
attached in previous research [2]. To implement this improvement, we used a
compatible Arduino Mega 2560 microcontroller (What’s Next Green) instead of
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Fig. 3. Pressure sensor module

the older alternative (an Arduino Fio-compatible Sparkfun Fio v3ATmega32U4).
Furthermore, in contrast to the previous module, the new module was able to
drive with a battery by sending data via a wireless network using an XBee S6B
Wi-Fi module.

4 Evaluation Experiment

We conducted an experiment to evaluate the efficacy of the proposed system.

4.1 Measurement Methods

As noted above in Sect. 3, the system allows users to observe the movements
of experts via a virtual reality training system. In the experiment, participants
used the system for one minute and were required to adjust their movements to
match those of the expert. The participants used the system three times in each
measurement, and we adopted the second and third attempts as data to perform
classification.

To classify users using deep learning, the system outputs an image combin-
ing the user’s weight shift and the expert’s posture data, as presented in Fig. 4.
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Fig. 4. Example of outputted image

In our prior research [2], we correctly classified 11 participants into four profi-
ciency levels based on their skiing experience and turning method. In the present
work, Darknet-53 [12] was adopted to perform feature extraction.

4.2 Participants

Initially, we measured the weight-shift data of 16 participants to configure the
user experience level classifier, similar to approach adopted in the previous study
[2]. Table 1 presents the participants’ skiing experience and turning method.

At this point, we classified nine skiers able to perform snowplow turns and
five beginners into four experience levels according to their number of days of
experience: 0 days (F, J, K, L, M), 1–9 days (A, B, G, I, N, P), 10–49 days
(E, O), and 50 days or more (D). Skiers who habitually performed parallel turns
(C, H) were excluded to eliminate the influence of differences in turning methods.

4.3 Verification Method

We divided the beginners into two groups according to whether they used the
system; participants J, L, and M used it while F and K did not. The participants
did not have snowboarding experience, and exercised with a frequency of once
a week or less. We measured the users’ weight-shift data two to three times per
week, for a total of eight sessions.

Eventually, we obtained 37 693 images of weight-shift data from both the
skiers and beginners. A total of 23 991 images were used as training data, and
the remaining images were used as testing data.
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Table 1. Participants of the evaluation experiment

ID Skiing experience Turn method Used system

A 4 days Snowplow Excluded

B 3 days Snowplow Excluded

C Above 100 days Parallel Excluded

D Above 50 days Snowplow Excluded

E Above 10 days Snowplow Excluded

F None None No

G 3 days Snowplow Excluded

H Above 20 days Parallel Excluded

I 5 days Snowplow Excluded

J None None Yes

K None None No

L None None Yes

M None None Yes

N 1 day Snowplow Excluded

O Above 10 days Snowplow Excluded

P 3 days Snowplow Excluded

4.4 Evaluation

We define “proficiency level” as the rate of image data misclassified as non-
beginner in each session, as given below.

Proficiency level = 1 − Data classified as 0 days

All data

For example, we obtained 100 images from a user in one measurement, of
which 50 were classified as “0 days”, such that their proficiency level was recorded
as “0.5”. We applied this equation to beginners. Changes in users’ proficiency
levels over time were used to ascertain whether the participant were able to
acquire the weight-shifting skill. Higher proficiency levels indicate that the per-
formance of the user is closer to the weight shift of experienced skiers. Hence, a
proficiency level of “1” indicates that the user has progressed beyond the skill
level of a beginner. In this research, users reaching a proficiency level of 1 indi-
cates that they were able to acquire the weight-shifting skill successfully.

However, to help users improve their skills, expert examples must be selected
carefully. If the expert’s example was excessively close to the users’ level, they
the users were unable to sufficiently improve their skills. Conversely, if the expert
example was excessively far from the users’ level of skill, the users were unable to
sufficiently realize the experts’ technique. In this research, we used participant
D’s weight-shift as expert data because they were the most experienced in the
basic snowplow turning method.
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4.5 Result

Figures 5 and 6 present the recorded proficiency levels of users against each
group’s number of practice sessions. The dotted lines in these figures represent
linear approximations of the change in each participant’s proficiency level with
increasing numbers of sessions.

The group that did not utilize the proposed system did not always exhibit
an improvement, whereas all participants in the group that utilized the system
showed an improvement. Therefore, the proposed system may be considered
effective in facilitating the acquisition of weight-shifting skills by beginners with
no skiing experience.

Fig. 5. Change in proficiency level (with the proposed system)

5 Discussion

5.1 Findings

The experimental results show that the feedback provided users with an aware-
ness of how to improve their weight-shifting skill. However, in the group that
utilized the proposed system, the proficiency levels of participants exhibited
greater variably than those of other groups. The presented expert’s data was
only composed of gravity center collected from 32 pressure sensors. Therefore,
even if a user’s center of gravity was same with that of the expert, the actual
pressure pattern may differ. This suggests that they improved their weight shift-
ing skill via trial and error to determine how they should move to adjust more
easily to the expert’s center of gravity. Although all of the available data from the
expert could be displayed, we considered that such feedback would be difficult
to understand for beginners. Also, from the result, we observed that excessively
simple feedback reduced the cognitive demands of the system while remaining
understandable by beginners. Hence, these results suggest that trade-offs are
involved between the fineness, accuracy, and comprehensibility of the feedback.
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Fig. 6. Change in proficiency level (without the proposed system)

In contrast, participants that did not utilize the proposed system were not
presented with any information to facilitate learning the technique. Therefore,
the improvement of each subject’ level of skill at weight-shifting skill differed.
However, they did learn independently through trial and error. As a result, the
proficiency level of subject K was high even without the system. Therefore, the
evaluation system proposed in this experiment can support the identification of
users with high aptitude.

5.2 Contribution

This type of visual feedback can be used to checking how we are moving. In this
research, we focused on supporting users in learning weight-shifting skills. We
consider this approach suitable for skills in which it may be difficult to directly
recognize the correctness of one’s technique. In ski, edging and posture are also
important in correctly executing turns. Similarly to the proposed method, sup-
porting edging technique and correct posture can help users to realize improve-
ments in skill by using data from gyroscopic sensors and motion capture to
classify their performance.

As another practical use, we can also support correcting strategy in contexts
such as racing lines by using time score and sensor data. Although the behavior
must be accurately defined, if the relationship between the sensor data and
movement are known, unsupervised learning can be used to provide an expert’s
racing line, and the obtained strategy may differ with the conventional approach
(as an example, see Praveen et al. [16]).

This feature can also provide a new approach to skill learning. For example,
this feedback and virtual training system can be used to perform distance learn-
ing of various skills (Fig. 7). Existing distance learning environments remain
inadequate [1]. In the case of physical education, it is difficult for instructors
to check learners’ movements in detail and provide them with direct guidance.



Learning Support and Evaluation of Weight-Shifting Skills 235

This may result in inadequate education. However, as mentioned above, users
can check their movement using the proposed system. Then, if the system sends
students’ measured data to the teacher, the teacher can then evaluate students’
movement more easily than with conventional distance learning methods. Simi-
larly, if the system sends the teacher’s measured data to the students, they can
check their technique against the teacher’s. Such direct interaction allows users
to acquire skills more easily.

Fig. 7. Distance learning system for ski implemented this system

5.3 Limitation

This research involves the following limitations.

Participants. In this study, we focused on supporting beginners in acquiring
weight-shifting skills. We used a supervised learning method for classification,
and the criteria were only based on the number of days of experience, simi-
lar to previous research [2]. Therefore, as a limitation of this method, it was
necessary to define the tentative borderline between beginner and non-beginner
skiers. Although the previous research classified participants with 0–3 days of
experience as beginners, in the present work, we considered participants without
skiing experience to classify the difference between their performance and those
of participants with some skiing experience. However, some non-beginner par-
ticipants had not skied for years. It proved difficult for the supervised learning
method to determine accurately whether such participants really deserved to be
classified as non-beginners.

System. In this study, we displayed participant D’s weight-shift data statically
to simplify the system. However, if the system is applied to all beginners, the
amount of support should be adjusted based on users’ proficiency. Typically,
in creative or physical activities, a user must develop and master skills. For
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example, children learn to ride bicycles through the following steps. 1) First,
they ride with training wheels. 2) Then, they might ride without training wheels
while someone holds the seat. 3) Finally, the helper must eventually release the
seat when the child starts pedaling. Similarly, we consider that the amount of
support should be adjusted according to users’ levels of proficiency. In fact, in
educational contexts, some research has explored gradual learning [4,19].

Experiment. In this research, we only experimented with a ski simulator. More-
over, we focused on supporting the weight-shifting technique among various ski-
ing skills. Therefore, the proposed system remains insufficient to practice skiing
optimally on actual skiing sites. However, the results of this experiment and
other studies [9] suggest that ski training with simulator is effective.

6 Conclusion

In this study, we have developed a learning support system to help novice skiers
in acquiring the weight-shifting skill by adopting visual feedback using a virtual
reality ski training system. In the experiment, we have defined an evaluation
criteria for user proficiency levels and verified that the proposed system was
effective in facilitating skill acquisition by beginners. The results indicate that
this system successfully helped participants achieve this objective.

In future research, further verification will be required with a larger number
of participants and a longer duration to further verify the results. As the first
step in this investigation, we focused on learning weight-shifting skill in the
present work. However, other elements are also involved in learning skiing, such
as posture and edging techniques. Hence, we plan to support these elements
using the proposed method.
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Abstract. Drawing eyeliner is not an easy task for whom lacks expe-
rience in eye makeup. Everyone has a unique pair of eyes, so they need
to draw eyeliner in a style that suits their eyes. We proposed ILoveEye,
an interactive system that supports eye-makeup novices to draw nat-
ural and suitable eyeliner. The proposed system analyzes the shape of
the user’s eyes and classifies the eye types from camera frame. The sys-
tem can recommend the eyeliner style to the user based on the designed
recommendation rules. Then, the system can generate the original pat-
terns corresponding to the eyeliner style, and the user can draw the
eyeliner while observing the real-time makeup guidance. The user eval-
uation experiments are conducted to verify that the proposed ILoveEye
system can help some users to draw reasonable eyeliner based on the
specific eye shapes and improve their eye makeup skills.

Keywords: Eyeliner makeup · Eye features analysis · Makeup
system · Interactive guidance

1 Introduction

Makeup is a daily skill like other creative activities such as painting and sculpt-
ing, which requires the users to master skillful techniques of makeup and possess
a high-level understanding of makeup based on facial features. Eye makeup plays
an important role in the daily facial makeup. However, it is still a challenging
issue for common users with few makeup experiences to achieve satisfactory
outcome. Usually, the users often seek makeup tutorials from video sites or
social medias, such as Youtube and TikTok. These video tutorials commonly
do not match personal facial features, which have significant relationship with
the strategies of eye makeup. In this work, we focus on the guidance system for
eyeliner makeup which is the basic facial makeup in our daily lives.

About makeup guidance systems, it is a common approach to provide the
corresponding makeup suggestions based on the user’s facial features and show
the anticipated makeup effect on the face in real time. We found that it is
beneficial to provide visual recommendation makeup styles and visual makeup
tutorials for whom has few knowledge and experience of makeup. This work aims
to provide intuitive and effective eyeliner makeup guidance in real time.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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Fig. 1. The proposed makeup guidance framework of ILoveEye.

In this paper, we propose, ILoveEye, an interactive rule-based makeup sys-
tem based on the analysis of user’s eye shape features for less-experienced users
as shown in Fig. 1. To obtain the feature points of eyes, we utilize state-of-the-art
deep learning based facial recognition models in this work. To classify the fea-
tures of eye shapes, we conduct eye shape classification and extract the features
of the eye contour. After analyzed the typical eye shapes including almond,
round, downturned, and close-set eyes, we propose a rule-based classification
model to obtain the labels of the eye shape features with three feature values
of the eyes: eye aspect ratio, outer corner orientation, and eye distance. For the
makeup guidance, we investigate rules of typical eyeliner styles according to the
relationship between eye shape and eyeliner styles. In terms of the eye feature
points obtained from the proposed system, we adopt the classification rules to
match current feature points of user’s eye. The proposed system can reproduce
the eyeliner styles and display in real-time as guidance to support the user to
complete the eyeliner makeup.

We designed and conducted an evaluation experiment to verify the feasibility
of the proposed ILoveEye system. In our user study, we invited participants to
join the experiments, who were less-experienced in facial makeup with few skills
of drawing eyeliner. To clarify the relationship between system evaluation and
user’s skill background, we designed a questionnaire which were conducted after
experienced the proposed system. From the questionnaire results, we found that
the proposed system could effectively classify the eye shape and support the user
to draw eyeliner interactively. In addition, we analyzed the Pearson correlation
coefficients between the user’s makeup background and system evaluation. The
analysis results indicated a significant and positive correlation between the fre-
quency of wearing makeup and the skill improvement after using the system. We
conclude that the users who normally wear makeup are acquired with experience
and knowledge of makeup, thus they could draw better eyeliner after learning
the exact contours of their eye shape features using the proposed system.
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2 Related Work

2.1 Eye Features

The analysis of eye features plays an important role in eye makeup system.
Bhat et al. proposed a method for detecting eye contours by using active shape
model [4]. An efficient method for detecting eye contours was proposed in real-
time with the dataset of the eye contours [7]. For shape classification of eyes,
Alzahrani et al. summarized the characteristics of eye shapes and designed eye
shape classification rules [3]. In this work, we originally design the classifica-
tion rules by collecting relevant information and confirm the effectiveness of our
classification rules by conducting evaluation study.

2.2 Guidance System

Along the development of augmented reality and image processing technolo-
gies, the guidance systems for supporting our daily activities have been explored
extensively. The deep learning based human mesh modeling was used to com-
pare the user’s postures and target ones for core training [20]. To help take a
good selfie, a voice guidance system was proposed with crowdsourcing evalu-
ation of photo aesthetic [6]. The spatial augmented reality has been used for
calligraphy practice [10], golf training [11] and dance support [9]. To meet the
user’s intentions in design activities, the user sketches were utilized for domino
arrangement [16] and lunch box decoration [19]. In this work, we especially focus
on the guidance system for eye makeup using augmented reality approach.

2.3 Makeup Guidance

With the development of facial recognition technologies, it becomes feasible to
provide suitable makeup guidance based on facial features. Chiocchia et al. devel-
oped a mobile application to help users select cosmetics and showed users makeup
tutorials [5]. Face features can be obtained for makeup image synthesis with dif-
ferent makeup references [8]. The face dataset was constructed to analyze the
facial attractiveness for recommend system [12]. A rule-based system was pro-
posed to automatically classify the faces and suggest the makeup approach [1].
iMake proposed a novel eye-makeup design system to extract the color and shape
features [15]. A mirror system utilizing augmented reality (AR) was proposed to
capture and analyze the facial features in real-time [17]. An interactive mobile
application was proposed for makeup tutorials [2]. A makeup instruction with
AR was proposed to provide special makeup tools [18]. In this work, we aim to
provide the real-time guidance to support users for drawing better eyeliner and
improving makeup skills.

3 System Overview

Figure 1 shows the overall workflow of the proposed ILoveEye system which
consists of three main parts with deep learning based face detection. First, the
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proposed system detects eyes using the normal web camera and obtains the geo-
metric information of the eye contours. Second, we design a rule-based model
using geometric features to classify eye shapes. Finally, the proposed system
generates the eyeliner makeup guidance based on the previously analyzed clas-
sification results displayed on the screen in real-time. The proposed ILoveEye
system enables users to observe the guidance patterns on the screen while draw-
ing suitable eyeliners.

3.1 Eye Detection

About eye shape detection, we adopted the open-source deep learning based face
detector, MediaPipe [13], which contains a pre-trained face recognition model
with high efficiency and accuracy. The detection output is a face mesh map as
shown in Fig. 2 with 486 landmarks. From this face mesh, 16 feature points are
selected to describe the eye contour. Through our practical testing, we found
that this detector can effectively identify the shape of the eye contour with high
accuracy to meet our research target.

Fig. 2. Eye contour landmarks in human face mesh.

To implement the eye detection module, we first invoke the connected camera
(60 fps in our prototype). To get the shape of the eyes accurately, the proposed
system asks the user to save the mesh map of the current frame. The proposed
system selects the landmarks of the eye parts from the saved mesh map. We
found that the camera angle may affect the detection results, so we asked the
user to sit at a proper distance and allow the user to adjust the camera angle
until the satisfied eye contour is achieved.

3.2 System Workflow

After analyzed the eye features, the proposed system then determines the eyeliner
styles in terms of eye aspect ratio, outer corner orientation, and eye distance as
shown in Fig. 3. If the eye size is labeled with “small” or “average”, the system
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recommends Style-Basic. If the aspect ratio is labeled with “big”, the proposed
system recommends Style-Basic with the lower eyeliner thickness. The system
can analyze the orientation of the eye outer corner to recommend Style-Winged,
Style-Drop and Style-Extend. The system can recommend lower eyeliner styles:
Style-Inner and Style-Outer, depending on eye distances. Finally, the proposed
system combines all recommended eyeliner styles to generate a polygon as a
mask, which is visualized in orange color for makeup guidance (Fig. 3).

Fig. 3. Workflow of the recommendation function.

3.3 Eye Features Analysis

We reviewed different typical eye types, such as round eyes: larger and more
circular; close-set eyes: less space between eyes; down-turned eyes: taper down-
ward at the outer corner [3]. We found that the eye shapes are related to the
size of the eye, the angle of the eye outer corner, and the distance between the
two eyes. Therefore, we set these three features as the classification conditions
for determining eye types.

Aspect Ratio. In the obtained eye contour landmarks (the right eye as an
example), we define the leftmost and rightmost points p0 and p8 as the positions
of the head and tail positions. We calculate the lengths of the perpendicular lines
from p1 − p7, and p9 − p15 respectively, then find the maximum values of the
upper part and lower part, and sum them as eye height (Fig. 4(a)). The length
of p0 − p8 line is considered as eye width. The ratio of eye width and height is
calculated as aspect ratio a. We obtained a relatively reasonable range for eye
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Fig. 4. Eye feature parameters: (a) width and height of eye; (b) outer corner orienta-
tion; (c) eye distance.

styles: a ∈ [2.75, 3.00] for average eye, small long eyes for a > 3.00, big round
eyes for a < 2.75.

Outer Corner Orientation. We found that the angle of the eye’s outer corner
can be used as a reliable reference, for determining up-turned or down-turned
eyes. As shown in Fig. 4(b), p4 and p12 denote the highest and lowest points.
Line p0 − p8 divides the outer corner angle into two angles. The upper angle α
is defined as included angle of lines p4 − p8 and p0 − p8, and lower angle β with
p12 − p8. If α > β, the outer corner is determined to be down toward and the
eye will be labeled as down-turned eye. On the contrary, the eye will be labeled
as upturned eye.

Eye Distance. We measure the distance between point most left and right
points as eye-distance De. The average distance of two eyes Davg (Fig. 4(c)) is
calculated. If De > 1.05 × Davg, the eyes are considered as open-set type and
labeled as “open”; If De < 0.95×Davg, the eyes are considered as close-set type
and labeled as “close”. Otherwise, the eyes are labeled as “average”.
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Fig. 5. Eyeliner styles defined in the proposed ILoveEye system.

4 Makeup Guidance

Eye makeup uses eyeliner to make eyes look bigger and modify the eye shape
[14]. Generally, there are two typical eyeliner types: outer and inner eyeliners.
However, the inner eyeliner is applied in eyelashes roots which is difficult to
detect by the proposed detection method. Therefore, we focus on the outer eye-
liner in this work. We defined the typical styles of eyeliners related to eye shape
features as shown in Fig. 5.

4.1 Eyeliner Styles

Style-Basic. Style-Basic is a thick line along the upper eyelid that starts from
the inner corner of the eye to the outer corner (Fig. 6(a)). In this work, a thick
line is generated along with the shape of the upper eyelid. We calculate the mid-
point for each line segment of the upper eyelid. Then, we set the perpendicular
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line of each line segments from mid-points to p0′, p1′. . .p7′, and the length of
each perpendicular line is defined as eyeliner thickness h. By connecting the
points of the upper eyelid, the closed polygon is the basic upper eyeliner style
as Style-Basic.

Style-Winged. For the upturned-winged eyeliner pattern, we define an out-
ermost point E. As shown in Fig. 6(b), we measure typical samples of winged
eyeliner. The angle of the eyeliner tail is about 15◦ for natural look, so we define
the average angle between E − p8 and p0 − p8 as 15◦. The length of the wing is
set to be about 12% of the eye-width. The wing length is also suitable for other
wing eyeliner styles. The coordinates of E point is calculated by trigonometric
functions. By connecting the Style-Basic to the point E to form a closed polygon,
we get the upturned wing eyeliner as Style-Winged.

Style-Drop. As shown in Fig. 6(c), we get a droopy eye-line style by defining
a point E. p8 − E is the extension of p4 − p8, and the length of p8 − E is
12% of eye-width in Style-Winged. The closed polygon formed by connecting
Style-Basic to point E is regarded as Style-Drop.

Style-Extend. As shown in Fig. 6(d), Style-Extend is the eyeliner style that the
end of an eyeliner extends out horizontally. We first define the outermost point
of the eye-liner as point E. Points p0, p8, and E are on the same horizontal line,
and the length of E − p8 is 12% of eye-width. Finally, we connect Style-Basic
with point E to get Style-Extend.

Basic Lower Eyeliner. The lower eyeliner is always thinner than the upper
eyeliner and applied on corner sides. For lower eyeliner in outer corner side
(Fig. 6(e)), we connect the wing of upper eyeliner, and select p8, p9, p10, p11 to
create a lower eyeliner style on the inner corner side. We decrease the value of h
from large to small in equal proportion to make the shape appearance from big
to small. We connect the upper eyeliner and select p13, p14, p15, p0 to create
a lower eyeliner style on the inner corner side. We found that the value of h as
h/3 of the outer side can make this pattern look thinner than the outer side. We
defined these two lower eyeliner styles as “Style-Inner” and “Style-Outer”.

4.2 Merging Types

For the lower eyeliner styles, the system selects the recommended style and
merges it with upper eyeliner styles. In the case of merging Style-Outer with
Style-Winged, the system connects point E to lower p8′, and gets the closed
polygon as the result for guidance as shown in Fig. 7(a).

In the case of merging Style-Inner and Style-Basic (Fig. 7(b)), the system
first calculates a fitting curve by p0−p8 and p0′ −p7′, then finds the cross-point
E with line p0 − p8. We obtain a closed polygon by connecting the point E,
Style-Basic and Style-Inner as shown in Fig. 7(b).
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Fig. 6. Generation of different eyeliner styles.

4.3 User Interface

Figure 8 shows the user interface of the proposed ILoveEye system. The proposed
system creates new windows of the left and right eyes separately and enlarges
them to make the user observe the guidance and their eyes clearly. For the
recognized eye contour, the system can display it that the user can find how well
their eyes are recognized.

The user can select one window to save the feature information of the current
frame through keyboard input. Because the feature information of both eyes is
saved at the same time, the recognized eye shape may be in error with the real
shape due to the shooting angle and lens distortion of the camera. Therefore, we
asked the user save the eye features at the correct angle while looking straight
to the camera.

Fig. 7. Merging types of eyeliner styles.
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Fig. 8. Experiment environment and user interface.

5 System Evaluation

The prototype system was implemented on a desktop computer with Windows
10, Intel i7-9700 CPU, GeForce RTX 2060 SUPER GPU. The proposed system
was developed in Python with OpenCV ver4.5.2, MediaPipe ver0.8.6, and we
set up Logitech HD Pro camera C920 on the table to capture user’s face.

5.1 Experiment Procedure

We conduct a comparison study that participants are asked to draw eye makeup
with and without the proposed system. After the eye-makeup is applied, we
provided makeup remover for the participants to remove their makeup and start
to draw makeup using the proposed system. We first introduced the system
workflow and asked users to draw an eyeliner by referring to the makeup guidance
in orange color. All participants were asked to look at the camera, the monitor
can display the participant’s face and independent images of the two eyes. The
participants can adjust the angle of the camera until the satisfied eye recognition
results were achieved. The analyzed eye features results were prompted to the
participant in text. We provided participants with two eyeliners (one gel eyeliner
and one liquid eyeliner) to draw eyeliner. When the participant completed the
eye makeup, we counted the time cost and archived makeup images.

5.2 Evaluation Method

In the user study, we adopted both subjective evaluation and objective evaluation
to verify the proposed ILoveEye system. Regarding to the subjective evaluation,
we designed a questionnaire to confirm the user experience and the system use-
fulness. After collected the basic information of the participants (gender and
age), we first investigated the users’ knowledge about eye makeup. The question
items of the questionnaire are listed as below.
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Fig. 9. Results of questionnaire in our user study.

– Q1: Do you wear makeup?
– Q2: Do you watch makeup tutorials (videos, magazines, blogs)?
– Q3: How do you evaluate the level of your makeup skill?
– Q4: How do you evaluate the level of your eye-makeup skill?
– Q5: Do you draw eye-makeup by considering your eye shape?
– Q6: Do you consider this system describe your eye shape correctly?
– Q7: Do you consider this system support you to draw eyeliner?
– Q8: Do you consider this system help you to draw better eyeliner than by

yourself
– Q9: Do you think this system improve your drawing eyeliner skill?

All these questions were evaluated with 5-point Likert scale where 1 denotes
strongly disagree and 5 for strongly agree. Finally, we collected the free feedback
from the participants for any advice or improvement. We invited 8 female grad-
uate students, around 25-year-old. All participants were asked to join without
eye makeup, and the few experience of eye makeup was required.

6 Results

6.1 Subjective Evaluation

The results of the questionnaire are shown in Fig. 9. We found that most par-
ticipants did not wear makeup very often (Q1: average = 2.63) and were not
confident in their makeup skills (Q3: average = 2.50; Q4: average = 2.25). The
average scores of questions from Q6 to Q9 were Q6: 3.88; Q7: 3.88; Q8: 3.63;
Q9: 4.13. We found that the overall score of our system was above 3.0, which
means our system can help users to draw better eye makeup and improve their
makeup skills. We noticed that one participant rated lower scores on Q6, Q7,
and Q8, and confirmed that it was difficult to satisfy experienced users well with
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Fig. 10. Pearson coefficients for Q1–Q5 and Q6–Q9.

Fig. 11. Comparison of completion time in our user study.

our makeup guidance, who already had a well-tested routine for drawing eye
makeup.

We analyzed the correlation between participants’ background of makeup
knowledge and evaluation of the system by the Pearson correlation coefficients
for Q1–Q5 and Q6–Q9 as shown in Fig. 10. We found a significant and positive
correlation between Q1 and Q9 (p = 0.71). This means that the participants who
wear makeup frequently can feel the skill improvement with the proposed system.
We observed that participants who normally wear makeup are acquired with
some experience and knowledge of makeup. When they learn the exact contours
of their eye features, it can help them to draw eyeliner afterward. In addition,
one participant reported that a better experience for improving makeup skills
than watching tutorial videos was obtained because the system could describe
and show the eye features.
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Fig. 12. Comparison of makeup effect by participants.

6.2 Objective Evaluation

In the objective evaluation, we compared the makeup completion time and
makeup effect with and without the proposed system as shown in Fig. 11. We
found that after using our system, all users’ completion time were increased.
The users spent more time to find the location of the guidance pattern and con-
sider how to reproduce the guidance pattern while using the system. In addition,
we analyzed the correlation between completion time, and the questions in the
questionnaire. We found a significant negative correlation between Q2 and com-
pletion time without system (p = −0.723), which means that the less frequently
people watched makeup tutorials, the more time they spent on completing their
eyeliner.

From the eye makeup results in both conditions as shown in Fig. 12, we
found that the eye makeup which refers to the makeup guidance was generally
thicker and more clearly than those without using the system. It is verified that
the proposed makeup guidance is easy to understand and could be reproduced
by the users. The detailed comparison results are shown in Fig. 13. Observing
the comparison results of winged parts, we found that the eyeliners drawn by
the participants with the proposed system look thicker and much clearer. After
reviewed the evaluation of system interactivity, it is verified that the makeup
guidance provided by the proposed system was easy to understand and could
be reproduced by users. Basically, these thicker and much clear eyeliners make
users’ eyes became visually bigger.
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Fig. 13. The difference of eyeliner’s wing (Left without-system; Right: with-ILoveEye).

7 Discussion

From the interviews with participants and free comments in questionnaires, we
found that the proposed system can effectively help users with less makeup expe-
rience to draw a better eyeliner that suits the feature of eye shape. Besides, from
the collected participants feedback, we found that the proposed system could
help users understand their eye features and improve their eye-makeup skills.
However, most recommended eyeliner styles to the participants were Style-Wing,
Style-Extend and Style-Outer, which means that they have similar eye shapes.
All participants in this study were Chinese and Japanese, it would be better
to verify the proposed system for more nationalities. For the eye recognition, it
was difficult to achieve accurate recognition results due to camera angle, which
was adjust the camera angle manually. Although the proposed system can cap-
ture the eye contour accurately, the detection of eyelids was very limited which
means that the system may have difficulty for users when eyelids heavily affect
the visual effect of the eyes.

In our user study, the users had to keep a distance from the monitor so that
the nearsighted users may have difficulty to see the exact location following the
guidance. The frame rates were sometimes low for the smoothness of observing
the guidance. One participant reported that it would be helpful if the system
could provide more recommended solutions for users to choose. For example, a
scene choice function can be added for different usages such as the party, business
and shopping. It would be promising to provide a face preview with the applied
makeup styles.
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8 Conclusion

In this work, we proposed ILoveEye, an eyeliner guidance system based on the
analysis of eye shape. This system captures the user’s eyes by a camera and
recognizes the eye contours for analyzing the eye shape. The proposed system
can provide a recommended eyeliner guidance that users can draw eyeliners by
referring to guidance. We utilized a deep learning based model to recognize
the eye contour. We proposed the rule-based model to classify the eye shape
features. We designed a user study to verify the effectiveness of the proposed
system. From the user study, our system can effectively identify the user’s eyes
and recognize the contours of the eyes, and the user can follow the guidance to
complete the eye makeup. The system provided an effective guidance function
to help users draw better eye makeup. We found that users were satisfied with
recommended guidance and the user with more makeup experience could obtain
the improvement for their makeup skills.

To improve the user experience of our proposed system and help users draw
eyeliner, there are some possible future works. In this study, the facial recognition
model could not effectively identify the eyelids when the system recognized the
user’s eye contour, which may decrease the classification accuracy of the user’s
actual eye shape. To solve this issue, we plan to build a novel dataset containing
images of eyes with labeled eyelid shapes and train a supervised learning model
to optimize the effect of eye shape recognition. Furthermore, some participants
reported that our proposed system provided few eyeliner styles, which may not
be suitable for rare eye shapes, it is worth to designing more eyeliner styles as
makeup guidance in the future to meet the user diversity. We think that the
proposed ILoveEye system can be extended to improve other makeup skills such
as eyebrows makeup.
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Abstract. Applications of adaptive e-learning, recommender systems and learn-
ing analytics are typically presented individually, however, their combination
poses several challenging requirements ranging from organizational to technical
issues. This article presents a technical study froma holistic application of a variety
of e-learning assistance technologies, including recommender systems, chatbots,
adaptivity, and learning analytics. At its core we operationalize interoperability
standards such as the Experience API (xAPI) and Learning Tools Interoperability
(LTI), and control the data flow via a standard-encapsulating middleware app-
roach. We report on the challenges regarding organization, methodology, content,
didactics, and technology. A systematic evaluation with the target group discusses
the users’ expectations with the measured interactions.

Keywords: Adaptive instructional systems · Learning management system ·
Artificial intelligence · Adaptive learning · Adult education · Evaluation

1 Introduction

New learning approaches and the rapid technological development of the last years offer
exciting opportunities for education. The digitalization provides access to these educa-
tional technologies as Learning Management Systems (LMS) for a growing number of
people [1] and the Covid-19 pandemic fuels the need for effective and assisted e-learning
applications even further. These factors contribute to the recent increase of LMS usage
and suggest a high demand in the future. Conventional LMS are software tools that
help manage the entire education process, including preparing, conducting and post-
processing classes [2]. As such, they offer an entry point for learners and instructors
where learning material can be stored, edited, and processed at any time. Some LMS
include additional functionalities, like platforms for communicating between peers and
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instructors or social media components. While these conventional LMS offer a good
basis for assisted e-learning, adding Artificial Intelligence (AI) functionalities such as
personalized and adaptive assistance can bring the whole education process to the next
level.

The influence of AI on all our lives in varying ways is believed to grow continually
[3] and already we observe an increasing empowerment in education through AI [4,
5]. We agree with Chaudhry and Kazim (2021) when we define AI for the context
of this paper as a computer system that can achieve a particular task through certain
capabilities and intelligent behaviour that was once considered unique to humans [3].
The continuously growing demand for adaptive and personalized education [4] cannot
realistically be fulfilled without AI support. Integrating AI supported functionalities into
LMS can make their usage even more attractive by offering a broad variety of benefits
for all kinds of users, which are involved in the education process, including learners,
instructors or training managers.

Prior to implementing assisted learning functions, a couple of requirements on orga-
nizational, methodological, didactical, content-related, and technical levels need to be
fulfilled. Here, AI supported e-learning functions involve the processing of usage obser-
vations to optimize learning and teaching behavior as well as e-learning content. The
analysis can be purely machine-driven, for example, the utilization of data for adap-
tivity (e.g., for educational recommender systems), generation of learning paths or the
automatic and dynamic difficulty adjustment in exercises. For this purpose, Learning
Analytics (LA) data is commonly used. LA is the collection, aggregation and analysis
of data generated by learners, usually generated in specific environment, such as an
LMS. The learners and teachers themselves can interpret the data, typically by inspect-
ing aggregated data visualizations in learning analytics dashboards, which, for instance,
visualize which tasks have been solved, or for how long the individual tasks took to
complete. Processed data can also indicate learning progress, weaknesses or learning
needs. Assistive AI functionalities depend on observation data as a necessary basis
for their algorithmic decisions. Processed information from LA, e.g., about a learner’s
progress over multiple courses in an LMS, can be used to further improve AI methods.
Additionally, AI approaches from other domains, for instance chatbots as virtual learn-
ing assistants may also lead to increased user satisfaction and, thus, to a higher user
motivation for e-learning.

The primary research question of this article is (RQ1): which requirements need to
be met in order to successfully implement AI supported functions in e-learning envi-
ronments? When implementing different types of e-learning and assistance systems for
different course environments, we often face similar challenges. Our analysis considers
the experience from various sources of implementations in professional trainings and
formal classes with typically 8 to 15 participants. While the application of such func-
tions in small settings is challenging – e.g., because data is only sparsely available – it
represents a large proportion of real-world scenarios for which we deploy assistive func-
tions. Although we assume that our experiences are applicable to several other learning
settings, we rely on the experiences of smaller courses.

We present a systematic requirements analysis as a guide for the initial steps when
implementing an AI supported LMS for small course environments. Additionally, we
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report on the specific user requirements from a study, for which we designed a demon-
strator software for a small-scale course in higher education. In this study, we accompa-
nied five identical course runs on mathematical topics, each lasting approximately four
weeks. We used the first course to gather requirements. During the fourth course, we
were able to field test our demonstrator over a period of one week with some of the AI
functionalities for the first time and use the feedback to adjust our demonstrator, e.g.,
control of feedback frequency or data collection granularity. The fifth course used all
four assistive functionalities and evaluated the demonstrator in conclusion.

Wewere interested in what specific AI-enabled features would best support our users
and which are generally accepted. This led to the second exploratory research question
(RQ2): What AI supported functionalities do our users require? To answer the second
research question, we went through a requirements engineering process, as defined by
Nuseibeh and Easterbrook (2000) [6]. Based on the user requirements, we developed a
software demonstrator, which offers a unique interplay of AI functionalities by using a
middleware as a communication mediator and a web-based portal app as entry point for
the users. This adds up to an innovative system approach. For the evaluation we mainly
focused on the possible benefits of the AI assistance. This led to the third research
question (RQ3): Do the implemented AI supported functionalities offer a benefit for the
users?

The remainder of this paper is structured as follows. Chapter two discusses the set of
core requirements which need to be fulfilled when implementing adaptive functionalities
in digital learning environments. In the following, the key AI functions are presented
that we have offered to our learners, followed by some general usage statistics and the
results of a qualitative evaluation. The paper concludes with our lessons learned and an
outlook.

2 Requirements

The first research question of this article concerns how to implement AI supported func-
tionalities for heterogeneous e-learning system landscapes and what the challenges are.
In our application contextweobservedvarious non-obvious challengeswhile implement-
ing different types of e-learning and assistance systems. The systems include Learning
Management Systems (LMS, e.g., Moodle) and plugins, web portals, adaptive serious
games, dashboards, recommender systems and chatbots.

We first report on general requirements that should be met in order to implement
AI-functionalities successfully. Then we describe the requirement engineering process
tailored to the study that focuses on our users’ requirements.

2.1 Organizational Requirements

The introduction of AI supported LMS requires the involvement of different stakehold-
ers. Above all, the responsible organizations must ensure that the application of LMS is
in accordance with applicable laws (in the EU, e.g., GDPR, data processing contracts,
etc.), all regulatory requirements are met (e.g., naming of responsible persons, such as
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data owners, anonymization, etc.) and that IT and data security concepts are state-of-
the-art. In this context, Flanagan and Ogata (2017) discussed the increasing need for
data and privacy protection throughout the entire Learning Analytics (LA) workflow
[7]. They find that the privacy of key stakeholders, such as learners, teachers and admin-
istrators need to be protected, while still maintaining the usefulness of user interaction
data. Renz and Meinel (2018) addressed the requirement to use pseudonymization for
the GDPR-compliant collection of xAPI learning records and argue for the use of an
appropriate middleware [8]. Moreover, the introduction of LA components needs to be
adequately supported. The organization must ensure that the role holders have sufficient
resources, even after the initial launch of LA [9]:

• Operators and engineers are responsible for deploying the services, monitoring the
components’ technical operability, and immediate response if something does not run
as expected.

• Data analysts ensure the fulfillment of the objective of LA components through regular
evaluations and adjust data and algorithms if necessary.

• Domain experts keep data, content and media updated according to the individual
context, evaluate high-level usage as well as the need for optimizations and prepare
new content.

• Supporters for learning analytics users introduce the LA functions, motivate its usage,
answer questions, help with the use of the system and explain how it works.

Depending on the size of the learning setting and number of people involved, the
roles can be taken over by people that are already involved. For instance, instructors
in smaller courses communicate with their learners on a regular basis. They are ideal
supporters, and, in most cases, can also act as domain experts for specific course topics.
Technical staff, such as data analysts as well as operators, can take care of multiple LA
instances at the same time. However, it is very important to train the instructors and raise
awareness for any LA particularities beforehand.

2.2 Methodological Requirements

The “appropriateness” of LA functionalities is of essential interest for the implementing
institutions. However, what needs to be realized and how can it be evaluated? Most
LA applications in learning environments aim to optimize learning by making it more
efficient andmore effective throughdata analysis. In the context of learning recommender
systems, for instance, ‘efficiency’ describes theway to achieve a personal goal. In a small-
scale course setting, a higher efficiency can optimize the process, save efforts and time
to reach the course goal. ‘Effectiveness’, in turn, can directly affect the results achieved,
e.g., a better mark in the exam or longer lasting knowledge [10]. Thus, the actual task
of an LA function is of essential importance for design choices, development of an
appropriate methodology and selecting an optimal evaluation framework [11]. There
are numerous approaches and attempts to measure the intelligence of a learning system.
Rerhaye et al. (2021) propose to conduct a combination of qualitative and quantitative
evaluation methods [12]. This is needed to not only gain deep qualitative insights in the
usage of LA functions, but also support the findings with reliable quantifiable values.
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The user interface, satisfaction and the user experience are also of enormous importance
for an LA supported system to ensure user acceptance of the system.

2.3 Didactical Requirements

In our experience, one of the users’ biggest fears about the implementation of an AI
supported LMS is that in-person classroom teaching could be replaced by just online
learning. An ideal implementation concept, however, should only consider AI supported
LMS for recurring andwell-specified tasks, whichwould normally involve several mem-
bers of the institutional staff. When organizers know how humans accomplish a certain
task, such as analyzing learning groups at the beginning of a course or recommending
appropriate learning materials, they can then consider having an LA component take
on that task. We strongly believe that following a didactical concept instead of blindly
replacing all classroom sessions would not only improve the learners’ and teachers’
overall acceptance of a system, but also result in better learning outcomes. The next step
in a didactical concept would be to decide what to do with the information that LA pro-
vides. How can we use the results from a learning group analysis in the most beneficial
way? How can we improve user motivation, push the self-responsibility in learning, help
with useful reflections and keep the learner in an active role? What degree of freedom in
an individual learning path can increase efficiency? As many LA applications are aimed
at automating didactic activities [3], e.g., selection of learning material, it is necessary
to decide on a robust didactic concept as a foundation [3]. As such, the didactic concept
should be evaluated as thoroughly as the analytics’ functionalities themselves.

2.4 Content Requirements

When well-structured data on content and usage is available, learning analytics can
offer added value for various users of learning systems. However, it is not sufficient to
only describe the content. Learning Analytics (LA) is based on digital data and hence,
content must be available in a digital and compelling format. For example, even if several
learning records are collected, the best LA approaches are of little use if the content is
not annotated, e.g., PDF documents. To support LA functionalities in a meaningful way,
learning content must be digitally edited and enriched with metadata. Digitally edited
content means that it is machine-readable and that user interactions can be tracked.
Ideally, the learning content should be organized into learning units, which can be linked
together, e.g., combination of single multiple-choice tasks into a quiz. The minimum
metadata of interest contains the users’ activities and their achieved results. For LA,
additional metadata should be provided, e.g., targeted learning time, difficulty level or
knowledge type. For interoperability purposes, we encourage the use of standards, such
as IEEE Learning Object Metadata (LOM) or IMS Common Cartridge. The needed
metadata for LA functionalities depends on the respective application’s purpose and
overall didactic concept. From our experience, the implementation and maintenance of
metadata standards for one’s own content involves a great deal of effort, which, in the
best-case scenario, is automated or already realized during the creation of individual
content.
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2.5 Technical Requirements

Finally, a successful implementation and integration of learning analytics into corporate
learning environments – especially in environments of multi-institutions with distributed
services - requires the use of widely accepted interoperability standards [9]. To address
typical technical challenges such as IT security and network limitations (e.g., CORS)
while still adhering to given data-privacy and data-protection regulations, we identified
and implemented multiple core technologies and protocols which adhere to established
specifications. Notable standards include the learning record specifications Experience
API (xAPI) and CALIPER, which can be persisted in distributed Learning Record Stores
[13] or user-controlled Data Wallets [14], LTI (Learning Tools Interoperability) or cmi5
(computer managed instruction, 5th attempt) launch specifications, as well as standards
for the exchange of content metadata, such as Common Cartridge or LOM.However, not
every service in a complex educational ecosystem follows the same standard, and many
direct links between individual adaptive services are difficult to maintain. Therefore, we
recommend a middleware architecture for service orchestration [15]. This middleware
can either be standards-agnostic and allow communicating services to agree on a par-
ticular form of communication, or act as a standards-translator, e.g., between LTI and
cmi5 [16].

A specific challenge arises when decentralized storage or replication of learning
record data becomes necessary. We observed a typical corporate requirement: the opera-
tion of multiple as well as decentralized xAPI Learning Record Stores (LRS) instances.
Each subsidiary can have its own data handling constraints, resulting in the need for
individual stores. This motivates LRS replication strategies, control of the data flow, and
operating dashboards under customer sovereignty.

3 Requirements Engineering Tailored to Our Users Needs

While multiple studies showed that users can benefit from AI supported LMS [17, 18],
the research question remains: What specific functionalities in an LMS do our users
require? Thus, before we decided on functionalities for a learning management system,
we gathered the requirements of different stakeholders. The focus lies on the learners
as they are the main users of the learning management system (LMS). Among others,
we included teachers, authors that create the content for the LMS, and superiors that
deal with education on an organizational level. Due to the pandemic, some requirements
methods, like observations had to be excluded. Instead, we raised the requirements in
online workshops with one stakeholder group at a time. We prepared discussion rooms
where users could work alone or in groups of two people or as a group, depending on
the topics and worksheets. The size of 3 to 5 participants for each workshop worked
well for us, giving every individual the opportunity to engage and yet leaving enough
room for discussion and brainstorming. We derived 89 user stories, which we converted
into technical requirements. In consultation with stakeholders and software engineers,
we prioritized the requirements and decided which AI functionalities could best support
the user’s needs. Under the strict observance of the mentioned requirements, such as
ethical and regulatory requirements as well as standards and norms, we focused on four
AI supported functionalities for the key users learners and teachers.
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4 AI Supported Functionalities for Learners and Teachers

During the requirements engineering process users and stakeholders asked for support
in varying ways. Some requirements relate to functionalities that are not related to
AI and were therefore not within the scope of this study. The remaining requirements
were sorted, validated and prioritized with stakeholders and software engineers. To
summarize, most of the requirements were related to learner support, e.g., adaptivity,
exercises with feedback, learning recommendations, gamification elements, display of
own learning deficits and strengths and around the clock support for questions. The
second most frequently mentioned requirements concerned the instructors. The system
should provide overviews of the students’ learning process, e.g., the presentation of the
current knowledge and learning status as well as the most frequent errors during the
course. Based on these requirements, we decided to implement four core functionalities,
that address several of these requirements: a learning recommendation system, a chatbot,
adaptive tasks and a learning analytics dashboard for instructors. Figure 1 illustrates the
general system design with the various services interconnected by a middleware .

Fig. 1. General system overview with various services interconnected by a middleware.

4.1 Learning Recommender System

The learning recommender system provides learning recommendations, based on
observed interactions, self-assessments, and practice successes [10]. Learning recom-
mendations can refer to learning units which have not been worked on, or which indicate
an increased learning need. The system can collect and use the following data:

• When and how often a learner opens a specific learning content.
• How long a learner has left a specific learning content page open.
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• How learners assessed their knowledge about the content.
• How well the learners perform at learning exercises or assessments.
• Assessing the learner’s prior knowledge of a learning content, e.g., by assessing how
many underlying learning units have been completed.

• Whether the learning content is relevant for an upcoming face-to-face event.
• How long ago the learners learned the content and account for forgetting over time.
• How well other learners from the same course learned the content.

Learning records are collected during the whole learning process for each student
individually and stored in a pseudonymized way. This data is not only the basis for the
learning recommender system, but it offers an overview of the student’s study progress
and learning needs for instructors.

4.2 Chatbot

A chatbot system can help to answer frequently asked questions that have been imple-
mented into the system. The chatbot recognizes the users’ question and its intent and
offers the answers that fits best accordingly.

In our educational environment, the chatbot lowers system barriers as a central focal
point for answering content-related and organizational questions. This offers the benefit
for users of getting answers right away and around the clock and helps relieve workload
for instructors, that no longer must answer frequently asked questions again and again.

Currently, the chatbot supports more than 250 topics on frequently asked questions
such as “How does multiplication work?”, “What are prime numbers?”, “How do I
dissolve parentheses?”, “How does the Pythagorean theorem work?”, “What are the
exam requirements?” For this purpose, a glossary was connected, which enables the
chatbot to recognize common terms and define them on request.

The chatbot is optimized by manually reviewing the questions asked, e.g., after the
end of the course. On this basis, the developers and editors extended the system to include
unknown answers or teach the system to automatically respond better to questions posed
and to assign them to the appropriate answer.

4.3 Adaptive Tasks

The adaptive and gamified tasks are primarily for training purposes, e.g., repetition
according to the Spaced Repetition Method [19]. In our course setting they are a facul-
tative element because of their adaptive nature. In a mandatory setting, where students
would have to complete a given set of tasks in a given sequence, any adaptation would
be obsolete. To enable quick, casual and successful learning, suitable task types and
motivational incentives are needed. For learning objectives in the domain of natural sci-
ences and general knowledge, classic task types such as multiple choice, hot spot and
free text are suitable. Classic gamification methods such as leaderboards, achievements
and playing against each other in quiz duels form additional motivational incentives
according to the ideas of immersive didactics [20].

For the study, the software has been extended by an adaptivity framework [21]
and suitable content has been prepared. The latter contains tasks from mathematics,
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notably equations. The AI component adapts the exercise tasks, i.e., within a quiz the
difficulty of the tasks is individually adjusted to the user. Conceptually, the adaptivity
approach follows the 4-phase adaptivity cycle [22]. The adaptivity framework works
in the analysis phase and in the phase of generation of user models. The output of
the framework transitions to the selection phase and includes a new difficulty level,
normalized between 0–100% [23]. The computations are personalized for individual
users because the adaptivity framework primarily uses user-specific xAPI tracking data.
The game itself produces a performance score by a linear weighted sum of correctness
score, completion time and base difficulty category. The adaptivity framework retrieves
the most recent xAPI statements (with performance score results) and computes new
difficulty levels based on a windowed harmonic sum approach. The effect is a typical
dynamic difficulty adjustment or so-called rubber-banding where the difficulty level
depends on the users’ performance (Fig. 2).

Fig. 2. Dynamic difficulty adjustment for a quiz game; (left) number and type of multiple-choice
questions are adjusted as well as the time budget; (right) visualization of the various metrics.

4.4 Learning Analytics Dashboard for Instructors

In learning analytics, the observed interaction data is evaluated with the goal of learning
optimization. The analysis can be carried out solely by the computer, for instance by an
adaptivity system, or by the users by looking at visualized selected data aggregations
in so-called learning analytics dashboards. Based on the requirements analysis with
the customer, dashboards were designed primarily for the instructor level. A dashboard
was integrated that presents overview statistics about the course, for example on the
average performance in exercises or the average usage time. This helps instructors to
identify explanation needs and optimize the course or curriculum. Figure 3 depicts
how this approach has been realized. Technically the learning analytics dashboard has
been implemented using the open-source software Learning Locker which is an xAPI
Learning Record Store (LRS) with reporting and dashboard functionalities. The various
visualization components (widgets) were developed iteratively, considering the available
input data and the customer’s requirements. The dashboard was embedded in an LTI
wrapper for integration into the superordinate assistance system.

Our technical solution allowed recording implicit and explicit user feedback. Implicit
feedback includes the amount of pageviews or the duration of the page visit. Explicit
feedback includes given answers to the exercises or self-assessment on how well the
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Fig. 3. Example screenshot of the realized software demonstrator, here the learning analytics
view for the instructors.

user thinks the learning material was learned on a 1 to 5 scale. This feedback is used to
optimize the AI but it also gives insights for the evaluation. During the fifth course the AI
supported LMS was used 167 times, with users staying online for between three and a
half and eight minutes on average. For a total of 4.814 interactions, 29 on average, 97,6%
of the time the LMS was used on the laptop or desktop PC; only 2,4% via smartphone.
We also observed a decline in access rates throughout theweek. OnMondaywe observed
51 visits which went down to 16 visits on Friday. The highest access rates were before
12 o’clock AM.

Regarding the AI functionalities, we overserved the following access rates:

• 56 visits for adaptive tasks.
• 50 visits for learning recommendations.
• 35 visits for the chatbot.
• 34 visits of the individual learning indicators.

5 Evaluation

The goal of the evaluation focuses on the third research question (RQ3): Do the AI
supported functionalities offer a benefit for the users? As suggested in our previous work
[12] we decided on a mixed method approach with quantitative and qualitative methods
to evaluate. During a course with mathematical learning content at a higher education
institution the participants first used an LMS without AI supported functionalities for
a week, and our AI supported LMS the week after. We used an online-survey tool
and conducted the surveys on the last day of usage of each LMS. Both LMS were
evaluated with the same set of questionnaires, while we added questions specifically
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for each AI supported functionality, e.g., asking for suggestions of improvement. The
set of questionnaires contained the User Experience Questionnaire [24], the Technology
Acceptance Model [25], a self-developed questionnaire for learning media, the affinity
for technology interaction (ATI) scale [26] aswell as tailored questions about the usage of
LMS in the course and demographical questions. On a voluntary basis, the participants
could create a subject code, allowing for an individual coupling between the survey-
answers and the use of the AI supported LMS while guaranteeing anonymity. In the last
week of the course, we additionally conducted semi-structured interviews, which took
place in person at the institution, with four learners and two instructors.

Due to the low number of participants that filled out the online questionnaires at both
times ofmeasurement the data from the quantitative questionnaireswere not sufficient for
a statistical analysis. Therefore, we mostly rely on the answers from the open questions
and the interviews for the evaluation results. For the qualitative analysis we used a
structured qualitative approach [27]. We report on the open-answer questions from the
online-questionnaire and interpret them by using user’s statements from the interviews.

5.1 Evaluation Results

The evaluation finds added value of an AI supported assistive e-learning in a small
course setting for learners and instructors. For the evaluation we distinguished between
the learning recommender system itself and the integrated learning progress indicator.
Six out of Nine learners who answered the open question about the added value of the
learning recommender system found that the system had an added value. According to
the interviews, this was due to a good clarity in comparison to the alternative system and
a high clarity on which exercises had already been solved. Displaying learning deficits
helped the learners adjust. Two learners did not find the learning recommender system
meaningful enough and one person stated that she/he did not use this functionality. Seven
Learners answered the question about the learning recommender system. One person did
not find the learning recommender system helpful, as the teachers determine the order
of the learning content. Six learners found the learning recommender system helpful.
They liked the clarity on which content should be worked on next and reported a high
motivation to reach a fully processed learning progress indicator. The functionality was
rated as helpful with self-assessment.

Regarding the chatbot opinions differed. Some users found the chatbot very helpful
and used it frequently. Others found the chatbot obsolete and preferred to continue using
google. Only a few users tried the adaptive tasks. Here, the gamification element along
with the alternation and the adaptivity of the difficulty level were praised.

All users – the learners as well as the instructors – emphasized during the interviews
that they do not wish for any e-learning system to replace face-to-face teaching.

6 Discussion and Lessons Learned

A field test of the AI supported demonstrator at a higher education institution confirmed
a clear benefit of the implemented functionalities, but also showed a necessary need for
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development and change. One limitation of the study was the small course-sample. Hav-
ing more participants would enable statistical analysis of the evaluation questionnaires
and would highly benefit the AI components – which work better with more input data.
Therefore, we believe that having more users would lead to a higher user acceptance in
respect to RQ3. While the application of AI supported LMS in small settings is chal-
lenging – e.g., because only little data is available – it represents a large proportion of
real-world scenarios for which we deploy AI supported functions.

In order to implement an AI supported LMS successfully, many factors must be
considered. A didactical concept is themost important prerequisite. Defining the purpose
of the AI supported LMS and deciding on how to integrate the system into the course
beforehand is indispensable. AI supported learning management systems should not
replace face-to-face teaching but support the learning process, including preparing and
post processing lessons in an expedient way. According to the authors of this article,
communicating the supporting purpose and making clear that the system won’t replace
face-to-face teaching does help with one of the biggest challenges in implementing any
new system: gaining user acceptance. The user’s fears and reservations in terms of an AI
supported LMS should be addressed, e.g., by explaining how data privacy is handled.

Learning content must be available digitally and should be appealing for students,
e.g., by integrating quizzes, animation, interactive graphics, videos or even games. Addi-
tionally, the learning content must contain metadata and enable standardized collection
and saving of user data, e.g., using xAPI. For an ergonomic usability, the AI supported
functionalities should be accessible for users without detours. Hereby, meeting the users’
requirements should always prioritize over the technological solution. For some stake-
holders, e.g., administers and instructors, training for handling the AI supported LMS
can be beneficial.

7 Conclusion and Further Research

Effective support of individual learners seems possible based on this study’s experiences.
Future studies should widen the scope of this study and raise requirements for team
training, mobile learning and learning on the job. Long-term-studies, that accompany
learners and their development over several years, could offer insights that help optimize
AI supported recommendations and evaluate the learning journey. Implementing an
extending range of functions might offer additional benefits for users and should be
field tested and evaluated. From a technical perspective, future studies could focus on
methods of data maintenance in order to optimize AI supported functionalities. As the
usability and user experience (UX) have a tremendous effect on the user acceptance
and the intention to use an LMS [28], usability studies should be included in all further
research on LMS.
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Abstract. Adaptability, the ability to efficiently adapt to new contexts, is neces-
sary for current and future operating forces to successfully achieve theirmissions in
complex arenaswhere problems are shifting continuously. TheAssessmentToolkit
for Leader Adaptability Skills (ATLAS) system was the first training system of its
kind to aid operating forces as they build adaptive expertise by providing a vali-
dated assessment of adaptability skills targeted at Marine infantry squad leaders.
The goals for development of the ATLAS system included: (1) operationalizing
adaptability where the definition included the adaptive process within a cognitive
framework; (2) assessing adaptability in a simulated tactical context; (3) providing
diagnostic assessment outcomes of adaptability proficiency that support training
plans and remediation activities where developmental needs are identified; (4)
delivering a validated, sustainable measurement tool that does not require human
raters; and (5) supporting an adaptive training approach for improving adaptabil-
ity skills. To date the ATLAS effort has achieved these goals through iterative,
resource-conscious methods of design and development; close collaboration with
our subjectmatter expert partners; andfield testingwith end-user community popu-
lations. The validatedmeasures of adaptability provide userswith real-time perfor-
mance feedback and assessment of adaptive proficiency. Future capabilities would
extend the benefits of automated adaptability measures to provide comparative
analysis, robust formative and summative feedback, and support improved adapt-
ability proficiency through training and remediation recommendations during the
Warfighter career continuum.

Keywords: Decision making · Adaptability · Adaptability measurement ·
Automated assessment · Simulation · Adaptive training

1 Introduction

Adaptability is a critical skill necessary for current and future operating forces to suc-
cessfully achieve their missions in increasingly complex arenas where problems are
shifting continuously. The ability to efficiently adapt to new contexts and use tactical
thinking skills increases effectiveness in the execution of any battle plan. Previous work
on decision making and adaptability revealed that adaptability is a key performance area
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and a primary performance goal for Marine infantry squad leaders, thus substantiat-
ing the value of objective assessment of adaptability [1]. However, despite decades of
research, progress to operationalize the construct of adaptability and assess an individ-
ual’s adaptability proficiency is limited [2]. The lack of a cohesive research and devel-
opment program in the Services is also reflected in the range of non-military research
approaches and methods undertaken across individual and team settings [3]. Past efforts
aimed at measuring adaptability have not produced tools adequate for Marine Corps
application. Many of the current assessments are trait-based and do not account for the
domain-specific adaptive decisions required of Marine infantry squad leaders [4, 5]. The
domain-specific assessments that have been created require human raters to code par-
ticipant responses and score performance outcomes, rendering them resource-intensive
and subjective. Moreover, a challenge in measuring adaptability is that no agreed upon
operational definition exists, and none of the definitions break down the adaptive pro-
cess in a manner that allows users of assessment outcomes to identify training activities
to remediate inadequate skills or knowledge. To address these needs and gaps posed
in previous research, we created the Assessment Toolkit for Leader Adaptability Skills
(ATLAS) system. ATLAS is the first of its kind training system to support operating
forces as they build adaptive expertise by providing a validated, automated assessment
of adaptability skills targeted toward developing Marine infantry squad leaders [6].1

In this paper, we describe how we automated adaptability measurement and assess-
ment to extend the research area with validated results and to provide a future landscape
for the use of automated adaptability measures. The measurement of learner attributes,
specifically adaptability, continues to remain an area of ongoing research. To that end, we
detail our design, development, and research efforts on the ATLAS system. We provide
our research process, from the conception of the hypothesized cognitive framework of
adaptability, to the identification of adaptability measures within that framework, and
how those measures map onto military-relevant contexts within ATLAS. To address how
we were able measure adaptive performance, we provide a detailed description of the
ATLAS simulation environment, how the systemwas designed to capture user responses
for adaptability measurement, and how we used automated scoring algorithms to pro-
vide adaptability metrics. Further, we address verification and validation concerns of the
adaptability measures. To date, the adaptability measures have been validated through a
series of field testing with end-user community groups. A final field test will provide us
with verification of our processes and the results of our adaptability measure evaluation.
Finally, we outline how ATLAS meets the training needs of user communities through
our current efforts with ONR—providing automated validated measures of adaptabil-
ity within a simulated, tactically-relevant environment. We also detail where we see
great benefit in expanding ATLAS capabilities in future efforts, specifically the auto-
mated measurement and assessment of adaptive expertise within training and education
contexts, and how this could be applied across varying stakeholder groups.

1 The authors have published an earlier version of this work under technical reports delivered to
the Office of Naval Research.
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1.1 Cognitive Framework of Adaptability

We developed an operational definition of squad leader adaptability based on a cognitive
framework of change and anomaly detection, cognitive flexibility, and decision making
[7]. The cognitive framework begins with a Warfighter in a mission context with cer-
tain assumptions and expectations. First, a change in the situation or an anomaly must
be perceived. Either a change or an anomaly can trigger the adaptation. Second, the
implication(s) for the mission must be recognized. The Warfighter then compares their
existing knowledge and schema, or mental models (schema comparison), to arrive at a
new interpretation of what is happening in the current situation (new schema assembly)
and to generate a basis for deciding how to adapt [8]. Finally, a decision is made as a
result of generating the new schema. That decision is demonstrated by actions taken to
achieve the mission.

The ATLAS system was designed to measure adaptive performance along each of
the discrete cognitive processes (perception, recognition, schema comparison and new
assembly, and adaptive decision making [8]; to provide diagnostic feedback on strengths
or developmental needs that is instructive for training. We identified six measures of
adaptability that align with the discrete steps of the cognitive framework:

1. Speed of reaction to the event. A time-based measure indicating how quickly the
user perceived a change and recognized that the change has an impact on mission
accomplishment.

2. Duration of situation assessment. A time-based measure of how quickly a user
recognized the importance of a new situation as well as how long it took them to
make that assessment.

3. Quality of situation assessment. A comparative measure of one’s ability to produce
an accurate new situation assessment given the perception of situational cues and
detection of a change or anomaly based on one’s knowledge and experience.

4. Duration of adaptive activity. A time-based measure of how quickly a user can
compare schemas and assemble new schemas, or in other words, mentally retrieve
relevant experience to assess the new situation and to re-plan, which is an element
of cognitive flexibility.

5. Quality of adaptive action. A comparative measure of one’s ability to accurately
adapt schema and re-plan based on one’s knowledge and experience,which is another
element of cognitive flexibility.

6. Efficiency of adaptive process. A measure of the ratio between duration and quality
of actions as a means of discriminating levels of proficiency.

Figure 1 illustrates the link between the measures of adaptive performance, the
discrete cognitive elements, and the performancewithin theATLASsystem that produces
the data to score the measures [6].2

2 The authors have published an earlier version of this work under technical reports delivered to
the Office of Naval Research.
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Fig. 1. Measures of adaptability embedded in the ATLAS system.

1.2 ATLAS Simulation Environment

ATLAS leverages a Unity-based simulation environment where users are placed into
squad-level tactical missions and must adapt or change their mission plan based on
events that occur throughout the scenario. Scenarios incorporate a variety of mission
types, environment types, and adaptation types to test Marines in different contexts
where adaptations are necessary. The ATLAS system currently includes two offensive
missions set in wooded terrain and two defensive missions set in dessert terrain. Each
scenario is comprised of phases, which vary in number and represent the progress of
the mission. Each phase contains distinct “item sequences” which are the test items,
including trigger events, that present a challenge to the user eliciting response data to
calculate each of the six adaptability measures. Trigger events include communications,
events, or cues that indicate a change in the situation and are presented through a pop-up
video during scenario play (Fig. 2). Trigger events vary in their levels of subtlety, with
a series of additional cues following the first, most subtle, trigger event.
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Fig. 2. Event pop-up vignette.

The user decides when to adapt in response to the trigger events presented in a phase,
what adaptations or changes to theirmission plan tomake in response to the new situation
created by the trigger events, and what their priorities are based on the new situation.
Adaptive action selections are grouped into three categories: Exchange Information,
Provide Leadership, and Request Assets (Fig. 3). The Change Priorities screen captures
users’ top four priorities used for scoring the situation assessment measures (Fig. 4).

Fig. 3. Adaptive action menu and sample list of options.
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Fig. 4. Change priorities ATLAS user interface.

1.3 ATLAS Measure Scoring

To score the six adaptability measures, we developed automated algorithms, which use a
combination of time-based calculations and comparative assessment (accuracy) of user
responses to expert referent profiles for the quality calculations (Table 1).

Table 1. Measures and scoring in the ATLAS system.

Measure User Performance Captured by System Score Calculation

(1) Speed of Reaction
Time from trigger presentation to time 
user pauses scenario to make an 
adaptation; weighted by trigger.

Time in seconds

(2) Duration of 
Situation Assessment

Time it takes user to select or update 
priorities in each phase; weighted by 
trigger. 

Time in seconds

(3) Quality of Situation 
Assessment

Selection of priorities as compared to 
expert referent priorities.

Number of quality 
points earned

(4) Duration of 
Adaptive Action

Time it takes user to make adaptations in 
each phase divided by number of actions. Time in seconds

(5) Quality of Adaptive 
Action

Selection of adaptive actions compared to 
expert referent adaptive action profiles.

Number of quality 
points earned

(6) Efficiency of 
Adaptive Process

Quality of situation assessment (3) divided 
by duration of situation assessment (2); 
quality of adaptive activity (5) divided by 
duration of adaptive activity (4) 

Ratio of quality to 
duration 
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Expert referent profiles detail adaptive actions across three levels of squad leader
experience (adequate, skilled, and expert), assigning point values to adaptive actions
based on which experience level the subject matter experts (SMEs) determined would
take that action at that point in the scenario. For example, in first phase after the first
trigger, the SME panel may have determined an expert squad leader would have sent up
a small Unmanned Aircraft System so if a user made that selection at that point in the
scenario, they would receive the highest point value. Not all adaptive action selections
were included in every profile for a scenario, only those identified by the SME panel for
that scenario. Adaptive action quality scores are a total of points earned based on the
value associated with the selections within the expert profile. Expert referent profiles
for priority selections are a total of priority matches to the list of acceptable priorities
identified by the SME panel [9].

Scores are provided for every measure for each individual phase and summarized
across the entire scenario (Fig. 5). This allows users to see their performance summary
for the entire scenario and for each phase within a scenario. The scores are presented
alongside a legendwith detailed information on the definition of the adaptabilitymeasure
and how the measure is scored. Additionally, we include an interpretation of what that
score means for the user. For example, lower adaptive action duration scores (i.e., taking
less time to make adaptive action selections) indicate more decisiveness or higher adap-
tive action count percentages (i.e., users selecting a high number of adaptive actions from
the expert referent profile) within a certain experience category (i.e., adequate, skilled,
or expert) indicates which experience profile the user is most aligned.

Fig. 5. Example screen shot of ATLAS summary score screen.
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2 Field Test Validation

To date, three rounds of field testing have been conducted to evaluate the adaptabil-
ity measures with participants from The Basic School (TBS) in Quantico, VA and the
School of Infantry-East (SOI-E) in Jacksonville, NC suggesting ATLAS is a valid mea-
sure of adaptability. Participants ranged in their military occupational specialty (MOS)
experience level, time in service (TiS), time spent as a team leader, and time spent as
a squad leader (see Table 2 for a summary of participants included in field testing by
schoolhouse and course).

Table 2. Participants included in field testing.

Group Age (M) Grade (n) Time in Service (M)
Field Test 1a

FISULC (n=3)* 26.70 E-5 (3) 6.50 yrs
ISULC (n=39) 24.40 E-4 (8)

E-5 (31) 5.08 yrs

AIMC (n=63) 22.70 E-3 (9)
E-4 (41)
E-5 (13)

3.75 yrs

All (n=105)
Field Test 2b

CIB (n=16) 28.90 O-2 (8)
O-3 (6)
O-4 (1)

6.58 yrs

WIC (n=9)* 23.60 E-2 (1)
E-3 (3)
E-4 (1)
E-5 (3)
E-6 (2)

4.33 yrs

M Co (n=31) 26.10 O-1 (30)
UKN (1) 2. 75 yrs

All (n=56)
Field Test 3

ISULC (n=21) 24.95 E-4 (8)
E-5 (13) 6.15 yrs

AIMC (n=27) 22.04 E-3 (11)
E-4 (12)
E-5 (4)

3.10 yrs

M Co (n=26) 25.19 O-1 (24)
O-2 (2) 1.62 yrs

All (n=74) 
Note. aAIMC (Advanced Infantry Marine Course) SOI-E, ISULC (Infantry Small Unit Leaders Course)
SOI-E, FISULC (Former ISULC students) SOI-E. bCIB (Combat Infantry Battalion) TBS, WIC 
(Warfighting Instructor Company) TBS, M Co (Mike Company – Marines awaiting entry to Basic Officer 
Course) TBS.
*Not included in analyses.
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For the analyses, we correlated the adaptability measures with experience criterion
variables appropriate for the various participant populations, including single demo-
graphic variables (e.g., TiS, time spent as either a squad or team leader) and a combina-
tion of demographic variables that resulted in a weighted TiS (wTiS) variable. We also
compared mean scores on the adaptability measures across experience levels. In Field
Test 1 and Field Test 2, cases in which only two groups were used in the analyses, t-tests
were conducted. In Field Test 3, all three experience levels were included in a regression
analysis.

For validation of the adaptability measures, we expected that those with high expe-
rience would perform better than those with low experience across each measure. For
quality-based measures (quality of situation assessment, quality of adaptive action),
we expected that those with high experience would obtain higher situation assessment
scores and higher adaptive action scores compared to those with less experience. For
reaction time and duration of situation assessment, we expected participants with higher
experience to have faster reaction times and quicker duration scores compared to less
experienced participants. For duration of adaptive action, we expected to see evidence
of a curvilinear relationship among the three experience groups. Those with low and
high experience would make selections quicker than those in the moderate experience
group.

We hypothesized that less experienced participants would make selections more
quickly because they do not have the extent of knowledge or experience to spend time
considering when making decisions or they may be unable to recognize when an event
requires plan modifications thus only selecting familiar options in a reactive manner [10,
11]. Those with high levels of experience would also make faster selections because
their decision-making process is more intuitive and requires less deliberate cognitive
attention. Additionally, those with higher levels of experience may be thinking in an
anticipatory manner, planning ahead, and responding to changes quickly. Those with
moderate experience would take the longest to make selections because they are more
deliberate about thinking through their decisions, taking the time to consider options
based on their experience and knowledge. They recognize the need for change but must
think through their execution of the adaptation to it.

Results across the three field tests provided evidence for criterion validity of all six
measures of infantry squad leader adaptability, that adaptive performance was able to
be individually assessed at each of these discrete measures, and that ATLAS was able
to effectively discriminate squad leader experience levels [6].

As hypothesized, participants with higher levels of experience were associated with
significantly better assessments of the newsituation,whichwas reflected in higher quality
of situation assessment scores compared to participants with less experience, r(75) =
.30, p < .01. Similarly, those with higher levels of experience were associated with
significantly better decisions about which actions to take, resulting in higher quality
of adaptive action scores compared to participants with less experience, r(72) = .25,
p < .05. These findings suggest that those with more experience were able to better
identify important aspects of the situation that required change andmade better decisions
regarding how to react to the new situation.
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Time-based measures also showed evidence in support of our hypotheses. For speed
of reaction and duration of situation assessment, more experienced participants were
associatedwith quicker reactions to the new situation, r(68)=−.25, p< .05, and quicker
assessments of the new situation compared to those with less experience, r(69)=−.25,
p < .05. In previous field tests comparing only our high and low experience groups,
participants with more experience showed evidence of quicker duration of adaptive
action scores, which points to their ability to draw from relevant experience and re-
plan efficiently compared to those with less experience, t(59, 38) = 2.10, p < .05. We
were unable to fully validate our hypothesis of a curvilinear relationship for duration
of adaptive action among our three experience groups, however. Users who make rapid
decisions because they have a small repertoire of scripts and schema from which to
choose should be differentiated from those who make rapid decisions because they
intuitively recognize an effective course of action.

In summary, the field tests to validate the adaptability measures showed that com-
pared to participants with less experience, participants with more experience were
quicker to identify a change in the situation that would require an adaptation (speed
of reaction), quicker to make sense of the new situation created by the change (dura-
tion of situation assessment), better (quality of situation assessment) and more efficient
(efficiency of situation assessment) at making their assessment of the new situation, and
better at making decisions about how to adapt to the new situation (quality of adaptive
action). Further, we attribute low sample sizes to our results that showed an expected
but non-significant curvilinear relationship between experience and time spent making
decisions (duration of adaptive action) such that those with lower and higher experience
were quicker to make decisions than those with moderate experience. In our fourth field
test, we will verify the validation of the measures with all three experience groups (i.e.,
high, moderate, and low experience) testing the hypothesized curvilinear relationship
for duration of adaptive action with larger sample sizes in the experience groups.

3 Current and Future Implications with Automated Adaptability
Measures

With validated measures of adaptive performance, we are able to provide solutions for
current user community needs, such as providing students exposure to squad leader
missions and decisions without added resource requirements from instructors; pre-post
testing in low to moderate experience student populations to evaluate student perfor-
mance; or instructor access to raw user data (e.g., actions taken, order of actions) to
support detailed, student-centered feedback with targeted remediation. However, we
must also plan for and expand on future capabilities that can benefit from automated
adaptability measures. The following sections detail how current ATLAS capabilities
could be expanded to support more robust training and education needs.

3.1 Adaptability Performance Feedback

Currently, feedback provided by ATLAS is diagnostic across the discrete cognitive ele-
ments within the adaptability framework. The information presented to students high-
lights areas of adaptive performance strength, areas for improvement, and adaptability
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insights that can be leveraged in training activities or after-action reviews during reme-
diation. The scoring feedback details time- and quality-based scores, which can be
interpreted in order to make judgements about how each student perceived change in the
scenario, assessed the situation, and adjusted their plan. Within each of these elements,
ATLAS provides granular assessment of the duration and quality of adaptation, a novel
approach supporting the improvement of adaptive expertise. The scoring feedback for
adaptive actions currently only leverages the integrated expert referent profiles for qual-
ity assessment within the adequate, skilled, or expert experience groups. However, the
ATLAS system can parse adaptive actions by category (i.e., exchange information, pro-
vide leadership, and request assets) and compare user selections to the specified adaptive
actions in each category within the scenario’s scoring profile.

Future score screens could include feedback about adaptive action categories that
were used the most (or not) in comparison with expert referent profiles. For example,
users could see diagnostic information about the number of opportunities to exchange
information and that they chose that adaptive action category 20% of the time. Similarly,
the same approach could be taken with priority selections, providing insight into areas
commonly overlooked. This information could then be paired with an analysis or expert
interpretation for increased awareness of holistic adaptive proficiency.

Formative and summative feedback on the measures of adaptability could be used
to support an adaptive training approach, providing students with targeted feedback to
support a self-guided, student-centered learning experience [12, 13]. Formative feedback
would provide the student with contextual information about their performance [14].
Specifically, detailed comparisons between student decisions alongside expert decisions
would be presented at the conclusion of each phase. Presenting feedback in this manner
would produce prescriptive knowledge of performance or knowledge of results of expert
referent profiles such that students would be able to self-reflect, learn from, and use the
feedback to support their decision making in subsequent phases of the scenario. Figure 6
provides an example of student performance feedback compared with an expert referent
on an Adjust Route adaptive action. If formative feedback were included on the map
interface, an explanation on expert route choice could be presented to help the student
better understand terrain reasoning.

Providing characteristics of successful performance allows students to make com-
parative judgements between their own performance and actions that are preferable and
will achieve desired outcomes (e.g., mission success). This is commonly referred to as
knowledge of results (KR). During training events, KR has been shown to be effective
in improving performance, specifically within cognitive domains. Studies have found
that those who were provided KR during training or a pre-task event improved their
performance as time on task progressed or during a transfer task compared to those who
did not receive KR [15–18]. The ATLAS system already captures adaptive performance
data in real-time; however, future capabilities could leverage the automated adaptability
measures to produce formative feedback for users in-situ through KR of expert referent
profiles to create a more guided, step-by-step walkthrough of scenario play. This scaf-
folded approach would provide entry-level and low experience student populations with
an interactive introduction to adaptive decision making in squad level missions.
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Fig. 6. Formative feedback example.

Summative feedback could provide diagnostic information on each of the discrete
cognitive elements of adaptive performance (e.g., situation assessment) that could inform
recommendations for remediation and support adaptive training of those cognitive ele-
ments. This information, when compiled for instructors, could enable them to facilitate
decision games or other experiential learning exercises tailored to strengthen compo-
nents of the cognitive process of adaptability identified as student developmental needs.
For example, based on results that indicate a deficit in reaction speed, the instructor could
facilitate a decision game that provides less time for students to engage in scenario deci-
sion pointswith peers or individually, thus providing an opportunity to practice expedited
decision making. For results that show situational assessment could be improved, multi-
ple competing factors (e.g., ethical values, cultural norms, resource limitations) could be
introduced in the scenario to increase complexity for decision making. The significance
of ATLAS supporting an adaptive training capability is that it would allow students
and instructors alike to leverage assessment outcomes of these hard-to-observe learner
characteristics in contextually relevant applications, to improve individual components
of complex decision making to strengthen overall adaptive performance.

Recommendations for future efforts include strengthening the scoring feedback to
allow for an array of robust assessment and analysis capabilities, such as establishing
norms of time-based measures, creating a repository for stored performance metrics or
student profiles, and linkages to doctrinally-sourced remediation materials for targeted
support at specific steps in the adaptive process. The establishment of peer group data,
in concert with a criterion variable(s), would provide a basis for comparative assessment
of student performance. For example, comparisons could be made to peers from previ-
ous courses or across students within the same course, performance trends over time,
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or appropriate performance parameters associated with different skill levels in expert
referent profiles. With enough data points, peer group profiles that self-form and provide
adaptive performance characteristics of a course, an experience group, or a geographic
location that can be leveraged by training communities on a larger scale could emerge.

3.2 Adaptability Throughout Training and Education

Automated adaptability measures from ATLAS can apply throughout the entire training
and education continuum for any individual Warfighter and military unit in garrison
and while forward-deployed. For example, a Marine recruit or officer candidate can
be given a diagnostic adaptability test prior to recruit training or Officer Candidate
School, conduct a pre and post-test at the School of Infantry and TBS, improve upon
adaptability deficiencies during pre-deployment training, and apply instilled adaptability
decision-making skills while being deployed. Comparably, at the unit level, automated
adaptability assessment and development can enable military units to create tempo,
fluidity, and faster decision-cycles in planning and execution. As units reconstitute in
the beginning of the deployment lifecycle, diagnostic adaptability tests can be used to
assess the current state of a unit’s combat effectiveness and provide feedback on where
adaptability improvements are needed. As the unit progresses through pre-deployment
training, evaluation teams can incorporate automated adaptability measures into after-
action reviews, debriefs, and readiness reports, providing essential feedback to both
unit leaders and higher-echelon commanders that certify a unit’s combat readiness prior
to deployment. The overarching goal would be to create redundancies, efficiencies,
and overlap for enhancing individual and unit adaptability capability, fostering habit of
thought and habit of action during combat operations.

In addition to comprehensively applying automated adaptability measures for indi-
vidual Warfighters and military units, career counselors, senior enlisted advisors, and
officer monitors can incorporate adaptability metrics into MOS selection and individual
assignment suitability criteria. Servicemembers can be screened and surveyed for high
stress, high demand occupations to ensure the individual is deemed adaptable enough
to be a good fit in a particular job or organization. Moreover, these counselors and
mentors can more effectively provide feedback to professionally develop individual
servicemembers to improve upon deficiencies discovered through adaptability training.

Due to the expeditionary nature of automated adaptability capabilities, training
and education events can be conducted anywhere at any time. Automated adaptabil-
ity training is not resource-intensive and can be incorporated into individual profes-
sional development plans. As individual servicemembers receive feedback on their defi-
ciencies, ATLAS will include recommended references, activities, and techniques that
can be applied to enhance overall adaptability, ultimately improving the lethality and
survivability of the servicemember and their unit.
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4 Conclusion

The ATLAS system provides a novel approach to automated measurement and assess-
ment of adaptive expertise among Marine infantry squad leaders. With validated mea-
sures of adaptability, ATLAS can give users a detailed window into their adaptive perfor-
mance with diagnostic feedback, assessment, and comparative analysis of quality scores
with expert referent profiles. Through the field testing that has been conducted, we have
validated the adaptability measures. However, we seek to stipulate extended capabilities
with automated adaptability measures. We see added benefits to students and instructors
with the development of robust formative and summative feedback on adaptive per-
formance. Extending beyond educational activities, a holistic view of an individual’s
adaptability proficiency, whether that be over time or compared against benchmark peer
group data, can enable other stakeholders to apply adaptability measures throughout the
military lifecycle. Future efforts of this kind directly support improvements to and the
building of adaptive expertise among our operating forces.
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Abstract. A major challenge for online learning systems is supporting students’
engagement. Online systems are sometimes boring, repetitive, and unappealing;
external distractions often lead to off-task behavior, and a decline in learning.
Student engagement and emotion are also tightly correlated with learning gains
because emotion drives attention and attention drives learning. In response to this
challenge, we present an exploratory study using computer vision techniques and
several engagement strategies to help students re-engage once their attention wan-
ders and their head turns away, within the context of an intelligent tutoring system
formathematics. Initial results indicate that students exposed to our re-engagement
strategiesweremore confident andmore persistent. They also responded positively
to our avatar or learning companion. We discuss design implications and future
work.

Keywords: Facial expression recognition · Engagement · Emotions · Gaze ·
Intelligent tutoring systems

1 Introduction

Student engagement and motivation is important in learning. Given today’s variety of
distractions – ranging from cell phones, social media, and online content – students are
often distracted, their attention wanders, and engage in off-task behavior. We informally
define on-task behavior as sustained attentional involvement throughout an academic
task. Monkaresi et al. [7] discussed that attention, and thus on-task academic behavior,
cannot always be sustained over a long period of time. In fact, attention fluctuates and
goes through stages in which an individual might disengage and re-engage with a task.
Additionally, engagement doesn’t just focus on visual attention. It could be influenced
by emotions, e.g., an individual shows a degree of interest or boredom over a task, that
will make the student be on/off-task more often [12]. In academic settings, studies found
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correlations between engagement and test scores [4, 13]. This suggests that detection of
students’ level of engagement can inform educators about how to adjust teaching plans
and contents accordingly. Similarly, students show high on-task behavior, less boredom,
and almost non-existent gaming the system with tutoring systems that are capable of
intelligently responding to students’ engagement [8].

We describe an exploratory study using the MathSpring.org system integrated with
a machine learning-based off-task detection system using live videos of students, which
assesses whether a student is looking away (head wandering). MathSpring.org is a web-
based tutoring system, designed to aid middle school students’ practice of mathematics
problem-solving [3].We developed computer vision software to detect students’ off- task
behavior (head wandering) as they use MathSpring.org, with two main goals: to respond
“just-in-time” to students’ states as they look away; and to provide teacherswith real-time
information to gauge the “pulse” of their students, so as to better assist them. Ultimately,
teachers would gain insights into their students’ motivation, interests, attention, and
effort. By monitoring and capturing students’ engagement with math problems, these
constructs can help teachers realize whether their lesson plans are helping students to
get involved with the material and learn.

We piloted a field formative evaluation of the tutoring system with underrepresented
K-12 students and introduced a set of dynamic real-time interventions aimed at re-
engaging students when the tutor detects distraction, i.e. head wandering. One goal
was to better understand how students receive the engagement detection system. The
contributions of this research include:

• Created a set of re-engagement strategies for informing students when they wander
away while solving mathematical problems;

• Demonstrated the feasibility and scalability of real-time detection of head wandering
using a deep learning based approach and off-the-shelf hardware;

• Performed a field formative evaluation with 5th-8th grade students to gather feedback
about the system and strategies.

2 Related Work

Educators who utilize dashboards defining student performance gain more insight about
their class [14]. This also helps teachers to learn about their students’ level of engagement
and attention. Gupta et al. [5] created a dashboard for K-12 educators to monitor and
assess students’ mastery level, emotion, and progression in a mathematics tutoring sys-
tem. The dashboard was evaluated by educators in a live classroom and human-computer
interaction subject matter experts. Arroyo et al. [1] discussed a study to understand and
evaluate interventions of a meta-cognitive based student disengagement in which stu-
dents lose interest due to possible frustration and “speed run” through exercises in
order to “game” the system. By showing students their current performance and tips for
improvement, the authors demonstrated that students could become re-engaged. Yu et al.
[15] trained a convolutional neural network to detect student engagement based on com-
puter vision of their head orientations. The model was integrated into the MathSpring
tutoring system [2] with decision support to alert students if they were “looking away”
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too long. MathSpring is a web-based online tutoring system designed to aid students’
learning of mathematical problem-solving strategies, aligned to the Common Core (CC)
Standards, which constitute the national standardizedmathematics curricula in the USA.
The present work is an extension of Yu’s work with interventions for re-engaging the
students and evaluation in a live classroom setting with underrepresented students.

3 Research Questions

In this paper, we describe efforts to use computer vision interventions aimed at re-
engaging students found to be distracted when using an online math intelligent tutoring
system.We set out to address three specific research questions (RQs). For this exploratory
study, we focus only on two RQs:

• RQ1: What is the impact of head wandering-aware interventional strategies on
student’s attention and engagement with math problems?

• RQ2:How are these head wandering-aware interventional strategies perceived by the
students?

In order to address these RQs, we rely on individual student engagement with math
problems, categorized into Engaged/Disengaged Interactions with Problems, which are
specific indications of how much effort and what kind of way the student has been
excerpted by students, see Table 1. These indicators of how students engage with math
problems are recorded by the intelligent tutor. Positive Efforts are indicative of positive
learning activities, with students paying attention. They include behaviors such as SOF
(solved on first attempt), ATT (attempted a problem incorrectly and then self-corrected
their mistake), SHINT (eventually got the correct answer after seeing one or more hints)
andSHELP (solved after reviewing the example problem).NegativeEfforts are indicative
of negative learning activities, with inattentive states and not paying attention. These
negative efforts include behaviors such as GIVEUP (learner performed some action
but did not solve the problem at all), GUESS (learner did not see hints, but solved the
question after more than 1 incorrect attempts), SKIP (learner skipped the problem with
no action) and NOTR (learner performed some action, but the first action was too rapid
for them to have read the problem).

While we consider this is a very proper way to comprehend students’ actual engage-
ment or disengagement with a math problem solving activity, the main difficulty is that
this classification label of the student-problem interaction is unknown until the math
problem has finished and the student clicks on “next problem” to request a new math
problem.

We believe it would be much more beneficial for the students’ learning experience if
we were able to detect a students’ disengagement (such as being able to understand that
the student is looking away, and their attention has been lost) before the math problem
solving activity has finished, so that MathSpring could intervene, and potentially even
change the effort excerpted on the problem, and thus the kind of interaction with the
math problem. This is the ultimate motivation for this paper and the inspiration for the
research questions presented.
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Table 1. Categorization of student activity/math performance metrics in terms of student effort
and activity types.

Effort type Learning activity Definition

Student Behaviors with a Math
Problem that indicate
Engagement

SHINT The student SOLVED the problem
correctly after seeing HINTS

ATT The student ATTEMPTED once
incorrectly, but self-corrected
(answered correctly) in the second
attempt

SOF The student SOLVED the problem
correctly on the FIRST attempt
without any help

SHELP The student got the problem correctly
but saw at least one video

Student Behaviors with a Math
Problem that indicate
Disengagement

SKIP The student SKIPPED the problem
and did not do anything on the
problem

NOTR The student did NOT even READ the
problem and answered too fast in less
than 4 s

GIVEUP The student started working on the
problem but then GAVE UP and
moved on without solving it correctly

GUESS The student apparently GUESSED
by clicking through 3 to 5 answers
until getting the correct one

4 Methods

4.1 Intelligent Tutors

Intelligent tutoring systems now perform nearly at the level of human tutors with a
median effect of raising test scores over conventional levels from the 50th to the 75th per-
centile [6]. We collected videos of students solving math problems on MathSpring.com,
a game-like intelligent math tutor that offers a personalized approach to online learn-
ing and tracks and responds to student performance and engagement, see Fig. 1. The
platform adapts problems for students and shifts instruction from one-size-fits-none to
completely individualized learning. It dynamically pinpoints gaps in student knowledge
and seamlessly moves among topics to address students’ knowledge. It builds an internal
model of student skills and provides personalized content and remedial tutoring when
needed. MathSpring is a well vetted, federally funded, personalized intelligent tutor for
grades 5–8, developed at UMass and Worcester Polytechnic Institute.
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Fig. 1. MathSpring interface. Students solve online problems with support from tools (left)
and a companion (right). For example, “Hints” speak and type problem-solving steps; “Show
Example” provides worked-out examples, and the character (Jake) talks to students in either
English or Spanish and emphasizes the importance of effort and perseverance. Answers are either
open ended, short answer, multiple choice, or check-all-that-apply.

4.2 Facial Expression Recognition (FER)

The platform detects students’ “head wandering”, which is an indicator of possible off-
task behavior and disengagement with the tutoring system in general. We know that
the head follows the eye gaze [10], so moving the head away from a font-screen focus
also very likely means that their gaze is looking away, and likely that their attention is
fading.We use deep learning models trained to recognize head orientation and direction.
Using muscle points on students’ faces, log data of students’ mathematics performance,
and answers to emotion questionnaires, FER software measures students’ emotions. The
platform alerts students to bring them back if their attention seems off track. If a student’s
attention is chronically reduced and they’re repeatedly distracted, fatigued, or struggling,
they might be provided strong reminders.

We utilized Amazon Mechanical Turk (MTurk), a crowdsourcing marketplace that
outsources tasks to a distributedworkforce. Each of the 18721 frames of a previous group
of students working on online math problems was assigned to one of three labels: ‘look-
ing at their paper’, ‘looking at their screen’, or ‘wandering’ by three different workers,
Fig. 2 shows the layout of the students working on MathSpring. These human labeling
annotations were used to train computer vision deep learning models that automatically
detected wandering and student engagement using state-of-the-art deep learning archi-
tecture that classifies a student’s gesture into those labels. We then compared the deep
learning models to baselines that rely on head pose estimation.
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Fig. 2. Data capture setup for the experiments. Students worked on problems on a laptop with
a webcam. They had a notebook and pencil available. The webcam captured the student’s upper
body and face as shown in Fig. 3 below.

Fig. 3. Student engagement dataset. The videos captured student faces and gestures as students
solve math problems. Video frames are then annotated to indicate whether a student is on-task
(‘looking at the screen’ or ‘looking at their paper’) or their head is wandering, thus the student
is looking away. Annotations are then used to train computer vision models that automatically
detect headwandering.A computer visionmodel is then integrated intoMathSpring, an online tutor
system, in order to trigger interventions whenever students are predicted to be head wandering.

4.3 Design

During the Summer of 2021, N = 30 students from a summer camp program in Mas-
sachusetts participated in this study by engagingwithMathSpring for 5Monday sessions
of at least 30 min each session. The students ranged from 5th (n = 13), 6th (n = 11),
7th (n = 4), and 8th (n = 2) grade and were from underrepresented groups (including
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bi-lingual Hispanic students). We decided to discard data from the 7th and 8th grades
because those students did not have any wandering recorded during the study, and the
study focuses on analyzing strategies about what to do when students are distracted
(wandering). All other students had at least one instance recorded of head wandering.

Students accessed the web-based MathSpring.org software through a laptop and
solved mathematical problems according to their grade level. Before students began
using MathSpring, one of the experimenters provided a tutorial of the software, see
Fig. 4. Figure 5 illustrates the resulting video capture of students working with the
system. Students completed a mixed-methods post-survey at the end of day five.

Fig. 4. Experimenter is shown here demonstrating the MathSpring software in a tutorial.

Fig. 5. Students working online in their camp classroom. The layout of the students working on
MathSpring during a summer urban camp.
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Each student was randomly assigned to either an experimental or control condition.
The control condition did not reactwhen headwanderingwas detected. The experimental
condition reacted to each student’s head wondering, in one of four (4) possible ways,
described in Table 2. This enabled us to compare the possible impact of responding
in “some” way to looking away compared to not responding at all, a between-subject
design. Furthermore, we defined a variety of measures to be analyzed that captured how
students engaged with math problems. As mentioned before, MathSpring automatically
codes student overall interaction with a math problem as engaged or disengaged (see
Table 1). Specifically, when the online tutor classified student behavior in amath problem
as SHINT, ATT, SOF, and SHELP, the student was coded as “engaged” while student-
problem interactions classified as SKIP, NOTR, GIVEUP, and GUESS were coded as a
“disengaged” student-problem interaction.

Table 2. Intervention strategies for evaluation conditions. The interventional strategies for
re-engaging students once the system detected that the student seemed to be looking away. The
experimental condition reacted to students’ head wandering in one of four possible ways: flashing
screen, text, alert, and companion message. This enabled a comparison of the possible impact of
responding and not responding at all.

Condition Sub-condition 1
Flashing
screen

2
Text message

3
Alert sound

4
Companion
message

Control Control

Experimental
(treatment)

Flash X X

Text X X

Learning
companion

X

Figure 6, Fig. 7, and Fig. 8 show re-engagement interventions used by the online
tutor as a part of the treatment condition. Figure 6 shows a screenshot of a Flashing
Screen, in which the screen flashed and then produced a tone to re-engage the learner.
Similarly, Fig. 7 shows a Text Message alerting the learner followed by a tone. Figure 8
shows a Companion Message, in which the MathSpring learning companion was used
as a medium to re-engage a distracted learner. The Alert Sound (not shown) displays a
text message and plays a sound.
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Fig. 6. Screen flash. Visual showing a distracted learner (bottom left) being alerted through
screen flashing followed by a tone (Condition “Flash”).

Fig. 7. Text prompt. Visual showing Condition “Text,” where a text prompt is displayed on the
screen followed by an alert sound.

Fig. 8. Avatar learning companion.Visual showingCondition “LearningCompanion”, inwhich
the learning companion gently reminds a learner who is looking away in an attempt to re-engage
with the task.
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4.4 Data

All data collected during this study were stored within a MySQL database and catego-
rized into two sets, consisting of the students’ level of engagement (expressed as head
down, up, right, left, and tilt in degrees), timestamps, interventions, and identifiers for
correlating with other data. The second set of data includes the students’ performance
(e.g., number of mistakes, number of hints requested, mastery level, problem difficulty,
number of attempts). Post-test survey included the following questions:

• Did you notice the system was trying to get your attention when you were looking
away?

• Do you think the MathSpring software made any mistakes and thought you were
looking away when you were actually focused on your work? If so, why?

• Did you find the character, sound, text, and whirling gray blob reminder actions
helpful?

• Did you find the reminder actions distracting or annoying?
• What do you think would make the reminder actions better?
• Do you think that giving some type of reminder like this when students look away
from the screen for too long is helpful for learning? If so, why?

5 Results

5.1 Exploratory Analysis

We first performed exploratory frequency analyses to identify potential patterns. Specif-
ically, we used the above grouping of student-problem engagement interaction types in
Table 1 (engaged and disengaged with problem) and identified their frequency distribu-
tions. We identified which student activities (e.g., SOF, ATT, SHINT, SHELP) students
excerpted in overall, regardless of condition, see Fig. 9. Solving the problem correctly
on the FIRST attempt without any help was the most frequent student activity amongst
students. It is also interesting to observe that SHELP – the student got the problem
correct and saw at least one video – occurred the least, overall.

Similarly, the student behavior of SKIP was the most frequent kind of “disengaged”
student interaction pattern with a problem. Thus skipping the problem and not doing
anything was the most frequent student activity when disengaged. NOTR - the student
did NOT even READ the problem and answered too fast in less than 4 s - was the least
frequently occurring.

The breakdown of the number of students between the treatment and control groups
is shown in Table 3 while Table 4 represents the number of problems solved by students
according to the experimental and engagement conditions.
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Fig. 9. Distribution of problems by effort. This Chart shows the frequency distribution of
student-problem engagement behaviors overall, regardless of condition.

Table 3. Count of students by condition.Number of studentswhowere detected headwandering
at least once, during the study.

Treatment Control

Number of students 14/15 5/7

Table 4. Student-problem interaction behaviors per condition. The total number of cases
where students in each condition were classified as engaged (SOF, ATT, SHINT, SHELP) or
disengaged (GUESS, SKIP, NOTR, GIVEUP).

Engaged Disengaged

Treatment 448 389

Control 169 199

Note: Only students who experienced wandering during the study are included in this table



Measurements and Interventions to Improve Student Engagement 297

5.2 Re-engagement Interventions Analysis

Wemeasured the levels of engagement (disengagedvs. engaged) associatedwith levels of
experimental conditions (control vs treatment): χ2 = 5.91; p< 0.02 and non-directional
Fisher’s Exact Test (p < 0.02). We detected more engaged students in the treatment
group, and more disengaged students in the control group, see Fig. 10. Non-directional
Fisher’s Exact Test also showed that the treatment group used more positive learning
strategies than did the control group.

Given emotions could be induced by external factors and emotions could in turn
impact learning behaviors, we studied whether levels of engagement could be associated
with students’ reported emotions. χ2 = 84.08; p < 0.0001 and Fisher’s Exact Test (p <

0.0001) show a significant association, see Fig. 11. The treatment group also indicates
a higher level of confidence compared to the control group. It is also interesting to note
that the students in the treatment group also experienced a higher level of frustration.

Fig. 10. Students’ response to treatment and control conditions. Distribution of instances in
which student-problem interactions were classified as engaged (SOF, ATT, SHINT, SHELP) or
disengaged (GUESS, SKIP, NOTR, GIVEUP), in each condition.

Weconducted aOne-WayAnalysis ofVariance (ANOVA) to identify potential effects
by re-engagement interventions.We identified a significant difference between the levels
of interventions (control vs treatment) and the level of mastery (F= 19.24; p < 0.0001).
We studied whether re-engagement interventions would have an effect on the number
of problems completed by the students and found no significant difference.

When it comes to requesting hints when solvingMathSpring problems, we observed
no significant difference with the levels of interventions. Similarly, we also found no
significant differences in the number of mistakesmade, number of hints requested before
solving problems, or the number of attempts tried before solving problems with levels
of interventions.
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Fig. 11. Emotion in treatment and control conditions.Distribution of student emotion recorded
by students in the tutor and classified by treatment and control condition.

Moreover, Welch’s t-tests suggest that the treatment group spends more time per
problem, and this is due to spendingmore time in those student-problem interactions that
were classified as engaged (SOF, ATT, SHINT, SHELP). Table 5 shows the control group
has more disengaged student-problem interactions than engaged, while the opposite
happens in the treatment group. This suggests that the interventions lead students to
continue solving problems, excerpting more effort, on which they would otherwise give
up. Note that skipped problems are not included in this analysis since the time spent is

Table 5. Time spent - two sided T-tests. Results of Welch’s T-test on the average time spent
per student per problem type when comparing the control and treatment groups. Average time is
averaged first by student and then by treatment group for the right two columns. Results show
that the time spent on problems with positive engagement is borderline significant. These results
and those in Fig. 10 (engagement) provide some evidence that the interventions may be helping
students finish problems on which they would otherwise give up.

Average time spent on
problems

p value Control group average time
(s)

Treatment group average
time (s)

All problems 0.57 56.80 62.53

Problems resulting in
engaged
student-problem
interactions

0.063 46.60 65.00

Problems resulting in
disengaged
student-problem
interactions

0.31 72.74 56.48
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recorded as −1, and math problems where the students give up are included with the
time of their last guess before giving up.

6 Discussions

Students were attending an urban summer camp andmost were excited to be there and to
have the opportunity to socialize with their peers after being isolated due to the COVID-
19.Weobserved that some studentswere chatting, playing, andoccasionally arguingwith
their peers. This tells us that unlike in a regular and structured classroom environment,
these summer campers were more “hyperaware.” Because of such an informal summer
camp setting, the stationary built-in camera on the laptops made it difficult for tracking
students’ head directions and orientations accurately and continuously.

Yet, in spite of the difficulties of tracking students, we are encouraged by the initial
findings since this was an exploratory study of student engagement in MathSpring. As
seen from the Chi-Square analysis, students exposed to the treatment group were more
engaged overall, as indicated by them engaging in behaviors such as SHINT, ATT, SOF,
and SHELP (see Table 1 above) while solving problems in MathSpring. We speculate
that the audio component and visual animations used in the treatment group were able
to retrieve students’ attention and essentially bring them back within the context of
MathSpring. One positive side effect is that once students are back on course, their
accomplishments as indicated by high frequency of ATT and SOF (see Fig. 9 above) also
led them potentially to a higher level of reported confidence. We also saw similar results
when looking at the amount of time students spent on solving problems in the treatment
group – hence, students exposed to re-engagement interventions tended to spend more
time compared to those in the control group.We believe that the re-engagement strategies
helped students to not only re-focus but also motivated them to persist through tough
problems. This might also explain our significant finding of increased level of mastery
of learning in the treatment group. In fact, Immordino-Yang [9] suggested that emotion
is one factor that could relate to how students learn, self-regulate, and perform.

Another interesting observation is that both the treatment and control groups show a
similar level of frustration experienced by the students. As Pekrun et al. [11] discussed
in the Control Value Theory framework, students’ ability to control the current situations
could determine howmuch frustration they experience. Factors such as beingmonitored,
using a new software, being in a new environment, or interacting with new peers might
all lead to a high level of uncontrollability.

The qualitative results also provided insights about students’motivation. Particularly,
we found comments such as “I love jake from state farm” and “I like the [learning]
companion butwish you couldmake you[r] own companion”whenwe asked the students
their perception and preference over MathSpring’s learning companion. Students also
told us that the engagement detection was useful “[b]ecause it tells people that they
[aren’t] paying attention” and allowed them to “…do [their] work”. We further learned
that more subtle interventional strategies might be needed since some of the students told
us theywere startled orweremadenervous.Likewise, some students also commented that
they might not like being monitored through a camera. An implication from a human-
computer interaction and education perspective is that the design of re-engagement
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strategies should incorporate multiple modalities and should involve the students and
educators themselves.

Hence, for RQ1, the impact of gaze interventions on learning, results from the
exploratory analyses illustrate that students were more engaged, confident, persistent,
and masterful when exposed to re-engagement interventional strategies once head wan-
dering was detected. For RQ2, how were interventions perceived by students, we found
that students enjoyed interacting with the avatar learning companion – one of the re-
engagement interventional strategies. Students related the learning companion to real life
characters and provided feedback about the strategies that were encouraging; students
wanted to see improved versions and to personalize the strategies.

7 Conclusions

We described an exploratory study in which a computer vision detection system using
deep learning techniques was used to identify students’ mind wandering and a set of
re-engagement interventional strategies were applied to bring students “back on course”.
This exploratory analysis showed that students were more engaged, confident, persis-
tent, and masterful when exposed to re-engagement interventional strategies once head
wandering was detected and that students enjoyed interacting with the avatar learning
companion (a re-engagement interventional strategy) and related the learning compan-
ion to real life characters. Results showed that time spent on problems with positive
engagement when compared between control and treatment groups is statistically sig-
nificant and some evidence exists that the interventions may be helping students finish
problems on which they would otherwise give up.

We noticed that 7th and 8th grade students were engaged and did not demonstrate
head wandering. We would like to investigate whether this pattern holds more generally
(that older students don’t wander as much/at all) or if this was just an anomaly due to
the structure of the summer camp. We plan to conduct a future experiment in a typical
classroom to determine this.

In future research, we plan to understand how several student characteristics might
account for head wandering and the impact of the intervention strategies. Thus we will
explore the impact of age, gender, time of the day (before/after lunch), fatigue (being
tired), and boredom (beginning vs, end of session) on student learning after interventions
are applied. Also, in future work, we plan to further understand and identify the most
effective engagement interventional strategies.

Acknowledgments. We thank the participants of our experimental study and acknowledge partial
funding for this work by the National Science Foundation, grants 1551572, 1551589, 1551590,
and 1551594.
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Abstract. Pedagogical agents (PAs) could be used to mimic a one-on-one human
tutoring experience in adaptive training systems. Social agency theory (SAT) is
one perspective that describes how humans learn from PAs. However, there are no
measures to test the components of SATand their effects on learning. Therefore,we
discuss the development of a subjective measure, the Social Agency Theory Ques-
tionnaire (SATQ), to assess components of the social agency theory framework:
social cues, the cooperation principle, and deep cognitive processing. Next, we
present a study that investigates the effectiveness of a PA instructor who provides
error-sensitive human-voiced feedback to learners in an adaptive training system
(PA-Present group), compared against an instructionally equivalent text-based
instructor system (PA-Absent group). We hypothesize that the PA-Present group
will exhibit higher learning outcomes than the PA-Absent group. Additionally,
we hypothesize that participants in the PA-Present group will rate the “instruc-
tor” higher on all three subscales of the SATQ than participants in the PA-Absent
group. Data collection for this project is currently underway. Future analyses will
examine between-group differences on performance and learning outcomes, and
their association with subjective ratings on SATQ subscales. In addition, we will
present psychometric analyses of the SATQ and proposed revisions to the scale.

Keywords: Social agency theory · Pedagogical agents · Adaptive training ·
Feedback

1 Introduction

1.1 Adaptive Training – Feedback Strategies

Adaptive training (AT) systems are computer-based instructional systems that provide
tailored training to a learner based on variables such as in-situ performance or learner
attributes [1]. AT systems are supported by algorithms that adjust some aspect of the
training (e.g., difficulty, feedback, content) basedon the aforementioned factors. Previous
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research suggests that such adaptations are beneficial for learners when compared to
informationally equivalent non-adaptive systems [2–4]. A goal of AT is to achieve the
tutoring effectwhere students learn asmuch fromanATsystemas theywould one-on-one
from a human tutor [5, 6].

The goal of our research is to investigate characteristics of human tutors that make
them effective and incorporate those strategies into AT systems. Providing feedback to
students is one of the main strategies human tutors use. Indeed, AT system designers
have used a variety of presentation methods for delivering feedback to trainees, such
as feedback that is provided in text form [7], with text and images [2], or contextual
animations [8]. However, we wanted to investigate the use of pedagogical agents (PAs)
as a mechanism to deliver feedback much like a human tutor would. The following
sections provide the rationale for the use of PAs for delivering feedback in adaptive
training systems and a questionnaire for assessing their effectiveness.

1.2 Learning with Pedagogical Agents

In recent decades, the roles that PAs have played in learning environments have expanded
greatly [9]. PAs can be defined as agents in the form of a virtual character equipped with
artificial intelligence that can support the students’ learning process and use various
instructional strategies in an interactive learning environment [10]. A related term is a
Non-Player Character (NPC), which often takes the form of an instructor [11–13] that
guides learners toward learning objectives by providing them with narrative instruction
or feedback. Much like PAs, NPCs are considered effective when they are believable
to the user and should be designed to maximize believability for optimal effectiveness
[14–16].

When designing instructional systems, PAs are often chosen because they are
believed to confer benefits to the learner and the learning experience. Previous research
suggests that they can foster motivation [17], enjoyment [18], engagement [9], flow (a
state of deep involvement) [19], and immersion [20]. In their meta-analysis examining
the effectiveness of PAs during learning, Schroeder, Adesope, and Gilbert found ben-
efits when PAs were utilized rather than on-screen text [21]. Researchers have sought
to uncover properties of PAs that facilitate learning, studying their voice [22], like-
ability [23], and politeness [24]. Critical to the success of these PAs, though, appears
to be the role the agent plays during instruction [25]. Baylor and Kim discussed how
research since their previous work [26] has affirmed and expanded their claim that per-
sonalized roles help PAs to facilitate learning. Similarly, Veletsianos advises that PAs
be contextually relevant during the learning process [27]. In the following section, we
will describe theoretical perspectives explaining how pedagogical agents influence the
learning process.

1.3 Theoretical Background: How Do Pedagogical Agents Influence Learning?

Social agency theory (SAT) is a framework used to explain how a human learns from aPA
[28] (seeFig. 1). This theory proposes that a PApresents social cueswithin its interactions
with a human, which lead to improved learning via the cooperation principle and deep
cognitive processing. For example, the PA’s voice [28], gestures, facial expression, and
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eye gazemay serve as social cues [29]. These cues prime the learner’s social conversation
schema, causing the learner to behave as if they are conversing with another human and
thereby prompting certain social rules found in human-to-human communication.Mayer
and colleagues emphasized Grice’s cooperation principle [30] as a framework for the
social rules that may come into play in human-PA communication (see Table 1 for
descriptions of the four maxims of the cooperation principle). Due to the elicitation of
these human-to-human social rules, the learner attempts to make deeper sense of what
the PA is communicating to them, thus resulting in deep cognitive processing and more
meaningful learning [28].

Fig. 1. The process of social agency theory according to Mayer and colleagues [28]

Lin and colleagues suggested that, when a conversation primes the cooperation prin-
ciple, the learner may bemore determined to understand and process what the PA is com-
municating, leading to deep cognitive processing [31]. Mayer and colleagues defined
deep cognitive processing as meaningful learning in which the learner identifies impor-
tant information and organizes this information into logical verbal and visual cognitive
models [28]. The learner then integrates these models with each other and with pre-
existing knowledge. This process allows the learner to apply the knowledge they have
gained to other situations, which is reflected in transfer tests [28]. Alternatively, Lin
and colleagues hypothesized if the PA does not act in accordance with the learner’s pre-
established social rules, that the cooperation principle may not be provoked. This may
cause the learner to withdraw from the conversation, limiting deep cognitive processing,
immersion, and meaningful learning outcomes [31].

Another framework that researchers have used to study how PAs influence the learn-
ing process is the Persona Effect [32]. This effect states that when a personified educa-
tional agent is presented in the learning environment, the learner may perceive conver-
sations with the PA as human-to-human interactions, leading to a positive view of the
learning environment and enhanced motivation [32, 33]. In other words, this effect pro-
poses that the mere presence of a lifelike PA may improve the learning experience. Like
SAT, enhancing the social aspect of the human-computer interaction improves learning.
However, whereas SAT seems to be more focused on priming the social conversation
schema, the Persona Effect appears to be centered around altering the learner’s per-
ceptions of the learning environment using a personified agent [32]. Many studies only
support the subjective benefits of the persona effect, such as supporting heightened enter-
tainment levels, engagement, trustworthiness, believability, and perception [32, 34–36].
Despite the lack of data on objective benefits, much of the literature assumes that the
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Table 1. Four maxims of the cooperation principle

Maxim Rule

Quantity Speaker is expected to make their involvement in the conversation exactly as
informative as required. They are neither under-informative nor over-informative

Quality Speaker is expected to provide accurate information. They only say what they
believe is true and that for which they have sufficient evidence

Relation Speaker is expected to provide information relevant to the conversation.
Relevancy may shift throughout the conversation

Manner Speaker should be concise. They should maintain organization and avoid
ambiguity, obscurity of expression, and unnecessary wordiness

persona effect improves learning. However, there are studies that suggest that actual
learning gains from the persona effect alone are small to nonexistent [17, 35, 37].

1.4 Experimental Extensions of Social Agency Theory

Utilizing SAT, previous research tested a “social-cue hypothesis” arguing that PAs that
are designed with more social cues (i.e., human-like face, natural voice) would be more
likely to improve learning as predicted by SAT [38]. Louwerse and colleagues found
mixed interacting social cue effects with two experiments, ultimately concluding that the
quantity of social cues may not matter. The clearest example of this is exhibited in their
second experiment, which did not identify learning differences between an animated
and narrated PA and a PA that was narrated but absent from view. In two experiments
examining learning gains using worked-out examples, Atkinson, Mayer, and Merrill
showed that high school and college students displayed better performance in both near
and far transfer when learning from a PA with a human voice compared to a PA with a
machine-like voice [39]. However, Moon and Ryu presented evidence that social cues in
the form of conversational gestures (e.g., hand-waving and pointing) can be detrimental
to learning comprehension [40]. Due to the variety of possible social cues one could
manipulate, Louwerse and colleagues acknowledged that comparing social cues across
experiments is challenging in this body of research [40].

If the human conversational schema is the primarymechanismbywhich PAs improve
learning, how do designers know their PAs have elicited it? Previous research has made
this inference when observing improved learning outcomes, but improved learning is
only indirect evidence. Considering the findings for learning benefits in this literature
are mixed, it could be that some PAs do not elicit the human social conversational
schema. Or, they may elicit this schema without fostering the cooperation principle or
deeper cognitive processing of the instructional material. In the proceeding sections, we
describe the theoretical development of a proposed Social Agency Theory Questionnaire
(the SATQ) to address this gap in the literature.
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2 Scale Development

In previous research, social agency effects are assumed to have occurred when a learning
benefit is observed. In order tomore fully assess themechanisms of SAT and their roles in
learning, we set out to repurpose items from existing scales or research when possible to
assess attributes of social cues, the cooperation principle, and deep cognitive processing.
When that was not possible (due to lack of existing social agency measures), we created
our own items based on the component processes of SAT. For the SATQ, we treated
these categories as subscales, as they are the primary theoretical components of SAT
(see Fig. 1).

A relevant scale exists called the Agent Persona Instrument [41, 42] (API; or API-R
after revisions suggested by Schroeder, Romine, & Craig), which addresses the Persona
Effect [32]. In developing the SATQ, we adapted several items from the API-R that we
considered relevant to the processes of SAT. At the time of writing, the most recent
published psychometric analysis [42] indicated good reliability and fit indices for the
API-R, but these researchers noted that there were only small correlations between
subscales of the API-R and learning outcomes. When examining this measure in the
context of SAT, the API-R’s “Facilitating Learning” subscale contains items that mostly
relate to deep cognitive processing, but few items relate to social cues or the cooperation
principle.Asmentionedpreviously, thePersonaEffect is assumed to enhance the learning
experience but does not specifically predict improved learning outcomes. SAT predicts
improved learning outcomes, so ameasure that addresses themechanisms of SAT should
be more directly related to objective measures of learning.

For the social cues subscale, we adapted questionnaire items that Atkinson and
colleagues suggested [39]. In their paper, they argued that learners would rate PAs with
more social cues higher on these items as compared to PAs with fewer or no social cues.
We also included one item from the API-R’s “Engaging” subscale (“The instructor was
easy to connect with”). For the items we generated, our goal was to have learners focus
on their perceptions of their interaction with the PA during learning.

Next, we considered Lin and colleagues’ argument that the cooperation principle is
a prerequisite for deep cognitive processing [31], and generated items from Grice’s four
maxims of the cooperation principle [30] (see Table 1). We generated at least two items
for each of the four maxims of Quantity, Quality, Relation, andManner. We also adapted
two items from the Facilitating Learning subscale of the API-R: “The instructor focused
me on the relevant information” and “The instructor communicated the main ideas
clearly.” These items are associated with the relation and manner maxims, respectively.
The remaining items were generated for this scale with the intent to gauge subjective
perceptions of the PA’s cooperation in communicating information to the learner.

Lastly, to generate items for the SATQ’s deep cognitive processing subscale, we
utilized some of the “Facilitating Learning” items from the API-R, and we also gener-
ated items based on Mayer’s definition for deep cognitive processing (i.e., assimilating
multimedia models into prior knowledge) [28]. The items in this subscale are intended
to assess learners’ subjective perceptions of their own deep cognitive processing of the
material they received. The proposed measure can be seen in Table 2.

The primary use of the proposed scale is to assess learners’ subjective perceptions of
their interactionswith a PA. The goal is to ascertainwhether the PA elicited key aspects of
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SAT that are integral for learning.We suggest that subjective responses from thismeasure
should correlate with objective learning outcomes, in line with SAT’s predictions that
PA social cues enhance learning. In addition, another goal is to offer a standardized
instrument for examining differences in subjective perceptions of social agency among
different PAs or experimental paradigms, addressing a concern of previous research
[38]. In light of disparate results in the research literature in terms of learning gains,
this scale could distinguish among PAs that foster deeper cognitive processing and those
that only trigger the social conversation schema or cooperation principle. SAT predicts
that an agent that does not foster deep cognitive processing may not be beneficial for
learning. Therefore, a PA that only elicits the human conversational schema may be a
PA that enhances the subjective learning experience without yielding learning gains. In
the following section, we describe current research with the goal to use and validate the
SATQ in an adaptive training system.

3 The Present Study

The present study investigates the effectiveness of a PA instructor who provides error-
sensitive feedback to participants in real-time on a radar detection task during simulated
electronic warfare training missions. We have approached this differently than other
PA or virtual instructor studies, which typically involve the delivery of a lesson and
subsequent question-based testing [43].Our PAdelivers feedback in situ during scenario-
based training, and learners will be tested within a similar task-based context. The
PA instructor will be compared to an informationally equivalent text-based feedback
system,whichwill be driven by the same error-sensitive feedback algorithm. The present
study will use a 2-group between-subjects design to compare learning performance and
subjective ratings on the SATQ. Our hypotheses for the study are:

H1: Participants who learn with the PA instructor will exhibit better learning outcomes
compared to those learning with the text-based feedback system.

H2: Participants who learn with the PA instructor will rate the instructor higher on the
SATQ subscales than participants who learn with the text-based instructor system.

Based on our hypotheses, we believe the PA instructor’s social cues will prime
participants’ conversation schema to a greater extent than the text-based instructor sys-
tem. In turn, this conversation schema would have a motivating effect on participants,
as described by Lin and colleagues [31]. We propose this process will result in both
improved learning outcomes for participants, as well as higher subjective ratings of
social agency for the instructor in the PA condition.
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Table 2. Items and factors of the social agency theory questionnaire (SATQ)

Social Cues 

*The instructor was easy to connect with. 

**I felt as if the instructor was talking directly to me. 

**I felt as if the instructor was interacting with me. 

**The instructor was trying to be helpful. 

The instructor communicated with me naturally. 

My interaction with the instructor felt unnatural. 

My interaction with the instructor felt like an interaction I would have with a tutor or teacher. 

The instructor understood my learning needs. 

Cooperation Principle 

*The instructor focused me on the relevant information. 

*The instructor communicated the main ideas clearly. 

The instructor gave me too much information. 

The instructor gave me sufficient information. 

The instructor should have given me more information. 

The instructor gave me inaccurate information. 

The instructor gave me accurate information. 

The instructor gave me the right information when I needed it. 

I felt prepared for the next task after interacting with the instructor. 

The instructor could have given me the same information in a simpler way. 

The instructor gave me the material in a confusing manner. 

Deep Cognitive Processing 

*The instructor led me to think more deeply about the presentation. 

*The instructor made the instruction interesting. 

*The instructor encouraged me to reflect on what I was learning. 

*The instructor helped me to concentrate on the presentation 

*The instructor helped me learn the material 

*The instructor was easy to learn from 

The instructor helped me self-evaluate my performance. 

The instructor helped me connect the new material to information I already knew. 

The instructor’s use of words and images helped me to better understand the task. 

The instructor helped me connect main ideas. 

The instructor helped me remember relevant information. 

The instructor presented the material in a cohesive manner. 

*Item adapted from API-R; Schroeder, Romine, & Craig [42] 

**Item adapted from suggestions in Atkinson, Mayer, & Merrill [39] 

Original items 

The word instructor should be adapted for use in other domains as appropriate (i.e., agent, char-

acter, etc.). All items on this scale should be rated on a 1 (Strongly Disagree) to 5 (Strongly 

Agree) Likert scale. 
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4 Method

Participants will learn a radar detection task where they must perceive radar signals (i.e.,
emitters) in the environment, identify characteristics (e.g., emitter name, what type of
platform the emitter is on, the type of threat to the mission, etc.) and report that infor-
mation to the Mission Commander. Participants must determine that information from
multiple information sources provided by the research testbed such as emitter parametric
data (emitter frequency, scan times, scan types, etc.). They will also be required to clas-
sify the threat level of the emitters based on these variables and report this information in
a timely manner to the Mission Commander. Participant training on the radar detection
task will be presented in a text-based instructional PowerPoint and an experimenter-led
demonstration of the task workflow. Participants will then complete a knowledge quiz to
ensure they understand the content, followed by a 10-min pre-test scenario. Next, partic-
ipants will be randomly assigned to a condition where they receive either PA-supported
feedback (PA-Present) or text-only feedback (PA-Absent). Depending on their assigned
condition, participants will be notified that an instructor (PA-Present) or an instruc-
tor system (PA-Absent) has connected to their system and will be providing feedback
throughout their next three scenarios. During each of these three, 10-min scenarios, all
participants will have four opportunities to receive feedback. The feedback they receive
will be in video form, determined by an algorithm that detects the task component they
are struggling with the most at the time the feedback is selected. The feedback video
will demonstrate the necessary steps for completing the selected task component. Par-
ticipants in the PA-Present group will receive narration accompanying their feedback
video, whereas participants in the PA-Absent group will receive text. For each feedback
topic, the feedback videos in the separate conditions will be identical regarding their
instructional content; furthermore, the narration provided will be identical to the text
presented in each video.

At the end of these scenarios, participants will be asked about their perceptions of
the instructor or text-based instructor system via the Agent Persona Instrument-Revised
(API-R) [42] and the Social Agency Theory Questionnaire (SATQ). We will also assess
their subjective perceptions of flow (using the Core Flow Scale) [44] and engagement
(using theGameEngagement Questionnaire) [45]. Afterward, participants will complete
a post-test scenario without experimental feedback. Lastly, participants will complete a
radar detection transfer scenario requiring the same skills as in previous scenarios, but
those skills will be used in a different way with a different overall objective. Specifically,
instead of reporting on all the emitters in the environment, participants will be told to
search for specific emitters and report them immediately. Participants will be provided
with incomplete emitter information (i.e., only frequency and scan time) and be asked
to find the specific emitter based on this limited data, complete the emitter report, and
report the emitter to the Mission Commander in a timely manner.

5 Results

Due to the COVID pandemic, data collection for this experiment has been delayed. How-
ever, data collection is currently underway, and we intend to provide results when this
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paper is presented. As data are collected, the proposed SATQ will be psychometrically
evaluated and revised as appropriate.

To evaluate the SATQ, we will examine differences in each of the subscales between
our PA-Present and PA-Absent groups. Per SAT, social cues are the prerequisite for
eliciting the cooperation principle and deep cognitive processing. If the SATQ is an
appropriate measure of SAT, we should expect the PA-Present group to have higher
subjective ratings of social cues, the cooperation principle, and deep cognitive processing
compared to the PA-Absent group. If these results emerge, we suggest they would offer
preliminary evidence for construct validity of the SATQ.

We will also conduct exploratory analyses examining the correlation among SATQ
subscales and subjective measures of flow and engagement. As previously mentioned,
well-designed PAs can foster flow and engagement in the learning experience, which are
assumed to confer benefits for learning. We posit that a PA that elicits the cooperation
principle or deep cognitive processing should also facilitate flow and engagement.

Once sufficient data are collected, we intend to assess the internal consistency of our
measure and its subscales. In addition, we plan to perform a confirmatory factor analysis
to examine item factor loadings onto the latent variables of the SATQ to determine which
items to retain, modify, or discard.

6 Applications and Extensions

This scale represents an evolution of the SAT suggestions outlined by Atkinson and
colleagues [39], and a possible solution to their claim that social agency theory requires
direct testing. As mentioned, studies directly testing SAT have been sparse without clear
conclusions, and scholars have recently emphasized the dearth of research expanding
SAT [46].

At a subscale level, the SATQmay be useful outside of the learning domain. Accord-
ing to the Computers are Social Actors (CASA) framework [47] humans tend to perceive
their interactions with a computer through a human-to-human conversational lens. The
SATQ may be beneficial in cases where subjective perceptions of non-instructional
characters are important to a researcher or designer. For example, designers may be
interested in user perceptions of an interactive non-instructional NPC in a simulation for
evaluations of believability, which is important for an NPC to be effective [15, 16].

For analysis purposes, we believe it is worth considering other relevant variables
that PAs influence in learning. Variables such as flow, engagement, or enjoyment should
correlate to the social cues subscale of the SATQ, since these factors relate to interacting
with well-designed PAs. The subscales of the SATQ may also be useful for regression
analyses where researchers are interested in assessing process models about SAT for
learning. Other researchers have noted the need for tools that can empower analyses
beyond comparinggroupdifferences inmeans and standard deviations [46]. For example,
it is possible that individual differences in perceptions of the social agency process will
explain additional variance in learning outcomes.

For practitioners, we propose that the SATQ could be useful for anyone who designs
a training system with PAs. If this scale can identify subjective aspects of SAT that are
conducive to learning, it may be a useful tool for assessing learners’ experiences with
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PAs. Based on scale responses, practitioners could iteratively adjust the characteristics
of their agent to ensure they foster social agency that leads to learning. For advanced
training systems that rely on additional instructional features (such as AT systems),
the exemplary PA would foster social agency without detracting from the benefits of
adaptivity. Further, the use of PAs in AT systems that trigger the processes of social
agency could be a means for students to learn as much as they would from a one-on-one
human tutoring experience.
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