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Foreword by António Gomes Correia 

Testing and experiments, in general, are an important part of the new digital era, 
building artificial intelligence ecosystems for modern societies to be safer and more 
sustainable. The application to geotechnics and transportation can take different 
forms and occur at different times and scales, solving issues and improving solutions 
in a given application sector, including validation and demonstration. 

This collection of contributions provides an update on the recent developments 
regarding some of these issues and presents case histories involving the application 
of testing and experiment approaches. 

In the geotechnics theme, it covers topics such as the role of engineering geology 
mapping and gis-based tools in geotechnical practice, in situ geotechnical investiga-
tions, laboratory and field testing of rock masses for civil engineering infrastructures, 
testing and monitoring of earth structures and offshore wind foundation monitoring 
and inspection. 

In the second theme of transportation, the contributions highlight topics such 
as tests and surveillance on pavement surface characteristics, full-scale accelerated 
pavement testing and instrumentation, monitoring of pavement structural character-
istics, intelligent traffic monitoring systems and testing and monitoring in railway 
tracks. 

I believe that the present contributions are a valuable resource for researchers as 
well as practising engineers in geotechnics, transportation and other branches of civil 
engineering.
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vi Foreword by António Gomes Correia

I would like to convey my deepest gratitude to the editors for their efforts, to the 
authors for their contributions and to the reviewers for their careful reviews, all of 
which have contributed to the quality of this book series in Springer Tracts in Civil 
Engineering. 

António Gomes Correia 
Emeritus Professor in Civil Engineering 

University of Minho 
Braga, Portugal



Foreword by Javier L. Lara 

All through history, progress in engineering has made possible the development of 
mankind, allowing over the years a significant improvement in people’s quality of life. 
In this sense, civil engineering has played a fundamental role in the ability of human 
beings to adapt to their environment thanks to the construction of infrastructures that 
have facilitated the transport of materials and people, communication, the capture 
of natural resources or their own residence and coexistence. This has been possible 
thanks to advances in knowledge, construction techniques and the application of 
new technologies based, firstly, on physical experimentation and, in recent decades, 
on the use of computational techniques, which in a complementary approach and 
based on solid theoretical foundations, has allowed the progress of technology and 
the construction of large infrastructures for society. 

Civil engineering currently has a series of challenges that it will face during 
this century, which are linked to a series of social and economic demands that it 
must meet within a framework of sustainable development. Aspects such as the 
growth and development of medium-sized cities that will become large cities at the 
end of the century, generating new demands for management models, the inclusion 
of artificial intelligence in the management of complex systems associated with 
the construction, operation and maintenance of civil infrastructures, innovation in 
construction processes and the use of new materials and engineering solutions within 
a framework of sustainable development in agreement with nature are some of the 
challenges that civil engineering will have to face, all of them within an environmental 
framework of climate change. 

All these challenges, and others that will appear throughout the century, will 
therefore require the development of new science and new knowledge. It is in this area 
where experimental techniques play a very relevant role. Computational techniques 
have developed considerably in the last decades and are now an everyday element 
of the engineer’s work. Additionally, in recent years, techniques based on artificial 
intelligence have emerged with great efficiency showing their high applicability in 
the field of civil engineering. However, experimental techniques are still a very 
important approach to generate knowledge and as a complementary element for
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viii Foreword by Javier L. Lara

the understanding of complex systems in engineering, either on their own or as a 
complement to the above. 

This book presents a good compilation of the latest advances and experimental 
techniques in four major fields in which civil engineering works: geotechnics, trans-
portation, hydraulics and natural resources. Throughout 15 chapters, novel aspects 
in these four disciplines are presented, through the development and application of 
experimental techniques in different fields, which aim to show how experimentation 
can be a very valid tool to obtain the adequate knowledge that civil engineering 
needs for its development. The book is an ideal choice for curious professionals and 
students, both inside and outside civil engineering, and provides a cross-disciplinary 
view of the use of the latest experimental techniques in civil engineering and how they 
can be applied to generate new science and increase the understanding of physical 
processes. 

Javier L. Lara 
Professor of Civil Engineering 

Instituto de Hidráulica Ambiental 
Universidad de Cantabria 

Santander, Spain



Preface 

Testing and experimentation are essential to support the design of civil engineering 
infrastructures and buildings and to understand the phenomena involved. Over the 
last years, testing and experimentation in civil engineering have assumed increasing 
importance in a wide range of applications, providing reliable information for the 
decision-making process during the projects’ life cycle. The experimental activi-
ties are performed in the laboratory or in situ. They typically allow an enhanced 
characterization of the behaviour of systems and their components, supporting the 
stakeholders to find more reliable and sustainable solutions. Currently, the literature 
lacks a contribution that provides general and foundational knowledge across these 
topics, and this book aims to fill this gap. 

The book presents the recent advances on testing and experimentation in civil 
engineering, especially in the branches of materials, structures, buildings, geotech-
nics, transportation, hydraulics and natural resources. It is divided into two volumes, 
one dedicated to materials, structures and buildings and the other one dealing with 
geotechnics, transportation, hydraulics and natural resources. Both volumes include 
advances in physical modelling, monitoring techniques, data acquisition and analysis 
and provide an invaluable contribution for the installation of new civil engineering 
experimental facilities. 

This volume covers the areas of geotechnics, transportation, hydraulics and natural 
resources and starts by pointing out the most recent advances in testing and exper-
imentation in the main domains of geotechnics: soil mechanics and geotechnical 
engineering, rock mechanics and rock engineering and engineering geology. The 
initial part is dedicated to new developments in surveying acquisition for applied 
mapping and in situ geotechnical investigations. Laboratory and in situ tests to esti-
mate the relevant parameters required to model the behaviour of rock masses and earth 
structures are presented next, updating the most important technological advances. 
The last part describes monitoring and inspection techniques designed for offshore 
wind foundations. 

The second part of the book highlights the relevance of testing and monitoring in 
transportation. Full-scale accelerated pavement testing and instrumentation become 
even more important nowadays when, for sustainability purposes, non-traditional

ix



x Preface

materials are used in road and airfield pavements. Innovation in testing and moni-
toring pavements and railway tracks is also developed in this part of the book. Intel-
ligent traffic systems are the new traffic management paradigm, and an overview of 
new solutions is addressed. 

Finally, trends in the field and laboratory measurements and corresponding data 
analysis are presented according to the different hydraulic domains addressed in 
this publication, namely maritime hydraulics, surface water and river hydraulics 
and urban water. These chapters of the book provide a holistic and comprehensive 
overview of hydraulic testing and experimentation and are addressed to professionals 
willing further improvement in their scientific and technical understanding and skills 
in this specific area of civil engineering. 

Lisbon, Portugal 
Lisbon, Portugal 
Porto, Portugal 
Lisbon, Portugal 
Lisbon, Portugal 

Carlos Chastre 
José Neves 

Diogo Ribeiro 
Maria Graça Neves 

Paulina Faria
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The Role of Engineering Geology 
Mapping and GIS-Based Tools 
in Geotechnical Practice 

Helder I. Chaminé and Isabel Fernandes 

Abstract Maps are of fundamental topical importance in the geology and engi-
neering practice, mainly in field data surveys, synthesis and communication related 
to several domains, such as applied geomorphology, engineering geology, hydro-
geology, soil and rock geotechnics, slope geotechnics and site investigation. The 
preparation of geological maps and plans specifically for engineering purposes is still 
a challenging task. The application of Geographic Information Systems (GIS) and 
geovisualisation techniques for geosciences and engineering are gaining increasing 
relevance. New developments in surveying acquisition for applied mapping—sketch 
or general maps, engineering geological maps and geotechnical maps, at diverse 
scales—take on critical importance in further ground investigations and modelling 
stages. It is also essential to highlight the value and cost-effectiveness of accurate 
mapping for geotechnical practice. The present chapter summarises the state of the 
art regarding engineering geology mapping techniques, methods, and models. Addi-
tionally, it intends to focus on an insightful geotechnical mapping reasoning concept 
established on advanced methods such as geomatic techniques, geovisualisation tech-
niques, unmanned aerial vehicles for detailed surveys, and ground and numerical 
modelling. 
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1 Introduction 

The thoughts from Rocha [1] are still topical: “The engineer cannot undertake the 
characterisation of the rock masses only from test results. In fact, first of all, the 
definition, in position and number, of the sites to be tested must be guided by knowl-
edge of the geology of the formations and, secondly, due to the referred complexity, 
the vast legacy of qualitative knowledge contained in geological information plays 
a decisive role in the characterisation of the rock mass, which implies the extrapo-
lation of results from the sites tested for other areas”. This impressive quotation is 
the basis for the engineering geological mapping role in field site investigations for 
ground engineering purposes. Nowadays, any skilled professional (e.g., geologist, 
engineering geologist, geological engineer, geotechnical engineer, civil engineer, 
mining engineer, or military geologist/engineer) involved in the geotechnics practice 
should keep this in mind to reduce intrinsic uncertainties and geological variabilities. 
Thus, geological mapping for engineering purposes is vital in geotechnical practice in 
a double way: (i) it plays a crucial role in desk studies, on-site investigations, design, 
and work stages; (ii) it supports the decision-making activities, and it is a valuable 
communication tool with practitioners, contractors, researchers, geotechnical-related 
professionals, and society. 

Delgado et al. [2] pointed out that many geologists were usually engaged in 
geological mapping for engineering at the surface and underground. However, these 
authors also highlighted the remarkable example carried out by the field geologist 
Paul Choffat in 1899 for the Lisbon downtown railroad tunnel (with 2600 m long) 
through Miocene soils and rock formations. Choffat [3] produced a comprehen-
sive geological report for engineering purposes, particularly the excavation surfaces’ 
geological mapping, and recorded the numerous water inflows in the tunnel. That 
study was of great help in the design of the rehabilitation works required for the 
stability of the tunnel 80 years later [2] (Fig. 1). 

Rocks and soils are natural materials that form the Earth’s crust. The geolog-
ical materials are formed in a continuous geodynamic cycle—comprising numerous 
internal and external processes—through geological time. In engineering practice, 
geomaterials can be divided into hard rocks (unweathered, compact, and durable), 
soft rocks (weak and easily deformable) and soils (unconsolidated and friable mate-
rials overlying bedrock) [4–7]. Recently, the so-called anthropic rocks have been 
considered a collective term for those rocks and geomaterials modified or moved 
by humans [8]. Geological materials may be observed, collected, and analysed in 
many settings: (i) at the surface and subsurface (outcrops, cliffs, slopes, quarries), 
(ii) underground (tunnels, mines, cavities, boreholes) (Fig. 2). 

The potential for geology to support engineering activities, particularly civil and 
mining engineering, occurs at every scale, from regional geological structures to 
microscale [5, 6]. However, geological data input for engineering purposes is only 
adequate if supported by the appropriate geotechnical parameters [11]. Rock engi-
neering deals with large volumes of rock masses that will contain variable amounts 
of fluid in interlocking discontinuities, such as joints, fractures, faults, sedimentary
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Fig. 1 An example of the impressive geological mapping and cross-sections for engineering 
purposes (Rossio tunnel, Lisbon downtown, Portugal) mapped by Choffat [3] 

Fig. 2 The geological cycle in the perspective of the engineering geosciences framework (updated 
from [9] and revised from [10]): an outlook for rock mechanics and soil mechanics
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or tectonometamorphic structures (bedding planes, schistosity, shear zones, folds, 
etc.), veins and geological contacts. These natural structures represent the rock mass 
discontinuous fabric [6, 7, 12–15]. In geotechnics, discontinuity refers to any break 
in the rock continuum having little or no tensile strength [16]. Intact rock refers to 
the unfractured blocks (ranging from a few millimetres to several metres in size) 
between discontinuities in a rock mass [11, 15, 17].

A clear structural geology framework is essential for investigating any rock engi-
neering project [16, 18]. The geological structures of rock masses significantly 
influence their hydrogeomechanical properties, such as permeability, resistance, and 
deformability. Consequently, the rock mass structure controls the ground engineering 
behaviour [13, 15, 17, 19]. Therefore, it is fundamental to mapping rock exposures, 
whether outcrops, road and railway cuttings, underground excavations, or quarry 
operations, to collect structural data supported by field mapping surveys [10, 13, 
20]. Conclusively, a civil or mining engineering work success is related to the proper 
knowledge of the site investigations framework, mainly related to the geological, 
morphotectonic, and hydrogeological ground conditions [21–26]. 

In the statutes of the International Association for Engineering Geology and the 
Environment (IAEG), engineering geology is defined as the science devoted to the 
investigation, study and solution of engineering and environmental problems which 
may arise as the result of the interaction between geology and the works or activ-
ities of man, as well as of the prediction of and development of measures for the 
prevention or remediation of geological hazards (details in [2]). That approach was 
established in 1992 and is often assumed to be the application of geology to civil 
engineering design and construction driven by the continued involvement of engi-
neering geologists in site investigation [27]. Nowadays, geological mapping for engi-
neering practice covers almost all ranges of geological, geotechnical, georesources 
and geoenvironmental activities. It is also one of the best ways to communicate with 
the different professionals in geotechnics practice. Culshaw [28] pointed out that 
the engineering geological maps have increased in their scope to cover all aspects 
of the collecting and spatial presentation of geological information for develop-
ment, construction, rehabilitation, and conservation of infrastructures, embracing 
hazard and risk assessment studies. That contributes decisively to balanced geotech-
nical decisions grounded in a sustainable design with nature [29], society [30] and 
geohazards [31]. 

The chapter outlines the role of engineering geology mapping techniques and 
methods focused on engineering practice. It is organised with a general framework 
on the theme and key concepts, followed by the classification, type, components of 
maps, and mapping methodologies and techniques. Lastly, it includes a section with 
mapping applications in engineering at several scales, from planning purposes to 
detailed geotechnical studies, including field testing investigations.
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2 Concept 

IAEG–CEGM [32] defined an engineering geological map as “(…) a type of geolog-
ical map which provided a generalized representation of all those components of a 
geological environment of significance in land-use planning, and in design, construc-
tion and maintenance as applied to civil and mining engineering”. That engineering 
geological mapping, even in the form of sketches mapping, is a longstanding and 
successful track record in applied geology and geotechnical practice, as pointed out 
by several authors [4, 25, 27, 33–38]. 

Lately, González de Vallejo and Ferrer [39] state that engineering geological 
maps present comprehensive geological and geotechnical information for land use 
and planning, constructing, and maintenance of engineering infrastructures. They 
also provide reliable data on the characteristics and properties of the ground to 
enable its behaviour to be evaluated and predict geological and geotechnical issues. 
Therefore, mapping—general or sketch geological maps, engineering geology maps 
and geotechnical maps, at diverse scales—undertakes fundamental value in further 
geotechnical investigations, design, and modelling stages. 

The engineering geological maps or plans are a powerful tool for understanding 
the nature of the ground conditions at a study site and in the design and project 
development stages. Besides, they are resourceful databases of ground information 
on lithology, structure, morphology, soil and rock mechanics, hydrology and ground-
water, and in-situ investigation conditions. A variety of best practices in the prepa-
ration of applied geological maps for engineering purposes have been highlighted 
in topical publications in the last half-century [4, 25, 27, 34, 35, 38–49]. Griffiths 
[50] and Culshaw [28] outline the historical milestones of the engineering geological 
mapping concept development evolution. 

The review of principles, methods, and techniques for geological mapping for 
general engineering purposes or geotechnical surveys can be complemented by 
pivotal reading [6, 13, 32, 36, 51–58], among others. Furthermore, the appraisal of 
the study site for geotechnical practice shall follow the recommendations of IAEG— 
International Association for Engineering Geology and the Environment (www.iaeg. 
info); GSE|GSL—Engineering Geology Group of the Geological Society of London 
(www.geolsoc.org.uk); ISRM—International Society for Rock Mechanics and Rock 
Engineering (www.isrm.net); ISSMGE—International Society for Soil Mechanics 
and Geotechnical Engineering (www.issmge.org); CFCFF—Committee on Frac-
ture Characterization and Fluid Flow (www.nap.edu), and European Eurocodes, 
particularly geotechnical design standards (https://eurocodes.jrc.ec.europa.eu).

http://www.iaeg.info
http://www.iaeg.info
http://www.geolsoc.org.uk
http://www.isrm.net
http://www.issmge.org
http://www.nap.edu
https://eurocodes.jrc.ec.europa.eu
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3 Classification, Type and Components of Maps 

The engineering geological maps should include a description of geological mate-
rials, quantitative data based on the physical and mechanical properties, and interpre-
tative information for their geotechnical application. Also, they must reflect: (i) the 
geological nature of the ground in terms of lithology, structure, and geomorphology; 
(ii) quantitative data on the geomechanical properties of the materials, their hetero-
geneity and anisotropy; (iii) the dynamic nature and behaviour of the ground; (iv) 
the hydrogeological conditions of the geological medium. 

The review of principles, methods, and techniques of geological mapping for 
general engineering purposes or geotechnical surveys can be complemented by 
reading IAEG–CEGM [32] and Dearman [34]. Griffiths [35, 36] concluded that 
scale is a critical aspect of all maps. Engineering geological maps are prepared on 
different scales suitable to their rationale, i.e., basic geological and geotechnical 
data for general use or specific applications. The maps can be classified according 
to their purpose, content, and scale [32, 39], as shown in Table 1. That is the basis 
for the concept of map or plan terms. Table 2 outlines the classification of engi-
neering geological maps based on purpose, content and scale mainly derived from 
the IAEG–CEGM [32]. 

The purpose of the maps or plans depends on scale, such as [10, 25, 28, 30, 35, 
39, 48]: 

Table 1 Classification of engineering geological maps according to their scale (adapted from [39]) 

Type and Scale Content Method Applications 

Regional 
Desk study and 
fieldwork >1:10,000 

Geological data, 
lithological groups, 
tectonic structures, 
geomorphology; 
general information 
and interpretations of 
geotechnical interest 

Remote Sensing, 
aerial images, 
published 
topographic and 
geological maps; 
field observations 

Preliminary studies and 
planning; regional 
information, and types 
of material and 
geomorphological 
processes 

Local 
Desk study phase 
1:10,000 to 1:500 

Description and 
classification of soils 
and rocks, structures, 
morphology, 
hydrogeology, 
geodynamic processes, 
location of possible 
construction materials 

Remote Sensing, 
aerial photography, 
ground trothing field 
surveys; field data 
and analysis 

Planning and viability 
of works and detailed 
site reconnaissance. 
Basic design 

Local/In Situ 
Ground investigation 
phase 1:5,000 to 
1:500/1:1000 to 1:50 

Material properties, 
geotechnical 
conditions, and other 
aspects essential for a 
specific construction 
project 

All previous data 
plus data from 
boreholes and trial 
pits, geophysical 
methods, in situ and 
laboratory tests 

Detailed information on 
sites and 
geological-geotechnical 
problems. Detailed 
design and analyses
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Table 2 Classification of engineering geological maps based on purpose and content (adapted from 
[39]) 

Criterion Type 

Purpose Special: Providing information either on one specific aspect of engineering geology 
or for a particular purpose 

Multi-purpose: Providing information covering many aspects of engineering 
geology for a variety of planning and engineering purposes 

Content Analytical: Giving details of or evaluating individual components of the geological 
environment. Their content is, as a rule, expressed in the title, for example, map of 
weathering grades; jointing map; seismic hazard map 

Comprehensive: Two types—maps of geological engineering conditions depicting 
all the principal components of the engineering geological environment or maps of 
geological engineering zoning, evaluating and classifying individual territorial units 
based on uniformity of their geological engineering conditions. The two types may 
be combined on small-scale maps 

Auxiliary: Presenting factual data and are, for example, documentation maps, 
structural contour maps, isopachyte maps 

Complementary: Geological, tectonic, geomorphological, pedological, geophysical, 
and hydrogeological maps They are maps of basic data that are sometimes included 
with a set of engineering geological maps 

(i) Detailed field survey studies, plans and cross-sections (large scale): typically 
1:500 to 1:1000 (recording the details of trenches, pits, slopes, and other 
excavations). Engineering geological plans are created for specific purposes 
on a large scale, either during site investigation or during the construction 
stage [35, 44]. They are not intended to replace suitable detailed site-specific 
desk studies or ground investigations [39]; 

(ii) Local/general maps or plans (large to medium-scale): 1:500 to 1:10,000 (small 
reservoirs, dam sites, borrow areas, tunnels, large buildings, airfields, port 
facilities, bridges); 

(iii) Regional maps and planning purposes (medium to small-scale): >1:10,000 
(land-use and planning). 

(iv) Regarding the production of engineering geological maps, the basic infor-
mation shall include [39]: (i) topography, hydrography, toponymy, and terrain 
data, including geodiversity, geoheritage and archaeological aspects; (ii) litho-
logical heterogeneity, tectonic framework and description of the geological 
units focused on the specific engineering purpose; (iii) soil horizons, super-
ficial deposits and weathered rocks depths; (iv) discontinuities and structural 
data; (v) geotechnical classification of soils and rocks; (vi) geomechanical 
properties of soils and rocks; (vi) hydrogeological and geomorphological 
conditions for engineering purposes; (vii) dynamic processes; (viii) gather 
all data from previous geotechnical surveys and in situ investigations; (ix) 
identification of geological hazards and geoenvironmental issues.
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4 Mapping Methods, Techniques and Models 

Over the decades, map-making methods, techniques, design, and conceptualisation 
have developed dramatically [59–62]. Brown [59] stated that the earliest maps were 
based on personal experience and familiarity with a local situation. Hence, maps 
have been a medium to represent spatial data in visual form [63] and are a powerful 
graphic technique that provides a comprehensive key for unlocking the brain’s poten-
tial [64]. Kraak [65] highlighted an essential issue: cartography, first of all, means 
“maps”. However, encoding and decoding maps as a practice is a challenging task. 
New developments exploring geovisualisation analysis combine approaches from 
diverse backgrounds, including scientific visualisation, image analysis, informa-
tion visualisation, exploratory data analysis and GIScience [61–63]. According to 
[65], geovisualisation combines the power capabilities of the computer (automated 
analysis techniques and geo-computation) and the human being (interactive visual-
isations for practical understanding, reasoning and decision making). Additionally, 
geovisual analytics concentrates on visual interfaces of analytical and computational 
methods that support reasoning with and about geo-information. Geographic Infor-
mation System (GIS) techniques created new insights into geosciences mapping for 
geotechnics. 

Engineering geological and geotechnical mapping is of great significance in site 
investigations, engineering works or contributing to urban planning issues, providing 
essential information about the geological features and geological materials and the 
geotechnical properties of soils and intact rock and the soil and rock masses. Norbury 
[58] offers a valuable and readable introduction to soil and rock description in engi-
neering practice. Engineering geological and geotechnical mapping needs to advance 
toward an insightful cartographic reasoning concept established, among others, in 
geomatic techniques, fieldwork, site investigations conceptualisation and numerical 
modelling [10]. Nevertheless, about the valuable information of field surveys and 
geotechnical mapping for engineering purposes, Price [6] specified several key prac-
tical points: (i) it must never be forgotten to produce engineering maps that are of 
immediate use to the engineer or other technicians; (ii) maps must be user friendly, 
quickly understood and easily read; (iii) mapping for in situ engineering practice 
requires large scale maps (typically, in detailed surveys: 1:500–1:1000 to 1:5000). 
Furthermore, the method of walking-over, observing and mapping the whole site is a 
most valuable discipline, i.e., the core is to map form, describe materials and record 
evidence of the geodynamic processes [22]. 

Griffiths [36] and González de Vallejo and Ferrer [39] present an excellent 
summary of the basic elements of geotechnical maps to represent the suggested 
recommendations and standards of geological, geomorphological, hydrogeological, 
and geotechnical graphic symbols. Griffiths [35] also highlighted that the symbols 
used must be fully explained. Additionally, that might take the form of an expanded 
legend or a short report, either accompanying the map or printed on the bottom of 
the map. Finally, as a general recommendation, the map should stand alone and be 
understood by any potential user without referring to a separate report.
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Dearman [34] underlined the value of the concept of engineering geological 
zoning in geotechnical mapping practice. This recognises areas on the map with 
roughly homogenous engineering geological behaviour and geotechnical conditions. 
Such zones would generally be derived from the accurate data collected on the base 
map and consequently should not form part of the original map but can be produced 
as an overlay [35]. 

The geologic and geotechnical data and the ground information of interest can 
also be supported by interpretative cross-sections. These complement the engineering 
maps and present valuable information such as variations of the soils and rock mate-
rial properties with depth, the limits of weathered zones and depth of bedrock, bore-
holes and other subsoil investigation techniques [39]. The map legend used on an 
engineering geological map should be developed to suit the purpose of the study 
[35]. Additionally, Chapter 22 (In situ geotechnical investigations) and Chapter 23 
(Laboratory and field testing of rock masses for civil engineering infrastructures) 
of this book make an insightful state of the art about site investigation, testing, and 
monitoring geotechnics practice interrelated with engineering geological mapping. 

Culshaw [28] highlights a relevant question regarding the widespread use of 
digital mapping, particularly GIS-based mapping techniques and geomatic tech-
niques. Consequently, the scale has become comparatively flexible in these digital 
maps, i.e., it can be very easily increased or decreased in scale. Nevertheless, this can 
create problems if users expand a map to a larger scale without fully understanding 
the potential implications. 

Combining data from digital photogrammetry, unmanned aircraft vehicles (UAV), 
high-resolution global positioning systems (GPS), laser scanner technologies, geovi-
sualisation techniques, geo-database systems, 3D and 4D modelling, and GIS-based 
mapping are even more recognised as powerful tools in supporting the map-making 
[30, 66, 67], Fig. 3. Thus, GIS applications are becoming part of almost all technical-
scientific studies and are being used to collect, store, process, and analyse georef-
erenced data. Nowadays, several commercial GIS software or open-source software 
tools are operational, fast and accessible to be used in applied geosciences and 
geotechnics [10, 30, 68]. GIS techniques, supported by high-resolution GPS, permit 
the use of large amounts of data to be overlaid and analysed in a dynamical geo-
database. GIS-based mapping also supports thematic maps, spatial data analysis, 
and data geovisualisation, such as assessing discontinuous rock mass systems or 
geotechnical mapping for urban planning or construction works [10, 30, 69]. The 
use of computer software and GIS technologies for digital mapping allows [39]: (i) 
processing and analysis of data; (ii) mapping of individual and combined factors or 
elements; (iii) creation and preparation of dynamic databases; (iv) ongoing updating 
of map data and information; (v) creation of 3D models and simulation of on-site 
action. 

Table 3 shows the data collection methods used for creating engineering geolog-
ical maps, and Table 4 lists the key information to be recorded on an engineering 
geological map. 

New methodologies such as Building Information Modelling (BIM) are applied in 
geotechnics practice. BIM is an insightful multidimensional model-based process and
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Fig. 3 Examples of geotechnologies used to support field mapping and in situ testing sites (images 
a) to (c) from labcarga|ISEP archive; (d) kindly shared by José Filinto Trigo, NEC|ISEP): a, b 
high-resolution global positioning system (GPS) in rock slope geotechnics studies and total station 
in surveying studies to support digital photogrammetry techniques (b); c unmanned aircraft vehicles 
(UAV) to support detailed mapping and terrain modelling with 3D rock slope model resulting from 
UAV aerial surveys (d)
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Table 3 Data collection methods for geotechnical mapping (adapted from [39] 

Data collection methods for engineering geology and geotechnical mapping 

Method Data 

Remote Sensing, photogeology and terrain 
analysis 

Topography and morphology 
Soils and rocks units 
Geological structures 
Hydrography and catchments 
Dynamic processes 

Surveying and collecting field data Geological and geomorphological analysis 
Geological and geotechnical data and assessment 
supported by scanline rock surveys 

Geophysical methods Electrical resistivity 
Seismic methods 

Boreholes, trial pits and sampling Provide representative samples 
Direct inspection of materials 
Physical properties and characteristics of the 
ground 
Hydrogeological conditions 

In situ tests Stress and strain properties 
In situ stress 
Permeability, porosity, water pressure 
Data borehole tests 

Laboratory tests Physical and mechanical 
properties of materials 

information tool to plan, design, construct and manage infrastructure more efficiently. 
That approach is a powerful tool in design, time, and cost-effectiveness [70]. Finally, 
there are developments in integrating GIS and BIM technologies; maybe that will be 
a significant step in the digital mapping for engineering geology and geotechnical 
engineering.

The models in practice have been in use for a while because of their useful-
ness and importance [4, 37, 38, 47, 48, 71]. Baynes et al. [72] pointed out that 
the models in engineering geology comprise both conceptual ideas and observa-
tional data. The observational data is related to inherent heterogeneity, which can be 
reduced by acquiring more observations. The conceptual ideas are associated with 
epistemic uncertainty, which can only be reduced if more knowledge is incorpo-
rated into the model. Indeed, a model is a powerful tool to help solve engineering 
problems and support the decision-making and managing of geotechnical hazards 
and risks. Norbury [71] also stated that the generation and use of ground models 
should be fundamental for any geotechnical project. Such models are essential for 
engineering quality control and clearly identify project-specific, critical ground risks 
and parameters. In part, that is achieved following ground investigations’ technical 
codes and standards, as well as incorporating the geotechnical baseline reports in 
ground models [73, 74]. The publications of [25, 37, 38, 48, 71, 75] clearly explained 
the importance, effectiveness and value of the models in engineering geology and
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Table 4 Information to be recorded on an engineering geological map (updated from [35, 36] and  
revised from [30] 

Engineering geological maps: basic data in a GIS-based environment and using engineering 
codes of practice or description of soils, rocks and groundwater 

• Topographical data 

Topography and geographical features, including terrain and elevation data; Hydrography 

Toponyms, geodiversity, geoheritage and cultural aspects 

Remote sensing analysis and geovisualisation techniques 

• Geological data 

Mappable units (based on descriptive engineering geological terms) 

Geological boundaries (with accuracy indicated) 

Description of soils and rocks (using engineering codes of practice) 

Description of exposures (cross-referenced to field notebooks) 

Description of the state of weathering and alteration (notes depth and degree of weathering) 

Description of rock discontinuities based on scanline surveys 

Subsurface conditions (provision of subsurface information if possible, e.g. rockhead 
isopachytes) 

• Hydrogeological data 

Availability of information (a reference to existing maps, well logs, abstraction data, etc.) 

General groundwater conditions (flow lines; piezometry; water quality; artesian conditions; 
potability, etc.) 

Hydrogeological properties of rocks and soils (aquifers, aquicludes and aquitards; permeability; 
perched water tables, etc.) 

Springs, seepages and inflows (flows to be quantified wherever possible) 

Hydrogeomechanical properties and behaviour 

• Geomorphological data 

General geomorphological features (ground morphology, landforms, processes) 

Ground movement features (landslides, subsidence, solifluction lobes; cambering) 

• Geohazards and Geoenvironment 

Mass movement (extent and nature of landslides, type and frequency of landsliding, possible 
estimates of runout hazard) 

Rock slope stability and assessment 

Flooding (areas at risk, flood magnitude and frequency, coastal or river flooding) 

Coastal zones (cliff form, rate of coastal retreat, coastal processes, types of coastal protection) 

Seismicity (seismic hazard assessment) 

Vulcanicity (volcanic hazard assessment)
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geotechnical practice. Recently, Turner et al. [76] argued the insightful importance 
of the applied multidimensional geological modelling in the mapping practice (3-D 
to 5-D or maybe soon 6-D, i.e., 6-D geological models; three spatial coordinates + 
time + scale + uncertainty).

Understanding the complexity of Earth systems is possible using models mainly 
based on topographic, geologic, geomorphological and hydrogeological data [77]. 
Griffiths [37] emphasized that the model should be dynamic and part of the ground 
investigations and involve design, construction and monitoring phases. Griffiths [25] 
addresses that the natural soils and rocks have an inherent heterogeneity (i.e., aleatory 
uncertainty) that must be understood and allowed to develop the ground model and 
establish the material parameters to be adopted in design. Thus, a typical site charac-
terisation should be outlined based on Earth systems analysis which forms the core 
for building models to create scenarios using different approaches, such as [10, 25, 
30, 37, 39, 71, 75] and references therein): 

(i) Geological model: general models that include the bedrock and shallow 
geology observations and data integrating the basic topography, geomor-
phology, hydrogeology, seismotectonic and applied geology; 

(ii) Engineering geological model: geological models with engineering parame-
ters from ground investigations and other available data; 

(iii) Ground model: geotechnical models with predicted performance based on 
design parameters; 

(iv) Geomechanical model: geotechnical models based on mathematical 
modelling focused on materials behaviour. 

Norbury [71] made the significant observation that the information obtained from 
geological maps and field mapping at all project stages should be developed and 
include the ground model. Additionally, the cost-effectiveness of field mapping in 
site investigation must be recognised [25]. 

Figure 4 illustrates the role of engineering geological mapping in building models 
in geotechnics studies, and Table 5 shows the main techniques of a site investigation. 

5 Engineering Mapping Applications: Some Examples 

Engineering geology and geotechnical maps have assumed over time an essential 
role in geosciences and geotechnics practice, mainly in applied geology, geological 
engineering, geotechnical engineering, and civil engineering. Mapping—general or 
sketch maps, geological maps, engineering geology maps and geotechnical maps, at 
diverse scales—assumes crucial importance in further stages of geotechnical in situ 
investigations, modelling and design [30]. It is also essential to highlight the value 
and cost-effectiveness of geological mapping for engineering purposes compared 
with other activities [25, 35, 44, 50]. Thus, mapping plays a central role as a standard 
technique in engineering geosciences for land-use and planning, in situ geotechnical
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Fig. 4 The role of engineering geological mapping in building models in geotechnical studies 
(adapted and updated from [26]) 

investigations, ground modelling, hydrogeology, georesources, geohazards, and mili-
tary works and operations, among others [10, 26, 30, 31, 35, 36, 45, 46, 50, 69, 
77]. González de Vallejo and Ferrer [39] emphasize the importance and applica-
tion of engineering geological maps and plans mainly oriented to land and urban 
planning, civil engineering, and geohazards. However, they could also be extended 
to mining and rock engineering studies and design related to the quarry, open-pit 
mining, underground excavations, and mines [10]. 

The advantage of preparing engineering geoscience maps and plans, particularly 
for urban engineering purposes, is still a challenging task, particularly for end-users 
and planners. Chaminé et al. [78] underline the significance of urban geoscience 
evolving to a holistic paradigm of smart urban geoscience, particularly linking 
geology, hydrology, groundwater, rock and soil geotechnics, natural resources, envi-
ronment, geohazards, heritage and geoarchaeology issues. That approach includes 
integrating numerous data about all features of urban areas, such as transport, envi-
ronment, economy, housing, culture, science, population, architecture, heritage, etc. 
Therefore, the small to medium scale maps produced for land-use and urban plan-
ning shall be comprehensive, multipurpose maps that provide reliable information on 
different geologic and geotechnical aspects for various urban engineering purposes 
for regional and local planning [39]. Besides, the layout of a multipurpose engi-
neering geological map depends on its primary purpose: the requirements of the 
end-users and the need to communicate information to all agents involved, mainly 
practitioners, researchers, stakeholders, decision-makers and the public [30].
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Table 5 The field mapping vs techniques to be employed in a site investigation: from desk studies 
until building the ground model (adapted from [25]) 

Technique Comment 

Desk studies (including remote sensing, terrain 
analysis, and GIS-based mapping) 

The starting process is the reconnaissance 
of the field constraints and collecting 
information at the earliest stage of the 
work. A critical requirement from the 
desk study stage is the creation of 
mechanisms for handling data. Currently, 
there is widespread acceptance of the 
value of GIS platforms oriented to 
compiling and analysing spatial data from 
a site investigation 

Walkover survey or ground reconnaissance Collecting field data at an early stage 
requires a systematic approach, which is 
best provided by a clearly defined 
mapping programme 
A more recent development has been 
using ground-based remote sensing 
systems such as LiDAR and the 
developments in interferometry, which 
offer many new data analysis 
opportunities 

Ground investigations It includes all forms of exploration holes, 
material sampling, field and laboratory 
testing, in situ testing and 
instrumentation, and geophysics. In 
addition, the standard techniques of 
drilling are tried and tested 

Building the ground model Developing a conceptual ground model is 
the best method of compiling and 
visualizing 3D and 4D ground data to 
understand ground conditions. The model 
allows the potential behaviour of the 
ground under the changing stress 
conditions associated with construction 
and landscape development to be 
understood. Therefore, all ground 
investigation work should aim to produce 
ground models as a critical risk 
assessment component 

Figure 5 shows a conceptual flow-chart of the engineering geological map for 
urban geoscience and municipal planning. In addition, Fig. 6 exemplifies geotech-
nical mapping for urban planning purposes in Porto urban area (NW Portugal). 
Mapping contributes decisively to balanced urban planning decisions grounded in a 
sustainable map design with nature, urban heritage and potential geohazards. Engi-
neering geological maps are also produced to support specific civil and mining 
engineering works, such as site investigations for geotechnical preliminary or feasi-
bility studies, project, design and construction works (e.g. roads, railways, tunnels,
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Fig. 5 Example of a conceptual flow-chart of the engineering geological map methodology for 
urban geoscience and municipal planning [30]: 1. GIS application tool creates hyperlinks between 
features (line, point or polygon) and other files; 2. Geo-database related to ground investigations 
information; 3. Geotechnical borehole datasheet; 4. Geotechnical inventory datasheet (field and desk 
data); 5. Detailed in situ investigation works mapping with geological background information
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Fig. 6 Example of an engineering geological map for urban planning (Porto urban area, NW 
Portugal): Geological Map (adapted from [79] and Geotechnical Map (details in [80, 81], and 
adapted from [82]. The engineering geological map of the city of Porto consists of 9 thematic maps 
(seven-factor maps and two syntheses) and a dynamic geotechnical database that permits spatial 
analysis [81]
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caverns, foundations, reservoirs) and geohazards studies. Often, the map is comple-
mented by geotechnical cross-sections and informative legend. These maps are also 
produced on large scales with detailed information to support the reconnaissance 
studies, design and development of engineering works. Figure 7 shows an example 
of applied geological mapping of an on-site investigation.

Fig. 7 Hydrogeotechnical GIS-based mapping of the Paranhos spring site—Arca d’Água Tunnel, 
Porto urban area (details in [79]: i) geological map (A, B, C, Total: contour and rose diagrams 
related to discontinuity analysis of fissured rock mass surveys); ii hydrogeotechnical units map; iii 
cross-section with hydrogeotechnical zoning (adapted from [83])
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Lastly, engineering geological mapping is a reliable tool to support geotechnical 
survey studies on heterogenous fissured rock media. Scanline surveys are a valu-
able technique based on collecting the basic geological, geotechnical and geome-
chanical parameters data. Linear or circular sampling or sampling within windows 
along a scanline are accurate approaches to the systematic record of discontinuities 
[13, 20, 69, 84]. Coupling engineering geological mapping and scanline sampling 
methods are consistent approaches in which a line is drawn over an outcropped rock 
surface. All the discontinuities crossing the line are mapped, measured and described 
in geotechnical and geomechanical terms ([12, 13, 20, 52, 54, 85]). Scanline survey 
methods for rock mass characterisation and monitoring will provide reliable informa-
tion concerning structural geology, petrophysical and geotechnical features of rock 
masses, either in boreholes or exposed rock surfaces [20, 69]. Figure 8 exemplifies 
the usefulness of the scanline surveys in geotechnical practice. 

6 Concluding Remarks and Outlook 

To be successful with both the hard and soft is based on the pattern of the ground. (Lao Tzu, 
ca. 5th century B.C.) 

The engineering geological maps are helpful for the applied geologist or engineering 
geologist and geological, geotechnical, civil, mining, or environmental engineering 
practice. Engineering geology and geotechnical mapping have widespread appli-
cations in military operations, energy, mining and rock engineering, geotechnical 
engineering, environment, and planning. Engineering geological maps are very valu-
able for presenting properties, variations, and patterns of ground. They are derived 
from geological maps and aim to show the composition and structure of the subsoil 
influencing its behaviour. In short, geotechnical-related activities are considerably 
improved by terrain mapping methods, including remote sensing, photogrammetry, 
geographic information systems, building information modelling and geovisuali-
sation techniques. The conceptualisation of ground systems must be developed 
on geological and ground-based models with design parameters and mathematical 
modelling based on geomechanical parameters to outline predicting scenarios. All the 
models must be robust, calibrated and supported on a permanent back-analysis scale 
based on a logical understanding of the natural ground behaviour. The models must 
incorporate earth-based systems, including the intrinsic geological ground variability 
and uncertainty and geological risk management in a multi-hazard environment 
approach. 

Field surveying has been the backbone of geological studies. Field maps are 
crucial in geotechnical practice, particularly in data acquisition, synthesis, analysis 
and communication. The remarks of Wallace [86] are even topical: “There is no 
substitute for the geological map and section—absolutely none. There never was, 
and there never will be. The basic geology still must come first—and if it is wrong, 
everything that follows will probably be wrong.” (p. 34). This impressive thought
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Fig. 8 An example of geotechnical scanline survey studies in a rock mass slope (near Mourilhe, 
Cinfães, North Portugal)
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is perfectly complemented by the words of Şengör [87]: “Properly made geologic 
maps are the most quantitative data in geoscience: while we may debate the nature 
of a contact, the contact and dip-strike measurements, if properly located, should 
be there 100–200 years hence and are therefore both quantitative and reproducible, 
something that cannot be said of experiments in some of the other sciences.” (p. 44).

The geological mapping reasoning must be insightful and often inspiring in 
understanding earth-based systems. Therefore, ground conditions should be reli-
able in comprehensive geology for any geoengineering study or project. Perhaps 
one challenging issue is creating the total geological concept for ground site 
conditions required in the investigation stages following the early desk studies to 
present a comprehensive picture of the ground conditions, including a multidimen-
sional modelling approach [30, 38, 76, 88]. Thus, establishing multidisciplinary 
approaches during all stages and different geo-professionals backgrounds is essen-
tial to safeguard the mutual exchange of experience. There is currently a temptation 
for digital mapping methods and techniques in ground investigations, but it shall 
encourage a balance of fieldwork experience and digital methodologies to achieve 
sound reasoning mapping and multidimensional modelling of the ground condi-
tions. Indeed, the inspirational words of VanDine et al. [89] are still present: “An 
engineering geologist knows a dam site better”. Also, in the impressive words of 
Culshaw et al. [90], “A geological map is not a piece of paper.”. 
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In Situ Geotechnical Investigations 
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Abstract The geological environment is in continuous evolution due to natural 
processes that can be accelerated by anthropogenic activities. The uncertainty asso-
ciated with estimating the properties of the ground has a relevant impact on the 
design and mainly on construction safety. Poor site investigations and savings on the 
budget for the ground studies have proved to be false economies, causing increased 
costs and time overruns on the ground design and construction projects. The extent 
and depth of the investigation required for any project depend on several factors, 
namely, the type, dimensions, and location of the construction (e.g., at the surface 
or underground, urban or rural), geologic and geomechanical conditions, geolog-
ical hazards and the site’s features or characteristics. A comprehensive program of 
site investigation includes engineering geological mapping at an adequate scale, the 
use of indirect (geophysical techniques) and direct methods (boreholes and exca-
vation techniques), as well as in situ tests in soils and rock masses. Although most 
of these methods have been created at the beginning of the twentieth century, they 
have evolved dramatically in the last decades to comply with the challenges of larger 
and complex constructions and the development of information technologies. The 
present chapter reviews the state of the art regarding site investigation methods, their 
applicability and objectives. It highlights the main achievements in the last decades 
and their response to increasingly demanding engineering works. 
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1 Introduction 

1.1 Methodology 

The insufficient knowledge of ground conditions is amongst the most significant 
causes of foundation failure [1], with unpredictable costly and time delays that are 
summarised by ICE [2] as “you pay for a site investigation whether you have one or 
not”. Therefore, the design of any structure demands that an adequate site investiga-
tion is performed, including many research activities, although usually constrained 
by financial and time issues. A vast number of publications, guidelines and standards 
[3–5] can be followed to develop a site characterisation program. 

Hatheway [6] defines site characterisation as “three-dimensional engineering 
geologic description of the surface and subsurface of the location for intended 
construction of engineered works, for habitation, commerce, resource development, 
mitigation of natural hazards or conduct of groundwater protection, waste manage-
ment or environmental remediation”. To establish an adequate site investigation plan, 
it is mandatory to have a deep knowledge of the geological principles and the methods 
applicable to each site. Moreover, the engineering geologist and geotechnical engi-
neer must be aware of the loads imposed by each type of structure on the ground. In 
this concern, soils and rocks have different reactions to the loads applied, depending 
on their hydrological and mechanical properties. The depth of the geotechnical inves-
tigation depends on the complexity of the site, the type and scale of the project, and 
the design stage [4, 7]. It is worth defining and distinguish rock masses, rocks and 
soils. According to BS 5930 [3], rock refers to all solid material of natural geological 
origin that cannot be broken down by hand, while soil refers to any naturally-formed 
earth material or fill that can be broken down by hand and includes rock that has 
weathered in situ to the condition of an engineering soil. A rock mass comprises a 
system of rock blocks and fragments separated by discontinuities forming a material 
in which all elements behave in mutual dependence as a unit [8]. Rocks proper-
ties, such as mineral composition and texture, anisotropy, the existence of swelling 
minerals, alteration and weathering, will determine their mechanic characteristics 
and behaviour [9]. Soils are tested and classified according to international systems 
that allow a first approach to the expected performance when submitted to loads. 
Other factors such as the geological history, geological processes, seismicity, the 
presence of faults, the discontinuities network and the identification of paleo-mass 
movements are of utmost importance in assessing a site for construction. The rock 
mass properties and tests will be covered in another chapter, and therefore, this 
text will focus on soils study and tests. Conversely, the role of engineering geology 
mapping in geotechnical practice is detailed in another chapter. 

The site investigation aims at: assessing the suitability for engineering and building 
works; obtaining the parameters that affect the design and construction; predicting 
geological and geotechnical hazards; guarantying security for the workers and the 
populations; reducing uncertainties from data collection, and adding value to the 
project (e.g., [7, 10]). The collection of further data must be decided by weighting



In Situ Geotechnical Investigations 31

the cost and the improvement in the knowledge, which is about 20% benefit per phase 
[11], and its contribution to the performance of the structure. 

For some special structures, steps must be added, while some stages are unnec-
essary for others and are omitted. The sequence of the different investigation steps 
may also need to be adapted, although always following a logical and well-structured 
program [12]. For special large structures such as power plants, dams, tunnels, 
bridges, railways and highways, there might also be the need to choose alternative 
places and solutions from the geotechnical viewpoint. The geological and geotech-
nical survey is developed parallel to the design phases, extending in some cases to the 
construction phase and, in some special structures, eventually until the closure phase 
if the monitoring of the work shows that unexpected conditions are observed [13, 
14]. The project phases of geotechnical investigation and site characterisation activi-
ties are presented in Fig. 1. The flowchart summarises the main engineering geology 
activities commonly carried out according to an ongoing cycle from observation to 
evaluation and analysis [15]. 

1.2 Scope of the Investigation 

To assess the suitability of a site, a desk study of all the maps and publications 
about the location and its vicinity is mandatory. It must be followed by a walkover 
that allows for drafting the preliminary engineering geological map of the area. 
This map is successively modified by iteration as more data are acquired, effort and 
time are put into the analysis, aiming at obtaining an interpretative 3D model. In this 
concern, substantial work was developed by the Commission C25 of the International 
Association for Engineering Geology and the Environment, as summarised in [17]. 
The authors highlight the need to include the surficial geology and the bedrock, 
the hydrogeological conditions, the tectonic relevant features, and the geotechnical 
parameters. In addition, information is added during the drilling and in situ surveys 
to generate a geotechnical model that includes mathematical and physical analysis 
[17]. Figure 2 is a summary of the activities to be carried out during site investigation. 

As the project phases evolve, the site characterisation is more and more inten-
sive, detailed and expensive. It is based on increasingly sophisticated techniques 
and methods, simultaneously reducing uncertainty and financial risk. Parameters are 
obtained for each geotechnical unit, such as deformation, the potential to settlement, 
seismic response, seepage and stability [18, 19]. Scales also vary from 1:10,000 avail-
able maps at the conceptual stage to 1:10 in logs and 1:100 in vertical geological 
cross-sections (e.g., [17, 20]). 

The information obtained in each phase will define the plan’s scope and the objec-
tives of the work to develop in the following phase, namely the coordinates of place-
ment of the surface and subsurface exploration methods, the depth to be reached and 
the techniques to use. A wide range of methods can be applied in the subsurface 
investigation. The engineering geologist is responsible for selecting the appropriate 
methods for testing and sampling depending on the type and magnitude of the load,
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Fig. 1 Phases of the project and the methodology of geotechnical investigation and site char-
acterisation activities focusing on the feasibility and design phases (adapted from [7, 13, 
16])

the sensitivity of the structure and the geological complexity of the ground [7]. For 
example, in EN 1997-1 and 2 [4, 5], three categories of works are defined and guide-
lines offered regarding the intensity of site investigation and the methods to apply, 
their depth and spacing. Regarding costs, BRE Digest 322 [21] recommends that 
expenditure on the ground investigation is a minimum of 0.2% of the total project 
cost, but Hytiris et al. [22] found out that an adequate site investigation for low-rise
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Fig. 2 Methodology of site 
investigation (adapted from 
[17]) 

buildings should be a minimum of 0.42% of the cost of the project. Anyway, the site 
investigation costs are always a very low percentage of the project.

2 Methods of Site Investigation 

The subsurface exploration methods can be divided into various ways. The most 
common division is into indirect and direct methods and, for in situ testing, according 
to the parameters determined (e.g., [10, 18, 19]). These principles are adopted in the 
present work.
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2.1 Indirect Methods 

The so-called indirect methods are based on the variation of geophysics properties of 
the materials (soils and rocks) and are used to determine the thickness of the super-
ficial deposits, contribute to the definition of the weathering profiles, and evaluate 
the depth of the bedrock, as well as to detect buried artefacts and voids, such as old 
foundations, mineshafts and cavities. In engineering geology, the most well-known 
geophysical methods are the seismic refraction and reflection surveys, the electrical 
resistivity surveys (ERS), and the ground penetration radar (GPR). These survey 
techniques are used as a supplement to direct methods of investigation, carried out 
by boreholes and trial pitting, and can be applied previously to these direct methods 
or after, to detail the local information gathered by boreholes (e.g., by using acoustic 
borehole geophysics to obtain quantitative values for ground stiffness) [23]. In addi-
tion, they have the advantage of being inexpensive and quick to perform, allowing 
the survey of a large area of the ground [24], especially relevant in the first phases 
of the geotechnical investigation. 

Seismic Methods. These methods are based on the propagation of artificially 
produced seismic waves and include the seismic reflection and the seismic refraction, 
both usually performed from the surface, to which the borehole geophysical logging 
and the cross-hole seismic techniques can be added. The velocity of propagation 
depends on the elastic properties of the ground, and the wave is refracted or reflected 
at the contact of materials with different velocities. Seismic refraction uses the first 
arrival times at the geophones, disposed at regular intervals along an alignment, 
whereas seismic reflection uses the waves arriving later. The method aims to define 
the geological structure, evaluate the excavability and determine dynamic mechanical 
parameters, namely the dynamic elastic moduli, the Poisson coefficient and, eventu-
ally, the shear stiffness, when the density of the ground is known. Geology is defined 
by the interpretation of graphs plotting the travel time vs distance of geophones, as 
the velocity is related to the type of rock and the weathering grade, the porosity, 
and cavities’ presence. Figure 3 shows the range of wave velocities for the most 
common rocks and soils and a chart of rippability, which is relevant for evaluating 
the excavability of the ground. 

Seismic reflection is more common in the investigation at depth, such as in oil 
exploration. This is because it has the advantage of representing multiple horizons 
graphically with a single shot. In offshore works, the seismic survey is also used for 
bathymetric measurements and the definition of seabed morphology. 

Electrical Resistivity Methods. These methods, especially the Continuous Vertical 
Electrical Sounding (CVES), the 2-D resistivity pseudo-sections and the tomography 
assess variations in lithology and the definition of major structures. In addition, they 
contribute to locating groundwater level and underground salty water, identifying 
fluctuations in groundwater quality, and correlating with parameters such as porosity 
and degree of saturation [10, 24]. The results obtained of apparent resistivity charac-
terise the material affected by the passage of the electric current as a whole, and the
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Fig. 3 Velocity of propagation of longitudinal waves in common rocks and soils (left) (adapted 
from [10]) and an example of a rippability chart (right) (after [25]) 

depth analysed depends on the distance between electrodes. Tomography is obtained 
by moving the set-up laterally, resulting in a model of real resistivities after applying 
an inversion process. Figure 4 shows a tomography and representative values of the 
apparent resistivity of common geological materials. 

Fig. 4 Example of an apparent resistivity model and values of resistivity characteristic of common 
rocks and soils (adapted from [10])
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2.2 Direct Methods 

The visual direct methods involve excavation to observe the ground below the surficial 
organic soil. The most common methods are pits, shafts and trenches to which adits 
can be added. Trial pits are quite common in urban areas. They are used for site inves-
tigation and collection of large disturbed and undisturbed samples of geomaterials, 
but also to investigate the dimensions and construction details of old foundations and 
define the exact position of buried utilities and services. Pits and trenches are typically 
dug by hand methods (pick and shovel), mechanical excavator, or hydraulic back-
hoe, and allow to examine the ground both laterally and vertically (e.g., [10, 14, 26]. 
These excavations are particularly useful for geologic mapping by assessing major 
fault traces, rock mass characterisation studies, and lithological contacts. Figure 5 
shows the trenches excavated to study a dam foundation in a metasedimentary rock 
mass with intense fracturing. Adits, generally expensive, are dedicated to studying 
rock masses for special structures (e.g., large dams and underground caverns, when 
the geological conditions are complex), and when the previous site investigation 
methods are not accurate enough to obtain the geotechnical parameters. Although 
these methods are very useful in remote areas, the most commonly used in urban 
sites are boreholes and in situ tests. Boreholes are a direct method for ground inves-
tigation, while they demand that empirical interpretation of the ground between each 
borehole is carried out, contributing to uncertainties in the engineering geologic and 
geotechnical models. 

Boring and drilling are perforation methods of small diameter used to study the 
underground and obtain information on the geological, geotechnical and geochem-
ical characteristics. They are used for ground investigation for buildings, roads, 
bridges, power plants, tunnels, dams, marine structures and wind farms. Boring 
is carried out usually in the relatively soft and uncemented ground and drilling in 
competent/cemented/overconsolidated deeper ground. These methods have the great 
advantage to reach large depths, using adequate diameters to the type of ground and

Fig. 5 Tranches excavated to investigate a dam site (Portugal) (left) and a detail of a fault containing 
clay gauge observed in a trench wall (right)
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the study’s specific aim. They can be destructive (e.g., auger drilling and bottom-
hole hammer) but, for geotechnical site investigation for large structures, engineering 
geologists elect as preferential the core drilling with continuous sampling.

Drilling and boreholes must extend to the deepest substratum affected by the 
structure load [27]. Drilling methods are used to collect different types of samples, 
from disturbed samples, as in auger, wash boring, and percussion drilling, to undis-
turbed samples (cores), collected with sophisticated samplers [11]. One of the most 
commonly used perforation methods in soils is the continuous-flight auger with a 
hollow stem, which is screwed into the ground by rotation and acts as a casing. 
Penetration in strong soils/gravel layers can be difficult, but samples can be collected 
or in situ tests performed inside the auger. Thus, they are suitable for soft to firm 
cohesive soils. 

In rotary drilling [28], a hole is made by a rotary action combined with down-
ward force to grind away the material at the bottom of the hole. The drilling fluid, 
commonly water, mud or foam, is pumped down to the bit through hollow drill rods, 
aiming at: lubricating and cooling the bit; clean the borehole by flushing the drill 
cuttings to the surface; stabilising the borehole; provide hydrostatic pressure [14]. For 
soils in which the hole walls tend to collapse, usually, a water solution of bentonite, 
a thixotropic clay, is used. The mud also contributes to sealing off the water flow into 
the shaft from the permeable water-bearing strata. 

Other destructive methods, which produce loose cutting, are rock roller bits or 
open hole drilling, down-the-hole hammers (DTH) and water jets. The advantage 
of percussion drilling is that the method produces boreholes quickly and cheaply 
compared with core drilling. The advancement occurs due to alternatively lifting 
and dropping a heavy tool [24], and a range of bits can be used. The drill cuttings 
brought to the surface in the flushing medium can only indicate the ground conditions 
being encountered. Although it is difficult to correlate the cutting samples to the 
exact depth [14], the methods can be helpful for rapid advancement (e.g., for field 
testing or instrument installation). As already highlighted, for engineering purposes, 
conventional core drilling is preferred. It allows the establishment of the nature of 
the materials, defining the depth and characteristics of the strata and the rock mass 
structure, and obtaining samples for laboratory testing (Fig. 6). 

In core drilling, the drilling rig rotates a string of rods, and a downward force 
is applied hydraulically. At the end of the string, an annular diamond or tungsten 
carbide coated bit, fixed to the outer rotating tube of a core barrel, cuts the core. In 
the interior of the drilling tool, there is a stationary core barrel attached to the rig 
containing a core catching device to retain the core sample [18]. The core barrels can 
be single-tube, but preferably in site investigation, double-tube for rocks or triple-
tube containing detachable liners and retractable shoe for decomposed materials and 
soils should be used [14], isolating the soil or rock core from the drilling fluid. The 
core is brought to the surface inside the sampler for examination and laboratory 
testing. There are several sizes, but larger core diameters produce, usually, greater 
recovery. Boreholes also allow the performance of in situ tests at a depth of interest 
and the installation of monitoring equipment such as inclinometers, extensometers 
and piezometers, with importance during the site investigation, construction and
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Fig. 6 Types of samples and core drilling bits: a cuttings obtained by destructive methods; b drill 
core; c opposing hemispheres of the split-spoon sampler open, exposing the recovered clay sample 
of an SPT test; d tungsten carbide bits for destructive drilling; e drilling bits for core sampling, 
diamond-impregnated and tungsten carbide tipped cutting shoe 

maintenance phases. The depth and spacing of the boreholes depend on the size and 
sensitivity of the project and the complexity and characteristics of the ground. In the 
samples collected from core drilling in rock masses, information such as lithology and 
its variability, weathering grade, fracture spacing, Rock Quality Designation (RQD) 
and total core recovery (TCR) can be obtained, providing important geotechnical 
parameters for the characterisation of the rock mass [18]. Table 1 summarises the 
relevant parameters to be evaluated in coherent and incoherent soils and rock masses. 

2.3 In Situ Tests 

The majority of in situ tests were created at the beginning of the twentieth century. 
Since then, they have evolved dramatically to comply with the development of 
information technologies and the challenges of larger and more complex construc-
tions (e.g., pipeline foundations and wind farms, as presented in [29, 30]). Table 2 
summarises the main parameters that can be obtained by the most common in situ 
tests.
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Table 1 Parameters to evaluate in different soil types and rock masses (adapted from [17]) 

Cohesive soils (clay) Granular soils (sand, silt or 
gravel) 

Rock mass 

Layering Layering Mineralogy, lithology and 
structure 

Grain size distribution Grain size distribution Water absorption 

Water content Water content (silt) In situ permeability 

Total unit weight Maximum and minimum 
density 

Unit weight of the intact rock 

Atterberg (plastic and liquid) 
limits 

Relative density Unconfined compression 
strength 

Indicative shear strength 
(miniature vane, torvane, pocket 
penetrometer, fall cone, UU, etc.) 

Drained angle of shearing 
resistance 

Discontinuities characteristics 

Remoulded shear strength Soil stress history and 
over-consolidation ratio 

RQD 

Sensitivity Angularity Fracturing 

Soil stress history and 
over-consolidation ratio 

Carbonate content Weathering grade 

Organic material content Organic material content 

Several publications elaborate on the most common site characterisation methods 
(e.g., [11, 14, 18, 31–34]), and several standards and scientific papers discuss the 
different types of tests, their advantages and limitations (e.g., [35]). In EN 1997-
2 [5], useful information about the most common methods, empirical correlations, 
equations and examples are provided, based on relevant literature on each method. 
The most common methods for soils are listed according to the purpose, i.e. to the 
parameters obtained, namely penetration resistance, strength and/or compressibility 
and permeability [18]. In situ tests are particularly important for soils in which recov-
ering samples is complex. The performance of each method and the data obtained 
depend on the type of soil, which is roughly divided into coherent (clay) and inco-
herent (granular). The nature of the soil influences the in situ drainage conditions, 
and usually, the tests in clays are done rapidly to consider undrained conditions. In 
consequence, tests carried out in clay soils provide the undrained shear strength, and 
in granular soils, the (drained-) peak effective angle of friction is obtained. 

Penetration Resistance. Penetration resistance is usually obtained by two methods: 
dynamic hammering (e.g., standard penetration test, SPT, and dynamic probing, DP); 
static penetration by pressing the equipment into the soil (e.g., cone penetration test, 
CPT). These methods were established many decades ago, and there has been a 
continuous improvement. However, the procedures include some assumptions and 
corrections and, under some ground conditions, the joint employment of SPT and 
CPT together has the greatest potential for geotechnical engineering (e.g., [36]). The 
penetration resistance is obtained using empirical approaches to test soils’ strength
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at various depths [37]. Penetrometers are divided into dynamic, driven by blows of 
drop weight, and static pushed hydraulically into the soil. For the first group, the 
most well-known is the Standard Penetration Test (SPT) and the Dynamic Probing 
Light/Medium/High/Super High (DPL/DPM/DPH/DPSH), the former using a bore-
hole, the last being independent of boreholes. The most common static penetrometer 
is the Cone Penetration Test (CPT), measuring the interstitial pressure (undrained, 
CPTU). Examples of empirical correlations and analytical methods can be found in 
[5].

Standard Penetration Test. SPT aims to determine granular soil’s strength and defor-
mation properties, but data can be obtained for other soil types [5]. It is simple 
and inexpensive, performed discontinuously every 1.5 m of depth along with the 
execution of a borehole, using a split barrel sampler driven into the ground by blows 
produced by dropping a 63.5 kg hammer through 762 mm. At the depth defined for 
the test, the split barrel sampler is driven in three steps of 150 + 150 + 150 mm of 
penetration length, and the number of blows needed for each 150 mm is registered. 
The test results consider the second and the third steps to overcome the volume of 
soil disturbed by the borehole operations (300 mm in total). The sum of blows (N) 
corresponds to the penetration resistance. At the end of the test, the split spoon is 
pulled from the hole, and a small disturbed sample is stored in an airtight container. 
Although these features correspond to the original SPT, the test is not totally stan-
dardised, and the results will depend on the test equipment, the standard followed 
(e.g., [38, 39]), the disturbance during the perforation, the cleanliness of the bottom 
hole, the stability of the borehole wall, the type of soil and its age (e.g., [5, 10, 18]). 
For example, the resistance of sand to penetration is higher for longer geological 
periods of consolidation of the soil, increasing the blow counts. 

The presence of groundwater can affect severely the performance of sands, which 
become loosened. The test is particularly interesting when it is impossible to collect 
good quality borehole samples in sand, silts or sandy clay. However, it is also common 
to perform SPT alternating with core sampling. The limitations of the test have 
been discussed since the 1960s in several publications (e.g., [36, 40, 41]). Some 
corrections were introduced to the N obtained, as explained in [4] and [39], namely 
regarding the actual energy delivered by the drive-weight apparatus, the borehole 
diameter, the length of the rope, the sampling method and the pressure of soils at 
rest, which itself depends on the effective overburden pressure. For granular soils, 
(N1)60 represents the number of blows from the SPT corrected to energy losses 
and normalised for effective pressure and atmospheric pressure (e.g., [42], and other 
references in [43]). The result N60 reflects the number of blows needed with a machine 
delivering 60% of the theoretical energy. Empirical correlations allow to obtain a 
rough approximation of the relative density and peak drained friction angle for sand, 
the Young modulus of elasticity for sandy soils, the undrained cohesion and the 
overconsolidated ratio for clay, the liquefaction potential of sand, bearing capacity 
and the settlement of foundations for granular soils ([43] and references therein). 
Information can only be quantitative for well-known local conditions where the
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results are correlated with other more reliable tests. The correlations between SPT 
and soil properties are empirical, based on international databases. 

Dynamic Probing test. The dynamic Probing test (DP) method is outlined in, for 
example, EN ISO 22476–2 [44]. It aims at determining a soil profile of the resistance 
of soil or soft rock to the dynamic penetration of a solid cone. Correlations can be 
used for fine soil to obtain the soil’s strength and deformation properties and deter-
mine the depth of very dense ground layers. A metal cone attached to several rods is 
driven into the ground by dropping a hammer of a given mass from a certain falling 
height and counting the blows. Depending on the hammer’s mass, a distance of pene-
tration is defined and the blows counted, which provides a continuous record along 
with the depth. As the method does not allow sampling, the results of the DP must 
be complemented by sampling obtained from other investigation methods, namely 
drilling [5]. Apparatus features and the specifications regarding the penetration depth 
for different masses of the hammer can be found in the standards: dynamic probing 
light (DPL), medium (DPM), heavy (DPH) and super-heavy (DPSH). 

Cone Penetration Test. CPT/CPTU is a very popular and quite precise test method, 
and correlations have been established with SPT. CPT is used to characterise soft and 
compressible soils, such as weak clays [43], although some equipment can be used in 
stiff to hard clays and dense sands. The static cone test consists of a 60° cone, and a 
surface sleeve continuously pushed into the ground, at a standard rate of penetration, 
and the resistance offered by the cone and sleeve is measured by load cells located just 
behind the tapered cone [36, 45–47], Fig. 7. It is a continuous test, with measurements 
made at every 0.20 m, allowing that the subsoil profile is obtained in much more detail 
than in the SPT, including when thin granular layers are found within soft cohesive 
soils. However, the results are not absolute and should be calibrated using the vane 
shear test or triaxial laboratory tests. Besides the mechanical CPT, there are electric 
cone penetrometers (e.g., [48]) with pore pressure measurements (piezocone, CPTU) 
and the seismic cone penetrometer (SCPT), measuring the shear wave velocity in 
depth. During the test, the tip resistance (qc) and the sleeve friction (f s) are recorded, 
simultaneously, as in the electric cone, or separately, in the mechanical method, 
which ratio is called the friction ratio (Rf , %), Fig. 7. 

Fig. 7 CPTU test and equipment (left) (courtesy of Geocontrole) and example of charts of results 
(right) (adapted from [26])
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The measurement of pore pressure (u), made by using a pore pressure trans-
ducer usually located where cone and sleeve meet, is a great advantage of the CPTU 
method, allowing dissipation tests and determining the coefficient of consolidation 
for clays. According to the equations published, the pore pressure is used to correct 
the values of qc and f s, (e.g., [49]). The porous filter for pore pressure measurement 
might be located either at three different positions: at the apex or mid-face of the cone 
tip (u1), at the shoulder (u2), behind the cone sleeve (u3). The electrically operated 
devices also register soil resistivity, ground vibration, core inclination, gamma-ray 
backscatter and pressuremeter values, depending on the type of device [18]. The 
method provides correlations with design parameters, depending on the equipment 
used, namely relative density and friction angle for sands, undrained shear strength, 
sensitivity, overconsolidation ratio (OCR) and compressibility for clayey soils. The 
results allow to calculate the ultimate bearing capacity of shallow and deep foun-
dations, correlate with unit weight and permeability. However, borehole sampling 
should be done for the correct identification of the type of soil. In [43], a summary 
is made on the parameters obtained, the correlations and the equations proposed by 
different authors. CPT can also assess liquefaction, with some advantages compared 
to SPT, as presented in [50], namely the quality and repeatability and the detection 
of the variability of soil deposits. This test is quick and inexpensive when comparing 
with those that need boreholes. A deep push PCPT system was recently created for 
offshore site investigation, obtaining continuous sub-sea profiling, with options such 
as the spherical ball penetrometer and the T-bar. 

Charts have been created by different authors correlating the CPT data with the 
type of soil (e.g., [32, 51–53]), based on the USCS (Unified Soil Classification 
System). Table 3 contains information about a rough classification of the soils based 
on the different parameters registered during the CPTU tests. 

Strength and Deformability Parameters. Strength and deformability parameters 
are obtained by several methods, and there are established correlations with the 
penetrometer tests. 

Plate Load In Situ Test. Plate Load in situ Test (PLT) is a very accurate method 
to characterise the stiffness and the bearing capacity of soils [24, 54]. The plate is 
usually placed at the bottom of trial pits, trenches or adits, and the soil’s stiffness is 
determined by measuring the settlement of the plate subjected to a defined pressure.

Table 3 Diagnosis features 
of soil type based on the 
results of CPTU [18] 

Soil type Cone 
resistance 

Friction ratio Excess pore 
pressure 

Organic soil Low Very high Low 

Normally 
consolidated 
clay 

Low High High 

Sand High Low Zero 

Gravel Very high Low Zero
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The test also allows to validate the quality of soils during compaction and to estimate 
foundation settlements. It is performed following different standards (e.g., [3, 37, 55, 
56]). The load is applied in increments by a hydraulic jack to the steel plate, varying 
between 150 and 600 mm in diameter and equipped with pressure gauges or load 
cells, and each increment is maintained until the penetration of the plate has ceased. 
The time needed will depend upon the soil type and its permeability. The depth of 
influence is less than 1.5 times the plate diameter, which corresponds to 0.2 of the 
applied load [54]. The stiffness is calculated considering the vertical displacement of 
the plate measured in three dial gauges, the plate diameter, the Poisson coefficient, 
and the contact stress assumed to be uniformly distributed and obtained as the ratio of 
the applied load by the plate area. The pressure to be applied depends on the working 
load. The required pressure in compaction control tests should be three times the 
allowable bearing capacity used in the design and 1.5 times the working load to 
determine stiffness [54].

Pressuremeter Tests. Pressuremeter Tests (PMT) are divided into four different types 
[5]: pre-bored pressuremeters (PBP), e.g. the flexible dilatometer test (FDT) and the 
Ménard pressuremeter (MPM); the self-boring pressuremeter (SBP); and the full-
displacement soil pressuremeter (FDP). In addition, some methods require that a 
borehole is made specifically for the test (as in MPM) whilst others are pushed into 
the ground independently from boreholes (SBP and FDP). These methods aim at 
determining the pressuremeter modulus and the limit pressure or the stiffness and 
strength parameters. 

The selection of the self-boring pressuremeter or the pre-bored pressuremeter 
depends on the ground type (e.g., in very stiff soil, preboring is needed, and the 
second method is used, whilst in soft soils, the SBP is adequate). As a result, some 
improved pressuremeters have been created, some of them also applied in soft and 
hard rocks. The great advantage of the SBP is the application in undisturbed soil, 
requiring expert operators. 

Preboring Ménard Pressuremeter. Preboring Ménard Presuremeter (MPM) can be 
performed as in ASTM D4719 [57] or EN ISO 22476-4 [58]. The test aims at 
measuring the in situ deformation of soil and soft rock produced by the radial expan-
sion of a borehole section by using an expandable cylindrical, flexible membrane 
under pressure produced by water, compressed air or gas [4, 5, 14]. It is required 
that a high-quality borehole is open, the Poisson ratio of the soil is known, and the 
isotropic and elastic behaviour of the soil is assumed. Briaud [59] summarises the 
method and refers to the applicability of the test. The device is inserted into a pre-
formed borehole at a predetermined depth to read the pressure and the expansion 
until a maximum expansion of the device is reached. The pressure is applied in equal 
increments, and volumetric readings are registered at time intervals after applying 
each pressure increment [59]. The results depend on the borehole’s quality, and the 
diameter and limit values are established for the borehole and the probe. The friction 
angle is also obtained, although the method seems to overestimate the parameter for 
deep tests (>12 m depth) and underestimate for tests close to the surface [60].
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The Self-Boring Penetrometer. The Self-Boring Penetrometer (SBP) [61] was devel-
oped to reduce the soil disturbance due to the perforation of the borehole. The probe 
is inserted hydraulically as the internal cutter rotates, and fluid flushes the debris to 
the surface through the hollow centre of the probe. There are different versions of 
SBP, namely the Cambridge pressuremeter [62] and the French Pressiomètre Auto-
foreur PAF [63]. The method has been developed since the 1970s to evaluate the 
initial state, deformation and strength characteristics of soil (e.g., [64]). 

The Flat Plate Dilatometer. The Flat Plate Dilatometer, also known as the Marchetti 
dilatometer test (DMT), is a self-boring pressuremeter that has been used in soil 
investigations for decades, and several publications explain the functioning, advan-
tages and limitations of the test (e.g., [65–67]). It can be performed according to 
ASTM D6635-15 [68] or EN ISO 22476-11 [69], and guidelines were published 
as a Report of the ISSMGE ([70] and references therein). The equipment consists 
of a thick steel blade having an expandable circular steel membrane on one of the 
faces and is equipped with pressure gauges, a valve for gas pressure control, vent 
valves, and an audio-visual signal (Fig. 8). The blade and rods are pushed hydrauli-
cally into the ground, and the membrane inflated to obtain the lift-off pressure. The 
blade is then pushed to the next test depth, usually in increments of 0.20 m. An 
update is presented in Marchetti et al. [71], focusing on the importance of the stress 
history for estimating the settlement and the liquefaction resistance of the soil and 
the combination of DMT and CPT to assess OCR in sands. The authors discuss the 
applicability of the seismic dilatometer (SDMT), a combination of the DMT with a 
seismic module to measure the shear wave velocity every 0.5 m of depth, providing 
the evaluation of the liquefaction potential. 

Vane Shear Test. Vane Shear Test (VST) method covers the in situ determination 
of the undrained shear strength and the sensitivity of weak intact cohesive soils, 
including clays, silts and glacial clays. It is more relevant when combined with CPT. 
With four delicate rectangular blades, a cruciform vane is pushed into de soil with 
a protective shoe to the required depth. The vane is then advanced a short distance 
(0.5 m) ahead of the shoe into the undisturbed soil to perform the test. The blade is

Fig. 8 Flat dilatometer and measuring equipment (courtesy of Geocontrole)
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turned with a torque of sufficient magnitude to shear the soil (e.g., [72, 73]) at a rate 
defined in each standard (e.g., 6º/min). The length (H) is double of the width (D) of 
the blade, and different sizes can be used (e.g., 150 × 75 mm2 blade for soils up to 
shear strength of 50 kPa, 100 × 50 mm2 blade shall be used for soils of shear strength 
between 50 and 75 kPa [37]). The test is restricted to uniform, fully saturated soil, 
usually in clay, and is not adequate when there are thin layers of sand, coarse particles 
or dense silt. Many factors influence the results of the VST, namely the type of soil, 
the strength anisotropy, the rate of rotation, the time elapsed between the insertion 
of the vane into the soil and the test and the possible disturbance due to the insertion 
of the blades [18]. Usually, pre-boring is adequate to reach the desired layer. The 
maximum resistance offered by the soil to the vane rotation is noted and, to obtain 
the remoulded shear strength, the vane is further turned by ten complete rotations 
[14].

Okkels and Andersen [74] suggested an alteration of the VST test to become 
useful in all types of soils, designated by M-VST, fast multi-soil vane shear test. In 
traditional VST, the vane is rotated between 2 and 12°/min to produce failure in 0.5– 
3 min. The Danish “deep” VST system is more robust and has different dimensions, 
sharpened edges of the blades, and is used to be applied in overconsolidated soils 
for the strength of 10 to 700 kPa. The blades are 3 mm in thickness, and the shaft is 
20 mm in diameter to allow the use to firm, gravelly and stony fine soils. The blades 
have rounded corners to minimise the stress effects at the corners during rotation. 
The torque is produced to a uniform rate of 360°/min, and the failure occurs in 6 s. 
The test is performed during boring with soil core sampling, which allows knowing 
the type of soil tested. This rapid test, with 1 min waiting time, complies with the 
conclusions in [75], who concludes that by using a long time before shearing, as 
in the traditional VST, the increase in strength due to consolidation could be more 
significant than the reduction in strength caused by the vane insertion, resulting in 
an overestimation of the strength. 

Permeability In Situ Tests. In situ water tests are the most accurate to assess the 
permeability of the ground as they cover a much larger volume of soil than any 
laboratory test [10, 14, 18]. Permeability of soils depends on several factors, namely 
the particle size and shape, the structure of the soils, the void ratio, the degree of 
compaction and the degree of saturation. The permeability coefficient can be obtained 
using different methods that can be grouped as pumping-out and pumping-in tests. 
Standards such as [76–78] can be followed. Depending on the type of soil, two types 
of permeability tests are carried out: Constant Head test (CH) for more permeable 
soils, and Falling Head test (FH), for soils of low permeability [79]. Lefranc test is 
one of the most common tests for soils, and it is performed by generating a water flow 
with a constant or variable water head into a cavity of a given shape, named lantern, at 
the bottom of a borehole. After filling the borehole with water, and verifying that all 
air has been expelled, the flow rate needed to keep the water level constant (constant 
head test, CH), or the velocity of drop or change in the water level (falling and rising 
head tests, FH) are measured (e.g., [80, 81]). The variable rising-head test includes 
the third method in the Canadian standard (CAN/BNQ 2501–135 [82]). In the CH
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test, the flow rate is measured every 5 min so that the water level at the top of the 
borehole is kept constant for 45 min. If there is a very high intake of water, the 
measurements are carried out every minute during the first 20 min and every 5 min 
thereafter up to a total of 45 min [10]. The variable-head (VH) consists of filling the 
drill casing and measuring the variation in elevation from a set reference level with 
time. Different methods of interpretation have also been discussed [83]. 

3 Example of Challenging Structures 

Marine investigation for pipeline foundations, wind farms, oil platforms, bridges and 
tunnels is one of the most challenging, as summarised in [29, 30], not only due to 
the difficult environmental load conditions, tides, waves, winds, currents, icebergs 
and ice sheets but also in consequence of the depth of the seabed and the geological 
complexity and risks associated, namely earthquakes and seabed landslides. Two 
modes for the geotechnical investigations in offshore environments are common: the 
seabed mode, when the sampler or in situ tester is placed directly on the seabed, and 
the drilling mode, using platforms or vessels [83]. Several field tests can be performed, 
most of them listed in this work. The geophysical survey allows obtaining the seabed 
bathymetry using echo-sounding. It may be used in association with sophisticated 
equipment such as ROV (remotely operated vehicles) and AUV (autonomous under-
water vehicles) or geoBAS survey (geophysical burial assessment survey) to provide 
quantitative information of the soil below seabed [30, 84]. The most common in situ 
tests include CPTU, vane shear tests, standard penetration tests, dilatometer, and 
permeability tests [14, 85]. Disturbed samples can be obtained by quick methods 
such as the grab sampler, but it only reaches 0.5 m depth. Other relatively surficial 
corers are: the gravity corer, an open barrel of 3 m in length; the vibrocorer, which 
can penetrate 3 to 6 m in the seabed (further details in [86]); and the box corer. For 
deep foundations and other offshore demanding structures, high-quality samples are 
mandatory, such as using a deep water sampler (DWS) or a driven deep penetration 
piston corer as the one developed by [87], which can collect soft soil samplers with 
over 95% recovery of 110 mm diameter samples. 

Some interesting examples of offshore site investigation can be found in topical 
publications (e.g., [88, 89]) and guidelines (e.g., [84, 86]). The report from ISSMGE 
[86] is exhaustive and presents different structures and the site investigation methods 
most adequate for each situation. Methods slightly different from the most common 
can be applied as CPT with additional sensors such as thermal conductive probe, 
electrical conductivity cone, seismic cone and natural gamma and dilatometer [86]. 

Lunne et al. [88] studied a site for hydrocarbon in deepwater (3000 m) with 30 m 
thick, soft clays below the seabed. Due to the difficulty in collecting high-quality 
soil samples, in situ test methods were selected, although adapted to the adverse 
conditions, namely: CPTU with 1000–1500 mm2 tip area and logging interval of 
20 mm; vane field tests with 40–65 mm diameter and height double of the diameter; 
and additional laboratory tests. The authors refer to the decrease in the accuracy of
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CPTU for deep water, especially in soft soils, and suggest the use of T-bar (TBT) 
and ball penetration test (BPT) data, both with a projected area of 10,000 mm2 and 
remarkably accurate for very soft soils [90] and ball penetrometers, commonly used 
in offshore site investigation. In deep water, these methods are also adequate for 
determining strain rate dependency of soil strength, soil stratigraphy, and consol-
idation parameters by varying the penetration rate during a penetration test [91]. 
Some future improvements for in situ techniques and equipment are also suggested, 
namely incorporating additional sensors and pore pressure sensors for the full-flow 
penetrometers (e.g., [92]). 

One of the most recent large works developed is the Fehmarnbelt link, connecting 
Denmark to Germany, in which site investigation took place first in 1995/96 and 
later between 2008 and 2014. Kammer et al. [93], the report GDR 00.1-001 [94], and 
Morrison et al. [95] present the geotechnical investigation carried on for the Fehmarn-
belt Fixed Link, when two options were considered, namely an immersed tunnel or a 
cable-stayed bridge. The study involved: geophysical offshore and onshore surveys, 
comprising marine shallow seismic investigations, marine side-scan investigations, 
marine magnetic measurements and bathymetric measurements, onshore reflection 
seismic surveys and Continuous Vertical Electrical Sounding (CVES), down-hole 
geophysical borehole logging; onshore and offshore geotechnical type borings for 
different quality of sampling, seabed CPTUs; Advanced Laboratory Testing; Large 
Scale Testing including mainly a phased offshore trial excavation with advanced 
instrumentation, different kinds of plate load testing, pile installation and tension 
load testing as well as onshore installation and load testing of ground anchors, all 
in clays of Palaeogene origin; establishment of an overall geological model and 
detailed description of the ground conditions, boring with continuous sampling with 
high quality core recovery to 100 m depth, and large scale in situ tests such as CPTU, 
in a total of 71 tests in depths of 25 m and 50–100 m. The interpretation of the seismic 
surveys provided the seismic ground model allowing the selection of locations for 
drilling in a total length of 3675 m. The large scale trial excavation (construction 
tests) in the Palaeogene clay aimed at investigating the behaviour when subjected to a 
below seabed level excavation. It included bored and driven pile tests, instrumented 
trial excavation, CPTU testing, plate load tests and block sampling from the base 
of the trial excavation, multibeam surveys of the trial excavation area and ground 
anchors tests. The site investigation program allowed the definition of the complex 
lithology sequence, the tectonics and the geotechnical parameters needed, first to 
decide between a tunnel and a bridge, as well as to define the parameters for the 
design of this very complex structure. 

4 Final Remarks 

From current buildings to special structures such as power plants, dams, deep cavities 
(e.g., for compressed air storage, CO2 sequestration, storage of dangerous substances,
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large tunnels) and marine structures, the site investigation is a cost-effective compo-
nent of any engineering design, concurring to ensuring the required performance of 
the structure during the design lifetime. It is undertaken in progressive phases, which 
extent and sequence depend on the geological complexity of the site and the type 
and dimensions of the structure. It constitutes a multidisciplinary approach in which 
different players are engaged to obtain relevant information about the construction 
site. The methods are applied in an iterative mode, from a large area survey using 
less expensive methods to a design phase for which reliable methods for obtaining 
geotechnical parameters are crucial. Although most methods were created decades 
ago, improvements have been carried out to respond to increasingly demanding 
structures and less favourable locations, taking advantage of the development of 
technology and scientific knowledge. The development of novel methods and the 
improvement of the existing ones occur on a daily basis, with scientists, academia, 
consultants and contractors willing to overcome the challenging situations faced by 
a demanding and sustainable construction industry. 
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Laboratory and Field Testing of Rock 
Masses for Civil Engineering 
Infrastructures 

José Muralha and Luís Lamas 

Abstract Several types of relevant civil engineering infrastructures, such as the 
foundations of large buildings, bridges and dams, rock slopes, tunnels and caverns, 
encompass construction of structures on or in rock masses. Rock masses, specifically 
those within a few hundreds of meters from the surface where civil infrastructures 
are implanted, being composed of intact rock and discontinuities (e.g., faults, joints, 
schistosity and bedding planes), often behave as discontinuum media, with the latter 
determining their behaviour. The assessment of rock mass properties and conditions 
is crucial for the design of rock engineering structures, and for assuring safety during 
their life-time exploration. Since the development of rock mechanics as a distinct 
engineering discipline in the 1950s and early 1960s, the importance of laboratory 
rock testing emerged. Additionally, the recognition that tests on small size specimens 
could not be representative of the behaviour of the rock mass led to the emergence and 
development of specific in situ tests, where comparatively large rock mass volumes 
are tested in order to estimate engineering properties suitable for design. This chapter 
presents laboratory and in situ tests currently used to estimate the relevant parameters 
required to model the behaviour of rock mass—a naturally occurring material with 
unknown in situ stresses—at a scale compatible with the dimensions of engineering 
infrastructures. 
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1 Introduction 

Rock mechanics is a discipline that applies mechanics principles to rocks and is 
used to design and monitor structures built on or in rock masses, such as dams, large 
bridges and buildings, natural and excavated slopes, tunnels, caverns, hydroelectric 
schemes, nuclear repositories, or mines. 

Throughout this chapter, the terms rock mechanics and rock engineering will be 
used in a sense as defined by the International Society of Rock Mechanics and Rock 
Engineering (ISRM): “The field of rock mechanics and rock engineering includes 
all studies of the physical, mechanical, hydraulic, thermal, chemical and dynamic 
behaviour of rocks and rock masses, and engineering works in rock masses, using 
appropriate knowledge of geology”. As a consequence, rock mechanics is generally 
taken to include rock engineering, though occasionally both terms may be used 
separately, since rock mechanics is the key for dealing with many problems met in 
rock engineering projects. 

As opposed to common man-made materials used in engineering projects, such as 
steel or concrete, rocks and rock masses are historical materials that during geolog-
ical times have gone through quite long history of natural phenomena, being acted 
on chemically, thermally and mechanically, and undergoing deformation, fracture 
and weathering. Even at a smaller scale, intact rock is a bonded or cemented aggre-
gate of grains, generally individual crystals or amorphous particles from different 
minerals, but rarely do not include inter or intragranular cracks. At a rock engineering 
scale, rock mechanics deals with rock masses, which are media where discontinu-
ities, anisotropy and heterogeneity are nearly always present requiring particular 
approaches. 

Recognition that rock masses are particular media not covered by continuous 
mechanics led to the seminal reply by Leopold Müller to the question “Do we know 
the strength of rock?”. Müller replied: “For rock (specimens) tested in the laboratory, 
yes. For a rock mass, no.” [1]. Though engineering properties of rocks were already 
being studied all around the world, it commonly acknowledged that Rock Mechanics 
emerged as an independent discipline at that time [2]. 

Regrettably, the beginning and the early development of rock mechanics is also 
related to the occurrence of three catastrophic events: the failure of the foundation of 
the Malpasset concrete arch dam, in December 1959 (Fig. 1, left)  [3, 4], the collapse 
of the coal mine pillars at Coalbrook, in January 1960 [5], and the landslide of the 
left bank of Vajont dam reservoir, in October 1963 (Fig. 1, right) [6, 7]. These serious 
accidents led to understanding that discontinuities, regardless of their origin, play a 
significant role in the behaviour of rock masses as their reduced shear strength may 
convert a sound rock masses into a crumbling block system for stresses acting along 
particular orientations. They also triggered much debate, new research and promoted 
the development of new tests and methodologies to assess rock mass properties. 

In the 1950s, construction of large concrete dams and underground caverns and 
tunnels for hydroelectric schemes were seeing a notable expansion worldwide.
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Fig. 1 Malpasset dam failure (left), and Mont Toc (Vajont) landslide (right) 

Though rock mechanics tests already were an important component in the inves-
tigations that supported the design of these structures, the improvement of existent 
rock testing methods and the development of new experimental testing methods and 
techniques was also related to the emergence rock mechanics as an autonomous 
discipline within the geomechanics framework, encompassing a distinct body of 
knowledge. At that time, novel in situ testing methods started being developed at the 
Portuguese National Laboratory for Civil Engineering (LNEC), under the leadership 
of Prof. Manuel Rocha [8]. This chapter will make reference to the authors’ expe-
rience in this subject, while mentioning relevant technological updates and alluding 
to other worth mentioning testing techniques. 

2 The Relevance of Testing in Rock Mechanics 

It is accepted that any structural engineering design comprises some kind of 
modelling of the physical, mechanical, or hydraulic behaviour of the components 
involved in the construction. In the design of structures to be built on or in rock 
masses—a natural, discontinuous, heterogeneous, anisotropic, often highly vari-
able material—the behavioural models depend critically on the input parameters, 
namely their deformability, strength, permeability and boundary conditions (i.e. 
natural in situ stresses). 

Current developments in computing capabilities, that have allowed the prolifer-
ation and availability of numerical analyses, have led to more and more elaborated 
models, as well as to an increasing demand of a better understanding of the mecha-
nisms occurring in rock masses, once they are disturbed by natural actions or by new 
man-made structures. These requirements make the need of rock testing an always 
current topic. 

In rock engineering, the behaviour of rocks and rock masses concerns mainly 
the following properties: deformability and strength, and how they vary with the 
direction and magnitude of the loads, permeability, susceptibility to weathering, and 
the natural in situ stresses acting on them before construction starts.
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Before the 1960s, researchers and civil and mining engineers working in rock 
were developing independently their own tests and methods to assess rock mass 
properties. It is not surprising that early efforts of the ISRM were the establishment 
of a common to all terminology and the standardization of the different testing tech-
niques and procedures that were used to determine rock and rock mass properties. 
This second task led to the creation of the Commission on Standardisation of Labora-
tory and Field Tests (now the ISRM Commission on Testing Methods) that has been 
working until today ever since 1966 [9]. Though its mandate was to go ahead with 
the development of test standards, documents published by the commission were not 
issued as standards but rather as Suggested Methods. It is a term that was carefully 
chosen, since Suggested Methods do not intend to be testing standards, but docu-
ments where practitioners that have not been involved with a particular subject can 
find guidance, explanations and recommended (not strictly mandatory) procedures 
[10, 11]. Many ISRM Suggested Methods deal with tests that are not (or were not at 
the time of publication) available as test standards. Description of rock mechanics 
tests presented in this chapter derives from ISRM Suggested Methods and other 
applicable standards, such as ASTM, EN and ISO. 

Very often, rock masses include many discontinuities so that they have a blocky 
structure. The three-dimensional basic elements of these structures are the elemen-
tary blocks, without visible macroscopic fractures basically, made of more or less 
massive, intact rock. Discontinuities are two-dimensional geologic features that occur 
in rock masses in a large diversity of forms, and their classification is not straight-
forward. The most conventional differentiation considers simply joints and faults. In 
general terms, faults are considered to be fractures in rock continuity along which an 
identifiable shear displacement of the adjacent faces has occurred, usually resulting 
from rock mass movements occurring over geologic times. Opposed to faults, joints 
are fractures within the rock that do not exhibit shear displacements between their 
surfaces. Joints are caused by fractures of the rock body as a result of tensile stresses 
induced by geologic events such as the folding of rock masses, shrinkage of a rock 
body due to a temperature decrease or the reduction of stresses caused by the erosion 
of overbearing rock layers. 

Geometrically, both can be considered as approximately plane surfaces, currently 
defined in Geology by a pair of angles (strike and dip, or dip and dip direction), though 
some folding often occurs, mainly in the case of larger discontinuities. Usually, 
joints display a smaller extent or persistence and they occur in an ordered manner: 
joints with approximately parallel orientations form a joint set. The evaluation of 
the geometric characteristics of the discontinuities (orientation, intensity, spacing 
and persistence), and also other descriptive parameters (roughness, aperture, wall 
strength and filling), is usually performed during geotechnical surveys, and they will 
not be addressed in this chapter. 

Whether they are joints or faults, discontinuities are responsible for not allowing 
rock masses, at the scale of rock engineering projects, to comply with the basic 
assumptions of solid mechanics of continuous, homogeneous, isotropic and linear
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elastic media (known as CHILE media): first of all, they turn rock masses into discon-
tinuous and inhomogeneous media, and additionally their occurrence defines prefer-
ential directions that make several characteristics and properties display anisotropic, 
non-reversible and non-linear elastic behaviours (known as DIANE media). 

A basic approach could lead to consider the behaviour of rock masses as the 
result of some kind of sum of the behaviour of their components: intact rock plus 
discontinuities. As a consequence, the assessment of rock mass properties could be 
reached by sampling and testing rock and discontinuities separately in the laboratory 
and extending the aggregate of the results to the field scale. The other approach 
would be to evaluate the rock mass properties performing in situ tests involving a 
tested volume large enough to be considered representative of the rock mass, being 
the representative elementary volume (REV) the minimum volume of rock mass that 
encompasses the relevant features of any larger volume. The notion of size effect 
in the scope of materials testing refers to the variation of a certain property with 
the size of homothetic samples. In rock mechanics testing, the term “scale effects” 
is often used in a broader sense denoting not just the difference between sample 
sizes, but including also the consideration of greater rock volumes that comprise 
discontinuities and the upscaling to the dimension of the engineering project. Results 
of laboratory and in situ tests are thus affected by both the chosen testing locations and 
the volumes representativeness involved in the tests, particularly their relationship 
with the engineering work that is being considered. Figure 2 shows a schematic 
representation of scale effects as it is interpreted in rock mechanics. 

Fig. 2 Schematic 
representation of scale 
effects in rock masses [12]
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The development of in situ testing methods and techniques specifically dedi-
cated to the geotechnical characterization of rock masses derives from the need to 
address the issues related with scale effects. In early years, it was also responsible 
for the recognition of rock mechanics as a distinctive scientific discipline within the 
geotechnical sphere. 

Rock has been used by mankind as a building material and for other purposes 
since early years. Records of the first mechanical testing of materials are attributed 
to Leonardo da Vinci ca. 1500, and the first documented rock mechanics experimental 
study, performed by Gautier around 1770, referred to a testing machine with a lever 
system that was used to measure the compressive strength of specimens for the pillars 
of Sainte Genevieve Church in Paris [11]. 

There are several possible ways to classify the different types of rock tests, none 
of which being fully satisfactory. In this chapter testing techniques were simply 
divided into laboratory and field tests. However, even this simple distinction is not 
undisputable, as several tests can be performed in the field using portable laboratory 
equipment. 

Another informative subdivision is to classify the tests according to their purpose. 
On the one hand, design tests are those that are used to provide a quantitative measure 
of given rock or rock mass characteristics, such as the deformability modulus or the 
shear strength. On the other hand, index tests are simple testing techniques used to 
give indications about a given characteristic. Since they are generally inexpensive, 
they can offer important sets of data and thus provide useful estimators for char-
acterization of several physical properties of rock [2]. Another relevant advantage 
of index tests is that useful correlations have already been established, such as the 
point load index and the unconfined compressive strength, or they can be specifically 
defined in the scope of a given project. 

Some sandy, clayey, carbonate, or evaporitic geomaterials, referred to as soft 
rocks, are sensitive to water, and display crumbling, foliated, slaking or expansive 
characteristics. Additionally, they are difficult to sample, requiring special cutting and 
drilling techniques, for instance without water, and testing equipment and standard 
procedures need to be adapted considering limits for specimen deformations. Index 
tests and correlations may play an important role in overcoming such issues. 

In the subsequent sections, the most preponderant tests used for the estimation of 
rock mass properties usually included in geotechnical characterization for the design 
of major civil engineering infrastructures are described. Tests used for assessing 
rock hardness or abrasivity and their interaction with the wear and capabilities of 
drilling and cutting equipment, tests carried out to characterize rock as a construction 
material (aggregates or ornamental stones), and tests specially devised for mining 
and petroleum engineering, are not addressed in the chapter.
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3 Laboratory Tests 

3.1 Uniaxial Compression 

Regarding deformability, many intact rocks show an almost linear elastic behaviour 
under loadings lesser than 40–50% of their strength, which can be described by two 
elastic constants, Young’s or elasticity modulus E and Poisson ratio ν in the isotropic 
case, or by five or more depending on the anisotropic degree. These parameters are 
determined in uniaxial compression tests of cylindrical rock specimens taken from 
borehole cores or of prismatic or cylindrical specimens cut from rock blocks. The 
same specimens can be also used to determine the uniaxial or unconfined compressive 
strength (UCS) of the intact rock. 

Specimens diameter or side should not be less than 54 mm, or at least greater than 
10 times the rock grain size. Specimens should have a height to diameter, or side, 
ratio of 2.5–3.0. Flat ends and perpendicularity of the specimens should be ensured 
by an adequate specimen preparation [10, 13, 14]. 

To determine the elastic constants or simply to control the test, the axial and 
diametric or lateral strains are measured using strain gauges applied directly on the 
specimen’s faces or displacement transducers coupled to the specimen with specially 
designed devices (Fig. 3). Standard procedures specify that measuring devices should 
be placed close to the mid-height of the specimen, and they should average at least 
two strain measurements. The measuring length of the gauges or devices should be 
at least ten times the rock grain size. The test is carried out in a loading device to

Fig. 3 Uniaxial compression test specimens with electric strains gauges (left) and displacement 
measuring devices (right)
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consistently apply load at a required stress or strain rate. It is pointed out that stress-
controlled tests may lead to explosive failure of the specimens, due to the brittle 
behavior of hard rocks, and only strain-controlled devices can capture the behavior 
of the specimens close to and after failure occurs. This requirement leads to the use of 
stiff servo-controlled testing systems with displacement or strain control to perform 
these tests [15].

Tests are performed by applying the axial load continuously at a pre-defined stress 
or strain rate until failure occurs or a predetermined amount of strain is achieved. 
The stress or strain rates should be selected in order that failure is reached in a test 
time between 2 and 15 min. 

Young’s modulus of the specimen, defined as the ratio between a certain axial 
stress change and the axial strain produced by it, can be calculated using several 
methods: tangent modulus measured at a fixed percentage of the compressive strength 
(usually 50%), average modulus of a linear portion of the axial stress axial strain 
curve, or secant modulus up to a fixed percentage of compressive strength. Figure 4 
shows an example of a graph from a uniaxial compression test with the latter 
calculation. 

In some cases, it is preferable to apply two or three loading–unloading cycles at a 
given stress rate up to an axial stress in accordance with project design requirements, 
use them to calculate the elastic constants, and then apply a strain-controlled loading 
cycle until failure. 

Fig. 4 Graph with the results of a uniaxial compression test
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3.2 Triaxial Compression 

Assessment of rock strength is necessary for the rational design of underground 
structures, such as caverns and tunnels. In engineering, the relationship establishing 
the stress condition by which ultimate strength is reached is referred to as a “failure 
criterion”. They are often expressed as a function of the major principal stresses that 
rocks can sustain for given values of the other two principal stresses. The Mohr– 
Coulomb and Hoek–Brown are the most frequently used failure criteria, but both 
incorporate only the major σ 1 and minor σ 3 principal stresses, and the effect of the 
intermediate stress is not considered. 

Parameters for failure criteria can be determined empirically or from labora-
tory tests, aiming at characterizing strength and deformation behaviour under stress 
conditions simulating, as close as possible, those encountered in situ [16]. However, 
most laboratory tests are conducted on cylindrical specimens subjected to uniform 
confining pressure, reproducing only a particular field condition where intermediate 
and minor principal stresses are equal (σ 2 = σ 3). Triaxial tests have been widely used 
for the study of mechanical characteristics of rocks because of equipment simplicity 
and convenient specimen preparation and testing procedures. 

The main difference between triaxial and uniaxial compression tests lies in the 
fact that the specimen is inserted in a triaxial cell. Inside this cell, a confining pressure 
is applied to the specimen by a hydraulic fluid inside the cell, usually oil, that is kept 
from penetrating into the rock pores by a flexible membrane (Fig. 5, left)  [17]. The 
confining pressure is controlled by a hydraulic system that has to be able to keep it 
constant during the whole test, taking into account that changes in the specimen’s 
volume resulting from stress changes will affect the oil pressure inside the triaxial 
cell. The axial stress is applied by a loading device with steel platens of prescribed

Fig. 5 Cut-away view of a triaxial cell (left) [17], and graph with results of a set of triaxial tests 
and the resulting envelopes for the Mohr–Coulomb and Hoek–Brown failure criteria (right) [11]
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hardness. It is possible to measure axial and diametric strains using electrical strain 
gauges applied to the rock surface or displacement transducers inside the cell.

The most frequent test procedure starts with inserting the specimen in the triaxial 
cell and applying a confining pressure. The cell is then placed in the loading device 
that will continuously increase the axial load until failure and peak load are obtained. 
Performing a series of tests with different confining pressures on specimens sampled 
from the same rock lithology or horizon, test results, σ 1–σ 3 pairs, allow calculating 
the parameters of the considered failure criteria [18]. Figure 5 (right) shows a graph-
ical representation, in the shear stress—normal stress plane, of the failure envelopes 
obtained from triaxial tests results. 

3.3 Diametral Compression 

The diametral compression test, also referred to as Brazilian, or Brazil test or splitting 
test, is an indirect tensile test intended to estimate the tensile strength of intact rock. 
It was first developed in 1943, while studying the correlation between compressive 
strength and flexural tensile strength [19]. 

By definition, the tensile strength of intact rock should be obtained from the direct 
tensile test. However, direct tensile test preparation is difficult for routine applica-
tions, since it is problematic to attach a cylindrical rock specimen to the jaws of 
a testing machine. The Brazilian test soon presented itself as an attractive alter-
native because it is much simpler and inexpensive. Furthermore, rock mechanics 
design usually deals with complicated stress fields, including various combinations 
of compressive and tensile stress fields, and testing across different diametrical 
directions allows determining variations in tensile strength for anisotropic rocks. 

This test involves compressing a cylindrical specimen along diametrically 
opposed longitudinal thin surfaces of a cylindrical specimen using a common load 
system [10, 18]. Under the action of such load, tensile stresses develop perpendicu-
larly to the loaded diameter and as load is steadily increased the specimen breaks. The 
load is transmitted to the specimen by steel jaws with cylindrical loading surfaces 
with larger radius than the specimen’s radius until failure. The specimens are right 
circular cylinders with a height equal to the radius (disks). Figure 6 shows the loading 
and the stresses occurring along the loaded diameter (left) [20], and a specimen being 
tested (right) [21]. 

3.4 Elastic Wave Velocity 

The propagation of artificially generated elastic waves through a rock medium can be 
used to assess the elastic properties of rocks. It is a common non-destructive method 
that measures the velocities of compressional VP and shear VS waves, and, given the
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Fig. 6 Schematic representation of the loading and of the stresses along the loaded diameter in a 
diametrical compression test [20] (left), and picture of a specimen being tested [21] (right) 

bulk density, allows estimating the dynamic Young’s modulus and Poisson’s ratio of 
intact rock. 

Laboratory wave velocity measurements are usually performed on cylindrical rock 
specimens prepared for other strength tests, namely uniaxial and triaxial compression 
tests. The equipment includes an ultrasonic pulse wave generator, a transmitter and 
a receiver that are coupled to the flat end surfaces of the specimen with a bonding 
product to improve acoustic transmissivity (Fig. 7). Travelling time of the waves is 
measured by an oscilloscope, enabling to calculate VP and VS , given the length of 
the rock specimen is also measured [22]. If the mass density of the rock specimen 
is determined, the Young’s modulus and Poisson coefficient can also be calculated. 
These values are usually referred to as dynamic parameters. 

Fig. 7 Ultrasonic velocity test equipment
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3.5 Joint Shear 

It is common practice to perform laboratory direct shear tests on relatively small 
discontinuity samples with the objective of estimating the peak and residual or ulti-
mate shear strength of rock discontinuities, as a function of the normal stress applied 
on the sheared plane [11, 23]. Direct shear tests are mostly conducted with a constant 
normal load (CNL) applied to the discontinuity plane. This boundary condition is 
appropriate for a group of engineering problems involving the sliding of rock blocks 
near the ground surface (e.g., rock slope stability and surface excavation stability). 
However, when dilation of a discontinuity is constrained during sliding (e.g., around 
an underground excavation), the normal stress on the sliding surface may change 
as shear displacement occurs. For this class of problems, constant normal stiffness 
(CNS) shear tests are more appropriate for determining joint shear strength. 

Under CNL conditions, shear strength determination usually includes the appli-
cation of several different magnitudes of normal stresses on multiple samples from 
the same joint to determine its shear strength. Alternatively, in cases where it is not 
possible to sample a representative number of specimens, the same specimen can be 
tested repeatedly under different constant normal loading conditions. For a single 
rock joint, at least three, but preferably five, different normal stresses should be 
used. To minimize the influence of damage and wear, each consecutive shear stage 
is performed with an increasingly higher normal stress. Usually, multi-stage shear 
tests are not practical under CNS conditions. 

Commonly, direct shear testing machines include a relatively stiff frame against 
which the loading devices can act, a stiff specimen holder (shear box) in which the two 
halves of the joint are firmly fastened yet allowing relative and shear displacements, 
loading devices to apply the normal and shear loads to the specimen, and devices to 
measure both shear and normal loads and displacements (Fig. 8, left).  

The applied normal and shear forces are usually provided by actuators (hydraulic, 
pneumatic, or gear driven), and cantilever systems can also be used to apply a constant 
normal load for CNL tests under low normal stresses. Keeping the normal load or 
stiffness constant during the shear test is very important, and it is usually achieved 
by servo-controlled close-loop systems (Fig. 8, top right). 

Rock joint specimens for direct shear tests are prepared from rock blocks or 
drilled core samples containing the joint using techniques that minimize disturbance. 
Usually, specimens are encapsulated with cementitious mortar or similar material, 
allowing them to be tightly fastened in the shear box (Fig. 8, bottom right). 

Specimen sizes depend on the dimension of the shear box, and usually their length 
along the shear direction ranges between 100 and 200 mm and does not exceed around 
400 mm. Length of the specimens should cover the main roughness features of the 
rock joint, but frequently low frequency waviness is not tested. 

Results of rock joint shear tests are presented as plots with the shear stress versus 
shear displacement graphs. Using these graphs and the records of the measured 
stresses and displacements, the peak and residual shear strength of each rock joint 
can be determined. Then, these values are used to calculate the strength parameters of
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Fig. 8 Rock joint shear test equipment (left), schematic representation of the loading frame (top 
right) [24], and encapsulated half of a joint specimen (bottom right) 

a prescribed failure criterion. Figure 9 shows the plots of the shear stress versus shear 
displacement graphs of a multi-stage rock joint shear test and the respective peak 
and residual shear strengths, that allow calculating the parameters of the relevant 
strength envelope. 

Despite the non-linear strength envelope usually obtained for peak shear strength, 
results of rock joint shear tests are often modelled by the linear Mohr–Coulomb 
criterion, thus allowing to calculate the friction angle and the apparent cohesion.

Fig. 9 Plots of the shear stress versus shear displacement graphs of a multi-stage rock joint shear 
test and the respective peak and residual shear strengths [11]
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Particular care should be paid not to extrapolate below the value of the lowest normal 
stress applied during the test.

In the case of rough or non-planar joints, a non-linear shear strength envelope may 
be more representative of the test results. In these cases, it is possible to consider 
other well-established failure criteria, calculate the respective parameters, and deliver 
them also as results of the tests (e.g., the i value of Patton bilinear criterion [25], or 
the joint roughness coefficient (JRC), the joint wall compressive strength (JCS) and 
the residual friction angle (φr) values of Barton-Bandis criterion [26, 27]. 

The procedure for joint shear tests described in this section is not intended to cover 
direct shear tests of intact rock or other types of natural or artificial discontinuities 
that display tensile strength, such as rock–concrete interfaces or concrete lift joints. 
However, if the testing equipment holds certain capabilities, namely regarding its 
loading devices and servo-controlled system, it can be adapted to perform similar 
tests to determine the shear strength of bonded interfaces. 

3.6 Tilt and Pull Tests 

Several rock joint shear strength criteria require performing tilt or pull tests to deter-
mine some of their intrinsic parameters, being the most prominent the Barton-Bandis 
model [28, 29]. Tilt tests or pull tests are carried out to assess the basic friction angle 
(φb) and the JRC value [30]. 

Tilt tests are related with the concept of angle of repose of a solid body on an 
inclined surface. They are carried out by means of simple apparatuses essentially 
consisting of a rigid plane, which can be rotated around an axis (Fig. 10). A rock 
joint or a rock surface is placed horizontally on this plane, with the bottom half 
prevented from moving. The plane is then rotated until the upper part of the joint or 
surface moves. At this moment, the dip angle of the plane is the friction angle. 

In the case of rough rock joints, the tilting angles reach values higher than 70°, 
generating high stress concentration at the rotating toe of the specimen. To minimize

Fig. 10 Tilt test equipment (left), and schematic representation (right)
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Fig. 11 Pull test equipment 

this effect, specimens should have a length to height ratio of the upper block in excess 
of 4, and pull tests a preferable alternative. Figure 11 shows a pull test apparatus 
featuring a hard plastic block pulled over roller bearings, that pushes the upper half 
of the joint sample without any kind of overturning caused by the pull force if it is not 
parallel to the joint mean surface. The pull force is increased until shear displacement 
occurs and, given the weight of the upper half of the specimen, the friction angle is 
easily determined [31].

3.7 Index Tests 

Fundamental tests directly measure an intrinsic rock property, such as the compres-
sive strength, while, on the other hand, index tests are simple, cheap and can be 
performed quickly, but may not determine an intrinsic property. The point load and 
the Schmidt hammer rebound tests are the best-known examples. Consequently, 
it is good practice to perform many index tests and calibrate them against fewer 
fundamental tests, but still with statistical significance according to the property 
variability. 

Point load test. This test method is performed to determine the point load strength 
index of rock specimens, which is used as an index for strength classification of rock 
materials or in correlations with the unconfined compressive strength. Since uniaxial 
compression tests are comparatively more time-consuming and expensive than point 
load tests, the latter can be used to make timely and more informed decisions during 
the exploration phases and more efficient and cost-effective selection of samples for 
more precise and expensive laboratory tests. 

Rock specimens for point load tests may be in the form of rock cores (the diametral 
and axial tests), cut blocks (the block test), or irregular lumps (the irregular lump test), 
with diameter values D between 35 and 80 mm (Fig. 12). Tests can be performed in 
either the field or in the laboratory, because the testing machine is portable and little 
or no specimen preparation is required [10, 32].
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Fig. 12 Point load test equipment with rock specimens and respective size requirements [33] 

The result of a single test is the size-corrected Point Load Strength Index Is(50), 
defined as the value that would be measured in a diametral test with D equal to 
50 mm. For a sample of the same rock type several tests should be performed, and 
the mean Is(50) value is to be calculated after deleting the two highest and the two 
lowest values as the average of remaining results, for test batches with 10 or more 
valid tests. 

Schmidt hammer rebound. The Schmidt impact hammer is a light, portable appa-
ratus consisting of a spring-loaded piston that transfers its energy as it is released and 
impacts on a rock surface. Part of this energy is recovered depending on the hardness 
of the impacted rock. The result of each test is the rebound value R. Though intended 
to provide a measure of rock hardness, R is most frequently used as an index in 
rock mechanics practice for estimating rock and joint wall strength, as well as rock 
excavability and drillability [11]. 

Though it is a very simple and quick determination, many factors can affect the 
results. Firstly, as the impact area and released energy are very small, the Schmidt 
hammer tests only affect a thin band of a few millimetres or centimetres of rock. If 
the rock specimen is not securely fastened, energy will be dissipated returning a false 
result. As a consequence, special core specimen holders with V-shaped steel cradles 
are often used to test cylindrical rock cores, and a large number of impacts should be 
averaged to render the R value (Fig. 13, left). Moreover, tests should be performed 
by experienced personnel in order to assure the quality of the result produced by this 
test method [34]. 

Schmidt hammer rebound can also be used in the field on rock exposures (Fig. 13, 
right). As rock faces occur with any given orientation, corrections for reducing the 
rebound value when the hammer is not used vertically downwards are required.
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Fig. 13 Schmidt hammer and core holder (left),  and used in the  field  (right) 

4 Field Tests 

4.1 In Situ Stresses 

Several authors present descriptions, limitations and fields of application of existing 
in situ stress measurement methods [35, 36]. For the design of underground structures 
in civil engineering projects, they are usually classified as methods based on hydraulic 
fracturing, methods based on complete stress release, and methods based on partial 
stress release. Methods based on the observation of the rock mass behaviour are less 
frequently used. 

Overcoring and hydraulic fracturing tests are used when the zones of interest 
can only be reached with boreholes. In most cases, they are performed during the 
geotechnical survey stage. Flat jack tests require direct access to rock mass surfaces, 
so they are usually carried out when excavation reaches regions near the underground 
works. Often their results are used to confirm previous stress field estimates. 

Tests for determination of the in situ stresses in rock masses for the design of under-
ground structures are usually scarce in numbers, due to cost and time constraints, they 
have limitations inherent to their nature, and their results are only valid in the exact 
locations where they are executed. Owing to these factors, characterization of the 
in situ stress field in the rock mass at the location of the underground infrastructure 
often requires a global model for the interpretation of results from all the tests. 

Global interpretation methodologies start by establishing a set of assumptions 
regarding the stress field in the rock mass. For instance, it is common to consider that 
the vertical and horizontal stresses increase linearly with depth, since the stresses 
are, in a large proportion, due to the weight of the overlaying ground. Then, three-
dimensional numerical models are used to calculate the stresses at the locations where 
the stress measurements were performed, and an inverse methodology is applied to 
estimate the in situ stress field that better reproduces the test results [37, 38]. 

Overcoring tests. Overcoring tests use a complete or partial stress release method 
allowing to obtain the stress tensor components at a given location in a borehole.
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Fig. 14 STT (top left), USBM (middle left), biaxial test chamber (bottom left), and typical strains 
measured during STT cell overcoring (right) 

CSIRO and LNEC’s STT triaxial cells, and the Borre probe allow determining all six 
stress components from a single test, while with USBM and doorstopper deformation 
gauges only the three stress components in a plane can be obtained [10]. 

STT stress cells are 2-mm-thick epoxy resin hollow cylinders with embedded 
strain gauges. Test starts by cementing the cell inside a 37-mm-diameter borehole. 
Then the in situ stresses are released by overcoring with a larger diameter. Strains are 
measured during overcoring until temperature stabilizes by an in-built data logger. 
Stresses are calculated using the rock elastic constants obtained in a biaxial test of the 
recovered core with the cemented cell. Figure 14 presents a STT cell (top left) with 
the data logger, a biaxial test chamber (bottom left) and a diagram with the typical 
evolution of the measured strains and temperature during the overcoring process 
(right). 

Flat jack method. The flat jack method is based on partial stress release. LNEC’s 
SFJ (small flat jack) test consists in cutting a 10-mm slot in a rock surface, with a 
600-mm- diameter circular disk saw, where a flat jack is inserted. Pressure is applied 
by the flat jack until deformation caused by opening of the slot is restored. With each 
flat jack, a single stress component is obtained. Usually, at a given location, several 
tests in slots with different orientations are performed (Fig. 15) [37, 38]. 

Hydraulic tests. Two types of hydraulic tests can be performed for the determina-
tion of in situ stresses: hydraulic fracturing (HF) and hydraulic tests on pre-existing 
fractures (HPTF) [10, 39]. HF tests induce a fracture in the rock by applying water 
pressure in a borehole section isolated by packers, enabling to estimate the minimum 
horizontal stress. In HTPF tests, water pressure is applied in a borehole comprising 
an isolated existing fracture whose opening allows to determine the stress component 
perpendicular to the fracture plane. Figure 16 shows the hydraulic fracturing equip-
ment being inserted in a borehole (top left), an electrical image of a tested fracture 
(bottom left) and a scheme with the general setup for the hydraulic fracturing tests 
(right).
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Fig. 15 Flat jack being inserted in the slot, array of slots and instrumentation 

Fig. 16 Hydraulic fracturing equipment (top left), electric image of a tested fracture (bottom left) 
and hydraulic fracturing test setup (right)



74 J. Muralha and L. Lamas

4.2 Permeability 

Seepage in rock masses occurs mainly through conductive discontinuities and, for 
most civil engineering purposes, crystalline rocks can be considered impermeable. 
This is why reference to permeability tests appears here in the field tests section. 

The most commonly used in situ test to estimate permeability in rock engineering 
works is the Lugeon test, which is also known as “packer test” or “water pressure 
test”. It was designed by Maurice Lugeon in 1933 as a means of assessing rock mass 
permeability and the need for grouting at dam sites [40]. 

The Lugeon test is a stepwise, constant head permeability test performed in a 
borehole section isolated by one or two packers, whether the isolated section is 
located at the end of the borehole or not, respectively. Lugeon tests with a single 
packer are performed as boreholes are being drilled, but double packer tests may be 
performed after the borehole is concluded (Fig. 17). The injection section length has 
to be adapted to the jointing of the rock mass, but values of 3 and 5 m are common 
practice. They are standard tests usually included in geotechnical investigations and 
in rock mass drainage and grouting curtains in dam foundations. 

Test results are expressed as Lugeon units (LU) defined as the loss of one litre 
of water per minute, per metre of the borehole test section, for an excess injection 
pressure of 1 MPa measured at the middle of the test section. Estimation of equivalent 
rock mass permeability from Lugeon tests is controversial, but conversion formulas 
can be used to calculate the permeability coefficient assuming stationary pressure 
and flow, and steady-state transmission of water from the borehole to the surrounding 
medium. 

Standard Lugeon tests include several pressure stages, usually five to nine, 
between a minimum and a maximum pressure. When five pressures are used, the

Fig. 17 Scheme of Lugeon tests with a single packer (left) and double packers (right) [41]
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first pressure stage in performed at the minimum pressure, the second at an interme-
diate value, the third at the maximum pressure, the fourth again at the intermediate 
value, and the last again at the minimum value. If nine pressure stages are considered, 
a similar increasing–decreasing sequence is carried out, but with three intermediate 
pressures. The maximum pressure, which should not exceed 1.0 MPa, is defined 
taking into account several factors, such as the objective of the test, the depth of the 
test section and the need to assure that hydraulic fracturing of the rock mass does 
not occur. After steady flow is reached, each pressure stage lasts 10 min.

A Lugeon value is calculated for each one of these pressure stages, and test inter-
pretation follows from the analysis of the LU values versus pressure plots. Different 
evolution trends of these graphs during the increasing–decreasing pressure allow to 
define if flow in the injected rock mass section can be considered laminar or turbulent, 
or if wash-out or void filling occurred, or even if hydraulic fracturing was reached. 

Particular projects may require the execution of particular permeability tests, such 
as pressure drop test, in which water is injected into a borehole section up until a 
given pressure is reached and then water injection is stopped and pressure drop (or 
build-up) is measured, or the constant head Lefranc-type tests used in the case of 
high permeability environments. 

4.3 Deformability 

Rock mass deformability plays an important role in the design of several types of 
structures, because their behaviour depends on the displacements undergone by the 
rock mass. This is the case of concrete dams, large bridge foundations, underground 
caverns and tunnel linings. For the design of these important types of structures, it 
is not adequate to characterize the rock mass deformability by only using laboratory 
tests on intact rock specimens and extrapolating their results to the rock mass based 
on geomechanical classifications. For these structures, in situ deformability tests 
such as borehole expansion tests, plate loading tests or flat jack tests, are required. 

Borehole expansion tests. Several types of borehole expansion tests are available to 
evaluate rock mass deformability, but they involve relatively small rock mass volumes 
around 0.1 m3, which are seldom a representative elementary volume (REV). A major 
advantage is that they are not expensive, as they are performed in boreholes that are 
generally used for other purposes in the scope of geotechnical investigation of the 
rock masses, and it is possible to carry out a significant number of tests and use these 
results for zoning the rock mass deformability at a given site. 

Borehole expansion tests can be performed with borehole jacks, also known as 
stiff dilatometers, that apply a unidirectional pressure over two diametrically opposed 
sectors of a borehole wall. As an alternative, dilatometers are probes that apply a 
uniform radial pressure via a flexible rubber membrane pressed against the borehole 
walls by a fluid. Some of this second type of apparatuses, derived from soil pres-
suremeters, measure the rock mass deformation indirectly by recording the volume
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change of the probe, while others, like LNEC’s BHD dilatometer, measure directly 
the diametric displacements with displacement transducers contacting the borehole 
wall [10, 42]. 

Dilatometer tests are carried out after the probe is installed at the desired borehole 
depth and an initial low pressure is applied so that the flexible membrane expands 
and contacts the walls. Tests usually follow a loading programme including several 
loading–unloading pressure cycles with increasing peak values and prescribed pres-
sure stages at which pressure is maintained for 1–2 min, displacements stabilize and 
data (pressure and displacements or probe volume) are measured. Gradual pressure 
increase and cautious monitoring of the displacements is required, since the applied 
radial pressure induce tensile stresses that, if in excess, may cause rock fracturing 
[43, 44]. 

Test results are plotted as stress versus displacement curves and the deformation 
modulus can be calculated assuming that the rock mass is isotropic, elastic and linear-
elastic. In Fig. 18 a BHD dilatometer probe (left), and the full standard equipment 
(probe, winch, positioning rod, water pump and read-out unit) (right) are displayed. 

Plate loading tests. Plate loading tests are widespread in situ deformability tests, but 
in some cases they do not provide satisfactory results, because the rock mass in the 
tested zone is often disturbed by the excavation. They consist of applying pressure 
via steel loading plates, about 1 m in diameter, to a rock surface in an exploratory 
adit or test chamber, and calculating the rock mass deformation modulus from the 
measured deformation [10, 42]. 

Most frequently double tests are performed on opposite walls at the same location, 
as one surface is used as reaction for the other. Accordingly, the loaded surfaces have 
to be coplanar, and any unevenness has to be compensated with cement mortar. The 
loads are applied by hydraulic jacks, and displacements are usually measured at the

Fig. 18 BHD dilatometer probe (left) and full equipment (right)
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Fig. 19 Plate loading tests in an adit (left) [45], and in a tunnel (right) [46] 

steel plates and at the rock surface around it with displacement transducers, and on 
occasions also inside the tested rock with extensometer rods.

Relations between the pressure changes and induced displacements of the rock 
mass allow calculating an equivalent rock mass deformation modulus. Figure 19 
shows two plate loading test set-ups, a vertical test in an exploratory adit (left) and 
a slightly inclined test in a tunnel (right). 

On occasions when rock masses are relatively competent, high pressures are 
required to produce appraisable displacements, which may be hazardous given the 
precarious stability conditions of the set-ups. In other cases, if the load surfaces are 
not adequately chosen and prepared, loads may be applied to disturbed rock mass in 
the excavation damaged zone. 

Large flat jack tests. To avoid the shortcomings of plate load tests, large flat jack 
tests (LFJ) are preferably used, as they also allow testing relatively large volumes 
of rock mass, of a few cubic meters, while determining the deformability in less 
disturbed zones of the rock mass [10, 47]. 

LFJ tests consist in cutting a thin slot in the rock mass, by means of a disk saw, 
and inserting a flat jack that is then pressurized in order to load the slot walls while 
measuring the rock mass deformation with several displacement transducers. In order 
to obtain a mean value of the modulus of deformability in large rock volumes, as 
well as information about the rock mass heterogeneity, a group of two co-planar 
contiguous slots is usually cut for each test. 

The equipment for cutting the slots includes a machine, with a 1000 mm diameter 
diamond disk saw mounted at the end of a rig that houses the system that transmits 
the rotating movement to the disk. A central 168 mm diameter hole with a depth of 
1.10 m is previously drilled by the same machine, in order to allow the introduction
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Fig. 20 Plate loading tests in an adit (left), and in a tunnel (right) [47] 

of the disk supporting column. The disk saw cuts 1.50 m deep slots (Fig. 20). Once 
a slot is cut, a flat jack is introduced and, after the central hole is filled with cement 
mortar, the jack is ready to be filled with hydraulic oil and pressurized. Usually, as 
tests are carried out with two flat jacks side by side, this procedure is repeated for 
the second jack. Each flat jack consists of two steel sheets less than 1 mm-thick, 
welded around the edges. Inside the flat jack, four transducers measure the opening 
and closure displacements of the slot. The flat jacks are then inflated to adjust to the 
surface of the slots and a low initial pressure, usually of about 0.05 MPa, is applied 
(Fig. 21). 

A LFJ test comprises at least three loading and unloading cycles reaching 
increasing maximum pressures. Displacements are measured by the four transducers 
in each flat jack and, in some cases, by transducers mounted on the rock surface across 
the slot. The raw test results are the pressure versus displacement curves obtained in 
the test. 
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Fig. 21 Schematic representation of a large flat jack (left), a large flat jack (centre), and s LFJ test 
set-up with two jacks on a vertical wall of an adit (right) [47]
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Pressure applied to the rock mass by the flat jacks in the cut slots causes tensile 
stresses to develop at the edge of the cut slot. As a test is carried out, pressures and 
stresses increase and if the combination of rock mass tensile strength and in situ 
stresses is exceeded, which is common, a tension crack will develop around the 
slot. Though it might not be visible at the surface, it will be noticed in the pressure 
versus displacement curves as they will show a decrease in the deformability. This 
conclusion is used to outline the continuation of the test and establish the maximum 
pressures of the following cycles. It is also used in the model for interpretation of 
LFJ test results to calculate the rock mass deformability modulus, which is based 
on the theory of elasticity for homogeneous, isotropic and linear elastic bodies, and 
takes into account the possible development of the tension crack. 

4.4 Shear Strength 

Best shear strength estimates are obtained from in situ direct shear tests as they 
inherently account for any possible scale effect. However, due to the duration and 
high cost of such tests, they are solely performed in special cases, to assess the shear 
strength of particular interfaces in the rock mass relevant for design, such faults and 
joints with thick fillings, veins or weathered bands, bedding or interlayer planes, and 
concrete-rock contacts. 

In situ direct shear tests can be performed underground in exploratory adits and 
test chambers on discontinuities with any orientation, or at the surface. The walls 
and roof of the adit or tests chambers provide the reactions for the normal and shear 
forces, often reaching 4 MN. 

Preparation for an in situ shear test is very complex and time consuming. First, after 
defining the test location and the shear direction, a rock block with the discontinuity, 
around 1 m2 in area and 0.5 m in height, is cut using disk saws or drilling overlapping 
boreholes. Then, the block is encapsulated with reinforced concrete or a steel frame. 
Concrete blocks are built on the roof or sidewalls of the adit for reaction of the 
normal and shear forces. All these operations have to be executed ensuring that the 
discontinuity does not move and that all filling materials are not disturbed (Fig. 22 
left). In situ direct shear tests performed at the ground surface, anchored concrete 
and steel structures are required to provide reaction blocks for both normal and shear 
forces (Fig. 22 right). 

Sometimes, the direction of the shear jacks is inclined in relation to the disconti-
nuity plane, but acting through its centroid. The forces are applied using hydraulic 
jacks, either cylinders or flat jacks. Load cells can be used, but usually stresses are 
calculated from the pressure of the jacks, considering the area of the discontinuity 
and its inclination: Transducers are used to measure normal and shear displacements 
and if environmental conditions at the testing site allow, a data acquisition system 
may be used. 

Owing to the high costs of these tests, they are typically performed as multi-
stage shear tests under several, usually five, increasing normal stresses. Tests start
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Fig. 22 Example of in situ direct shear tests on the floor of an adit (left) [48], and schematic 
representation of a test at the surface (right) [49] 

by applying the lowest normal stress until stabilization of the normal displace-
ments is reached. Normal stress should be applied at a slow rate in order to allow 
excess pore pressures in the filling material to dissipate. Then, shearing at a constant 
shear displacement rate (0.1–0.5 mm/min) is initiated and continues until the shear 
displacement progresses under an approximately constant shear stress. If the shear 
force is inclined, as it is increased, it produces an increase of the normal load that 
needs to be continuously compensated as shear displacement goes on. After this first 
stage, the shear stress is slightly decreased and the normal stress is increased to the 
value established for the second stage, and a similar sequence follows. Completion of 
the test happens after several stages under increasing normal stresses are performed. 

Results of a test are plotted as shear stress versus shear displacement curve that 
allows defining the shear strength for each normal stress, and subsequently enables 
plotting these values and the calculation of the strength parameters of the tested 
discontinuity, for instance the friction angle and the apparent cohesion. 

5 Concluding Remarks 

In the scope of large civil engineering projects, the laboratory and field tests carried 
out for the characterization of rock masses can be seen as small pieces of a large 
puzzle aimed at providing fundamental elements about the rock mass for the design. 
The values of the parameters that characterize the rock mass properties, which will be 
used in design, shall result from an expert and cautious judgement of the whole range 
of values obtained from the testing program. Once integrated in a safety verification 
procedure with adequate safety requirements, they will provide an important basis 
for assuring safety during the construction and exploration stages of the project. 

The laboratory and field tests presented in this chapter were considered as the 
most relevant and commonly performed for the characterization of rock masses. 
It has to be recognized that even a simple enumeration of all currently available
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methods and techniques is an unfeasible task, and that the biased selection that 
was inevitably necessary reflects the experience of the authors. Furthermore, all 
descriptions of testing equipment, methods and procedures included in this chapter 
had to be seriously shortened to a minimum, but still allowing to fully comprehend 
the underlying basic principles of the tests, their objectives and results, and their 
benefits and shortcomings. Detailed description of equipment, in particular of the 
measuring devices, was intentionally excluded given their continuous advancements. 

Referencing had to be considerably abbreviated also. References in this chapter 
have to be understood as starting points for wider searches. It was sought to provide 
the source references for each test and they often comprise the ISRM Suggested 
method and the corresponding ASTM standard. 
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Abstract Monitoring structural behavior of earth structures during construction and 
in service is a common practice done for safety reasons, consolidation control and 
maintenance needs. Several are the techniques available for measuring displace-
ments, water pressures and total stresses, not only in these geotechnical structures 
but also at their foundations. Materials testing has been used for calibrating models 
for structural design and behavior prediction, and these models can be validated with 
instrumentation data as well. Relatively recent investigation on the behavior of these 
materials considering their degree of saturation focuses on monitoring the evolution 
of water content or suction as function of soil-atmosphere interaction, necessary to 
predict cyclic and/or accumulated displacements, and has huge potential to predict
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the impact of climate changes on the performance of existing geotechnical struc-
tures. This new need justifies the investment on developing sensors able to be used 
for in situ monitoring of water in the soils, such as those presented here. Testing 
and monitoring becomes even more important nowadays when, for sustainability 
purposes, traditional construction materials are replaced by other geo-materials with 
unknown behavior and long-term performance (mainly accumulated displacements). 
Existing experimental protocols and monitoring equipment are used for such cases, 
however new techniques must be developed to deal with particular behaviors. Three 
case studies are presented and discussion is made on monitoring equipment used and 
how monitored data helped understanding the behaviors observed. 

Keywords Suction · Climate changes · Non-traditional geo-materials ·
Monitoring · Accumulated displacements · Chemical properties ·Mineralogy 

1 Instrumentation of Embankments and Their Foundations 

Earth structures such as dykes, dams and road embankments have been built since 
more than 4000 years and construction techniques have been updated as function 
of technological development and human needs. Nowadays, monitoring structural 
behavior during construction and in service is a common practice for safety reasons, 
consolidation control, maintenance needs, etc. Instrumentation data is also neces-
sary to confirm design assumptions, and also for research purposes. Several are the 
techniques available for measuring displacements, water pressures and total stresses 
(Table 1), not only in the geotechnical structures but also in their foundations. 

The instruments used for the different applications are being updated along time 
taking advantage of technological development, improving their accuracy, response 
time and maintenance needs. Materials testing has been used for calibrating models 
used in structural design and behavior prediction, and then these models can be 
validated with instrumentation data as well. Nevertheless, for the most usual earth 
structures and almost for practical cases, the monitored parameters have remained 
practically unchanged the last century and their use in many practical cases has been

Table 1 Summary of typical instruments on embankments 

Parameter Equipment 

Displacements Internal Horizontal Inclinometers (electric, magnetic) 

Vertical Settlement plates 

Extensometers 

External Topographic targets, … 

Total stress Loading cells 

Pore pressure Piezometers (electric, hydraulic, magnetic, etc.) 

Pore pressure cells
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extensively reported. For this reason, this work is not about standard instrumentation 
or standard applications of such known instruments, but on how the instruments may 
be used for particular needs illustrated by three case-studies.

Design mechanical and hydraulic properties of the geotechnical materials refer 
to saturated conditions, although compacted materials are in unsaturated state and 
their degree of saturation experience cyclic changes due to the exposition to climate 
actions. Changes on the degree of saturation or water content significantly affect these 
properties and can be responsible for cyclic and/or accumulated (irreversible) volume 
changes, compromising structural performance. Relatively recent investigation on 
the behavior of these materials considering their degree of saturation focuses on 
monitoring the evolution of water content (or suction) in earth structures, which 
is necessary to predict such cyclic behavior. In addition, this knowledge has huge 
potential to be used on predicting the impact of climate changes on the performance of 
existing geotechnical structures (in the structure itself and also considering changes 
on water table levels at the foundation). This new need justifies the investment on 
developing sensors able to be used for in situ monitoring of water presence in the soils 
in unsaturated states (soil suction sensors), and for this reason a small introduction 
to existing sensors and working principles is presented here. 

Testing and monitoring or earth structures becomes even more important nowa-
days when, for sustainability purposes, traditional construction materials are replaced 
by other geo-materials which behavior and long-term performance (mainly accumu-
lated displacements) are unknown. Existing experimental protocols and monitoring 
equipment are used for such cases, however new techniques must be developed to 
deal with the particular behavior of these non-standard materials. Some case-studies 
are presented here to deal with different situations: (i) when non-standard materials 
for embankment construction are used, such as light weight aggregates, construc-
tion residues, lime or cement treated materials, etc.; (ii) when displacements caused 
by unexpected chemical reactions occur, causing structural damages and forcing 
the adoption of repair interventions; (iii) when the effects on earth structures of 
permanent changes in water table levels at their foundations must be quantified. The 
cases presented here are examples in which standard instrumentation was installed to 
monitor parameters related with the particular nature of such structures. Monitored 
data presented helped to investigate instability phenomena and to find solutions for 
the problems observed. 

2 Monitoring Soil-Atmosphere Interaction 

2.1 Introduction 

Soil structures, such as embankments and excavations, are typically built in an unsat-
urated state, above the water table and exposed to the atmosphere. Vegetation also
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plays a critical role, and it often has opposite effects, by providing root reinforce-
ment and contributing to stability or by enhancing drying by evapotranspiration. The 
ground is subjected to continuous wetting and drying cycles. Under extreme weather 
events, through excessive rainfall and prolonged droughts, slope instability (creep 
and slides) and shrinkage (desiccation cracks) endanger the structures leading to 
significant economic losses. Therefore, approaches to prevent or mitigate the nega-
tive effects of soil-atmosphere interactions in soil structures are based on (i) classic 
engineering (ground stabilization, retaining structures), (ii) new approaches based 
on bioengineering and (iii) monitoring or sensing of structures. This chapter will 
focus on the latter. 

At the pore scale, soils are composed of three distinct phases: particles, water, 
and air, forming water menisci in-between soil particles with a negative water pres-
sure. Suction, the difference between pore air and pore water pressure across the 
menisci, controls soil behavior, by increasing the soil strength and compressibility, 
controlling the soil volumetric behavior (swelling and shrinkage) including the soil 
water retention (relation between soil water content and suction). The response of 
soil structures to atmosphere interactions and its effects can thus be accessed through 
the monitoring of suction. 

This section presents a review of methods to measure suction in the field, with a 
focus on methods that provide a continuous measurement and that can be installed 
permanently in the field. At first, indirect methods that rely on the measurement 
of water content will be presented, followed by methods that measure the pore 
water pressure, mostly conventional tensiometers and high capacity tensiometers. 
Finally, field examples will be provided of the monitoring of pore water pressure with 
high capacity tensiometers, including their sensitivity to soil-atmosphere interactions 
(speed of response to rainfall events). 

2.2 Measurement of Soil Suction 

Over the past decades, various techniques have been developed for measuring the 
different soil suction components (total, matric and osmotic) using direct and indirect 
methods. Direct methods, as the name suggests, are methods in which the measured 
value is directly related to the soil suction. Whereas indirect methods are methods in 
which the soil suction is inferred from the equilibrium between the suction in the soil 
and a known medium. Although many techniques have been developed for measuring 
different soil suction components in the laboratory (Total [1–3], Matric [4–9] and 
Osmotic [10]) and most have been adapted to field use, only a few have been adapted 
for the continuous measurement of soil suction on a permanent field installation 
basis. Below is a brief description of different methods that have been adapted for 
continuous measurement of soil matric suction in the field that are commercially 
available.
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Fig. 1 Schematics of soil matric suction sensors (not to scale): a Electrical conductivity [5]; b 
Thermal conductivity [6]; c Dielectric permittivity [7]; and d High capacity tensiometer [12] 

Indirect methods. Indirect methods for measuring soil matric suction include 
electrical conductivity, thermal conductivity, and dielectric permittivity. 

Electrical conductivity sensors infer soil matric suction from the relation that 
the degree of saturation has with the suction and resistivity of the soil. Because 
this relation is different for different soil types [5] the measurement of soil suction 
is, instead, inferred from the electrical impedance on a porous block with known 
characteristics. The most typical electrical conductivity sensors are the Gypsum 
Blocks, as shown schematically in Fig. 1a. These sensors are composed of two 
concentric electric electrodes installed in a permeable block. Each sensor is required 
to undergo calibration where the electrical impedance is directly related to the water 
content in the block that, in turn, is indirectly related to soil matric suction. The 
measurement of soil matric suction is achieved when an equilibrium between the 
suction in the soil with the suction in the block is reached. These sensors are simple to 
use and easy to install in the field and can measure soil suctions typically in the range 
of 30–1500 kPa. However, they are known to underperform when matric suction 
values are higher than 300 kPa, the measurement is affected by the salt concentration 
in the soil pore water and the initial equilibration time can be significant (up to two 
weeks). 

Thermal conductivity sensors infer soil matric suction from the water flux into 
the sensor until suction reaches and equilibrium between the porous medium of the 
sensor and the soil. Much like the electrical conductivity sensors, a known porous 
medium must be used due to the variability in the thermal conductivity of soils. 
The typical schematic for a thermal conductivity sensor is shown in Fig. 1b. These 
sensors are composed of a temperature sensing integrated circuit and a heater resistor 
encased in a ceramic porous medium with known porosity. The measurement of soil 
suction is made indirectly by determining the water content by heating the porous 
block with the heater resistor and by measuring the temperature increment during 
heating. These sensors must be calibrated before use for a reliable measurement of 
soil suction, different readings must be obtained at different degrees of saturation of 
the porous block varying from fully dry to fully saturated and, if possible, at know 
values of suctions using, for example, the pressure plate technique [11]. These sensors 
are relatively easy to use and to install in the field, measurement is not affected by salt 
concentrations and have a measuring range of 10–1500 kPa. However, these sensors
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can be very difficult to calibrate due to the heterogenies in the porous medium and 
tend to be very inaccurate at high values of suction. 

Dielectric permittivity sensors (DPS) infer soil matric suction from the dielectric 
permittivity properties of air, water, and solid particles [7]. While these properties 
are well defined for air and water, the variability in soil solid particles makes this 
type of measurement difficult to implement. Thus, a porous medium with known 
pore size distribution is used where the measurement of soil suction is inferred from 
the water content in the porous medium when it is in equilibrium with the soil. The 
typical schematic for a DPS is shown in Fig. 1c. These sensors are composed by a 
capacitance sensor placed between two ceramics discs with known properties. The 
measurement of soil suction is inferred from the water content in the porous ceramic 
discs derived from the dielectric permittivity of the amount of air, water, and solid 
particles in the ceramic discs. Because the dielectric permittivity is highly dependent 
on the amount of water an accurate and wide range of the measurement is possible. 
Factory calibration of these sensors are based on the water retention curve of the 
ceramic discs and is directly imbued in the sensor circuit board. The measurement is 
made by submerging the whole sensor (ceramic discs and circuit board) into the soil 
until equilibrium between the soil and ceramic discs is reached. These sensors are 
very easy to use and install in the field, have a measuring range of 9–2000 kPa and 
the factory calibration is reasonably accurate due to the close control on the porosity 
and pore size dimensions of the ceramic filter during fabrication. 

All indirect methods that rely on measuring the water content of a porous medium 
have the same limitation regarding field installations, the porous medium undergoes 
hysteresis during wetting and drying cycles that can result in under and overesti-
mation of soil suction in dynamic climatic environments during drying and wetting 
cycles, respectively. 

Direct methods. Direct methods for measuring soil matric suction include conven-
tional tensiometers (CT) and high capacity tensiometers (HCT). Both methods use 
the same measuring principle where the measurement of soil matric suction is made 
directly from the hydraulic equilibrium of the pore water in the soil with a pressure 
transducer or pressure gauge. These sensors are composed of a high air entry value 
(AEV) porous ceramic filter with known largest pore size, a water reservoir, and a 
pressure transducer/gauge as shown schematically in Fig. 1d. The main difference 
between these two methods is in the measuring range, CTs have a measuring range of 
100 kPa [8], whereas HCTs have a measuring range of > 15,000 kPa [12]. The differ-
ence in the measuring range is due to the smaller largest pore size within the porous 
ceramic filter used in HCTs which is directly related to the AEV of the ceramic filter 
and, in turn, related to the measuring range of the sensor [13]. Measurement of soil 
suction is only possible if the water reservoir and ceramic filter are fully saturated. 
This is achieved by filling the sensor existing pore space (pores in ceramic filter and 
water reservoir) with deaired water under pressure that should be above the AEV 
of the ceramic filter using a pressure controller. Calibration of different sensors is 
required as the voltage output of the pressure transducer must be converted to pres-
sure values. Calibration is performed on the positive pressure range that is linearly
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Fig. 2 Comparison of pore-water pressure readings of a DPS versus a HCT during drying-wetting– 
drying cycle, after [13] 

extrapolated to the negative pressure range. The measurement of soil matric suction 
is then possible, and it can be achieved by placing the CT or HCT in intimate contact 
with the soil. During measurement, water from the water ceramic filter flows into 
the soil until hydraulic equilibrium between sensor and soil is reached. 

CTs and HCTs, if properly saturated, can react very quickly to changes in suction 
in the soil, are not affected by hysteresis due to wetting and drying cycles, can 
be used as a typical piezometer as it measures both positive and negative pore-
water pressures, and are the only techniques available that measures soil suction 
directly. However, these sensors have some important limitations, such as cavitation. 
Cavitation is the result of tension breakdown within the water reservoir inside the CT 
or HCT when water is under tension. This is easily identifiable in HCTs by a sudden 
jump in the reading to values close to −100 kPa, as shown in Fig. 2. When cavitation 
occurs, the sensor is unable to measure soil suction and must be re-saturated. Thus, 
to continuously use these types of sensors in the field a more complex installation 
and maintenance than any of the indirect methods mentioned before is required. 

2.3 Soil Suction Monitoring in Soil Structures 

Soil structures are typically exposed to dynamic climates where they undergo through 
multiple wetting and drying cycles influencing the pore-water pressure in the soil. 
During a dry spell, while evaporation occurs, the suction in the soil will tend to 
increase; while, during rainfall events, as water infiltrates into the soil, soil suction 
will tend to reduce. Thus, when choosing which methods to deploy for monitoring
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soil suction it is important to understand how different techniques respond to dynamic 
climatic events; especially if future climate and climatic patterns are taken into 
consideration. 

Figure 2 shows the readings of negative pore-water pressure (soil matric suction) 
measured in the laboratory on a large specimen of fine sand using a DPS (indirect 
method) and a HCT (direct method), both installed at the same depth, and subjected 
to drying-wetting–drying cycle [13]. It can be observed from Fig. 2 that, during the 
initial drying, both sensors were measuring comparable values of soil suction as the 
sand continuously dried. When a value of soil suction of 400 kPa (−400 kPa of 
pore-water pressure) was reached, an intense rainfall event was imposed to the sand. 
The HCT responded with a sudden jump of the pore-water pressure to values close 
to zero. While, in comparison, the response of the DPS was considerably slower that 
continued to increase gradually for another 2 days well into the subsequent drying 
stage. After the DPS reached hydraulic equilibrium with the soil, the readings of 
pore-water pressure were once again comparable with the readings from the HCT 
[13]. 

The observed behavior of the DPS in Fig. 2 can be explained by the measuring 
principle used in this and other indirect methods of inferring soil suction from the 
measurement of the water content of a porous medium. During continuous measure-
ment when the soil is drying, and while the sensor and soil are in equilibrium (initial 
drying in Fig. 2), desaturation of the pores will occur as water gradually flows from 
the sensor into the soil. However, when the flow is quickly reversed (intense rain-
fall event in Fig. 2) the hydraulic equilibrium is lost as the intake of water by the 
porous medium is not sufficient to maintain it. This is because the water flux is 
controlled by the hydraulic conductivity and the shape of the pores (responsible for 
the hysteretic water retention behavior) inside the porous medium. The reason why 
HCTs do not show this behavior is because the porous ceramic filter is required to 
be fully saturated during measurement. When significant desaturation occurs in the 
porous ceramic filter the HCTs cavitate and will require to undergo re-saturation. 

Thus, when considering which method to employ for monitoring soil suction in the 
field a mixed approach of direct methods, that have an immediate response to suction 
changes but can cavitate, coupled with indirect methods should be considered. 

3 Some Case-Studies 

3.1 Embankment Built with Compacted Marls Sensitive 
to Water 

Description of the case-study. Several embankments from A10 Motorway, in 
Portugal, were built with fragments of marls in order to reuse the excavated material
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Fig. 3 Schematic profile of embankment AT1 from A10 Motorway (adapted from [14]) 

from the site. Marls are soft rocks which exhibit evolutive behaviour due to expo-
sition to atmospheric actions (wetting–drying cycles). Crack opening and/or loss of 
bonding occur on wetting, with negative impact on the strength and compressibility 
of the material. 

Relatively large fragments remained after the compaction processes and their 
further physical degradation or swelling deformations can have strong effect on 
global behaviour. For this reason, in the embankment investigated the construc-
tion procedure was adapted to add more water than what is usually done in road 
embankments, and the marls used to build the shoulders were treated with lime. 
The construction procedure adopted intended to reduce the size of the fragments 
minimizing the impact on overall behaviour of their eventual volume change. Lime 
addition would reduce the swelling potential of the marls. 

Due to the particular behaviour of this non-traditional material, the vertical defor-
mations and the evolution of the water content in embankment AT1 (simplified profile 
at Fig. 3) were measured during the construction and in the following two years. The 
instruments installed during the construction were (i) extensometers, to measure 
vertical deformations due to wetting and drying, and (ii) electrical resistive sensors 
to measure changes in water content. Traditional instruments such as inclinometers 
(operating in the gutters of the extensometers) and topographic targets were also 
installed, but they will not be discussed here. 

Embankment AT1 was selected because it is very high (about 10 m at pavement 
axis) and was installed in a slope. The material treated with lime was at the shoulders 
in a layer with 5 m thickness (zoned profile in Fig. 3). Compaction was done in the wet 
side of optimum (interval [wopt, wopt+2%], energy equivalent to modified compaction 
effort and minimum of 95% of relative compaction), and using a vibratory sheep-
stoot roller to promote fragments breakage. Drainage systems were installed in the 
foundation and at the pavement levels (Fig. 3) to prevent water access, as it is usually 
done in embankments. 

Overall description. The marls used in the construction of AT1 are named as Abadia 
marls (upper Jurassic) having moderate swelling potential. The main minerals present 
are carbonates (calcite), quartz, mica, dolomite, feldspar, clay minerals (almost 
no smectite), expansive minerals such as chlorite and gypsum, and a very small 
percentage of organic matter (0–2%) [14]. Laboratory tests were performed on
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Table 2 Main geotechnical properties of the treated and untreated marls 

Marls (untreated) Marls treated with 3.5% of lime (after 
1 day)  

Weight density of solid particles 27.5 kN/m3 

Liquid limit, wL 49% 36% 

Plasticity index, PI 25% 7% 

samples with different weathering degrees to find the main geotechnical proper-
ties summarized in Table 2. The treatment with lime (3.5% in weight) reduced the 
plasticity of the marls (due to the reduction of the wL thus on PI), improving the 
workability of the material and changing the classification of the fine fraction from 
CL to ML. The effect of this treatment on the hydraulic and mechanical properties 
of the marls was also investigated (details in Cardoso and Maranha das Neves [14] 
and Cardoso et al. [15]). 

Instrumentation. The instruments installed are (i) magnetic extensometers, 
INCREX [16], on a PCV gutter, to measure vertical displacements, and (ii) electrical 
resistive sensors, ECH2O [17], for measuring water content. Two vertical sections 
were instrumented, each having one gutter for measuring displacements (both vertical 
and horizontal can be done in the same gutter) and seven water content sensors (five 
in the marls and two in the treated marls, Fig. 4) distributed 1.5 m along height. To 
avoid interferences between the different instruments, the sensors were installed at 
3 m distance (in longitudinal direction) from the INCREX gutters. 

INCREX are INCRemental EXtensometers [16] and measure small vertical defor-
mations with large precision. The system required to measure the magnetic field 
allows a precision higher than the one obtained when standard measuring systems 
are used (±0.02 mm for INCREX, and ± 0.5 mm for more general measurement 
equipment). Operation is based on the measurement of relative vertical displacements 
of magnetic rings spaced exactly one meter in the installation (Fig. 5). The rings are 
installed outside the gutter and are free to slide along it, but must be connected to the
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Fig. 4 Profile instrumented with sensors ECH2O
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Fig. 5 Gutters and magnetic rings of INCREX instruments 

soil to displace with it. This connection was done by creating a thin cement-bentonite 
layer in the ring zone and a compressible layer made of compacted material between 
these zones, as illustrated in Fig. 5. Unfortunately, the two gutters were broken 
during the construction and readings were interrupted. Nevertheless, it was possible 
to measure the vertical displacements during almost the construction period. They 
were similar to those from topography readings, showing that the installation system 
adopted was efficient. In addition, these readings allowed calibrating a finite element 
model of the embankments used to estimate long-term displacements [18].

Sensors ECH2O (Fig. 6) measure water content and changes in water content, 
related to suction changes through the water retention curve. These sensors must be 
in contact with soil and measure its electrical resistivity, which changes in function 
of changes in water content. The electrical wires had to be protected during sensors 
installation and the construction of the embankment, to be connected to the datalog-
gers, also shown in Fig. 6. The dataloggers were stored in a locked case build for 
that purpose in the access way. 

Sensor installed 
manually 

Electrical wire 
protection 

Connection to 
datalogger 

Connection 
between levels 

Fig. 6 Installation of the resistive sensors ECH20 for measuring water content
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Soil resistivity depends on void ratio as well, and therefore sensors calibration 
had to be done in the laboratory. This calibration consists in the relationship between 
voltage and water content, so the sensors were installed in samples compacted with 
known different water contents for the same dry volumetric weight and voltage 
was measured. The relationship between voltage and water content is presented in 
Fig. 7 for each dry volumetric weight, where it can be seen that the slope found was 
independent from dry volumetric weight (average value 19.9). The voltage for null 
water content increases with the dry unit weight, so the real dry volumetric weight 
had to be measured in situ to select the proper calibration curve. It was done by 
measuring the voltage and water content of the soil when each sensor was installed. 

Data collected during the construction with the ECH2O sensors (Fig. 8) showed
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some malfunction of the sensors, explained by humidity attack in their connection 
to the dataloggers. Nevertheless, data available allowed identifying an initial period 
where water content of the soil surrounding the sensor equalized the value of the layer 
where it was installed (around 15%) after this period. It was possible to detect the 
homogenization in depth of the water content (between 12 and 16%). No oscillations 
were detected during the service period monitored, which somehow was expected 
due to the depth where the sensors were installed. Nevertheless, this result indicates 
that the drainage system was efficient to prevent water access to the embankment, and 
therefore the swelling nature of the marls appear not to compromise the performance 
of the embankment during service.

Final considerations. The instrumentation of AT1 was conceived to monitor the 
expansive behaviour of the marls. Vertical deformations and displacements were 
recorded, as a direct measurement of this behaviour, but also its causes were investi-
gated by introducing the water content sensors. This would allowed a more informed 
decision in case of problems. 

Creative solutions had to be implemented to install the instruments used, in partic-
ular the INCREX. The location of the dataloggers necessary for recording ECH2O 
measurements also requested the construction of a small locked case. Humidity prob-
lems caused the malfunctioning of some sensor’s connection to the dataloggers. This 
is a typical problem in long term monitoring. 

The need of complementary experimental tests is highlighted when using non-
traditional materials. In this case, the sensors had to be calibrated before installation 
through laboratory testing. Experimental tests were also performed to characterize 
the hydraulic and mechanical behaviour of the materials, information used in other 
works. 

Unfortunately, the gutters were broken, but no relevant displacements were 
detected by topographical instruments also installed in AT1. This was in accor-
dance with the lack of significant oscillations on the values recorded for the water 
content along the exploitation, monitored by the resistive sensors. This showed that 
water access to the interior of the embankment was not significant, indicating the 
effectiveness of the drainage system installed. 

3.2 Massive Expansions in Compacted Embankments Due 
to Sulphate Attack 

Introduction. Deformations and movements in embankments and fills may result 
from chemical processes that involve crystal growth. For instance, sulphate attack is 
at the origin of surface heave developed in cement- and lime-treated soils that contain 
sulphates or are in contact with a source of sulphated water. This attack induces a 
decrease in soil strength and has damaged a number of compacted road bases and 
sub-bases [19–22]). The soil stabilization commonly concerns thin layers of soil.
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However, massive sulphate attack can also develop when the treatment encompasses 
larger masses of soil. This is the case described in this section. 

Pallaressos embankments performance. Pallaressos embankments belong to the 
high-speed rail connection between Barcelona and Madrid in Spain. Their construc-
tion finished in 2004. The embankments give access to a bridge 196 m long, Palla-
ressos Bridge. Alonso and Ramon [23] detail structural characteristics of the bridge. 
The embankments have a maximum height of 18 m in the vicinity of bridge abutments 
and its thickness decreases gradually at farther distances from abutments. 

The abutment structures are founded directly on a Tertiary hard marl formation. 
Figure 9 presents the internal design of the embankments. The transition wedge built 
in the proximity of the abutment guarantees a smooth transition from the compacted 
fill to the rigid structures of the abutment and bridge. The design specifications of 
the embankments defined the construction of the wedge closest to the abutment with 
a cement-soil mixture As-built data obtained during construction showed that the 
compaction was in general on the dry side of optimum. The origin of the compacted 
material of the embankments core was a previous excavation in a nearby Tertiary 
natural formation of gypsiferous claystone with limestone and sandstone interstrati-
fied layers. The extreme expansive problems that suffered Pont de Candí Bridge [24, 
25] and Lilla tunnel [26, 27] also involved this geologic formation. 

Railway administration detected heave development of the tracks located above 
the embankments, in the vicinity of abutments, a short time after the end of construc-
tion of the embankments. Periodical rail leveling revealed a maximum vertical 
displacement rate ranging from 4.0 to 4.5 mm/month at the beginning of 2006. 

The measured heave rates did not decrease and a grid of jet-grouting columns 
1.5 m in diameter was carried out in each embankment (Fig. 10) in October 2006. 
The distribution and length of the columns resulted in an enlarged transition zone in 
both embankments. The reinforcement treated the central part of the embankments 
along an approximate length of 30 m. The application of the treatment was more 
intense in the proximity of abutments. The implementation of the reinforcement was

Fig. 9 Longitudinal section of pallaressos embankment
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Fig. 10 Longitudinal cross section of the jet-grouting treatment applied at both embankments 

justified by the weakness and disintegration easiness of the cement-treated soil in the 
embankment material, and also by the expected poor wedge design observed from 
boreholes drilled through the two embankments.

Despite of this treatment solution the embankment heave continued. In addition, 
heave rates measured after the treatment accelerated to values up to 6.5 mm/month 
in some positions. 

Embankments monitoring. An monitoring campaign was launched to investigate 
the extension and origin of expansions. The full operation of the railway line posed 
challenging difficulties for the field investigations. 

A monitoring of the surface of embankments by means of topographic marks 
identified the sustained development of vertical and horizontal surface displace-
ments. The surveillance indicated relevant horizontal movements in the transverse 
direction (perpendicular to rail tracks). A topographic mark installed 10 m away 
from the abutment structure of one embankment showed an accumulated horizontal 
transverse displacement of 150 mm and an accumulated heave of 59 mm during the 
first 18 months of monitoring. Surface topographic control provided also longitu-
dinal horizontal displacements. However, the values were significantly lower than 
the displacements measured in the other two directions. Maximum values of 22 mm 
towards the structure of the abutment developed during the same period along the 
first 10 m from the position of the abutment. 

The distribution of transverse horizontal movement and heave measured at both 
embankment surfaces followed the pattern indicated in Fig. 11. The maximum 
displacement in both embankments occurred at a position 10–13 m far from the abut-
ments and no development of significant movements occurs at distances more than 
30 m away from the abutments. Topographic monitoring outside the embankments, 
on the natural ground surface, did not detect any displacement. 

Recorded heave rate was not constant in time. In fact, rainfall events seemed to 
have an influence on the development of heave. The comparison between measured 
heave and precipitation indicated that heave rates increased immediately after 
significant rainfall events.
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Fig. 11 Distribution of surface heave along the distance from abutment position. Initial topographic 
measurement: 26 May 2008 

Several high precision (±0.003 mm/m) vertical continuous extensometers (sliding 
micrometers [28]) installed in boreholes allowed investigating the vertical strains 
of the embankments along depth. The extensometers crossed the whole embank-
ment and reached the natural stratum under the embankments. The instruments were 
installed at different distances from the abutments. Records showed that vertical 
expansions develop along the first 8 – 10 m and smaller compressive deformations 
occur within the deeper part of the embankments over time (Fig. 12). Micrometers

Fig. 12 Vertical strains measured in a sliding micrometer installed at a distance of 8 m from 
abutment. Initial recording: 20/05/2009



Testing and Monitoring of Earth Structures 101

installed 40 m far from abutments measured only a small compression. The pattern 
of strain records remained invariable over time. The upper expanding layer did not 
enlarge downwards.

The integral of deformation measured along depth in each micrometer was consis-
tent with the surface vertical displacement in topographic records. This verification is 
important because it shows that the extensometer length covered the whole “active” 
expansive zone that originates the heave observed at surface level. 

Inclinometer measurements identified the development of horizontal movements 
in depth along mainly the first 8–10 m of boreholes. Inclinometers recorded a hori-
zontal movement about 9–12 mm in the transverse direction in 2.5 months of moni-
toring. The horizontal measurements indicated that the embankments were swelling 
also in a lateral direction. 

The combination of the recorded three-dimensional expansion of the embank-
ments and the reduced deformation measured in longitudinal direction suggested 
that the internal swelling may result in the development of high horizontal loads 
against the abutments and, therefore, against the bridge structure. In fact, an exam-
ination of the structure showed the existence of spalling damage and fissures at 
the contact between the abutment and bridge structural elements, a displacement of 
the abutment structure towards the deck of the bridge and relevant damage in the 
drainage and communications conduits. In addition, forces generated from confined 
displacements were acting against both sides of the bridge, which agrees with a 
bending-induced cracking pattern observed at the lower part of the pillars. 

The reduced longitudinal strain also pointed out to the risk of occurrence of a 
passive failure on the upper part of the embankments due to the development of strong 
passive stresses at the upper level of the embankment, in the longitudinal direction. 
A finite element analysis simulated well the expansion and heave measured in the 
embankment and verified the development of a dangerous state of passive stresses 
at the upper 8–10 m of the embankment. The model estimated a total thrust of 2.32 
MN/m against bridge abutment. 

Laboratory testing. The material recovered from different depths in the boreholes 
drilled for the monitoring campaign was investigated in detail. Test results suggest 
an overall heterogeneous distribution of properties along the depth of the embank-
ments. Identification tests showed that the fine fraction of the compacted fill is a 
low-plasticity clay and that water content within the embankment does not reach the 
plastic limit. Heterogeneity was also observed in the wide ranges of the grain size 
fraction contents found in different samples: fines (7–69.3%), sand (10.5–35.1%); 
and gravel contents (18.6–62.1%). Some boulders larger than 100 mm were scattered 
within the compacted material. Figure 13a) shows the aspect of the material at the 
upper meters of the embankments at the exposed surface excavated during the under-
pinning works described later. The presence of gravels and boulders immersed in the 
reddish clay matrix is appreciated in the photo. Also, two columns of jet-grouting 
treatment and some masses with cement-treated soil can be observed. A detail of a 
cement-soil mixture recovered from the cut surface is shown in Fig. 13b.
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Fig. 13 aUpper meters of the compacted fill of one of the embankments. Exposed surface excavated 
during the underpinning works; b detail of a cement-soil mixture found at the cut surface 

An important outcome of the laboratory tests was the distribution of soluble 
sulphates in the soil along depth. Contents range from 2.0 to 2.5% in the upper 8 m and 
drop to values lower than 0.5% at increasing depths. Presumably, the existence of two 
different source areas for the material used for the construction of the embankment 
may explain these findings. 

The heterogeneity in the compacted fill pose difficulties to investigate in the labo-
ratory the reasons for the expansions observed in the field. Large free swelling tests 
on compacted samples approximated the embankment conditions. The preparation of 
representative samples involved two steps: firstly, the homogenization of the mate-
rial recovered in boring lengths of 1.20 m and, secondly, the compaction to the 
standard Proctor energy with a water content of 10%. Four representative samples 
were prepared to test the five upper meters of one embankment. The compacted 
unloaded samples, 160 mm in height and 120 mm in diameter, remained partially 
submerged in water and at a constant temperature of 8 °C during the tests. 

The samples developed a significant long-term swelling that cannot be explained 
by a possible mechanism of clay minerals hydration (Fig. 14a). Expansion evolved

Fig. 14 a Vertical swelling strains measured in free swelling tests (boring S-2.1B); b Sample aspect 
after test dismantling (1.20–2.40 m deep)
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throughout 11 months with no signs of stabilization. Figure 14b shows  the  
aspect of the sample exhibiting larger expansion (built from material recovered 
at depths ranging 1.20–2.40 m). The mineralogical investigation of the sample by 
means of scanning electron microscopy (SEM) observations and X-ray diffraction 
analyses revealed thaumasite (Ca6[Si(OH)6]2(CO3)2(SO4)2·24H2O) and ettringite 
(Ca6[Al(OH)6]2(SO4)3·26H2O).

Samples of poorly cemented soil–cement mixtures or pure cement grout, recov-
ered from different locations in the embankment and which had a wet-muddy 
consistency (Fig. 14b), also showed the presence of thaumasite and ettringite in 
its mineralogical composition. The analysis identified calcite, dolomite, gypsum, 
illite, kaolinite and quartz in the clay matrix. 

Interpretation and final remarks. The mineralogical composition pointed out to 
the origin of expansions. Sulphate attack in treated soils results in the precipitation 
of the minerals ettringite and thaumasite and produces the destruction of the strength 
of the cement paste and a relevant expansion starting from inside the material. Note 
the high proportion of water molecules in these chemical compositions. 

Mohamed [29] describes the development of both minerals in lime-stabilized soils 
throughout a complex process. The highly basic environment created after the hydra-
tion of lime triggers the attack. High pH favors the dissolution of sulphate minerals 
(i.e., gypsum) and clay minerals. Then, the combination of aluminum released from 
clays, calcium from cement or lime and sulphates with water molecules results in 
the precipitation of ettringite. Thaumasite precipitates after the dissolution of calcite 
in the presence of carbonic acid in the pore water. 

Monitoring records identified in a conclusive manner that volumetric expansions 
extend along the upper 8–10 m of the embankments. The content of sulphates in 
this region (2.5%) is high enough for the occurrence of sulphate attack. In fact, 
Puppala et al. [21] identified very low threshold values (0.3%) to trigger the attack. 
A chemical simulation of the coupled hydraulic and chemical processes taking place 
at soil–cement interface verified that sulphate attack can develop within the jet-
grouting treated volume of the embankments [27]. The distribution of expansions 
and heave along the embankment axis agrees with the extension and intensity of jet-
grouting treatment. The confinement offered on one side by the abutment structure 
and by the non-treated embankment at the other side also explains the heave profile. 

The chemical composition of the embankments and the availability of water from 
rainfall set up a scenario for future unlimited development of expansions. The risks 
of an increase of the damage generated to the bridge and a development of a worse 
passive state of stress motivated the excavation of the upper 6 m of the embankments 
along the stretch affected by sulphate attack. The remedial measures also included the 
construction of a new structure, founded on piles on both sides of the embankment, 
to support the rail tracks. 

Lessons learned. Topographic investigations and the measurements of movements 
and deformations by means of sliding micrometers and inclinometers carried out in 
the site of Pallaressos embankments suggested that a volumetric swelling affected 
both embankments. Expansion derived in the generation of a passive state of stress,
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menacing the rail tracks. Swelling also resulted in high thrusts applied against the 
structure of both abutments that were damaging the bridge. A massive active sulphate 
attack agreed with the observed swelling. The treatments containing cement that were 
implemented at transition wedges joined with the high contents of sulphate at the 
upper 8 m of the compacted fill set a dangerous scenario for the development of 
sulphate attack. The availability of the necessary chemical components for sulphate 
attack was unlimited in the compacted soil (alumina, silicates, sulphates, calcium 
and water) and suggested that the formation of thaumasite and ettringite and, conse-
quently, strains in embankments would continue if no comforting measures were 
built. 

3.3 Monitoring Infrastructures and Their Foundations 

Infrastructures and their foundations at Mestre (Italy). The area around Venice is 
undergoing remediation and protection works, to address the environmental concerns 
coming from high water in the Adriatic Sea and pollution from the chemical indus-
trial area sitting on the onshore at Marghera. Besides the mobile barriers in the 
lagoon, which started functioning in 2020, extensive remediation of the industrial 
area includes the construction of continuous sheet-piles, which are designed to protect 
the lagoon from the discharge of polluted water coming from the industrial area. 

The design of the sheet-piles has been accompanied by an extensive study on 
their impact on groundwater hydrology. The sheet-piles will act as a hydraulic 
barrier, preventing direct groundwater flow into the lagoon. Pumping wells have been 
designed to capture the groundwater ahead of the old industrial area and compen-
sate for the reduced discharge into the sea. The groundwater hydraulic gradients 
are locally changed due to these remediation works, and concerns arose about the 
local water mass balance and pore pressure distribution in the ground, which may 
affect the intense network of existing infrastructures, including roads, highways and 
railways. 

Besides a hydro-geological study on the entire watershed, which addressed 
the study at the regional scale, the water mass balance at the local scale of the 
specific infrastructure was investigated by monitoring the hydraulic response in the 
upper unsaturated soil and using the monitoring data to calibrate and validate a 
comprehensive numerical model. 

Soil classification. In spite of the extension of the area and local heterogeneities, 
the topsoil grain size distribution is well defined, and consists of silty and clayey 
materials, having different percentages of sand. Typical grain size distributions are 
plotted in Fig. 15b and the relevant geotechnical properties are given in Table 3. 

The retention properties were investigated in the laboratory in a pressure plate 
extractor, which was modified to apply appropriate vertical stresses [30]. The data 
allowed drawing lower and upper bounds for the retention curves expected in the area 
(Fig. 15b). The unsaturated hydraulic conductivity was assumed to be represented
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Fig. 15 Topsoil properties: a grading size distribution curves; b water retention curves 

Table 3 Relevant 
geotechnical properties of the 
topsoils 

Property Topsoils 

Specific gravity, Gs 2.74 

Liquid limit, wL, range 30–50% 

Plasticity index, PI, range 10–25% 

Average porosity 0.40 

Saturated hydraulic conductivity, k 10–6 ÷ 10–8 m/s 

by the power function kr (Sr) = Sr 5, which was chosen after careful and extensive 
assessment of the most common predictive functions [31]. 

Research questions. The laboratory and numerical investigation aimed at answering 
a number of research questions, including: (i) Quantifying the local net water recharge 
over one year, as a function of the depth of the water table; (ii) In case of exceptional 
design flood having 1 m height above the ground surface would affected the area, 
estimate the time needed for the subsoil and the embankments to get saturated; 
and (iii) given paradigmatic soil profiles, estimate the depth of the soil affected by 
water exchanges due to soil-atmosphere interaction. These questions were addressed 
with numerical models, implemented in the CODE_BRIGHT finite element platform 
[32]. The numerical model was calibrated and validated with the data from the field 
described and discussed as follows. 

Choice of the instrumentation. The instrumentation had to be chosen in order to be 
effective in a variety of soils, from rather impervious clayey silts to more pervious 
sandy silts. Multiple monitoring depths were needed over a depth encompassing the 
unsaturated topsoil above the water table, located from −1 m to  −4 m depth from 
the ground surface. Moreover, the monitoring period had to last over one year, with 
limited possibility for direct inspection and control. 

Ideally, both water content and suction were of interest. However, given the 
previous constraints, it was decided to invest on monitoring water content changes, 
and use the retention curves to infer the changes in suctions, which are needed in the 
geotechnical analysis of the infrastructures and foundations. Among the available
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Fig. 16 Installation of the sensors: a sensor slide (from Sentek®); b drilling tools; c fluid filling 
and final configuration at the end of installation; d Comparison between two twin measurement 
installed with and without pre-drilling 

possibilities, capacitance sensors were chosen, which could be installed at various 
depth interval on the same vertical section, and are less sensitive than comparable ones 
to the chemical composition of water, which is highly variable over the investigated 
area. The capacitance sensors are mounted on a plastic slide (Fig. 16a), inserted in an 
access tube, which was designed to be installed in the ground by pushing. However, 
the original design allowed to reach a depth of −1.0 to −1.5 depth only. To increase 
the installation depth of the sensor, pre-drilling was implemented, using specifically 
designed drilling tools (Fig. 16b). The pre-drilled hole was filled with a fluid mixture 
of kaolin and cement, to provide continuity between the sensors and the surrounding 
ground (Fig. 16c). 

Calibration of the sensors. Typically, a reference calibration curve is provided for 
commercial sensors. One of the advantages of the capacitance sensors is that their 
calibration curve is rather insensitive to the type of soil, due to the limited contribution 
of the water chemistry at the input frequencies used in the measurement. 

However, it was found that the installation procedures have a relevant influence 
on the measurement, as shown in Fig. 16d, where the results are reported from two 
twin sensors installed by driving and pre-drilling at a small distance from each other. 
The comparison in the figure shows that the kaolin-cement mixture at the interface 
between the access tube and the soil, which is chosen to keep saturated over a wide 
range of water content to guarantee optimal contact with the soil, partly shadows the 
water content changes in the surrounding ground, especially during the dry seasons. 
The calibration curves can be refined, by simulating the electric field in a numerical 
model, able to include the disturbance due to the different installation procedures. 
The numerical model adopted for the calibration refinement is shown in Fig. 17. 
Figure 18 presents the calculated electric fields in the soil accounting for installation 
disturbance (Fig. 18b), to be compared to the ideal field (Fig. 18a), aiming to evaluate 
the measurement dispersion. The analysis allowed to define calibration curves as a 
function of the installation procedure (Fig. 18c).
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Fig. 17 Numerical model: a complete view; b top view, showing the instrumentation components; 
c cross section including variable properties to simulate installation effects 

Fig. 18 Correction of the calibration curves to consider disturbance during installation: a numerical 
simulation of the electric field for ideal conditions; b numerical simulation of the electric field with 
disturbance from installation; c resulting calibration curves 

Results. A number of vertical sections were investigated in the Mestre area. Among 
them, the data from a highway embankment and from the surrounding foundation 
soil are presented and compared in the following. Whenever possible, embankments 
are constructed with the soils locally available nearby, to reduce the construction and 
environmental costs. Thanks to the composition of the foundation soil, a good clayey 
and sandy silt, this was the construction choice for the tested embankment, which 
is part of the highway bypassing the area of Mestre in the E-W direction. Figure 19 
presents selected results over two vertical sections nearby the embankment, showing 
the response of the natural soil profile to the climatic history. The soil profile presents 
a 50 cm cover, rich in organic matter, which clearly acts as a buffer over time for the 
deeper layers. The lower clayey silt has a hydraulic conductivity of about 10–7 m/s, 
which is low enough to avoid any significant change in the water content over time,
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Fig. 19 Variation of the degree of saturation over time in the foundation soil 

given the shallow position of the groundwater table. However, the behaviour of the 
same clayey silt used in the construction of the embankment is clearly different due to 
two concomitant effects. On the one hand, digging and compaction operations change 
the texture of the material, which results in an increased hydraulic conductivity. On 
the other hand, the absence of the protecting organic cover reduces the buffering 
effect and allows water exchanges to affect higher depths. 

Final comments. the calibration of the numerical model on laboratory data showed to 
be reliable to simulate the response of the natural soil, hence of the foundation. When 
the same soil is used in compacted earth constructions, a wider pore size distribution 
is expected due to compaction of lumps, which typically cannot be reproduced in 
a standard laboratory investigations. Calibration of numerical models takes great 
advantage from the back-analysis of field data, as shown, e.g., in [33]. Finally, is 
worth mentioning that defects in sensors installation, like air pockets, would affect the 
measurement dramatically, as investigated and extensively discussed in a dedicated 
study [34]. Therefore, they must be avoided to get reliable data. 

4 Conclusions 

Monitoring soil suction, or the evolution of water content in earth structures, is neces-
sary to predict deformations caused by wetting and drying cycles such as those from 
soil-atmosphere interaction, or by changes on water table levels at their foundations. 
This has huge potential to be used on predicting the impact of climate changes on the 
performance of existing geotechnical structures and is already a concern for all enti-
ties connected to infrastructures design, operation and maintenance. Novel working 
opportunities are expected for Geotechnical Engineers to deal with aspects related 
with unsaturated soils behavior. 

As when traditional instruments are installed, the choice of the proper sensors to 
monitor water content or soil suction must consider their compatibility with the type 
of soil, the expected range of operation, accuracy and sensitiveness, response speed,
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calibration needs, installation and technical knowledge for their operation, and their 
durability and maintenance needs. For such sensors, the response to dynamic climatic 
events is very important if climatic patterns are taken into consideration. 

The three case-studies presented are non-conventional cases where standard 
instruments were installed to help understanding problematic behaviors, expected 
or in progress. The lessons learned and some common features to all cases (also 
common to traditional earth structures), can be highlighted: (i) the choice of standard 
instruments is tailored for each case considering the expected behavior and its main 
causes; (ii) the displacements are the most relevant information to collect because 
they occur due to deformations, and therefore are liked to stress state by material 
mechanical constants; (iii) displacements allow identifying ongoing mechanisms and 
define adequate interventions to stop them; (iv) complementary instrumentation can 
also be installed to investigate the causes of the deformations, such as soil suction 
sensors; (v) creative solutions may have to be implemented to install the instru-
ments and sensors, especially when they need to operate in different materials; (vi) 
disturbance affecting calibration must be considered; (vii) sensors need calibration, 
usually done through experimental tests in laboratory; (viii) laboratory tests can also 
be performed to characterize the hydraulic and mechanical behaviour of the mate-
rials, necessary to calibrate numerical models to simulate the behaviour observed; 
(ix) calibration of numerical models takes great advantage from the back-analysis 
of field data; (x) the behaviour predicted by the model can also help defining instru-
ment location; (xi) instrumentation can be broken or malfunctioning, so it should 
be redundant by duplication or installing different instruments for cross informa-
tion; (xii) monitored data also must be redundant and obtained by different type of 
instruments for validation. 

To conclude, testing and monitoring earth structures requires instrumentation 
and sensors which are being continuously updated by technological advances and 
many new will be invented, always seeking for environment-friendly and sustainable 
solutions. New sensors and many interesting case studies are expected in the future. 
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Offshore Wind Foundation Monitoring 
and Inspection 

Jaime A. Santos , Luís Berenguer Todo-Bom , and Simon Siedler 

Abstract Deep foundations in offshore wind are challenging in terms of design, 
construction, and in-service inspections. This type of foundation demands new and 
updated methods for testing and monitoring. Today’s energy transition has changed 
our view on deep foundations. Wind energy offers many advantages, which explains 
why it is one of the fastest growing renewable energy sources in the world. The 
drive to lower the cost has resulted in upscaling the turbine size fivefold in the last 2 
decades. This increase in size, in combination with increasing water and installation 
depths requires special foundations bringing new engineering challenges. The design 
of pile elements has improved significantly in the last few years and is gradually 
replacing the legacy oil and gas standard methods. As monopile diameters increase 
to ranges beyond the databases of the common design standards of the American 
Petroleum Institute (API) and Det Norske Veritas (DNV), designers increasingly 
resort to advanced design methodologies to improve the accuracy of their models 
and reduce conservativism in the industry. Improvements on both the axial and lateral 
geotechnical models of the foundation structures are being driven by a combination 
of improved calculation capabilities, increased laboratory and in situ geotechnical 
investigations and in situ monitoring campaigns of the constructed structures during 
their design life. This chapter aims to present the trends and advances on monitoring 
and inspection of offshore wind structures with focus on the design considerations 
for monopile foundations. 
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1 Introduction 

Offshore Wind is a key contributor to Europe’s renewable energy charter and added 
an installed capacity of 14.7 GW in 2020 to reach a total installed 220 GW of 
wind capacity [1]. The Wind Turbine Generators (WTG) are mostly installed on 
monopile foundations, but jackets have increased their importance in recent years as 
wind farm developments moved into deeper waters. In recent years, offshore wind 
energy is starting to get exploited globally. The huge potential of wind energy has 
been identified particularly by countries in Asia such as China, Taiwan and Japan and 
these countries are strongly encouraging and promoting offshore wind developments. 
Jacket type foundations are playing a central role in Asia as well, not only due to 
deeper waters but also due to seismic activity in those regions. The requirement 
to increase renewable energy production has also resulted in much greater WTG 
structures. The amount of energy that can be harvested from wind depends on the 
size of the wind turbine and the length of its blades. As such, the total energy output 
is proportional to the dimensions of the rotor and to the cube of the wind speed, up 
to the wind speed of the WTG. 

These developments have a significant impact on the design-life of offshore foun-
dation structures for which limited data is available to inform the design method-
ologies currently in use. The result from a data gap analysis of this issue should 
inevitably lead to the incorporation of monitoring and inspection procedures for 
offshore foundation structures installed in novel sites and of untested dimensions. 

In Europe, inspection and maintenance of subsea items are carried out on a 
scheduled basis: 5-yearly on each structure. The activites during so-called in-service 
inspections, consist of three levels of inspections, ‘general visual inspection’, ‘close 
visual inspection’ and ‘non-destructive testing (NDT)’. Close visual inspection 
(Fig. 1) and non destructive testing is typically not required as the structures have 
been designed with the premise/assumption to be “inspection free”. 

Fig. 1 Visual inspection with left: diver [2] and right: remotely operated vehicle (ROV) [3]
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2 Overview  

Monitoring is defined as an automated inspection and thus being a subset of inspec-
tions. A monitoring system collects and stores data automatically and continuously 
throughout the entire lifecycle of a WTG, from start of operation to decommis-
sioning. Sampling rates of the sensors can be increased if a predefined threshold 
value is reached to increase the data quality. It continuously measures conditions 
without the need of offshore human operation. 

Inspection, on the other hand, is when human action (offshore or onshore) is 
required and executed to obtain condition data from site. 

The current requirements in the technical standards, e.g. DNVGL-ST-0126 [4], 
to carry out recurrent inspections during the operating phase serves to ensure the 
structural and technical safety of the structure but can also serve to improve the 
accuracy of future design methodologies. 

2.1 Monitoring 

Monitoring of the structural integrity of the foundation structure allows to derive 
conclusions from the measurements for the benefits of improved operation. The 
need is driven by business objectives and as such varies greatly depending on the 
operator and the wind farm site. 

Monitoring is the continuous surveillance of a structure regarding structural 
loading, structural health and the determination of the resulting service lifetime. 
Monitoring is also mentioned in the rules and regulations as a procedure within the 
framework of in-service inspections, if at all (e.g. DNVGL-ST-0126 [4], DNV GL: 
RP-C210 [5], ISO 19902 [6]). 

The main advantages of monitoring [7] can be summarized in the following points: 

(a) Monitoring procedures can partially replace inspections (condition-based 
survey) and thus lead to direct cost savings. 

(b) Documenting the actual load on the structure during its lifetime, allows possible 
reserves of use to be clearly identified at the end of the planned lifetime. This 
allows, under certain circumstances, the extension of the service life. This 
has a significantly higher savings potential compared to the potential through 
avoided inspections. 

(c) Monitoring procedures can be used to detect damages and anomalies as they 
occur, so that countermeasures can be initiated quickly. 

Once monitoring is in place, it enables informed decisions on mitigation and 
recovery actions. As such, providing faster damage assessment, which mini-
mizes downtime during assessment and potentially over/under maintenance through 
simulation supported damage consequence analysis. 

There are currently no standard products or approaches in the field of offshore 
monitoring nor can any relevant data be listed in the sense of a specification sheet.
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Preparation for lifetime extension of the project or lifetime achievability after unex-
pected damage is typically considered in Europe and addressed with dedicated 
monitoring systems. 

2.2 Economics of Monitoring and Inspections 

The costs of implementing a monitoring program of offshore foundation structures 
are high when compared to onshore engineering constructions, whilst still remaining 
small in overall construction costs, and cannot easily be estimated in advance. This 
is mainly due to the rough environment. Waves, ice drift (e.g. in the Baltic Sea) 
and the corrosive properties of seawater can destroy both the measuring sensors and 
the cabling after a short time. To prevent this, extensive constructional measures are 
usually necessary to avoid high repair costs. The fact that these costs are not offset by 
any benefits in the medium term and that it is unclear what savings could be achieved 
in the long term through consistent monitoring, leads to a generally low willingness 
to invest in this area. 

The advantages of monitoring listed in 2.1 should be kept in mind when the 
question arises to what extent the measurement results could influence cost-relevant 
decisions and whether this justifies the investment in such a system. The costs of 
monitoring are not matched by short-term benefits, but in the long term, the benefits 
are expected to be extremely high. To improve the long-term benefits of monitoring, 
the joint implementation of research projects is recommended, because there may 
be great potential for cost savings through development of new methodologies. 

The cost effectiveness of various monitoring technologies can be established in a 
systematic benchmark. The starting point is a criticality analysis from where project 
specific needs can be derived consistently. Then based on technical readiness of 
the technology and cost effectiveness against other methods like inspection can be 
expressed even quantitatively (Fig. 2). 

Finally, on the topic of inspections, the costs depend on too many parameters to be 
quantifiable in general terms and are subject to too much volatility, in particular due 
to current charter rates and the weather. Rather, comparable offers must be obtained 
in individual cases. 

3 Virtual Sensing for Support Structures 

Virtual sensing is understood as using one or more sensors in combination with 
system knowledge in the form of physical equations or numerical finite element (FE) 
models. For example, when monitoring the remaining useful lifetime of a specific hot-
spot based on vibration measurements, where the hot-spot of interest is not equipped 
with sensors or interpreting changes in modal properties (derived from accelerations) 
in the form of scour, material degradation or marine growth.
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Fig. 2 Participation paradox 

A prominent example of virtual sensing is the technology of ambient vibration 
monitoring: distributed accelerometers are applied along the structure excited by 
environmental loads. The vibrations measured over time are used to extract modal 
properties, e.g. mode shape, natural frequencies and damping on a global scale. From 
these modal parameters, real time stresses can be obtained using modal expansion 
and decomposition algorithms, and FE models as established during detailed design 
can be improved for residual fatigue life estimation and damage detection. 

Virtual sensing has the advantage of relying on a few sensors only. An optimal 
sensor placement study, executed for offshore wind monopiles, revealed that 
accelerometers placed at two heights above water level suffice for various purposes. 
For offshore wind structures, virtual sensing can be established with sensors that are 
robust for the entire life cycle and mounted at highly accessible locations for main-
tenance purposes. Whenever virtual sensing can replace direct sensing, it should be 
the primary choice as it is a cost-effective alternative. 

Typical challenges of virtual sensing lie in the strategic selection of sensor loca-
tions, and the proof of damage detection capability as normal and damaged state 
might produce similar monitoring results. Drawing conclusions on the monitoring 
data typically requires additional higher-level analytics. Thus, the setup or virtual 
sensing can sometimes require specifically skilled personnel with combined domain 
and technology knowledge, particularly when virtual sensing is to be used in a frame-
work of digital twinning. Digital twins, once established, make use of simulation 
technology that is seamlessly integrated into Operation & Maintenance decision 
making to provide information throughout the entire life cycle, e.g. supporting oper-
ation and service with direct linkage to operation data. One important aim of feeding 
this data back to the structural designers is to improve the accuracy of the models 
used during the asset operation [8].
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On the downside, virtual sensing feasibility should always be established on a 
conceptual level and should be validated by dedicated short term direct measurement 
campaigns. This requires testing in a simulation environment to identify which type of 
damages are detectable via modal parameter changes and which damages will remain 
unrevealed. Moreover, measurement uncertainties should be addressed by validating 
the predictions based on virtual sensing through direct sensing in the scope of a 
measurement campaign. For example, measuring local stresses with strain gauges to 
validate the stress estimations derived from virtual sensing. 

3.1 Ambient Vibration Monitoring 

In offshore conditions, the swell causes structural stimuli. This enables the use of 
the Natural Frequency Response Monitoring (NFRM) method. It is based on the 
measurement of the oscillations or the oscillation (decay) behaviour due to the exci-
tation by the sea state at a single measuring point. For this purpose, the measured 
vibration is divided into two parts, which are orthogonally positioned to each other. 

The smallest frequencies belonging to these parts are continuously recorded. If a 
component fails in the structure, at least one of the frequencies will decrease. In this 
case an alarm is given. The method has been available for a long time but is not yet 
widely used offshore. 

With large rigid platforms, high natural frequencies occur, i.e. the oscillation 
periods are very short. Furthermore, the influence on the natural frequency is usually 
correlated with the importance of a component for strength. The method is therefore 
not suitable for very rigid structures with high built-in redundancy. However, it is 
suitable for relatively soft structures with low natural frequencies. 

(a) Technology:

• Micro-Electro-Mechanical Systems (MEMS) accelerometers.
• Plastic optical fibre-based accelerometers.
• Velocimeters. 

(b) Capabilities:

• High reliability, mature technology.
• Easy installation, robust sensors.
• Virtual sensing can be used for locations where no sensor is present using 

modal expansion and decomposition algorithm.
• Stable performance. 

(c) Limitations

• Experienced data analysts required to extract information for damage 
detection.

• Assessment of environmental and operational conditions must be fed into 
damage detection algorithms.
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• Data must be recorded at 20 Hz at least which could cause bandwidth 
problems when data is transferred to on shore control centre.

• Typically, sensors are installed above water level only to allow for 
maintenance, subsea technologies exist. 

4 Direct Sensing for Support Structures 

Direct sensing is understood as a monitoring approach, where a dedicated sensor is 
placed at a location of interest to measure a specific physical quantity. Usually, a direct 
proportionality between physical quantity of interest and sensor output exists that 
allows to monitor the change of the physical quantity over time. It uses sensors and a 
simple physical equation to monitor a physical value e.g. a strain gauge application 
where a lookup table translates resistance to strain or an accelerometer that translates 
piezoelectric charges to vibration amplitudes. 

An example of direct sensing is a strain gauge installed next to a circumferential 
weld where a fatigue crack is suspected to monitor potential increase in stresses over 
time. Another example is a scour sensor mounted close to the seabed that monitors 
via sonar if the seabed level changes over time to reach critical values. 

Direct sensing has the advantage to provide direct information on a very specific 
physical condition, while reducing uncertainty to measurement noise or faults. Direct 
sensing is the preferred choice for root cause analysis. Analytics of the measurement 
comprise typically basic signal processing including filtering, statistical evaluation, 
and analysis of long-term behaviour. 

Typical challenges of direct sensing lie in the interpretation of the long-term 
behaviour where normal and damaged behaviour might produce similar monitoring 
results. Drawing conclusions on the monitoring data typically requires additional 
higher-level analytics. 

On the downside, direct sensing in the context of offshore wind support structures 
requires numerous distributed sensors to cover all identified critical failure modes 
to be monitored. Some of these sensors must be installed in unfavourable oper-
ating conditions, potentially resulting in damage of the sensor or costly maintenance 
activities. 

5 Measuring Regions and Components 

In offshore environments, the measuring point can be permanently surrounded by 
water or air, or alternately by one and the other in the area of the waves. The splash 
zone can shift due to tides and swell. The measurements as well as their inspection 
logistics must be carried out alternately in air, water, or both, depending on the 
medium in which the measuring point is located at the time of inspection.



120 J. A. Santos et al.

Fig. 3 Periodic inspection of offshore foundation elements 

It is suggested that all sensors and cables are mounted onshore, prior to offshore 
installation and that all cable routings, data acquisition systems and powering of the 
system can be provided at any time during the phases at affordable costs. Typical 
inspection areas include fatigue cracks, dents, deformations, scour development as 
well as scour protection examination (Fig. 3). 

6 Fatigue Strains and Cracks 

Through the continuous measuring of the strains in the structure, the actual stresses 
and thus the wear of the structure or its fatigue are available. It should be noted, 
however, that the data collection is fundamentally more complex than the deter-
mination of the force transmission from the environmental data and the subsequent 
mathematical determination of the stresses. The selection of locations for the placing 
of strain gauges is a non-trivial exercise since the relevant areas in any structure are 
too numerous to have covered by instrumentation and be continuously monitored. 
Detailed knowledge of these locations a priori would also be required directly from 
the design stage in order to accurately predict the location of crack initiations. Unfor-
tunately, however, such predictive capabilities are beyond the accuracy of current 
design methods.
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Excessive fatigue loading can be detected via a multitude of digital twin 
approaches, which relies on the virtual sensing data, including FE model updating 
and modal expansion and decomposition. It is superior to the direct sensing approach, 
as even inaccessible areas like piles or subsea joints and welds can be fatigue moni-
tored on a continuous basis in an economically feasible manner. It is recommended 
to validate the virtual sensing approach during a short measurement campaign using 
strategically placed strain gauges. 

6.1 Strain Gauges 

The measuring principle of strain gauges is the increase in resistance of an electrical 
conductor when it is stretched, as a result of elongation and reduction in cross-section. 
Strain gauges are usually a few square centimetres in size and are applied to the bare 
metal surface with a special adhesive or through spot welding. They are connected to 
the measuring electronics by a two-core cable, which should be as short as possible 
to reduce interference. 

Onshore, strain gauges are the standard method in component monitoring. 
Offshore, waves and currents are a problem, but corrosion is the most serious threat. 
There are many offshore projects in which the strain gauges or the associated elec-
tronics have been completely corroded in a short time. Due to the high significance of 
the measured data, strain gauges are nevertheless used on many offshore structures 
despite needing frequent replacement. 

6.2 Crack Detection 

The alternation of tensile and compressive stresses in the material due to shaft loading 
can lead to fatigue cracks due to the high number of load cycles. These are mainly 
found near the welds because the material in this area is weakened due to heating 
and cooling during the welding process. However, for the removal of the tensile 
forces occurring in a structure, a conclusive connection between all components is 
necessary, so that cracks represent a high risk for the foundation structures. 

It can be assumed that the welds of offshore foundation structures have been 
fully inspected during construction (e.g. by radiometry) and therefore no cracks or 
inclusions are present. Since weld seams only tear from the inside in the case of 
pre-existing defects, only the surface must be checked for incipient cracks within the 
scope of the periodic inspections. Since the surface can show crack-like damages, 
e.g. by flotsam, but also by cleaning work, it must be determined in advance from 
which dimension (length, depth) a surface defect is considered a crack. 

For underwater inspections, the technical inspection regulations of the certification 
bodies are applied. As a rule, these are very openly formulated so that no procedure
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Fig. 4 Scheme of the MISTRAS acoustic emission sensors and systems [9] 

exists which is approved, but that each individual case requires coordination between 
the operator and the certification body. 

6.2.1 Time-of-Flight Diffraction (TOFD) 

In the Time-of-Flight Diffraction (TOFD) method, the transit time of an ultrasonic 
pulse through a sample is evaluated. In an error-free section, the receiver would 
detect only two pulses: the directly transmitted one and the reflection from the back 
wall. However, if there is interference, the pulse is diffracted at its edges, which then 
results in additional pulses. 

In principle, defects can be characterised very precisely with this procedure (length 
and depth), but this requires extremely experienced inspectors. TOFD (Fig. 4) has 
therefore been largely superseded with the market introduction of various eddy 
current based methods, which are much more user-friendly. 

6.2.2 Magnetic Particle Inspection (MPI) 

In magnetic particle inspection (MPI), the area to be examined is magnetised and then 
a suspension of ferromagnetic paint particles is sprayed onto the area. The nature 
of the pattern of the deposits provides an indication of a possible crack, i.e. false 
positive results. The process was state of the art until about the year 2000. 

6.2.3 Alternating Current Field Measurement (ACFM) 

Alternating Current Field Measurement (ACFM) is a further development of the 
Alternating Current Potential Difference (ACPD), which allows coatings up to 
approximately 5 mm thick and generally thin marine growth to remain in the area to
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Fig. 5 Seatooth alternating current field measurement, a wireless smart NDT monitoring solution 
by WFS Technologies and TSC [10] 

be tested. Furthermore, ACFM can be used to measure not only the crack length but 
also the depth, even for small defects (from 5 mm length and 0.5 mm depth). The 
test is performed by moving a probe over the area to be tested. By using different 
probes, different seam geometries can be examined (Fig. 5). 

6.2.4 Eddy Current Based Processes 

With all eddy current based methods, eddy currents are inductively generated in the 
material to be tested. These generate a magnetic field, which is measured. Defects 
in the material interfere with the eddy currents, which in turn causes a change in the 
associated magnetic field, which is detected. The inspection is carried out by passing 
a probe, in which magnetic coils for generating the eddy currents and sensors are 
combined, over the bare metal surface. 

The devices are usually divided into an underwater and an above-water unit, so 
that the analysis of the measured values above water can be carried out by an inspector 
without diving skills and, on the other hand, the diver does not need any inspection 
knowledge. 

6.2.5 Fibre Bragg Grating 

A relatively new method for strain measurement, which has already proven its oper-
ational maturity in offshore applications and in rotor blades of wind turbines, is glass
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fibres with burnt-in Bragg gratings. Light impulses are reflected at a Bragg grating, 
whereby the wavelength is shifted proportionally to the elongation of the grating. 
Within a fibre, several gratings can be interrogated independently of each other. For 
example, it is possible to lead a single fibre from the topside over several diagonals 
to the sea floor and to monitor up to 12 points along the way. 

7 Bathymetry and Seabed Scour 

7.1 Bathymetry Measurements 

The term bathymetry describes the submarine topography (also called hydrography). 
A bathymetric survey is used to determine the depth and the shape of the seabed. 
The survey is performed using echo sounders attached to the hulls of measurement 
vessels. The different types are:

• Multibeam echo sounder: The time from transmission and reception is measured 
and based on the velocity of sound in water the depth is determined.

• Side scan sonar: In contrast to the multibeam echo sounder, the backscatter ampli-
tudes are evaluated. These can be interpreted together with soil samples regarding 
the sediment distribution on the seabed.

• Sub-bottom profiler: The sub-bottom profiler is used to gain knowledge about the 
uppermost meters of the seabed. The acoustic image provides information of the 
vertical arrangement of the seabed. 

Knowledge of the properties of the seabed permits preliminary planning regarding 
suitable foundations as well as their possible locations, additionally changes of the 
submarine topography during the operation phase can be detected. 

7.2 Scouring 

Scour is the erosion of the seabed due to currents around obstacles on the seabed. They 
usually form a circle or ellipse around a structure, the diameter of which corresponds 
to approximately 5 times the characteristic diameter of the structure. Depending 
on the current, the depth increases with time and can grow up to 2.5 times the 
characteristic diameter. 

For a jacket structure, this means that on the one hand a local scour directly at the 
legs, but on the other hand also a global scour, so that the sea floor near the platform 
sinks entirely. In the case of neighbouring objects (e.g. mother-daughter platforms), 
the problem increases accordingly. 

Scouring represents an immediate threat to the stability of a platform and must 
therefore be detected and stopped at an early stage. During recurrent inspections,
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only large-scale events can be detected, e.g. the movement of a sand wave on the 
seabed. To detect this, the seabed should be surveyed before installation. Discon-
tinuous monitoring of the scour during inspections does not cover cases in which 
unsustainable material is deposited again after scouring. This applies to scouring in 
the immediate vicinity of the foundation structures, e.g. due to storm events. For this 
reason, monitoring of the scour is recommended. 

Only equipment that is explicitly approved for 24/7 offshore application should 
be used. The following devices, for example, which are permanently attached to the 
structure under water and use ultrasound to determine the distance to the seabed, are 
suitable for continuous monitoring. For these devices, marine growth does not pose a 
problem, since both only measure the transit time of a sound pulse and the thickness 
of the marine growth is small in relation to the entire measuring distance. 

The more the scour depth approaches the design base, the more detailed the 
monitoring should be. One product that can be considered for this is the Kongsberg 
Dual Axis Scanning Sonar (DAS). This is a dual axis sonar in a waterproof housing, 
which allows a resolution of the seabed of 1°. It is already successfully used for long 
term monitoring of bridges, but not yet for offshore structures. 

Multibeam Echo Sounder. The Multi Beam Echo Sounder (MBES) emits an ultra-
sonic pulse and registers the time until reflection from objects located within a fan 
below the sonar. The travel time in one direction gives the distance to the object 
located there. When the fan-shaped echo sounder is moved through the water at a 
defined speed, special software can be used to calculate the distance between the 
objects. 

This will enable a three-dimensional model of the seabed and the structures on it 
to be generated in real time as a point cloud from 2D sections. 

Depending on the required resolution and water depth different units are used:

• mounted on the hull (forward, downward and side scanning): if a multi-beam 
sonar is mounted on a crew vessel, for example, the required data is determined 
practically "in passing".

• towed by ship: the unit is towed behind the vessel at a certain depth. In this way, 
disturbances caused by the sea are eliminated. A higher resolution is also possible 
due to the smaller distance to the seabed. 

3D Sonar. The 3D sonar is a further development of the multibeam sonar. In this case 
not only the echoes from a fan (plane angle) are evaluated, but also in a fixed angle. 
In this way a 3D representation of the objects in front of the sonar can be generated 
immediately. With the appropriate software, these models can also be saved and later 
examined in the form of virtual tours. 

The sonars are so compact that they can also be mounted on ROVs. This is used, 
for example, to work in poor visibility conditions or to monitor dangerous operations 
such as the installation of scour protection measures. 

Light Detection and Ranging (LIDAR). The measuring principle of LIDAR is 
similar to the echo sounder, except that instead of a sound pulse a laser pulse is 
emitted, and the travel time of the light is measured in different directions in space.
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The resolution of this method is approximately in the order of magnitude of the 
wavelength of the light, i.e. about 10–6 m. 

While LIDAR on land (or in air) is already a common measurement method, the 
method under water is still in the experimental stage. This is not least due to the 
accuracy of LIDAR, since this method also detects a large number of suspended 
particles, which interfere with the measurement and must be removed by numerical 
filters. As of today, these methods are not yet developed to allow productive use in 
offshore conditions. 

8 Determination of Corrosion/Wall Thickness 

The material thickness of the components available for load transfer is the central 
parameter regarding structural integrity. It can be assumed that the surface will 
corrode and the cross-section available for load transfer will therefore be reduced. 
This effect is already considered in the design of the structures and compensated by 
material additions (corrosion surcharges). However, since these are based on empir-
ical assumptions, it must be checked during the service life of a structure whether 
the material thicknesses assumed in the structural design are present in the installed 
structure. 

In the offshore area, reflection sound methods are preferably used for wall thick-
ness measurements, which differ only in the evaluation of the sound signal. The 
main application here is the testing of the thickness of pipelines. There are devices 
available on the market which can be used both above and below water. 

The measurement is carried out by emitting an ultrasonic pulse from the measuring 
head into the material. The time of the echo reflection is measured and the thickness is 
calculated with the known speed of sound in the material. For this reason, ultrasonic 
measuring instruments must be adjusted to the material to be measured. The actual 
measurement takes about 1 s. Corrosion on the inside usually has no effect on the 
measurement result because the damping in the corrosion layer is so great that any 
echo is much weaker than that of the intact metal. 

9 Excessive Tilting—Monopiles 

Permanent tilting or deformation might result from loads occurring during extreme 
events. It must be noted that this failure mechanism might well occur on a very fast 
time scale such that preventive action is not feasible. For example, if during a storm 
event extreme loads are exceeding the level of expected loads, tilting occurs as direct 
response [11]. Thus, monitoring is to be seen mainly on the side of recovery and 
mitigation measures. 

Excessive loading as mainly stemming from extreme wind and waves can be 
directly monitored via strain gauges at the base of the tower. It allows to measure the
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global loads and compare against design assumptions. Due to the good accessibility 
of the sensors, monitoring is regarded feasible although extra maintenance costs need 
to be considered for strain gauge repairs. 

Unexpected (permanent) movements can be detected via an inclinometer mounted 
in the transition piece or the tower base. Inclinometers are robust and endurable 
sensors placed at highly accessible locations. Thus, they are regarded economically 
and technically feasible. 

Excessive ultimate loading can be detected via the digital twin approach using 
modal expansion and decomposition based on accelerometers and validated with 
strain gauges at tower base. It is superior to the direct sensing approach, as even inac-
cessible areas like piles or subsea joints and welds can be load monitored (maximum 
loads) on a continuous basis in an economically feasible manner. It is recommended 
to validate the virtual sensing approach during a short measurement campaign using 
strategically placed strain gauges. 

In addition, inclinations can be estimated from 3D accelerometers through 
tracking gravity. It is recommended to validate this virtual sensing approach through 
inclinometers. 

10 Transportation 

Significant amount of transportation fatigue might be accumulated depending on the 
transportation routes and ships. Using a temporary accelerometer on the monopile, 
the actual fatigue life consumed during transportation can be monitored. The findings 
are compared to the estimated transportation fatigue and are used for reassessment 
of the fatigue life extension potential. 

11 Monopiles Design Issues 

The monopile is the most widely used offshore wind turbine support structure type, 
especially in shallow water. It is basically a tubular, thick walled, steel pipe, which 
is easy to manufacture. 

Most current applications consist of a steel pile with a diameter of between 4 and 
6 m driven some 10–20 m into the seabed depending on the type of underground [12]. 
But today’s energy transition is pushing the industry to lower the cost of renewable 
energies, which has resulted in upscaling the size. Monopile with a diameter between 
10 and 12 m shall be common in the very near future for water depth up to 50–60 m. 

The installation requires heavy duty piling equipment (i.e. hydraulic underwater 
hammers up to 5000 kJ energy range), and the foundation type is not suitable for 
locations with large boulders or hard materials in the seabed. If a large boulder is
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found during piling, it is possible to drill down to the boulder and blast it with explo-
sives or heavy equipment. The installation effects have a very important influence 
on the axial stiffness and bearing capacity of the monopile. In a driven, displace-
ment pile, soil is moved radially as the pile shaft penetrate the ground with benefits 
of compaction and increase of lateral stresses. In a bored, non-displacement pile, 
lateral stresses in the ground are reduced during excavation and the base resistance 
needs larger displacements to be mobilized. 

The load-settlement curve consists of three components: load-settlement of the 
shaft resistance, pile shortening and load-settlement of the pile base. The ultimate 
shaft resistance occurs at very small displacement between the pile shaft and the 
soil, usually a few millimetres while the ultimate base resistance only occurs for 
much larger displacement depending on the installation method and pile diameter. 
To illustrate the basics of pile transfer mechanisms, a simple bi-linear behaviour is 
considered to represent both the lateral (Rs) and the base resistance (Rb). 

Figure 6 represents a typical load-settlement curve in dimensionless scale for a 
non-displacement pile in soil: (R) is the mobilized resistance, (Ru) is the ultimate 
resistance, (s) is the pile head displacement and (D) is the pile diameter. The pile 
exhibits a soft response after reaching the ultimate shaft resistance and so it is partic-
ularly notorious when the contribution of the base resistance is dominant (Fig. 6a). 
In a bored non-displacement pile, a softened zone below the pile tip can occur and 
large displacement has to occur before the soil resistance can be fully engaged. 

Figure 7 represents a typical load-settlement curve for a displacement pile, driven 
into the soil. The pile maintains a stiff response for load ratios even near the ultimate 
resistance because both lateral and base resistance are already activated during pile 
installation. 

The displacement of soil during pile installation is therefore a fundamental issue 
for the axial loading response of the pile [13]. Moreover, the design shall incorporate 
the effects of cyclic loading from wind and waves in a safe and easy way and it is 
essential to understand the soil-pile interaction with the focus on accumulation of 
displacements under cyclic loading [14]. 

a) Rs=0,3Ru; Rb=0,7Ru b) Rs=0,7Ru; Rb=0,3Ru 
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Fig. 6 Typical load-settlement curve for a non-displacement pile
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Fig. 7 Typical load-settlement curve for a displacement pile 

Another issue is related to the excessive damage to the piles with regards to the 
flange surface as well as fatigue damage caused by excessive piling energy during 
the installation process. Damages can lead to malfunctioning of the sealing function 
and reduce the flange fatigue life. Piles driven with an impact hammer are generally 
subjected to high dynamic loads close to the steel yield stress, which are usually 
more severe than the stresses in service. 

Recording of the hammer energy per blow present the easiest method of moni-
toring pile driving fatigue. Pile top accelerations recorded with accelerometers or 
strain measurements with strain gauges at the pile present additional sensors that 
can be used to assess the pile driving fatigue. All methods are technically feasible, 
however multiple sensors are needed (at least for each 90º of pile diameter) and 
along the pile to ensure redundancy as sensors are prone to malfunction if subject 
to high dynamic loads. This kind of instrumentation is common and the applica-
tion of stress-wave theory and dynamic methods for designing and controlling pile 
installation have been used very successfully for many years. 

The initial fatigue damage can be captured through a temporary monitoring 
campaign using accelerometers, strain gauges or recordings of hammer energy. The 
remaining fatigue life for operation can thus be determined based on measurements. 

In addition, it is well known from previous projects and literature, that soil models, 
as applied in a detailed design, contribute greatly to remaining uncertainties in the 
fatigue life. Due to the present uncertainties, conservatism is applied in the design 
to ensure structural safety. 

In previous projects, applied measurement campaigns have provided strong argu-
ments for an increased soil stiffness through extracting dynamic properties of the 
structure, resulting in extended fatigue life. The extraction of modal parameters after 
pile installation is especially beneficial since the structure is less complex compared 
to the final setup, which includes tower, nacelle and rotor. Soil model updating is 
best addressed during this phase, as the contributors of uncertainty can be effec-
tively isolated, i.e. the influence of tower and rotor-nacelle-assembly is not present. 
The improved models can then be further used in the next step (FE update), where 
other remaining uncertainties stemming from WTG installation can be addressed 
additionally.
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The monopile foundations are also subjected to significant lateral loads from wind, 
wave, and earthquake in seismic zones. The analysis of monopile foundations under 
lateral loading have been heavily based on the p-y response curves. Monopiles have 
a significantly larger diameter and smaller length to diameter ratio than typical piles 
used for other structures. Therefore, the response of a monopile may be more like a 
rigid body translation and rotation, with components of shear resistance mobilized at 
the base and along the shaft as it rotates, affecting the lateral resistance and therefore 
the axial response of the foundation. 

The current design of monopiles is still based on traditional methods for pile 
foundations with few adaptations. In the future, improved procedures may enable 
the use of monopiles in deeper waters, while securing a robust and cost-beneficial 
foundation design. The foundation represents approximately one third of the total 
cost of an offshore wind turbine. To develop new design procedures, it is essential to 
understand the soil-pile interaction under combined cyclic axial and lateral loading. 
Many challenges are still open for research and industry. 
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Tests and Surveillance on Pavement 
Surface Characteristics 

Elisabete Freitas , Ablenya Barros , Cedric Vuye , Jorge Sousa ,
Leif Sjögren , Luc Goubert, and Véronique Cerezo 

Abstract Pavement surface characteristics have been gaining relevance with the 
changing mobility paradigm as they greatly contribute to the degree of safety, 
comfort, environmental quality and long lasting pavements. The surveillance 
methods of pavement surface characteristics have evolved from manual to semi- and 
automated methods and also to more cost-effective methods. Automated condition 
surveys provide objective high-quality data. At network level, pavement distresses, 
friction, evenness and texture are currently surveilled. More rarely surveyed and 
related to sustainability demands are tyre-road noise and rolling resistance. They 
rely on dedicated pavement data collection vehicles or trailers coupled to vehi-
cles, equipped with high-speed digital cameras, laser systems, ultrasonic sensors, 
accelerometers, microphones, etc. As a complementary alternative to these methods, 
unmanned aerial vehicles equipped with cameras as well as smartphone-based data
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collection methods are arising. In a design framework, the laboratory methods to 
survey pavement surface characteristics often use the same technology as in the field 
tests adapted to a much smaller scale and lower testing speed. In this chapter, the 
latest advances in laboratory and field tests, and surveillance methods of pavement 
surface characteristics are described and their performance is analyzed. 

Keywords Surveillance methods · Road ·Monitoring · Surface characteristics ·
Functional condition · Pavement management 

1 Introduction 

A road is a three-dimensional construction with several compacted layers. The road 
surface, also called the “top layer”, “wearing course” or “pavement” is built with a 
flexible material, such as bituminous mixtures or with a more rigid material, such 
as cement concrete. Ideally, a new-laid pavement is considered adequately smooth. 
When it has been in use, the surface can get worn and deformed due to various factors, 
including the traffic load, weather influences, geological conditions and age. The road 
surface condition has been gaining relevance. When maintained in a good manner, it 
greatly contributes to safety, comfort, environmental quality and long-lasting roads. 
Consequently, the surveillance methods of road surface characteristics followed the 
same trend. They evolved from manual to semi- and automated methods and became 
more cost-effective. 

At network level, pavement distresses, friction, unevenness and texture are the 
surface characteristics more often monitored. Although tyre-road noise and rolling 
resistance are rarely surveyed, these surface characteristics strongly related to 
environmental issues are essential to meet today’s demands on sustainability. 

In a design stage, the laboratory methods to survey pavement surface character-
istics often use the same technology as field tests, adapted to a much smaller scale 
and lower testing speed. 

In this chapter, the latest advances in laboratory and field tests, and surveillance 
methods of road surface characteristics, are described and their performances are 
discussed. 

2 Pavement Distresses 

2.1 Field Surveillance Methods Using Dedicated Survey 
Vehicles 

Pavement imaging, profile and evenness measurements are techniques used to iden-
tify pavement distresses. To acquire this data, up-to-date tools and applications used in
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the industry rely mainly on dedicated survey vehicles equipped with digital cameras, 
laser systems, and accelerometers [1]. 

The acquisition of 2D images in the visible spectrum of light with Charge-Coupled 
Devices (CCDs) and metal–oxide–semiconductor (CMOS) sensor cameras is mature 
in pavement imaging, although cameras are used in commercial surveillance vehi-
cles commonly to aid other measurement devices. Line-scanning, for example, is 
a distress detection imaging technique that consists of high-resolution line images 
combined to form single area images with greater accuracy. The Laser Road Imaging 
System (LRIS) is a commercially available solution based on this technique, allowing 
to fully capture transverse road sections up to 4 m wide with 0.5 mm resolution [2]. 

Laser-based instruments are a well-established technology used at network level 
to detect distresses that manifest in terms of height differences, as it allows accurate 
3D reconstructions of the road surface. Laser triangulation is a 3D measuring tech-
nique based on the change in the shape of a laser line projected over the road surface, 
captured by CCD cameras. This principle is applied in the Laser Crack Measurement 
System (LCMS), which enables 1 mm resolution automated surveys, being adopted 
in many commercial tools including the Automated Road Analyzer® (ARAN), ROad 
Measurement Data Acquisition System® (ROMDAS), Dynatest®, PaveTesting®, 
Pavision®, among others [3]. 3D laser scanning based on Light Detection And 
Ranging (LiDAR) technology provides high accuracy by dense point cloud data 
collection via time-of-flight sensors. This device is used, for example, by Pathrunner® 

and ARRB Hawkeye® [1, 2]. Dedicated survey vehicles are commonly equipped with 
accelerometers to measure pavement irregularities, typically expressed as the Inter-
national Roughness Index (IRI). However, these sensors generally also support the 
validation of other data collection systems, such as laser profilers. 

2.2 Field Surveillance Methods Using Low-Cost 
and Opportunistic Data 

In the last decades, the shift from traditional visual foot-on-ground surveys to auto-
mated methods has led to sophisticated and reliable solutions to detect pavement 
surface distresses, thus supporting road authorities with maintenance and repair deci-
sions. On the other hand, the high costs of these commercial solutions, including 
the time-consuming data gathering and analysis, imply that the road network is not 
being frequently and extensively monitored. In this manner, new tools and methods to 
inspect surface distresses have emerged, employing less expensive devices to reduce 
the effort of human experts and the need for delicate hardware [4]. 

Unmanned Aerial Vehicles (UAV) systems are an evolving alternative platform 
for data acquisition to replace or complement dedicated pavement data collection 
vehicles for autonomous surveillance. Inzerillo et al. [5] demonstrated the reliability 
of using UAV image-derived 3D models of the road surface obtained from low-cost 
image-acquisition devices to identify distressed regions with minimum height errors
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Fig. 1 Side-by-side comparison between LiDAR crack imaging and resulting images obtained 
from: a UAV stereo imaging (adapted from [5]); b Microsoft Kinect [7] 

of around 1 cm. Li et al. [6] reported an 89% overall accuracy of pothole identification 
from point cloud data obtained using a low-altitude UAV LiDAR and a supervised 
learning algorithm. 

In terms of accessible sensors able to gather 3D geometric features, Zhang et al. [7] 
employed a Microsoft Kinect (an infrared-based motion sensor) to identify cracking 
according to type and level of severity, obtaining true positive rates ranging from 
53 to 88% (Fig. 1b). However, further research is needed to increase the limited 
field-of-view (e.g., using an array of Kinect sensors) and measurement speed. 

Both vehicle on-board sensors and built-in smartphone sensors (accelerometers, 
gyroscopes, GPS, and cameras) enable extensive data collection that can be trans-
lated into pavement surface distresses. Using these devices for a large volume of 
data acquisition can be performed by a crowdsensing-based approach. The devel-
oped crowdsensing system serves as a base for Internet of Things (IoT) applications, 
allowing sensors with networking capacities to communicate within their environ-
ment via the Internet [8]. Most smartphone-based research and commercial apps 
focus mainly on estimating IRI and evenness by using the GPS and accelerometer 
data, as shown by Peraka and Biligiri [1]. Nevertheless, some works have been 
reported on the use of IoT sensors to identify surface distresses, especially potholes, 
such as the early Pothole Patrol [9]. More recently, El-Wakeel et al. [8] further 
processed the data obtained from crowdsourcing with supervised machine learning 
algorithms, achieving an accuracy in 86.8% of pothole detection. Van Geem et al. [10] 
aimed at opportunistic sensing via the on-board sensors of ordinary vehicles, commu-
nicated over the Controller Area Network (CAN). The CAN data were analyzed via 
an algorithm developed to report the possible presence of a road defect. This sensing 
method proved to allow the collection of a large amount of data that, over a long 
period, can indicate the development of road surface distresses.
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2.3 Data Processing Using Machine and Deep Learning 

In terms of data processing, developments in image processing and machine learning 
have significantly increased the automation in distress detection and quantifica-
tion procedures. In this context, the value of the information exceeds the costs of 
data acquisition, and efforts are shifted towards the construction of large databases 
rather than precise and high-quality but limited information obtained from traditional 
surveillance technologies. 

Many studies reported in the literature have focused on the development of vision-
based automated pavement distress detection by using machine learning (ML) to 
process 2D images [7]. When using a traditional ML approach, a feature extrac-
tion stage is first conducted to reduce the complex and unwanted information (e.g. 
illumination differences, noise, objects) within these road images, thus increasing 
algorithm accuracy. 

Deep learning, specifically deep convolutional neural networks (CNNs), is a 
subset of the ML techniques that applies multilayer neural networks to achieve robust 
learning through training. CNNs have become a popular technique for developing 
enhanced pavement surface distress detection algorithms, resulting in an increasing 
number of published articles that report a combination of low-cost sensors and 
promising precision levels [11]. 

Some examples of recent studies employing high-precision CNNs include the 
construction of large-scale road damage data sets to train the networks, obtained via 
simple methods and devices, such as a smartphone installed on a car [12], Google 
Street-View images [13], and black-box cameras [14]. 

Much effort has been put into crack and potholes detection, yet a lack of research 
on pavement distress detection exists related to microtexture analysis, such as 
raveling [3]. Some of the literature that assesses this distress include the collec-
tion of 1000 image samples to train and verify a machine learning approach to 
detect raveling, leading to a classification accuracy rate of 88% [15]. Chatterjee 
et al. [16] used data obtained from LiDAR as the ground truth labels to train a 
CNN for pavement condition estimation using the vibration response of a smart-
phone. The distresses were sorted into five categories: rutting, raveling, cracking, 
potholes, and IRI. While rutting and IRI showed promising results for practical use, 
the performance on cracking, raveling, and potholes was considered unsatisfactory. 

2.4 Outlook and Conclusions 

Advances in the field of computer vision, artificial intelligence (AI), low-cost sensors, 
and IoT offer new possibilities to provide information to road agencies and cities 
about their complete road network. However, most cost-effective data collection 
methods are limited to detecting specific distress types, such as potholes and cracks, 
and evenness, e.g. IRI estimation. Table 1 contains a summary of the most widely-
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Table 1 The accuracy level of techniques and devices employed to collect pavement distress data 
regarding distress type (based on Coenen and Golroo [3]) 

Cracking Potholes Rutting Raveling 

Line-scan imaging +++ +++ 

Stereovision imaging + +++ + + 

3D laser profiling sensors +++ +++ +++ ++ 

LiDAR +++ +++ +++ ++ 

Kinect + ++ + 

Smartphone and IoT-based imaging sensors ++ ++ + 

Smartphone and IoT-based vibration sensors ++ + 

CAN bus data ++ + 

Notes +++ = very good,++ = satisfactory,+ = moderate 

used techniques described in this section and how accurately the different types of 
pavement distress can be detected. This table is partly based on Coenen and Golroo [3] 
and completed based on more recent research studies. The low number of studies and 
reported results related to raveling makes it more challenging to provide a conclusive 
summary of this type of distress. 

3 Evenness on Roads 

For many years, the degree of evenness of the pavement has been used as an indicator 
of the wear and deformation for maintenance strategies and performance control of 
contractors. Evenness can be defined as unwanted irregularities in the pavement and 
it exists in all directions and areas of the road pavement. To simplify quantifying 
the degree of irregularities, indicators have been developed separately for the trans-
verse and longitudinal directions of the road. Of course, this simplification is also 
based on the need to separate relevant information, such as deformation from heavy 
traffic and wear from cars, expressed as rut depth calculated from the profiles in the 
transverse direction and unevenness related to bumpiness and comfortable ride in 
the longitudinal direction. Different levels of e.g. wavelengths of evenness influence 
several functional characteristics of roads, such as safety, environmental effects such 
as internal and external noise, particulates and other emission, ride quality, vehicle 
operating costs and road construction durability [17]. This really emphasizes the 
importance of monitoring evenness!
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Fig. 2 Historical development of the coverage and degree of detail when measuring road profiles 
(figure courtesy of Leif Sjögren, VTI) 

3.1 Measuring Evenness 

Methods and indicators have continuously been improved to measure the road surface 
quality by means of evenness. The measuring methods can, depending on purpose, 
be divided into stationary and dynamic methods (Fig. 2). Stationary methods are used 
at surfaces not suitable for the dynamic methods, such as parking lots and closed 
road work areas while dynamic methods are a must when monitoring road networks. 

The main differences with the two principles are that the dynamic method implies 
measuring at traffic speed while stationary is standing still. In Fig. 2 one can see 
the development from stationary measurements using only one point to indicate 
unevenness to today’s possibility to calculate many indicators from an almost true 
3D description of the actual road surface and the surrounding of the road. 

Originally, simple physical rulers, straightedge methods were used. This is a 
stationary method that only gives data about a single irregularity from a specific 
section. The traditional straightedge has still its practical use in many cases [18]. The 
straightedge indicator that is defined as the vertical distance from the bottom of the 
ruler to the surface (more specifically the maximum distance of all possible distances) 
is the unevenness indicator. Nowadays, there are new ways that do the calculation 
digitally, based on profiles from contactless laser scanners. The straightedge method 
can be used in any direction of the road. 

3.2 Longitudinal Evenness 

Dynamic monitoring and assessment of the longitudinal unevenness of roads use 
two principles. One is detecting the response of the unevenness with accelerometers
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that measure the vibrations and shocks that are induced. The other principle is by 
measuring longitudinal and transverse profiles to digitally reproduce the topography 
and use effect models/filters applied on the profiles to assess outcomes of a desired 
measure or effect model. 

Techniques, equipment and indicators. The current and dominating sensor tech-
nique is to use laser sensors that contactless can measure the desired characteristic. 
The development has moved from static equipment as the previously mentioned 
straightedge to modern profilometers (also called inertial profilers). Two experi-
ments, the Filter and the Even experiment,1 comparing equipment and its perfor-
mance, were done in the 1990s [19, 20]. Recent advances use contactless profilome-
ters systems that in high speed reproduce the profiles, with the relevant wavelengths 
of evenness 0.5 to 50–100 m [21–23]. Some use a point laser and accelerometer to 
create the profile while others use data from the relevant position, e.g. the wheel 
path of the transverse scanning laser data in combination with an accelerometer. The 
accelerometer is used to compensate for the vehicle body movement to make the 
profile independent of the measurement speed. 

In Europe, three types of indicators are used, IRI, waveband analysis and the 
Weighted Longitudinal Profile (WLP). IRI is a standardised filter that simulates a 
quarter of a car traveling at 80 km/h on the measured longitudinal profile [24]. The car 
body’s vertical movement and the corresponding wheel movement are summarised 
per travelled distance and presented as mm/m [25]. Waveband analysis is pure signal 
frequency processing of the measured profile dividing it into three bands: short, 
medium and long wavelength unevenness. The limits defining the bands varies with 
what country it is used in. WLP is also a frequency process giving two values, one 
for general and another for local unevenness [24]. 

3.3 Transversal Evenness 

Response type methods are not useful in the case of transverse unevenness where the 
focus is more on the degree of durability. For transverse unevenness, the focus is on 
wear and deformations caused by loads from the traffic, expressed as rut depth [26]. 

Techniques, equipment and indicators. Profilometers able to measure the trans-
verse profile have evolved from using several point measuring lasers to one or two 
scanning lasers covering almost 4 m road width with a continuous profile of high 
resolution (almost below a millimeter longitudinally and transversely). Currently, the 
LiDAR technique is used to digitally reproduce the road surroundings [21, 23], but is 
more and more used to measure profiles of the road surface as well. It is expected that 
soon this technique will be reliable and have enough resolution to replace traditional 
profilometer techniques.

1 Arranged by FEHRL and PIARC in 1999. 
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The main indicator is rut depth but there are a lot of variants of possible definitions, 
e.g. ridge height and edge drop [26]. With the availability of continuous profiles, 
indicators such as profile shape, water depth and deformation areas are possible to 
calculate. 

3.4 Recent Developments, Connected Cars Big Data 
and Sensor Fusion 

With the increasing availability of connected cars, a new possibility has arisen to 
complement traditional monitoring. Modern cars are equipped with several sensors, 
among them accelerometers. This can be used as a complement to the less frequent 
monitoring done by profilometers today. A day to day information about acute road 
surface problems will be improved and can optimize the operational maintenance 
activities and, for example, direct them to prioritised places. 

Connected car data can also be used to monitor and assess the perceived ride 
quality. The disadvantages are that no standard or specification exists. There are many 
depending variables to take into account such as car- and tyre-types and condition, 
speed of the car, the skill of the driver, the position of the car on the road, both 
transverse and section-wise. It is important to remember that cars in traffic will only 
give data on the smoothness of the road. Data is needed from many cars to be reliable. 
It requires major efforts with data management and knowledge how to deal with or 
harmonise the use of several cars and car types, how to manage the data gathering 
(crowdsourcing), business matters with car manufacturers (data owners), and the 
integrity issues to make this possible to implement in production. 

Despite the challenges mentioned previously this development with digital, time 
and position marked data (Big Data) opens for new smart indicators, more directed 
to give objective answers to functionality rather than technical condition. The goal in 
sensor fusion [27] is to utilize information from spatially separated sensor networks 
and sensors of different kinds with the combination of ground level sources as soil and 
climate conditions achieved via geographical information systems (GIS). In the long 
run this may reduce the importance and need of traditional evenness measurement 
and data. 

4 Texture  

Road surface texture is defined as the deviations from a planar and smooth surface. 
These irregularities are due to the mix composition (size of aggregates, binder and 
fines content) and the laying process.
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In the road field, three main scales are considered: megatexture, macrotexture 
and microtexture [28]. Megatexture corresponds to surface irregularities with wave-
lengths of a pavement profile lying between 50 and 500 mm and vertical amplitude 
ranging from 0,1 to 50 mm. Wavelengths of megatexture are in the same order of 
size as tyre/road interface. Megatexture is mostly related to longitudinal unevenness 
(see Sect. 3) and low frequency noise generated inside and outside the vehicle (see 
Sect. 6). Macrotexture is defined as surface irregularities whose dimensions range 
between 0.1 mm and 20 mm vertically, and between 0.5 mm and 50 mm horizon-
tally, whereas microtexture is defined as surface irregularities whose dimensions 
range between 0.001 mm and 0.5 mm vertically, and below 0.5 mm horizontally. 
Macrotexture plays a great role in water surface drainage. Once the majority of the 
water is evacuated from the tyre/road contact area, a thin water film remains (few 
micrometers). This residual water film is perforated by the summit of the asperi-
ties forming the microtexture, allowing direct contact between aggregates and the 
rubber tyre. Several methods and indicators are available to assess microtexture and 
macrotexture in the laboratory and on the field. The most popular are described 
below. 

4.1 Field Surveillance Methods 

Measuring methods and devices for macrotexture. Macrotexture can be assessed 
directly by volumetric and profilometric methods. 

The volumetric methods consist of evaluating the average height of a circular patch 
of diameter D obtained thanks to a given volume V of standardized glass beads. The 
volumetric method provides an indicator called Mean Texture Depth (MTD), ranging 
from 0.2 mm (which is the size of the glass beads) to more than 4 mm. Despite the 
fact that this assessment is punctual and highly operator dependent, it remains a 
reference for pavement acceptance [29]. 

The profilometric method consists of recording 2D profiles along a measuring 
line, obtained with contact-less laser-based method. The most popular indicator in 
the road field is Mean Profile Depth (MPD) [28]. This standard was recently revised 
and the new version introduced changes in the filtering process, the peak removal 
procedure for outliers and data sampling. It generates slight changes in the MPD 
values but the classification of the pavement performances remains unchanged. 

Moreover, MTD and MPD exhibit a linear correlation (Fig. 3), which is not perfect 
but satisfying considering the fact that this means to relate an indicator based on 
volume and one based on two-dimensional profiles [30, 31]. 

Two main families of devices exist for macrotexture measurements: circular 
and linear profilometers. Circular profilometers (Fig. 4.) like the Circular Texture 
Meter®® (CTM) or Elatexture® provide a static, circular and punctual laser scan of 
the surface [32, 33]. Linear profilometers measure macrotexture continuously on an 
itinerary [34]. They can be mounted on vehicles driving in the traffic flow (RUGO®,
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Fig. 3 Linear correlation between MPD and MTD measured on Université Gustave Eiffel test 
tracks with several profilometers 

Fig. 4 Circular profilometers: a Circular texture meter and b elatexture. Photos by EASE 
laboratory, University Gustave Eiffel 

Dynatest®) or pushed by hand (Protex®). All these devices are easy to implement but 
the measurements are sensitive to glossy coating and to wetness on the pavement. 

More recently, progress is made to obtain 3D cartographies of the pavement 
surface. One way is to use a beam with a laser-based measurement head mounted 
on it. The profilometer makes 2D profile measurement along the beam and it is 
progressively moved perpendicularly to the main direction of the beam. The profiles 
are then combined to obtain a 3D representation of the surface. This characterization 
is static, punctual and takes several hours for sections of 1 to 5 m long [33, 35–38]. 

Lastly, 3D images can also be obtained with optical stationary measuring devices. 
They capture the surface three-dimensionally by the combination of images obtained 
with a high-resolution camera and various lighting conditions [33, 39, 40].
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Other texture indicators. It is possible to use other texture indicators to correlate 
with surface properties [33, 41, 42]. Parameters like skewness of the profile (rsk), 
kurtosis, maximum profile peak height (Rp), mean profile peak height (Rpm) or 
Abbott “bearing curve” are widely used in the industrial domain [43, 44]. Despite the 
fact that they offer additional relevant information to understand physical phenomena 
in the contact area, these indicators are not extensively used in the road sector except 
for research purposes. 

Lastly, the profiles can be analyzed by digital filtering technique in order to deter-
mine the magnitude of its spectral components at different wavelengths. This spectral 
analysis (or texture wavelength analysis) is performed with constant narrow band-
width frequency analysis. Thus, the texture spectrum of the profile is calculated 
with a texture level, given in dB, for each path of measurement. The most common 
bandpass filters are one-third-octave bands. Recent studies demonstrated that texture 
spectral levels are well correlated with the rolling resistance coefficient [33]. 

Microtexture estimation. In operating conditions, microtexture is assessed indi-
rectly by means of a friction coefficient measured on a wet surface at low speed (see 
Sect. 5). Several researchers aimed at measuring microtexture directly with laser 
profiles or 3D images [39, 40] recorded at very high resolution but they are not 
available yet in a commercial way. 

4.2 Laboratory Tests 

Macrotexture measuring methods and devices. All the static measuring methods 
developed for in-field measurements can be used in the laboratory (Sect. 4.2). Addi-
tionally, specific laboratory devices based on digital imagery, like computed tomog-
raphy (CT) scans [30], topographical maps measured by a focus-variation sensor 
Infinite Focus from Bruker Alicona with various lens [45], Laser Scanning Confocal 
Microscope or Atomic Force Microscopy [46] are used to measure 3D surface char-
acteristics. Thus, current laboratory characterization focuses on 3D cartography 
analysis considering technological developments which allow higher accuracy in 
measurements (vertical resolution of a few decades of μm) and more complex 
calculus (filters, indicators). 

Microtexture measuring methods and devices. Laboratory devices can also 
provide a direct measurement of microtexture if the accuracy of the sensors is close 
to a few micrometers. Measurement principles are the same as the ones used for 
macrotexture and they enable to obtain micro- or even nanotexture scale (see above). 

Several authors proposed microtexture indicators well correlated to pavement 
properties. They can be grouped as follows: (a) volume parameters based on Abbott 
bearing curve; (b) hybrid parameters; (c) roughness parameters [47, 48]. Thus, 
Nataadmadja et al. [49] demonstrated that height root-mean-square (Rq), average 
curvature of peaks (Spc), density of summits (Sds) and average quadratic slope
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of asperities (Sdq) can explain friction evolution on aggregates. Cerezo et al. [50] 
showed that this result can be extended to bituminous mixtures and more especially at 
an early age period. Additionally, analysis based on the geometry of the texture profile 
(height, density and shape) can be considered. This approach has been extended to 
the indentors method [51] with a slightly different definition of height and shape. 

Nevertheless, Do et al. [52] pointed out some limits of current approaches based 
only on road surface texture (i.e. geometry) and highlighted the fact that wear 
phenomenon, debris detachment and bitumen movement must be also considered 
(tribological circuit). 

5 Friction 

Pavement friction results mainly from two mechanisms: adhesion and hysteresis. 
Adhesion emanates from the attractive binding force between the tire rubber and 
contacting surface of the pavement. The hysteresis component is usually due to 
energy loss resulting from deformation of the tyre [53]. 

Friction force developed at the contact zone between tire and pavement is called 
skid resistance. The skid resistance is related to many factors. It is known to be a 
function of pavement construction materials, pavement roughness, surface conditions 
[54] and tyre rubber characteristics. 

5.1 Measurement of Skid Resistance 

Skid resistance is generally measured through the force generated when a locked 
tire slides on a pavement [55]. Some methods can be applied in the laboratory, 
others only in the field and, in some cases, both situations. The main skid resistance 
measuring approaches are represented in Fig. 5 and their advantages and disadvan-
tages in Table 2. To measure skid resistance in the longitudinal direction there are 
three methods. In the locked wheel method, the slip speed is equal to the vehicle 
speed, which means that the test wheel is locked and unable to rotate. The main 
disadvantages are the impossibility to measure continuously and the high cost of the 
equipment [53]. 

In the fixed and variable slip methods, the friction coefficient is a function of the 
slip of the test wheel while rolling over the pavement. Fixed-slip devices maintain 
a constant slip, typically between 10 and 20 percent, as a vertical load is applied to 
the test tyre. These devices are more sensitive to microtexture at low speeds. The 
difference between fixed and variable slip is that the second case uses a predetermined 
set of slip values for measuring the frictional force [55]. 

The sideway force is a method whose output is indicative of vehicles’ ability to 
maintain control in curves. In this test, the test wheel must maintain a constant angle
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Fig. 5 Main skid resistance measuring methods 

to the direction of motion. Side force testers are sensitive to changes in the pavement 
microtexture, but they are generally insensitive to the pavement macro-texture [56]. 

Laboratory tests only assess friction on a small pavement sample. The most used 
are the British Pendulum and the Dynamic Friction Tester. 

5.2 Advances in Friction Measurement Methods 

Based on the current methods, there are new proposals to measure pavement friction. 
Figure 6 shows the main requirements for new measurement methods. 

New measurement methods are targeted to estimate friction based on other road 
surface characteristics extracted from pavement images or profiles. Therefore, to 
indirectly determine friction. One example is the use of LiDAR sensor technology 
[57]. The operating methodology has already been covered in Sect. 2.1. The proposed 
LiDAR-based method is able to assist for rapid, economical and automatic estimation. 
However, the results obtained do not have the same reliability that traditional/field 
measurement methods offer. 

Other emerging methods are related with the relevance of friction control in 
autonomous vehicles (AV). AV are not currently designed to measure the skid resis-
tance of roads, and traditional measurements are too inefficient for real-time AV 
control [58]. Currently, a dynamic method to estimate pavement friction level using 
computer vision is under development based on the introduction of a framework 
regarding the car-following behavior and turning movements. The anti-skid control 
framework provides new insights into enhancing the AV safety performance.
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Table 2 Advantages and disadvantages of friction measurement methods. Adapted from [55] 

Method Measurement Advantages Disadvantages 

Locked wheel Obtain the coefficient 
of friction by 
measuring the resistive 
drag force and the 
wheel load applied 

The systems are 
relatively simple 

Cannot be used on 
curves. Might miss 
slippery sections. 
Continuous 
measurement is 
impossible. The 
equipment has high 
primary and operating 
costs 

Fixed slip It is based on 
measuring the resistive 
drag force and the 
wheel load. The friction 
is reported as a Friction 
Number 

Continuous 
measurement. Can be 
used for network and 
project level friction 
monitoring 

The system needs large 
amounts of water for 
continuous 
measurement. Slip 
speed (especially on 
snow) covered surfaces 
does not always 
coincide with the 
critical slip speed value 

Variable slip It is similar to the fixed 
slip method. The only 
change is the 
possibility to set 
different slip values 

Performs continuous 
measurement 

Equipment is large and 
complex. Maintenance 
costs of equipment are 
high. Data processing 
and analysis is complex 

Sideforce Measure the average of 
the side force 
perpendicular to the 
plane of rotation 

Skid condition is 
relatively well 
controlled. Can be used 
on straight sections and 
curves. Performs 
continuous 
measurement 

Is very sensitive to road 
potholes and these 
defects can destroy tires 
quickly 

British pendulum It is based on the return 
height of pendulum 
after a low speed 
sliding contact with the 
pavement surface. This 
method provides the 
British Pendulum 
Number (BPN) 

Can be used for both 
field and laboratory 
evaluation. Is highly 
portable and easy to 
handle 

Only measures a 
friction property of 
surface at low speed. 
Has unreliable 
behaviour when tested 
on surfaces with coarse 
texture. Operator 
procedures and wind 
can affect results

(continued)
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Table 2 (continued)

Method Measurement Advantages Disadvantages 

Dynamic friction 
tester 

It is based on horizontal 
spinning disk fitted 
with three 
spring-loaded rubber 
sliders which contact 
the surface as the disk 
rotational speed 
decreases due to the 
friction generated 
between the sliders and 
the surface 

It is highly repeatable 
and is unaffected by 
operators or wind. 
Results of this methods 
are representative of 
high-speed values. The 
IFI correlates well with 
BPN 

Needs traffic control 
and lane closure when 
used in field 

Fig. 6 Requirements for new measurement methods 

6 Tyre-Road Noise 

Tyre-road noise measurement methods advanced from simple sound pressure level 
tests measured at the roadside, on-board tests, to sound field holography in the labo-
ratory, and more recently to beamforming. Each method is applied in different condi-
tions, with its own advantages and disadvantages. In Fig. 7, the methods are divided

Fig. 7 Main categories of tyre-road noise measurement methods. Adapted from [59]
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into four categories [59]: test environment, noise source, sound field, and instrumen-
tation. Next, the existing standardized methods and alternative methods are briefly 
presented according to the test environment. The other categories will be referred to 
in particular.

6.1 Roadside or Pass-By Tests 

With the roadside measurement test methods, also known by pass-by methods, the far-
field noise of a vehicle moving at the roadside is measured. Typically, the maximum 
sound pressure level (SPLmax) is measured by a microphone placed on the roadside 
when a vehicle passes by. There are many methods, some of them standardized, dedi-
cated to measuring the average total traffic noise of a given section, as the Statistical 
Pass-By (Fig. 8a), the noise of a vehicle (Controlled Pass-By), and the tyre-road 
interaction (Coast-By). One of the main differences among those methods is the 
operating condition of the vehicles. 

For the first method, the traffic flow is used, the second uses a test vehicle, and 
the last goes further using a test vehicle with the engine switched off near the 
measurement area and using specific test tyres. Another difference is the number 
of microphones and their position or the acoustic equipment adopted for the sound 
measurement (Fig. 8b). For further details about variants of these main tests, see 
[59]. 

Microphone arrays produce spatial samplings of a sound field. Advanced noise 
source identification analysis is possible using microphone arrays and improved 
signal processing techniques as near field acoustic holography and beamforming, 
which is suitable for identifying moving sources [60]. Besides that, with the beam-
forming algorithm application, it is possible to map the distribution of the sources at 
a certain distance from the array and, therefore, locate the strongest one.

Fig. 8 Roadside tests: a statistical pass-by test; b pass-by test with an acoustic camera; c controlled 
pass-by test with a Head and Torso Simulator. Photos by Elisabete Freitas
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Other measurement equipment as Head and Torso Simulators (HATS, see Fig. 8c) 
are used for analysis in the psychoacoustic domain and sound auralization. Aural-
ization is the process to synthetize an artificial sound environment exactly as the 
target sound field. As perceptually it is not possible to be distinguished as virtual or 
real, auralization is used, e.g. to simulate traffic environments in experiments with 
humans in advanced simulators [61].

6.2 On-Board or on Vehicle Tests 

The on-board measurement test methods, also identified by on vehicle, measure 
the near-field noise (from the contact of a reference tyre with the surface) with the 
measurement equipment assembled to a wheel (Fig. 9a) or in a trailer (Fig. 9b) with 
a specific geometry. There are two main standardized methods, the Close Proximity 
Method (CPX) and the On-board Sound Intensity method (OBSI). While the first 
measures the sound pressure level (SPL), the second uses intensity probes to measure 
sound intensity. A combination of these methods is also possible [62]. 

Another example of alternative methods is the A-CPX [63]. It was designed for 
evaluating the sound power level emitted by a rolling tyre, employing sound pressure 
level measurements. Other measurement methods try to measure the noise inside the 
tyre instead of outside. The Tyre Cavity Microphone method (TCM) consists of 
fitting a TCM in the wheel. On the one hand, this method screens the exterior noise, 
but on the other hand, tyre cavity noise is difficult to interpret. Nevertheless, it was 
used to classify pavements [64]. 

Fig. 9 On-board tests devices: a measurement system installed on a wheel (photo by Elisabete 
Freitas); b semi-anechoic trailer (photo by Luc Goubert)
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6.3 Laboratory Tests 

There are several laboratory tests to measure the acoustic properties of road surfaces. 
The Drum method (DR) is the most common to assess the sound generated by the tyre-
road interaction. Basically, a test tyre rotates over a cylindrical bituminous sample 
(often composed of several curved bituminous slabs), and a microphone is placed at a 
certain distance between them. The DR method can be divided into three categories, 
according to the wheel position: outer rotating drum or inner rotating drum, when 
the wheel is fixed (Fig. 10 a), and inner stationary drum, when the wheel rolls against 
the drum (similar to Fig. 13, Sect. 7). For further details, see [59]. 

With the DR method, despite the possibility to control test parameters (speed, 
loading, temperature) and the ease to use advanced instrumentation as microphone 
arrays, accelerometers, lasers, etc., the tonal noise due to the joints between the 
pavement slabs together with the effect of their curvature distort the final tyre-road 
noise [59]. The testing speed, usually low, about 15 km/h, is also a disadvantage of 
most testing equipment. Modern drums can reach high speeds [65] (Fig. 10b). Tyre 
noise measurements are also possible in accelerated loading facilities as circular 
tracks (Fig. 10c). 

One example of an emerging laboratory test is the Tyre Rolling method. It is a 
method in which a tyre is accelerated while rolling in a fixed rail with a pre-set angle 
and impacts an bituminous sample with a certain speed [66]. The sound generated 
is measured by two microphones near the bituminous sample. The low testing speed 
(around 20 km/h) and the uncertainty associated with measurements limit the use of 
this test. 

Fig. 10 Laboratory tests: a outer rotating drum test facility with microphone array installed [67]; 
b high speed outer stationary drum test facility (photo courtesy of Fwa Fang); c CPX assembly 
installed in the tyre of a circular test track (photo by Elisabete Freitas)
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6.4 Other Tests 

Based on opportunistic sound and vibration measurements, in-vehicle tests have 
drawn the researcher’s attention [68]. The measurement system, composed of a 
microphone, accelerometer, and GPS sensor, can be installed in the trunk of vehicle 
fleets covering broad areas. However, these measurements have many confounders 
and modifiers affecting sound frequency that must be identified and taken into account 
in the data analysis, when the objective is noise mapping. 

There are other acoustic related tests and also non-acoustical tests used to assess 
tyre-road noise. Sound absorption is a property that can be measured either in situ or in 
the laboratory by different methods. One consisted of modifying the impedance tube 
to be mounted vertically with an open end at the road surface [69]. Another method, 
adaptable to vehicles to measure acoustic impedance, consists of positioning a p-
u sensor at a certain distance from the road to measure sound pressure and sound 
particle velocity simultaneously, generated by a loudspeaker [70]. 

Non-acoustical tests are used as input to models to predict and assess the noise of 
certain bituminous mixtures, as surface texture, flow resistivity, water permeability 
and dynamic stiffness (see [71] for more details). 

7 Rolling Resistance 

The engine of a vehicle driving on a road delivers work to overcome energy losses 
caused by the so-called vehicle driving resistance. This vehicle driving resistance can 
be split into three main subcategories: propulsion resistance, aerodynamical resis-
tance and vehicle rolling resistance [72]. These can be divided further into subcate-
gories. Vehicle rolling resistance consists of bearing resistance, transmission resis-
tance, tyre/road rolling resistance and suspension resistance. This chapter deals with 
the “tyre/road rolling resistance”, which is influenced by tyre characteristics, the 
wheel load, inflation pressure and temperature of the tyre, but depends as well on the 
macro and mega texture of the pavement [73, 74]. 

The tyre/road rolling resistance is the force which counteracts the motion of 
the tyres originating from the interaction between the tyres and the pavement. It 
is directed in the opposite direction of the speed vector of the vehicle. The rolling 
resistance coefficient (Cr) is the ratio of the tyre/road rolling resistance divided by 
the tyre load, yielding a dimensionless figure. Typically, the rolling resistance of a 
car tyre is about 20 to 40 N, whereas the tyre load is about 3000 to 4000 N. The Cr 
is hence of the order of 1% [75]. The measurement of the Cr with the same tyre and 
under the same conditions on different road surfaces, makes it possible to assess and 
compare the energy efficiency of pavements. The Cr is indeed directly related to the 
energy consumption and CO2 emission of vehicles: as a rule of thumb, an increase of 
x % of the rolling resistance increases the fuel consumption and CO2 emission of the
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vehicles with x/5% [76]. The tyre/road rolling resistance or Cr of a given pavement 
with a given tyre can be measured on the road and in the laboratory. 

7.1 Measuring the Rolling Resistance on the Road 

On the road, it is possible to measure the rolling resistance directly or indirectly by 
means of a common vehicle, a dedicated vehicle (e.g. a car equipped with a fifth 
wheel) or a trailer. The following measuring methods can be used [72].

• Coast down measurements—Are carried out with common vehicles, equipped 
with four identical test tyres. The vehicle is accelerated to an initial speed and the 
wheels are uncoupled from the engine. The vehicle coasts down on the pavement 
section to be tested and the loss of speed is measured after driving a given distance 
or time. The vehicle driving resistance can be calculated from the deceleration. By 
carrying out this test on different pavements but with an identical measurement 
vehicle and under identical measuring conditions, it is possible to compare the 
tyre/road rolling resistance of the pavements.

• Force measurements—Can be subdivided, depending on how the force is 
measured, in different subcategories: measurement of the reaction force in the 
spindle of a wheel, measurement of the drag force or measurement of the reac-
tion force of an axle equipped with two wheels with identical tyres. All force 
measurements are carried out at constant speed.

• Torque measurements—The tyre/road rolling resistance can also be assessed by 
measuring the torque in the spindle of a test wheel mounted in a common or 
dedicated vehicle or a trailer. Dividing the torque by the dynamic diameter of the 
wheel yields the tyre/road rolling resistance force.

• Angle measurements—The rolling resistance coefficient Cr can directly be 
measured as an angle [76]. A test wheel is integrated in a dedicated vehicle or 
in a trailer (Fig. 11). The assembly wheel equipped with a test tyre and an own 
suspension is towed at the end of a bar which is fixed at the wheel spindle. The 
towing bar is loaded to provide a representative load on the test wheel via the 
suspension (not depicted). The inclination of the bar with respect to the vertical 
axis, the angle θ, equals Cr provided it is expressed in radians, as θ is a small 
angle. 

Devices for measuring the rolling resistance of pavements are very rare. The 
Technical University of Gdansk, Poland, and the Belgian Road Research Centre in 
Brussels, Belgium, both operate trailers based on the angle measurement principle 
(Fig. 12).
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Fig. 11 Measurement principle of the rolling resistance trailer of the Belgian Road Research Centre 

Fig. 12 Trailers for rolling resistance measurements, based on the angle measurement principle: a 
TU Gdansk trailer; b BRRC trailer. Photos by Anneleen Bergiers 

7.2 Measuring the Rolling Resistance in the Laboratory 

Rolling resistance can be measured in the laboratory as well [77, 78]. Generally, one 
uses a drum on which the pavement is applied, at the inside or at the outside of the 
drum. Both types are depicted in Fig. 13. Several methods can be used:

• The force method—Measuring the reaction force in the spindle of a testing wheel 
rolling on the pavement applied on a drum which is turning at a constant speed. 
The method is like the reaction force measurement on the road.

• The torque method—Measuring the torque at the spindle of the test wheel running 
in/on the drum at constant rotational speed.

• The power method—Measuring the power needed to keep the drum running at a 
constant rotational speed while the test wheel is running in/on it.
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Fig. 13 Laboratory drums suitable for measuring rolling resistance in the laboratory: a 4.5 m 
diameter internal drum of the Federal Institute for Highway Research in Köln, Germany (photo by 
Luc Goubert); b the 2.0 m diameter external drum at TU Gdansk, Poland (photo courtesy of Jurek 
Ejsmont) 

• The deceleration method—The tyre/pavement rolling resistance force of a wheel 
running in/on a drum with switched off power causes a rotational deceleration of 
the drum, from which the rolling resistance force can easily be deduced. 

8 Conclusions 

Advances in pavement surface characteristics surveying methods are being stim-
ulated by the development of improved instrumentation and increased usage of 
laser and image-based techniques, but also by new methods that make use of 
low-cost instrumentation, artificial intelligence and other advanced data processing 
and communication protocols, e.g. using Internet of Things. While the traditional 
methods are becoming more sophisticated and accurate, allowing for multidimen-
sional analysis, the new ones, e.g. for pavement distresses surveillance, provide 
information to road agencies about their complete road network but with many limi-
tations. Connected vehicles and autonomous driving give way to new approaches 
that are being explored, especially to complement the traditional data with real time 
information, e.g. enabling acute maintenance to be optimized and to support the 
future digital twin asset management systems. Nevertheless, advances in laboratory 
tests are more limited than in field tests as the replication of road pavements for 
surface characteristics analysis remains a limitation.
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and freight. Promoting circular economy in transportation infrastructure construction 
requires using innovative and non-traditional materials and technologies. However, 
validation is needed prior to their implementation. Hence, construction and moni-
toring of instrumented trial sections exposed to vehicular and environmental accel-
erated loading have been usually considered to assess their performance. Pavement 
embedded instruments allow monitoring the pavement health through measuring 
layer deformations, strains, stresses, and environmental conditions. Advantages and 
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1 Introduction 

Pavement design involves material selection for various layers and determining the 
required layer thicknesses. The current depletion of natural resources and recent inno-
vation in pavement technologies led to the utilization of new materials in pavement 
systems, which require assessment. 

A pavement structure exhibits a complex mechanical response to loading because 
of variation in layer materials properties, traffic characteristics, and environmental 
conditions. This necessitates pavement monitoring. Conventional methods for struc-
tural evaluation (e.g., core drilling and deflection) are invasive, inaccurate, discrete, 
and have low coverage. 

In general, pavement monitoring currently consists of using wired sensors or 
instruments. Recent advances in information and sensing technologies have led to 
significant development and improvement in pavement condition evaluation. The 
implementation of pavement smart sensors allows for intelligent and continuous 
pavement monitoring systems. This allows instrument measurements to be inte-
grated into pavement management systems allowing for adopting optimum pavement 
maintenance and rehabilitation strategies. 

Pavement instrumentation and full-scale Accelerated Pavement Testing (APT) are 
useful techniques to promote the implementation of emerging and non-traditional 
pavement technologies. They allow capturing pavement potential performance, in a 
relatively short period of time, in response to complex traffic loading, use of new 
materials and construction techniques, innovative pavement design concepts, and 
effect of asphalt material ageing and healing. There are several APT machines used 
by agencies and universities, having different designs and capabilities. The APT load 
application may be fixed or mobile; linear or circular; and uni- or bi-directional. 

This chapter presents advanced and innovative techniques of pavement instru-
mentation related to stress, strain, displacement, moisture content, and temperature 
measurements. It includes a brief summary of worldwide full-scale APT. Further, 
two case studies are presented to illustrate the main advantages and limitations of 
various instruments and full-scale APT: (1) description of the test sections instru-
mented during the SUPREMA project in Portugal focused on using recycled aggre-
gates from construction and demolition materials in unbound granular layers; and 
(2) description of the Accelerated Transportation Loading Assembly (ATLAS) at 
the Illinois Centre for Transportation (ICT), including some examples of layouts 
of constructed and instrumented test sections on utilizing quarry fines in pavement 
subsurface layers.
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2 Advancements in Pavements Instrumentation 

2.1 General Principles 

Pavement stiffness is affected by pavement material and geometry. Hence, it 
is affected by vehicular loading and environmental conditions. Amplitude and 
frequency of traffic loads impact the asphalt concrete (AC) layers stiffness, while 
moisture and temperature affect the various layers of pavements. The pavement struc-
tural capacity may be evaluated by embedded instruments measuring layer strains, 
stresses, and deflections. Temperature, frost depth, and moisture content are measured 
using environmental sensors. 

Pavement instruments must be compatible with the heterogeneous nature and 
thickness of the pavement layers. The instrument should cause the least disturbance 
to the pavement layer while able to capture the constituent effect of the material. In 
addition, sensors should withstand potential aggressive construction and in-service 
conditions (e.g., high temperature and excessive compaction). The sensors should 
also be resistant to corrosion and humidity conditions, while having a relatively long 
fatigue life. Proper pavement instrumentation should be performed during pavement 
construction. Thus, the disturbance of the tested pavement material while the sensors 
are being embedded should be minimized. 

Figure 1 presents a general scheme of the most common parameters to be measured 
in the pavement structure: deformation, pressure, strain, temperature, frost depth, and 
moisture content. Measured parameters depend on pavement type, layer composition, 
and location. In general, the critical responses of a pavement structure are due to the

Fig. 1 Common instrumentation types for pavement structures
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passage of traffic, including transverse horizontal and longitudinal strains at the 
bottom of bound (AC and concrete) layers; vertical and horizontal strains at the top, 
bottom, and within unbound layers, including subgrade; and pressure at the bottom 
of all layers and occasionally within the subgrade. In addition, environmental sensors 
are installed at various depths within each layer to measure temperature and moisture 
content. In the case of rigid pavements, additional measurements related to joints and 
cracks associated with curing and curling may be essential to assess the pavement 
performance.

In bound layers, strain gauges, multi-depth deflectometers, and temperature 
measuring sensors are often used. In the case of unbound layers, including the 
subgrade soil, strain gauges, pressure cells, moisture sensors, and multi-depth deflec-
tometers (MDD) are the most commonly used instruments. The choice of the most 
suitable sensors should be mainly based on the measurement needed. Sensors should 
meet the corresponding requirements, including capacity, measuring range, accuracy, 
repeatability, simplicity of installation, survivability, and durability [1, 2]. 

Traditional sensors mainly consist of wired sensors, which are costly and time 
consuming to install. Recent advances in pavement sensors focus mainly on attributes 
related to continuous, autonomous and accurate sensing; size and robustness of 
the sensors; use of wireless communication to transmit data; power supply; data 
acquisition system; and suitability for network integration in conjunction with other 
monitoring systems (e.g., environmental conditions, traffic characteristics, surface 
inspection). 

2.2 Strain, Deformation, and Pressure Measurements 

Strains in pavement structures are traditionally measured by electrical resistance 
gauges designed having different configurations depending on location of interest. 
In the case of AC bounded layers, H-type strain gauges are often used and placed in 
the horizontal position at the bottom of the layers (Fig. 2a). They consist of a strip 
in the sensitive part where the strain gauge is fixed. The extremities of the strip are 
connected to metal bars functioning as anchors inside the pavement material to be

a) H-type strain gauges b) Vertical strain gauge c) Pressure Cell 

Fig. 2 Sensors for pavement instrumentation: strain, deformation, and pressure measurements
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monitored, while allowing relatively free movement at the bottom of the gauge to 
allow proper measurements.

Similarly, in the case of unbound granular materials, the gauges, which are usually 
linear variable differential transformer (LVDT) based could be placed in any orien-
tation. Figure 2b shows a vertical strain gauge composed of the sensitive part with 
two circular plates in the extremities. 

Pressure cells can measure the compressive loads within the pavement structure 
(unbound granular layers and subgrade). Two types of pressure cells are commonly 
used: hydraulic cells and diaphragm-based cells. Figure 2c shows a hydraulic cell 
composed of two plates forming a cavity to be filled with viscous liquid and received 
inside a strain sensor related to the compression load through calibration. 

Optical fibre has been successfully applied in pavement sensors to replace conven-
tional strain sensors. The sensor is generally composed of an optical fibre connected 
to a sensing element responsible for the measurements. These types of sensor present 
a suited performance to adverse conditions of temperature, moisture, compaction, 
and loading. 

Various other sensors are being developed for pavement instrumentation [3]. 
In a perspective of the continuous and long-term monitoring of pavement struc-
tures, advanced micro and wireless sensor systems are being developed. Recent 
achievements in micro- and nano-electromechanical technologies made it possible 
to manufacture sensors using micro-fabrication techniques. This advanced/smart-
sensing technology, including wireless sensors, shows vast potential for pavement 
monitoring, mainly in concrete structures. 

Piezoelectric transducers are sensors used to evaluate materials’ modulus through 
the measurement of shear waves propagation [4]. Bender Elements (BE) are piezo-
electric transducers suitable for small strain modulus evaluation of granular materials 
in geotechnical applications [5]. Recently, the University of Illinois has developed 
a new field sensor based on BE and suitable for the direct measurement of the 
modulus of unbound granular layers [6]. Figure 3 shows the general frame where the 
BE sensors are installed, including the protection mechanism. 

Power supply for wireless sensors is a concerning challenge. Piezoelectric trans-
ducers are being used to self-power wireless sensors, and significant research is 
being carried out [7, 8]. The Michigan State University recently developed a small 
battery-less strain sensor based on the integration of piezoelectric transducers with 
an array of ultra-low-power floating computational gate circuits (Fig. 4a) [7, 9]. 
Another example of a modern sensor is the system for measuring plastic and elastic 
strains in unbound granular layers that was developed by the Canterbury Accelerated 
Pavement Testing Indoor Facility (CAPTIF) of the New Zealand Transport Agency. 
It is based on a wired inductive coil sensor that consists of a circular plastic disk with 
a groove cut at the perimeter where the copper wire is wound to form an inductive 
circuit (Fig. 4b) [10]. 

Further, SmartRocks sensors are 3D-printed devices, similar to real stones, 
equipped internally with a triaxial accelerometer, gyroscope and magnetometer 
capable of recording the translation, rotation and orientation of particles in nine 
degrees of freedom (Fig. 4c). The newest edition also contains sensors for temperature
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(a) (b) 

(c) 

Fig. 3 a BE protection module; b BE protection module with coupling material and protection 
cover; c BE sensor frame [6] 

(a) (b) 

(c) 

Fig. 4 a Self-powered wireless sensor [9]; b induction coil [10]; c smart rocks [11]
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and normal stress measurements. Successfully applied in granular layers, SmartRock 
sensors were also successfully adapted for AC layers [11].

Overall, the most used sensors for deflection measurements are LVDTs, 
geophones, and accelerometers. The MDDs are the most common device used to 
measure pavement layer deflections using LVDTs. It is installed inside the pave-
ment structure through a previous core and adequately anchored on the base and 
top. Accelerometers and geophones are simple and robust sensors used to measure 
accelerations and velocities, respectively, within the pavement. These sensors do not 
need fixed references and can be installed at any point of the pavement structure. 
They are more frequently used to measure pavement deflections when subjected to 
dynamic loads by integrating their signal. However, research is being developed to 
use this type of sensor for continuous measurements of displacements inside the 
pavement structure [12]. Deflection measurements on the pavement surface can also 
be performed with laser profilometers, often used in pavement monitoring at the 
network level. Rutting of pavement, as a long-term evaluation, can be easily and 
accurately assessed using this equipment. 

2.3 Assessment of Environmental Conditions 

The most important environmental conditions that significantly affect the behaviour 
of the pavement structure are moisture, frost depth, and temperature. 

Time Domain Reflectometry (TDR) could be used to predict moisture content 
in unbound layers of pavements [13]. The working principle of TDR involves the 
determination of electromagnetic pulse travel time along the rods of the TDR probes 
inserted into the tested material where moisture content is being investigated. The 
reflected signal carries information on the dielectric characteristics of the tested 
material. The contact between the rods and the tested material should be precise 
and permanent to allow reliable readings. Prior to installation, TDR probes should 
be calibrated in controlled conditions using the same material at various moisture 
contents. Different TDR probes have been developed over the years [14]. Figure 5a 
shows a TDR sensor composed of three-rod probes. 

Thermocouples are the most used instruments for temperature measurements in 
pavement layers. They are made of two different metal wires (commonly copper and 
constantan) connected together (generally by welding). The voltage at each junc-
tion is different and influenced by temperature. The sensitivity of a thermocouple 
depends on the type of metal. Thermocouples are often used in pavement instru-
mentation because they do not require an energy supply, are inexpensive and easy 
to install, and provide a quick response over a wide range of temperatures. Resis-
tance Temperature Detectors (RTD) are types of temperature resistors, consisting 
of a wire wrapped around a ceramic or glass core, capable of measuring temper-
atures in a range compatible with pavement construction and service conditions. 
Thermistors are another type of resistance thermometers also suitable for tempera-
ture measurements. These sensors are made from a semiconductor material sensitive
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a) TDR probe b) Thermistor 

Fig. 5 Sensors for pavement instrumentation: moisture content and temperature measurements 

to temperature fluctuation. Thermistors are inexpensive, easy to install, and accurate 
in a wide operating range of temperatures. Figure 5b shows a type of thermistors. 

Wireless micro-electromechanical sensors and other smart sensing devices are 
also used for real-time remote monitoring of moisture content and temperature [15]. 

3 Advances on Full-Scale Accelerated Pavement Testing 

Full-scale APT facilities allow, using specific wheel load conditions, for the evalua-
tion of the pavement response and performance under a controlled and accelerated 
accumulation of damage in a reduced time period. The APT, usually designed to 
study the performance of real pavements under accelerated heavy traffic, presents 
major advantages over simulated laboratory small-scale testing. Pavement construc-
tion and structure, boundaries, loading and other conditions that correspond to real 
conditions, are directly applied in APT sections. On the other hand, temperature and 
different degrees of moisture application can be controlled to meet test requirements. 
On the other hand, The Long-Term Pavement Performance (LTPP) focuses on eval-
uation of the in-service performance of pavements, combining typical traffic loads 
and environmental conditions affecting the pavement in a normal mode [16, 17]. 

The first APT experiment was the Detroit Circular Test Track built in 1909 and 
used to test different construction materials. A loading device was built to simulate 
“horse and wagon traffic of the day”. Since the early 1900s, other APT experiments 
were developed around the world allowing the evaluation and selection of proper 
pavement materials and designs, studying the effect of axle loading on flexible and 
rigid pavements performance, and developing of serviceability concepts, among other 
applications [18]. 

Nowadays, there are more than 40 APT facilities around the world. Some are 
located in Europe, namely in Spain, France, Germany, Switzerland, the Nether-
lands, United Kingdom, Romania, Slovakia, Finland, Sweden, and Norway. Other 
APT facilities exist in Canada, United States (U.S.), Brazil, South Africa, People’s
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Republic of China, South Korea, Japan, Australia, India, Saudi Arabia, and New 
Zealand [18, 19]. A selection of various types of APT facilities is presented in Table 
1. The APT facilities varied based on layout (circular or linear), indoors vs. outdoors, 
testing length, axle load, speed, and environmental control. 

Table 1 Examples of APT facilities around the world (adapted from [18, 19]) 

Country Brief description 

Australia The Australian ALF facility applies dual loads from 40 to 80 kN over a dual-tire/ 
single-wheel assembly to a 12 m test length, under a constant speed of 20 km/h. A 
specific aspect concerns the application of loads in one direction only and wander 
is 1.4 m. ALF facility is a transportable machine designed to be applied on 
in-service highways or on specially built test pavements 

Canada The IRRF test road is in northeast Edmonton, Alberta, and serves as the new 
access road to the Edmonton Waste Management Centre. The test road has two 
20-m-long monitoring sections approximately 100 m apart. Each of the sections 
are instrumented allowing to study the pavement response to traffic and 
environmental loading. Full-scale instrumentation of the IRRF with AC strain 
gauges, pressure cells, and soil compression gauges allows evaluating the 
pavement response submitted to heavy traffic 

Denmark The Danish Road-Testing Machine is a linear track facility which can test 
full-scale pavements under loads up to 65 kN at speeds up to 30 km/h. The 
pavement is built in a pit with temperature control between -10 ºC and + 30 ºC 

France The French largest circular test track in operation is near Nantes and has a 
four-arm rotating loading system, running two-wheel assemblies on an inner 
track, 30 m in diameter, and an outer track, 40 m in diameter. Loads from 40 to 
75 kN on a dual wheel can be applied at speeds of up to 105 km/h. Tandem axles 
of 280 kN at lower speeds and single wheel-loading can also be simulated 

Finland 
and 
Sweden 

Finland and Sweden have a joint APT program operating a Heavy Vehicle 
Simulator (HVS) Mark IV. The HVS–Nordic is a linear full-scale accelerated 
pavement testing machine that allows dual or single wheels with standard or 
wide-base tires. The lateral movement is ± 750 mm and the wheel load vary from 
20 to 110 kN, with speeds up to 15 km/h. This APT has a unique characteristic by 
being mobile with full temperature control and loading 

Spain Spain has a major APT facility near Madrid. The APT presents two straight 
sections of 75 m each joined by two circular arcs with a 25 m radius. The test 
sections are constructed with regular building equipment in a U-shaped concrete 
box, 8 m wide by 2.6 m deep, allowing the control of moisture content in the 
subgrade soil. Loads are applied by two guided bogies, which can be equipped 
with one-, two-, or three-wheel, single- or dual-tire half axles. The load is applied 
at speeds up to 60 km/h, by gravity, and applied axle loads are between 110 and 
150 kN. The operation of the two bogies and the monitoring of applied 
instrumentation is done in a control centre 

South Korea The HAPT is a linear test track, having a pavement testing length of 12.5 m, and a 
testing length of 9 m, at constant speed. The range of axle loading is 70–250 kN, 
with a lateral wander of 350 mm at maximum speed of 12 km/h. The 
environmental characteristics, air and pavement temperature, water table level and 
rainfall can be under control

(continued)
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Table 1 (continued)

Country Brief description 

USA The Advanced Transportation Research and Engineering Laboratory (ATREL) at 
the University of Illinois at Urbana-Champaign developed the Accelerated 
Transportation Loading System (ATLAS) to evaluate multiple transportation 
support systems. The wheel carriage of ATLAS can be fitted with single or dual 
wheels used for highway trucks, an aircraft wheel, or a single-axle rail bogie. The 
structural gantry is mounted on four crawler tracks to facilitate positioning of the 
device. The 40-m-long APT can test pavement sections up to 28-m-long. Loading 
can be unidirectional or bidirectional. ATLAS was recently upgraded to provide 
braking/acceleration, shear angle, and tandem loading capabilities 

Several studies have been and continue to be developed with different APT facil-
ities to evaluate pavements’ performance related to new and innovative materials 
and techniques. APT also contributes to the development and calibration of design 
methods, maintenance and rehabilitation techniques, effects of vehicle variables on 
pavement behaviour, and pavement performance [20–24]. 

Numerous studies have been conducted using APT. The Federal Highway 
Research Institute of Germany used APT to compare the structural performance of 
flexible pavements [21]. Strain gauges were used as pavement instrumentation and 
surface deflections were measured. Extensive APT programs were developed in the 
Western Cape province of South Africa. The APT program provided an accelerated 
assessment of major pavement structural behaviour. The results were linked to real 
pavement behaviour to enable outputs to be calibrated in pavement design [22]. The 
French APT facility used to evaluate the performance of different weight-in-motion 
sensors under a wide variety of loading conditions [23]. The Florida Department of 
Transportation used its HVS to evaluate the long-term rutting potential of Superpave 
AC mixtures and Styrene–Butadiene–Styrene (SBS)-modified AC mixtures, simu-
lating 20 years of traffic within a short period of time [24]. Recently, APT was used 
to investigate the impact of autonomous vehicles on transportation infrastructures 
[25]. The following are two case studies on utilizing APT. 

4 Case Studies 

4.1 Use of Recycled Aggregates for Pavement Unbound 
Granular Layers 

General Description. The SUPREMA research project (Sustainable Application 
of Construction and Demolition Recycled Materials in Road Infrastructures) was 
developed in Portugal between 2010 and 2014 by the National Laboratory for Civil 
Engineering (LNEC), in collaboration with the University of Lisbon (IST). The main
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goals of the project were to promote sustainable use of recycled materials and identify 
optimal corresponding technologies [26, 27]. 

The project focussed of the following: (1) assessment of the geomechanical and 
geoenvironmental characteristics of various recycled materials, considering their 
origin, sorting methodology and final composition; (2) comparison of unbound layers 
with and without recycled aggregate; (3) determination of pavement design parame-
ters when a recycled material is utilized; and (4) evaluation of the construction tech-
niques when considering the use of recycled materials in unbound granular layers, 
including base, subbase and subgrade [28]. 

Materials and Testing. Four recycled and virgin aggregates were selected for labora-
tory characterization and for the construction of the experimental pavement sections, 
namely (1) crushed mixed concrete, composed of a mixture of concrete and clay 
masonry units; (2) crushed reclaimed asphalt pavement (RAP); (3) milled RAP; 
and (4) crushed natural limestone aggregates (as control material). In the case of 
milled RAP, a mixture of RAP (30%) and crushed limestone (70%) was used [26]. 
The constituents of the recycled aggregates were evaluated according to EN 933–11 
[29]. The grain size distribution of the recycled materials was determined in accor-
dance with EN 933–1 [30]. Additional laboratory tests were performed to charac-
terize the chemical, geometrical, physical, and mechanical properties of the materials. 
Leaching tests were also performed on the materials to verify their compliance with 
the legal limits of acceptance of waste for disposal in landfills [26, 28, 31]. In situ 
tests were performed on instrumented experimental pavement test sections built with 
selected recycled and virgin aggregates, respectively [27, 32]. 

Construction and Instrumentation. After laboratory characterization of the mate-
rials, full-scale pavement sections were constructed: 100-m-long and 6-m-wide. The 
sections were constructed at a new industrial park dedicated to recycling activities, 
involving waste from diverse origins, and including construction and demolition 
materials [31]. 

The pavement structures of the sections comprised of unbound granular material 
(UGM) base layers, composed of recycled and virgin aggregates, at 0.30-m-thick 
average, and hot-mix asphalt (HMA) wearing course at 0.07-m-thick average (has 
asphalt binder AC 20 at a pen 50/70). Four sections – T1 to T4—were constructed with 
the geometry presented in Fig. 6 and composed of the following materials: crushed 
RAP (T1), crushed mixed concrete (T2), crushed virgin aggregates (T3), and milled 
RAP (T4). The UGM base layer was constructed in two lifts: 0.18 and 0.12 m. Each 
test section had length of 25 m [32]. The same construction procedure was applied 
to all sections. Density and moisture content measurements were conducted during 
the preparation of the subgrade and the construction of UGM. The quality control of 
the compaction was based on modified Proctor test. 

The instrumentation of the four full-scale test sections (T1 to T4) was carried 
out during the construction. Instruments were installed in the UGM layer and the 
HMA layer. Each experimental test section was instrumented in two zones 1 and 2 
as illustrated in Fig. 7 [28]. The position of all the sensors was referenced using GPS 
coordinates.
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(a) Plan view (b) Cross-section AA’ 

Fig. 6 a Plan view and b cross-section AA’ of the experimental test sections [27, 28] 

Fig. 7 Instrumentation layout [26, 32] 

The following instruments were used: strain gauges in the HMA layer and 
subgrade soil, pressure cells in the subgrade, and thermistors in the HMA layer 
for temperature measurements. Figure 7 displays the details of the instrumentation 
of the two subsections: vertical strain gauges (LVDTs) and pressure cells on top of 
the subgrade, and horizontal strain gauges at the bottom of the HMA layer. The hori-
zontal strain gauges were placed in the wheel paths of the traffic at the bottom of the 
HMA wearing course (Fig. 6b). The central position was considered as a reference. 
The strain gauges were manufactured at LNEC and they are composed of a slender 
element of araldite, and the strain gauge fixed inlaid (sensitive element) [32]. 

Figure 8 illustrates some of the construction activities. Figure 8a shows  the  
spreading of the UGM over the sensors in the subgrade. Figure 8b illustrates the 
installation of thermistors inside the HMA layer. Figure 8c shows the final constructed 
test sections after the construction and compaction of the wearing course HMA layer. 

Pavement Monitoring. The responses of the test sections’ instruments due to Falling 
Weight Deflectometer (FWD) loading were monitored. A load impact of 30 kN was 
applied on a circular plate with a 0.45-m-diameter. The deflections were measured 
through geophones located at the following distances from the centre of the circular 
plate: 0, 0.30, 0.45, 0.60, 0.90, 1.20, 1.50, 1.80 and 2.10 m. During loading, the HMA 
layer’s temperature was measured by the thermistors.
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(a) (b) (c) 

Fig. 8 Instrumentation and construction of the full-scale experimental sections [32] 

Three sets of FWD measurements were performed during the construction phase 
of the full-scale test sections: on subgrade, UGM base layer, and HMA layer. The 
first set of FWD tests allowed the evaluation of the subgrade stiffness. This approach 
allows better estimation of the layer moduli. 

Performance Evaluation. FWD tests were carried out during and after the construc-
tion of the pavement sections. The backcalculation analyses of FWD results in conju-
gation with instrumentation responses allows validation of the bearing capacity of the 
recycled materials used in the test sections [27, 32]. Figure 9 presents the resilient 
modulus of the subgrade, and UGM and HMA layers. The resilient moduli were

(a) Subgrade (b) HMA layer 

(c) UGM Layer 

Fig. 9 Resilient moduli backcalculated from FWD tests
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backcalculated for each test section (T1 to T4) from the FWD results in the fall 
(September 2012) and spring (April 2013). It was evident that recycled aggregates 
behaved different than virgin aggregates. Nevertheless, all test sections with recycled 
materials demonstrated acceptable performance.

In addition to the structural assessment of the pavement sections, the environ-
mental impact was evaluated to control potential contamination of surface water, 
groundwater, and soil due to the use of recycled materials. The leachability of the 
recycled and virgin materials was studied in the laboratory using batch tests, in accor-
dance with EN 12,457–4 [33]. Field-leaching tests (lysimeter tests) were carried out 
over a period of seven years; and the results were satisfactory [26–28]. 

4.2 Utilization of Quarry By-Products in Pavement 
Foundation Layers 

General Description. Quarry by-products (QB), or quarry fines, are by-product 
materials produced at rock production sites during blasting, crushing, screening, and 
washing operations. QB materials typically comprise particles smaller than 6 mm in 
size, and are mostly a mixture of coarse-, medium-, and fine-grained sand particles 
with a small fraction of silts and clays. QB can exist in three distinct types: screenings, 
pond fines, and baghouse fines [34]. During the crushing stages, QB are generally 
carried out in three stages, i.e. primary, secondary, and tertiary crushing. 

Over the years, billions of tons of QB were generated worldwide. In the U.S. 
alone, more than 4 billion tons of QB accumulated from more than 3000 operating 
quarries in 2013. The importance of utilizing aggregate QB in pavement applications 
thus stems from the vast quantities that are produced annually and are underutilized. 
In addition, QB stockpiling and disposal represent is a serious issue for the aggregate 
industry; they interfere with quarry operations [35, 36]. 

Research efforts at the Illinois Center for Transportation (ICT) in the U.S. focused 
on evaluating sustainable applications of QB or blends of QB with marginal and recy-
cled aggregate materials in pavements. Applications include unbound or chemically-
stabilized pavement subgrade and subbase and base layers. A laboratory study was 
conducted to characterize the engineering properties of QB fines produced from 
different crushing stages. QB were collected from four quarries in Illinois [36], and 
index tests were conducted to determine grain size distribution, morphological shape 
properties, and mineralogy for each sample and crushing stage. 

Further, unconfined compressive strength (UCS) tests were conducted on the 
virgin QB fines and on QB stabilized with 2% Type I Portland cement or 10% Class 
C fly ash  [36]. The study concluded that QB collected from different sources and 
crushing stages had different properties such as aggregate gradation, shape, texture, 
angularity, and mineralogy. Virgin QB samples had a low compressive strength (less 
than 76 kPa), while the UCS of the stabilized QB samples was 10–30 times greater. 
Lastly, a packing study to aid the construction of subgrade improvement layers with
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large primary crushed rocks (up to 152 mm top size) and QB materials filling the 
inherent void structure was conducted. A packing box with 0.61 by 0.61 by 0.53 m 
was used to understand packing, optimize QB content and mixing ratios, investigate 
proper compaction techniques, and study QB percolation by gravity [37]. 

Ultimately, the promising QB applications studied in the laboratory were used to 
construct full-scale pavement test sections for further performance evaluation under 
heavy loading using APT. Sixteen sections—four construction platforms and 12 
flexible pavements—were evaluated with the Accelerated Transportation Loading 
Assembly (ATLAS) at ICT for rutting and fatigue performance. 

University of Illinois ATLAS. ATLAS (Fig. 10a) is a linear APT system, 37.8 m 
long, with a 25.9 m loading length and a 19.8 m span of constant wheel velocity. 
Concerning ATLAS’ features, it has a wheel carriage that can accommodate a single 
or dual-wheel tire, an aircraft tire, or a single-axle rail bogey (Fig. 10b). Heavy 
loads up to 356 kN can be applied through a hydraulic ram attached to the wheel 
carriage. The carriage can travel at speeds up to 16 km/h in the constant loading 
length. Further, the wheel carriage can wander up to 0.9 m laterally to simulate 
real traffic patterns. Pavements under ATLAS can be loaded either in unidirectional 
or bidirectional modes. When temperature control is critical, aluminium panels are 
attached around ATLAS (Fig. 10c) and heater elements are used to control and

(a) Accelerated Transportation Loading Assembly (ATLAS) 

(b) ATLAS wheel carriage (c) Insulation panels (d) Heater elements 

Fig. 10 Some features of ATLAS accelerated pavement tester
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maintain constant temperatures (Fig. 10d). Recently, the system went through major 
modification to include braking/acceleration, torque force, turning force, and tandem 
loading capabilities.

Applications for Quarry By-Products. The QB applications studied included both 
unbound and chemically-stabilized pavement subsurface/foundation layers. Details 
for the 16 test sections are presented in Table 2. The QB pavement applications can 
be divided into five main categories:

• Using QB for filling voids between large stones as aggregate subgrade on soft 
subgrade soils.

• Increased fines content (i.e., 15% QB fines passing No. 200 sieve) in dense-graded 
aggregate subbase over soft subgrade soils.

• Using QB as a cement- or fly ash-treated subbase (e.g., in inverted pavements).
• Using QB as a cement- or fly ash-treated base material.
• For base course application, blending QB with coarse aggregate fractions of recy-

cled materials and stabilizing the blends with 3% cement or 10% class C fly 
ash. 

Instrumentation and Testing Program. The following is a summary of the testing 
program to assess the performance of the constructed QB applications [38–41]:

• Quality assurance and quality control (QA/QC) during and after construction. 
Tests included Dynamic Cone Penetration (DCP) testing to check subgrade 
strength and uniformity, layer modulus estimates using Geogauge® (Fig. 11a), 
Lightweight Deflectometer (Fig. 11b), and FWD, as well as layer density 
measurements using a nuclear gauge (Fig. 11c).

• Instrumentation: Soil pressure cells (Fig. 11d) were installed on top of the 
subgrade in four of the test sections; specifically, in the wheel path in sections 
C2S1, C2S4, C3S2, and C3S4. Eight Geokon® model 3500 soil pressure cells, 
with a 400 kPa range and a 230 mm diameter were installed. Thermocouple wires 
were also installed by drilling holes adjacent to the wheel path and installing them 
mounted on sticks at specified depths in the subgrade, mid-subbase height, mid-
base height and various depths in the HMA layer. The holes were filled with fine 
silica sand and sealed with a crack sealant material on the surface.

• Accelerated pavement testing: Each ‘Cell’, comprising four test sections, marked 
one location for ATLAS. Accordingly, Cells 1S, 1 N, 2 and Cell 3 were loaded 
separately. The testing of Cell 1S, having four construction platform sections, was 
completed first, followed by HMA-paved Cells 1 N, 2, then 3. A wide-base tire 
(455/55R22.5) was used to load the test sections. A constant unidirectional wheel 
load of 44.5 kN, a tire pressure of 760 kPa, and a constant speed of 8 km/h were 
assigned. Channelized wheel loading was applied with no wander considerations. 
Once Cells 2 and 3 received 100,000 passes, the wheel load and pressure were 
increased to 62.3 kN and 862 kPa, respectively, and additional 35,000 passes were 
applied to better differentiate rutting progression trends of the various sections.

• APT data collection: The performance trends of the test sections was monitored 
through periodic measurements of surface rutting. For construction platforms, the
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surface profile was measured using a customized rut measurement device, shown 
in Fig. 11e, consisting of slide callipers and a perforated channel with holes every 
50 mm. For HMA test sections, surface profiles were measured with the automated 
laser profiler shown in Fig. 11f. Every time ATLAS was stopped between runs, 
the wheel load deviator stress on top of the subgrade was measured with static 
wheel loading on top of the pressure cell locations. Sections were also inspected 
and mapped regularly for the appearance and/or propagation of cracks. Data for 
air and pavement layer temperatures, and precipitation were logged on an hourly 
basis.

• Post-APT activities: Following APT, several forensic analysis tests were 
conducted to better understand and assess the performance trends of the studied 
applications. These include: (1) FWD testing (Fig. 11g) to track changes in deflec-
tions before and after ATLAS testing; (2) HMA coring, to obtain accurate wheel 
path HMA thicknesses; (3) DCP testing of the subgrade/subbase/base (Fig. 11h) 
to assess the strength profiles of the substructure layers; (4) partially flooded pave-
ment tests for the ASI test sections, to assess the effect of flooding on FWD deflec-
tions; (5) trenching of the test sections (Fig. 11i) to determine the as-constructed 
layer thicknesses and assess construction uniformity; and (6) extraction of intact 
chunks of stabilized QB bases/subbases (Fig. 11j) to saw-cut samples for UCS, 
and wet-dry and freeze- thaw durability testing. 

Selected Results from APT and Post-APT Stages. A few results from the APT study 
were selected and presented in this section [38–41]. Figure 12a presents a comparison 
of the average wheel path rut progression for the stabilized QB pavement section. 
Generally, a satisfactory performance was observed for all the chemically stabilized 
QB test sections, with the two sections stabilized with 10% class C fly ash (i.e., C2S3 
and C3S3) consistently accumulating higher surface rutting and rutting progression 
rates. Higher stress levels were applied in the QB base and subbase layers when the 
load levels were increased, thus accelerating the rut accumulation. A comparison of 
the stress levels on top of the subgrade is presented in Fig. 12b. 

The stiffer chemically-stabilized test sections consistently recorded lower pressure 
values on top of the subgrade compared to the control section; both at the original 
and increased ATLAS load levels. Clearly, the stiffer stabilized base materials are 
changing the mechanism of stress distribution in the pavement structure, resulting in 
reducing subgrade pressures and rutting potential. 

A unique feature of APT is the opportunity to collect data through core samples and 
trenching after the completion of the test. For example, DCP tests were conducted, 
at core locations, to compare the strength profile of the bound base and subbase 
layers and relate strength to surface rut accumulation. Figure 13a shows the surface 
rut accumulation after 40,000 passes plotted with the normalized DCP penetration 
rates. The strength profiles were found to correlate inversely with rutting progression. 
Stabilized samples were also extracted from the test sections and saw-cut to evaluate 
their wet-dry and freeze–thaw durability. Figure 13b summarizes results of wet-dry 
durability testing. Samples with cement-stabilized QB2 had significantly low soil– 
cement loss and slow rates of deterioration (2% or less average soil–cement loss
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Table 2 Descriptions of the constructed QB test sections 

Sample Name QB Field Application Description T 

Cell 1a 

C1S1 Aggregate Subgrade Improvement 
(ASI) 

Primary Crushed Rocks (PCR) 
blended with 25% QB1 by weight, 
constructed in two lifts using a 
vibratory roller compactor 

C1S2 ASI PCR with 16.7% QB1 by weight, 
constructed in one lift in a similar 
manner as C1S1 

C1S3 ASI Dense-graded CA 6 aggregates with 
15% plastic fines content (passing 
No. 200 sieve) with a Plasticity Index 
(PI) of 8 

C1S4 ASI Dense-graded CA 6 aggregates with 
15% nonplastic fines content (passing 
No. 200 sieve) 

Cell 2b 

C2S1 Base Material A blend of 70% QB2 and 30% 
FRAP+, stabilized with 3% cement 

C2S2 Base Material A blend of 70% QB2 and 30% 
FRCA++, stabilized with 3% cement 

C2S3 Base Material A blend of 70% QB2 and 30% FRAP, 
stabilized with 10% Class C fly ash 

C2S4 Base Material QB2 stabilized with 3% cement 

Cell 3b 

C3S1 Base Material QB3 stabilized with 3% cement 

C3S2 Subbase Material QB2 stabilized with 3% cement 

C3S3 Subbase Material QB2 stabilized with 10% Class C fly 
ash 

C3S4 NA Control section—Conventional 
aggregate base 

TQB1, QB2, and QB3 refer to QB from three different sources. QB1 and QB3 are limestone fines. 
QB2 comprise dolomite fines. 
aCell 1 studies aggregate subgrade improvement (ASI) applications of QB. In situ subgrade CBR is 
1%. Construction platform sections have 533 mm of ASI material topped with 76 mm of capping. 
Flexible pavement sections are further topped with 102 mm of HMA. 
bCells 2 and 3 study base and subbase applications of QB. In situ subgrade CBR is 6%. Sections 
have 305 mm of base; or 152 mm of base and subbase each; topped with 102 mm of HMA. 
+ FRAP = Fractionated Reclaimed Asphalt Pavements 
++ FRCA = Fractionated Recycled Concrete Aggregates
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a) b) c) 

d) e) f) 

g) h) 

i) j) 

Fig. 11 Pavement Testing Process: a Geogauge® testing, b lightweight deflectometer, c nuclear 
density gauge, d pressure cell installation, e rutting measurement in construction platforms, f rutting 
measurement in paved sections with a laser profiler, g FWD, h DCP testing through cores, i a cross  
section of an open trench in C2S1, and j saw-cut durability samples extracted from the field

after 12 cycles); indicating durable applications. On the other hand, fly ash–stabilized 
samples had significantly higher soil–cement losses and rates of deterioration. Shown 
also in Fig. 13b are the UCS results of field-extracted samples. The average UCS 
and wet-dry durability results are well correlated (coefficient of determination, R2 = 
0.852).
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Fig. 12 a Surface rut 
accumulations with traffic 
for test sections in Cells 2 
and 3, and b pressure cell 
readings on top of the 
subgrade for the 
instrumented test sections 

(a) 

(b) 

5 Final Remarks and Future Challenges 

This chapter provides a general overview of instrumentation and full-scale acceler-
ated pavement testing (APT) that provides basic understanding of pavement structural 
response, especially when new and innovative materials and techniques are applied. 

The main sensors used in pavement instrumentation were used to measure 
displacements, stresses, strains, and environmental conditions (moisture content and 
temperature). Optical fibre sensors and piezoelectric transducers were presented as 
promising technologies that could be evolved for long-term pavement sensing. 

The chapter presents the main characteristics of selected APT devices and their 
capabilities for research potential to assess effectively and efficiently the potential 
long-term performance of highway and airfield pavement systems under control
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Fig. 13 a DCP penetration 
rates into stabilized base and 
subbase layers, and b 
Wet-dry durability and 
unconfined compressive 
strength results for field 
samples (1 psi = 6.89 kPa) 

(a) 

(b) 

conditions within a short period of time. Two case studies are presented to illustrate 
the application of APT. The SUPREMA project (Portugal) was used to assess the 
geomechanical and geoenvironmental characteristics of recycled aggregates when 
used as unbound granular layers in pavements; and the Illinois Center for Trans-
portation (U.S.) was used to demonstrate the utilization of quarry fines in pavement 
subsurface/foundation layers. 

Smart sensing of pavement is expected to be adapted for continuous and long-term 
monitoring; especially when considering autonomy, robustness, long-term health 
monitoring, wireless communication, data acquisition, and cost. Recent research in 
the use of smart aggregate to quantify the layer stiffness characteristics or moduli of 
constructed aggregate layer is promising.
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The development of wireless sensor networks would significantly modify current 
pavement instrumentation and monitoring. The integration of low-cost and minia-
turized sensors in pavement network would support network pavement manage-
ment systems. The ease of data collection [e.g., by Radio Frequency (RF) and Blue-
tooth (BLE) technologies] could improve the rapid prediction of potential pavement 
distresses before they appear on the surface and provide the means for better planning 
of maintenance and rehabilitation actions. 
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Monitoring of Pavement Structural 
Characteristics 

Simona Fontul , José Neves , and Sandra Vieira Gomes 

Abstract Testing and monitoring of transport infrastructures are challenging tasks 
due to the increase in traffic intensity and load. Non-destructive tests are used for 
pavement diagnosis, most of them at traffic speed, in order to avoid interaction 
with users. With the development of new technologies and enhanced quality of data 
collected, a combination of different monitoring methods can be used to assess the 
pavement condition along its entire length. Equipment, able to collect significant 
amounts of data are used, such as traffic speed deflectometers, ground penetrating 
radar, laser 3D, remote sensing, digital cameras, etc. One of the challenges is the 
data processing, due to the significant amount collected, sensitivity to test condition 
and correlations between different tests. This chapter addresses the main equipment 
and testing methodologies available nowadays for structural evaluation and integrity 
detection. Traffic considerations are additionally covered, as they are responsible for 
the pavement loading. The knowledge about its magnitude and the way that they are 
transmitted from different vehicles configurations are also presented. Additionally, 
future trends for data integration, such as Building Information Modelling are referred 
herein, with some examples. In addition, approaches that are still at prototype phase, 
such as remote sensing detection of settlements are mentioned. The main challenges 
and future perspectives of continuous structural monitoring are referred herein. 
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1 Introduction 

The evaluation of pavements structural conditions plays an essential role in designing 
adequate maintenance and rehabilitation strategies at the project level and identifying 
sections with structural deficiencies at the network level. In addition to functional 
indicators (e.g., roughness, rutting, skid resistance, and cracking), structural moni-
toring can also be essential to Pavement Management Systems (PMS) to obtain a 
more accurate pavement assessment condition. 

The primary indicator of the structural condition is the bearing capacity of the 
pavement and subgrade. Since the first experiments on pavement deflection tests 
in the 1950s, significant efforts were made to develop non-destructive tests (NDT) 
adapted to structural monitoring. This chapter presents a literature review on deflec-
tometer tests, focusing on the latest advancements on high-speed deflectometers suit-
able for the continuous monitoring of structural pavement behaviour. These contin-
uous deflectometers are more representative of the traffic influence on the pavement 
response and more adapted to network-level evaluations. 

Another essential information for structural assessment is the pavement geometry 
and its characteristics, and their variation along the length. In the last decade, the 
Ground Penetrating Radar (GPR) has been increasingly used for pavement evalua-
tion. The main advantage of this test consists in performing measurements at traffic 
speed, continuously, without contact with the pavements and with the possibility of 
visualising the data during the measurement. Layer thickness, for both bonded and 
unbounded materials, is the main information obtained. The location of changes in 
pavement geometric structure are identified with precision. More recently, other pave-
ment characteristics such as bituminous mixture density variation, existing cracking, 
layer interface debonding, water trapped in granular layers and settlements of the 
subgrade can be located and diagnosed with confidence. The information obtained 
with GPR, together with loading tests performed with TSD are crucial information 
for the structural evaluation of pavements. 

Traffic considerations are not made nowadays during structural monitoring 
campaigns, only in case of design of new pavements and reinforcement. With the 
development of new technologies, it is possible to detect and track the traffic, mainly 
heavy load vehicles per pavement section. The influence of traffic into the structural 
behaviour of the pavement and the main factors that affect it, from overloading to 
tyre configuration and pressure, are presented herein. In addition, possible tools for 
traffic counting and identification are referred as opportunities for data integration 
with structural monitoring tests. In this way, a more realistic evaluation of pavement 
condition along its life cycle becomes possible. 

As future trends in structural monitoring, this chapter addresses two aspects that 
are promising for data processing and manipulation at network level: the integra-
tion between TST and GPR and the implementation of the monitoring results on 
Building Information Modelling (BIM). Some examples of pavement monitoring 
data implemented into BIM are also presented. Along with this chapter, the main 
challenges and possible future perspectives on structural monitoring of pavements
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are addressed. The previous chapter regarding the pavements’ instrumentation has 
described the most recent advances on sensors for deflection and load measurements 
that are very important in pavement structural monitoring. 

2 Continuous Load Testing 

The pavements’ structural monitoring has been currently assessed by traditional 
deflectometers, e.g., Benkelman beam and the Falling Weight Deflectometer (FWD). 

The FWD is the most widely NDT to assess the road and airfield structural condi-
tion in terms of the bearing capacity (Fig. 1a) [1]. It consists of measuring the 
pavement surface deflections generated by the impact of a falling mass by sensors 
(e.g., geophones) mounted along the circular loading plate’s centreline at various 
distances. Figure 2a shows a schematic representation of the FWD. The deflection 
basin corresponds to the pavement response’s vertical deformations due to the load 
test and can be related to pavement and subgrade stiffness through back-calculations 
procedures. 

The FWD can be performed according to standard test methods of ASTM D4694 
and ASTM D4695 [2, 3]. Since the first prototype created in France in the early 1960s, 
the FWD has been extensively studied and applied for decades. Significant expe-
rience in its use and back-calculations is available worldwide. Manufacturers have

Fig. 1 Deflectometers devices: a FWD [7]; b LWD; c RWD [4]; d TSD [8]



190 S. Fontul et al.

(b)(a) 

Falling mass 

Pavement 

Buffers Hydraulic jack 

Sensors 

Trailer 

Load cell 
Load plate 

Pavement 

Wheel load 

Beam 

Doppler laser sensors 

Fig. 2 Comparison of measuring principles of non-continuous and continuous deflectometers 
(adapted from [7, 9]): a FWD; b TSD 

provided different FWD versions with similar operating principles. The Light Weight 
Deflectometer (LWD) is a portable model producing a limited load test (Fig. 1b). 
It is commonly used for the in-situ quality control of unbound granular layers and 
subgrade soil. The Heavy Weight Deflectometer (HWD) can apply higher loads, 
and is more suitable for the monitoring of thicker runway pavements in airfield 
infrastructures.

The FWD provides at the test site the deflection basin generated by a dynamic load 
pulse and characterized by a haversine shape, which is essential to understand the 
pavement structural behaviour. However, the main disadvantage of FWD is related to 
being a non-continuous loading test unable to be performed at traffic speed. Efforts 
have been made to develop alternative techniques to assess the continuous monitoring 
of the structural pavement behaviour, more representative of the traffic conditions 
influence on the structural response of the pavement, and more adapted to network-
level evaluations. Also, continuous methods can detect singularities of the pavement, 
such as zones affected by section joints, cracks, and potholes. 

Advanced deflectometers were developed, focusing on continuous deflection 
profiles during the testing vehicle movement at traffic speed. These circumstances 
are more realistic both in terms of the traffic loads and the pavement and subgrade 
soil response. The continuous monitoring without disturbing the traffic flow and in a 
short period of time is also a significant advantage to enhance the testing productivity. 

Since the preliminary prototypes emerged in the 1990s in Europe and the USA, 
different continuous high-speed deflectometers have been in constant development. 
Currently, the Rolling Wheel Deflectometer (RWD) (Fig. 1c) and the Traffic Speed 
Deflectometer (TSD) (Fig. 1d) are the most worldwide investigated and applied 
devices, recognized as the most promising for pavement structural evaluation [4–6]. 
In general, these devices consist of large trucks or semi-trailers able to apply the load 
directly and measure the pavement’s deflections. 

Table 1 summarizes the literature review on RWD and TSD devices’ most essential 
characteristics, mostly related to the load and deflection measurements (type, location 
and accuracy) systems and the operational speed [4–6]. 

The Applied Research Associates, Inc. (ARA) has developed the Rolling Wheel 
Deflectometer for the Federal Highway Administration in the USA. The RWD uses
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Table 1 Characteristics of 
the continuous deflection 
devices [5, 11] 

Parameter Device 

RWD rolling 
weight 
deflectometer 

TSD traffic speed 
deflectometer 

Manufacturer Applies research 
associates, Inc. 
(ARA) 

Greenwood 
Engineering A/S 
(GE) 

Country USA Denmark 

Load system Single-axle; 
dual-tire 
80.068 kN 

Single-axle; 
Dual-tire 
48.930 kN 

Deflection system Distance laser 
sensors 
(deflection) 

Doppler laser 
sensors (deflection 
velocity) 

Deflection location Behind the load 
wheel 

Behind and in front 
of the load wheel 

Defection accuracy 0.0635 mm 0.1016 mm 

Operation speed 16–104 km/h 60–80 km/h 

distance laser sensors mounted behind the longitudinal centreline’s load wheel to 
directly measure the deflections produced by the dual-tire (80.068 kN) of a single 
axle. This device can operate at speeds ranging from 16 to 104 km/h [4]. 

In Denmark, the Greenwood Engineering A/S (GE) developed the Traffic Speed 
Deflectometer in collaboration with the Transport Research Laboratory and the 
Danish Road Institute. The TSD is equipped with Doppler laser sensors, mounted on 
the support beam located beneath the test vehicle and on the load midline, to measure 
pavement motion based on the Doppler effect principle. Load test is applied by the 
dual-tire (48.930 kN) of the rear right single axle. The operation speed of TSD is in 
the range of 60 km/h to 80 km/h. Figure 2b presents schematically the arrangement 
of the sensors in the rigid beam of the TSD. Since the first device appears in 2004, 
more TSD are actually operating in Australia, China, Denmark, Italy, Poland, South 
Africa, the USA, and United Kingdom [8]. 

The RWD and TSD devices use laser sensors to measure pavement surface deflec-
tions but according to distinct principles [1, 8, 10]. The RWD uses a spatial method-
ology based on distance laser sensors to evaluate the pavement surface profile. The 
deflection corresponds to the difference between the loaded and unloaded pavement 
surface. The TSD uses velocity-sensing lasers based on the Doppler principle to 
measure the instantaneous pavement deflection velocity. The Doppler lasers, installed 
at an angle from the vertical, measure the sensor’s horizontal speed (equal to the 
driving speed of the test vehicle) and the vertical deflection velocity. The deflection 
slope—the ratio of the vertical to the horizontal speeds—allows the mathematical 
calculation of the deflection basin of the pavement surface. 

The RWD and TSD collect and process data (load and deflections) in real-time by 
the acquisition system installed inside the test vehicle’s cabin. At traffic speed, the two
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devices can test large road network extensions per working day. Additional equipment 
can be installed simultaneously, like imaging systems and Ground Penetrating Radar. 
Both devices can synchronize the data collected by these complementary systems 
with structural behaviour analysis. 

Other continuous deflection devices were developed over time [6], although 
some prototypes need further validation to be implemented in current practice. The 
Rolling Dynamic Deflectometer (RDD), developed at the Center for Transportation 
Research of the University of Texas at Austin (USA), applies a vibrator load and uses 
accelerometers for pavement deflections measurements. The Road Deflection Tester 
(RDT), developed at the Swedish National Road and Transport Research Institute 
(VTI), consists of a moving truck equipped with laser sensors to measure pavement 
deflections. The Image-Based Deflection (IMD) was developed by LCPC (France), 
and this device uses a structured light pattern on the pavement surface. In the case 
of airfield infrastructures, the Airfield Rolling Weight Deflectometer (ARWD) was 
created especially for the US Air Force for the structural monitoring of runway pave-
ments. The Laser Dynamic Deflectometer (LDD), developed at the Transportation 
Research Center of Wuhan University, China, uses Doppler laser sensors but, unlike 
TSD, it is equipped with a gyroscope for measuring and compensating the vibration 
of the support beam and reducing the calibration time consuming [9]. 

The great current challenge on continuous structural monitoring is the balance 
between the high costs of the investments in high-speed deflection devices and the 
benefits they can bring to PMS implementation. Intensive research has been carried 
out on demonstrating the feasibility of the high-speed deflection devices for the 
continuous structural monitoring of road pavements at network level. In general, these 
studies use the FWD as a reference device to assess the accuracy and repeatability of 
the data and to understand the real capabilities of the continuous deflectometers [11, 
12]. Advanced studies are also being performed on more adapted back-calculation 
of high-speed deflectometer tests data to evaluate pavement bearing capacity [13]. 

3 Continuous Pavement Geometry and Characteristics 
Assessment 

Ground Penetrating Radar (GPR) represent an essential tool for pavement struc-
tural assessment as allows for continuous detection of the pavement layer interfaces 
through electro-magnetic waves (see Fig. 3) [1]. A detailed description of the method-
ology applied to pavement assessment and a comprehensive theoretical background 
is presented in [14, 15]. The Standard and technical guides that address the GPR 
application in pavements are: ASTM D6432 [16], ASTM D4748 [17], DMRB 7.3.2 
[18] and GS1601 [19]. 

There are several applications of GPR to road and airfield pavements evaluation, 
with different type of antennas. An extensive review of the main GPR application
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Fig. 3 Ground penetration radar: a Air coupled antennas; b measuring principle on pavements 

to flexible and rigid pavements evaluation is presented by Solla et al. [20] and are 
summarized in Table 2. 

The main characteristics of GPR equipment used for structural monitoring of 
pavements are briefly presented herein [1, 20]. Antennas, specifically developed for 
pavement monitoring, are functioning suspended at 40–50 cm above the pavement, 
allowing for measurements at traffic speed. Generally, they are horn antennas with 
frequencies are ranging between 1 and 2.5 GHz. These frequencies provide a high 
vertical resolution, of about 5–2 cm, while the depth penetration is between 1.2 and 
0.4 cm [1, 21, 22]. The measurement is continuous (usually a reading is taken every 
25 cm) and in this way, information regarding layer thickness is gathered and an 
accurate identification of changes in the pavement structure can be made. 

On one hand, the lower frequencies antennas enable the assessment of base and 
subbase layers, and subgrade [21–23] (see Fig.  4), and rebar detection in concrete 
pavements [24] (see Fig.  5). 

On the other hand, the high frequencies antennas enable detecting distresses 
in asphalt layers, such as cracking [25], layer debonding [26], density [27, 28] 
and concrete permittivity [29]. Generally, specific signal processing is required for
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Table 2 GPR application to pavement assessment, adapted from [20] 

GPR application Type of pavement and level of 
concept developmenta 

Flexible Rigid 

Layer thickness xxx xx 

Detection of cracks and voids in pavement xx x 

Quality control of asphalt (new pavements) xx 

Layers debonding x 

Rebar cover depth xx 

Rebar location xx 

Quality control of asphalt, (new pavements) xx 

Moisture and changes of water content detection xx x 

Detection of voids under the pavement xx x 

Subgrade settlements xxx 

a x—low …xxx—high 

Fig. 4 Subgrade settlement detection of flexible pavement with GPR, adapted from [21]: a test pit, 
b radargram, c interpretation 

detecting distresses and materials characteristics and condition, such as time and 
frequency domain processing [20, 27, 29, 30]. 

For structural monitoring, the main information needed from GPR is the layer 
thickness and changes in pavement structure along the road. This information is 
used together with load testing results for bearing capacity evaluation [1, 21, 31–33]. 
Its use enables a continuous view of pavement structure and a confident structural
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Fig. 5 Rebar detection on concrete reinforced runway with GPR [24] 

assessment. Bezina et al. [33] presents a spatial representation of GPR that enable a 
better visualization of the layer thickness. 

4 Integrated Approach of Continuous Monitoring 

The standard procedure for bearing capacity evaluation is to measure the deflections 
in a considerable number of points located along several lines parallel to the pavement 
axis and spaced in 50–200 m. The GPR tests are performed along the same test 
lines as the FWD. In this way, confident information of the pavement structure is 
obtained for each FWD test point. The combination of results from Falling Weight 
Deflectometer and Ground Penetrating Radar tests provide a major improvement to 
the quality of the results of pavement structural evaluation. Furthermore, the use of 
artificial intelligence, e.g., Artificial Neural Networks (ANN) is an interesting option 
for the back-calculation of layer moduli. In this way, it became possible to perform 
the interpretation of all FWD test results and consequently to evaluate the pavement 
structure in all FWD test points. For this purpose, the GPR results are processed 
in order to get an average value of layer thickness over a 5 m interval around each 
FWD test point [1, 21]. Due to the large amount of data involved in the process, an 
efficient tool is needed for the back calculation based on Artificial Intelligence (AI). 
The flowchart of the structural interpretation approach is presented in Fig. 6. The  
same approach can be used in case of TSD results combined with GPR. 

Despite being a recent technology, as already presented in Sect. 2, due to its 
continuous measurement, there are studies of TSD application together with GPR, 
in order to estimate the remaining life of the pavements. [34]. This represent an
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Fig. 6 Flowchart for 
pavement structural 
evaluation 

important step forward on the Pavement Management Systems, mainly at network 
level, as they are nowadays mainly based on surface distress. The combination of 
both monitoring techniques provides information on pavement layer mechanical 
properties, namely the elastic modulus. 

An example of this approach is presented herein [34]. The main inputs and 
processing steps used during remaining life estimation are: (1) Deflections (from 
TSD slopes); (2) Layer Thickness (GPR); (3) Layer Moduli calculation (steps 1 + 2 
using linear elastic program); (4) Effective Structural Number (2 + 3); (5) Required 
Structural Number for 20-year life (3 + ESALs 80 kN); (6) Required Overlay Thick-
ness (from 5); 7. Remaining Service Life (from 3, 4, and ESALs 80kN), where ESALs 
80kN is the predicted loading. An example of the results obtained on the Pilot Project 
on Idaho District, available via statewide geodatabase is presented in Fig. 7. 

Another integrated approach of continuous monitoring is performed by 
combining, loading tests (FWD), thickness measurement (GPR) and road surface 
profile, roughness (IRI), assessed continuously with laser profilometer [35, 36]. It 
is shown that this approach enables a better identification of subgrade condition, 
based in IRI data and therefore proper maintenance actions. In other words, as IRI 
indicates heterogeneous condition along the pavement, due to settlements caused by 
the lack of bearing capacity of subgrade, GPR can confirm the real cause of high 
unevenness (IRI), detecting these subgrade settlements. Based on GPR diagnostic, 
proper maintenance measures can be adopted addressing subgrade improvement and 
not only milling and overlaying processes.
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Fig. 7 Remaining life map (years) based on TDS and GPR monitoring tests. Adapted from [34] 

5 Traffic Considerations 

Traffic is responsible for the main forces exerted on the pavement, and therefore it is of 
high importance the knowledge its magnitude. A significant diversity of technologies 
is available to perform traffic volumes data collection, as described in another chapter, 
which focuses on intelligent traffic monitoring systems. However, the availability 
of this information is scarce, only being collected when needed and not generally 
collected in a systematic way for all the networks. Urban areas usually present a 
higher coverage, as these systems are commonly used for traffic management, for 
the purpose of reducing congestion. 

To overcome the lack of data, surrogate indicators are frequently used, as it is 
the vehicle fleet characterization, which allows to keep up to date the variation of 
the number and characteristics of heavy vehicles. Figure 8 presents an example the 
heavy vehicle percentage evolution in Portugal from 1975 to 2019. A clear reduction 
over time can be identified. 

An increased level of detail is also possible in terms, for instance, of the type of 
vehicle and number of axles, as presented in Fig. 9. This type of information may be 
used to improve the estimates about the loads that are induced in the road pavements. 

Nevertheless, the forces exerted in the pavement may be significantly increased 
if the vehicles run overloaded [37]. It is well known that overweight traffic can be 
one of the main sources of damage in road pavements. It reduces the pavement’s 
life expectancy and also increases the maintenance costs [38]. Other negative effects 
are related to road safety due to increased stopping distances and lower vehicle
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Fig. 8 Heavy vehicles percentage evolution in Portugal from 1975 to 2019 

Fig. 9 Evolution of heavy vehicles percentage in Portugal from 1998 to 2016 adapted from [INE— 
www.ine.pt, 37]: a by type of vehicle; b by number of axles 

maneuverability. Capacity may also be compromised due to the generally slower 
speeds of the overweight vehicles, particularly in hilly roads. 

Nevertheless, the forces exerted in the pavement may be significantly increased 
if the vehicles run overloaded [37]. It is well known that overweight traffic can be 
one of the main sources of damage in road pavements. It reduces the pavement’s 
life expectancy and also increases the maintenance costs [38]. Other negative effects 
are related to road safety due to increased stopping distances and lower vehicle 
maneuverability. Capacity may also be compromised due to the generally slower 
speeds of the overweight vehicles, particularly in hilly roads. 

Studies developed in South Africa concluded that legally loaded heavy vehicles 
causes a small amount of pavement damage (40%) when compared to overloaded 
heavy vehicles that cause approximately 60%, as shown in Fig. 10 [39]. 

A common way to collect information about overloading is through Weigh-in-
Motion (WIM) systems [40], which is an efficient system for evaluation the traffic 
composition and weight without interfering with the users and an important tool for

http://www.ine.pt
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Fig. 10 Damage Caused by Overloaded Vehicles [39] 

overweight control and potentially for enforcement as well. It is recommended that, 
in order to obtain useful data, a WIM network with a good coverage is required to 
provide effective results in the necessary enforcement [41]. 

To adequately design a pavement, adequate loading characteristics must be consid-
ered about the expected traffic it will encounter. In the majority of the approaches, 
this traffic is characterized by using [37]: 

(1) an estimate of the annual average daily truck traffic (AADTT); 
(2) an estimate of the annual truck traffic growth rate; 
(3) a truck factor (TF) which converts the mixed heavy-traffic stream into a number 

of equivalent single-axle loads (ESALs). This conversion requires equivalent 
single-axle load factors (EALFs) which represent the damage caused by the 
passage of the actual axle load relative to the damage caused by each pass of 
the ESAL on the pavement. 

These estimations are not constant either in time or in space: they vary by country 
and in time, and should be systematically reevaluated in order to get the best fitted 
estimates. 

Pavement design should be made for expected lifetime traffic loading, that is less 
biased with more fitted estimates. Heavy-traffic data is of course crucial information 
for pavement design, as they are responsible for the higher impacts on the pavement. 

Nevertheless, several factors affect the way that these loads are applied in the 
pavement: axle or wheel load, interaxial distance between wheels, the number of 
tyres in the wheel, tyre pressure, type of tyre and suspension and the vehicle speed. 

To evaluate the impact of the load transmitted by the wheel on the durability of 
the pavement, it is first necessary to determine the dependence of the deflection of 
the pavement, the relative strain or stress at bending of the layer, as well as the stress 
in the subgrade from this load. Then, the comparative impact of loads of different 
magnitudes on the durability of road pavement is determined based on the test results 
of road-building materials on fatigue at different values of stress or strain.
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Tensile stress or relative strain in the layers at bending, the deflection of the 
pavement, and the stress in the subgrade are related to the normal stress Q transmitted 
from the wheel to the pavement surface through the following equation [42]: 

σ, ε, ω ≈ c × Qα (1)

where 

σ stress; 
ε relative strain; 
ω pavement deflection; 
c coefficient that depends on the thickness of the pavement layers, the mechanical 

characteristics of the layers and the soil; 
α coefficient which varies between 0.5 and 1, since when the load on the wheel 

increases, the area through which it is transmitted usually also increases. 

The capacity to resist to fatigue damage is determined by testing the durability of 
material samples under laboratory conditions at controlled amplitude of stresses σ 
or strains ε. 

As previously mentioned, the tyre air pressure is also a factor that affects the 
way that loads are applied in the pavement. As the tyre pressure increases, the wheel 
treadprint area reduces, i.e. the load on the tyre surface becomes more concentrated— 
see Fig. 11. As a result, the stress in the road surface increases. 

As increasing air pressure in the tyres reduces their life-time costs [43], truck 
owners tend to do so, in order to reduce costs. However, this action may reduce until 
90% of rolling resistance of pneumatic tyres [44]. 

However, an increase in pressure has an adverse effect on the durability of the road 
surface. Tests performed in the University in Texas [45] revealed that an increase 
of air pressure in tyres from 0.517 MPa (normative pressure in the calculations of 
road pavements) to 0.862 MPa (actual air pressure in tyres of 85% trucks in Texas) 
leads to an increase in relative deformation at bending of asphalt concrete surface 
with thickness of 2.5 cm by 20–30%, and for surface thickness of 10 cm—by 10%. 
In addition, the paper notes that the generally accepted assumption of the uniform

Fig. 11 Treadprint area for different tyre pressure. Adapted from https://www.bridgestone.com. 
sg/en/tyre-clinic/tyre-talk/tyre-tread-wear-causes

https://www.bridgestone.com.sg/en/tyre-clinic/tyre-talk/tyre-tread-wear-causes
https://www.bridgestone.com.sg/en/tyre-clinic/tyre-talk/tyre-tread-wear-causes
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distribution of normal pressure over the tread print area leads to an underestimation 
of the relative deformation of the surface by about 2 times compared with its relative 
deformation in its actual non-equal distribution.

Sousa et al. [46] studied the influence of the suspension type of twin and triple 
axes on the road pavement durability, using the horizontal relative elongation in the 
pavement to obtain the influence of dynamic load on the service life. The authors 
found that the most unfavorable suspension type was the free-beam, while the most 
favorable was torsion bar suspension and cloverleaf suspension. It was also stressed 
that if modal frequencies caused by irregularities on the surface are close to the 
suspension’s natural frequency, the dynamic part of the load transmitted by the wheel 
to the road surface increases. 

Interaxial distance has also shown to have an impact on road surface in several 
studies performed by Radovsky [42]. His experiments showed that the impact curves 
of closely placed axes on road surface overlap interaxial distance between 2 and 
2.5 m. This overlapping is not symmetrical, which is explained by the viscoelastic 
properties of road construction materials and soil. 

This author also observed that the vertical stresses and displacements of the 
moving single axis wheel are greater than those in front of it. Therefore, when two 
equally loaded wheels follow in quick succession, the maximum vertical stress and 
movement under the rear wheel should be greater than that under the front wheel. 

Vertical movement and stress caused by the second and third (twin) axes overlap. 
However, the impact of the second axis wheels on stress and movement under the 
third axis wheels is greater than the impact of the third axis wheels on stress and 
movement under the second axis wheels, although the load on these wheels is equal. 

Axle loads are not the only factor that impacts road pavement: the number of axles 
and their position, and the number of wheels in the axle also have an influence. 

In case of dual tires being equally loaded, and the wheel tread print centers are at 
a normal distance of 32–38 cm from each other, the vertical stresses on the surface 
of foundation and subgrade are on average 20–25% less than in the case of a single 
tire (referred in [47]). 

The use of paired cylinders can distribute the wheel load on the surface of the 
pavement. This means that the permissible load on the axle with twin wheels can 
be increased by 40–50% compared to the permissible load on the axle with single 
wheels without impairing the road surface. 

It is not an easy task to consider an exact characterization of traffic into pavement 
design. This chapter briefly covered several aspects that should be considered to do 
so, namely: 

• an adequate characterization of the heavy vehicles within a country, in terms of 
the characteristics related to their weight and load distribution to the pavement; 

• quantification of the heavy vehicles traffic volumes that circulate within a road 
network, or at least in a specific road; 

• characterization of the magnitude of overloading vehicles problem in order to 
improve the knowledge about the effective loads that are being applied to the 
pavements of a specific road network;
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• adequate analysis of the way that loads are transmitted to the pavement, in order 
to improve the knowledge of the impact in their structure. 

The adequate consideration of all this information within pavement design should 
be made in a systematic way, to allow and updated consideration of all the factors 
and their evolution in time. 

6 Building Information Modelling Tool for Pavement 
Monitoring. Examples of Application 

Building Information Modelling (BIM) is a methodology that allows the represen-
tation of the structural and functional characteristics of a construction, including 
activities and other information. The main feature of BIM is the three-dimensional 
modelling system that includes the management, sharing and exchanging data across 
the entire life cycle of a structure, where each element or object has information of 
its physical data. [48, 49]. 

Due to its characteristics BIM seems to be a promising tool to integrate the contin-
uous structural monitoring, and to enable the immediate updating of pavement struc-
ture after each monitoring campaign. Nevertheless, studies are needed to enable the 
direct import of monitoring data into BIM. 

Several steps were done during the last years on applying BIM to transport 
infrastructures both in pavements and railways [50–53]. Some examples of these 
applications for roads and airfields are presented in Fig. 12. 

Studies were performed using monitoring data and construction information of in 
service pavements and airfields. Two examples of the studies developed are briefly 
exemplify: one on airfields and the other one on under rehabilitation pavement. The 
evaluation of the practical applicability of the BIM concept was studies based on its 
implementation to these case studies, in order analyse the mechanisms to frame the 
data for the establishment of a model of recording the information of the construction 
in a database structured by objects. 

The airfield study addressed an in service runway and several monitoring 
campaigns of structural and functional characteristics were implemented in a BIM 
model to test the methodology and to study its efficiency [52]. After constructing 
the pavement structural model in BIM, FWD data and the results of pavement struc-
tural characteristics, obtained through back calculation were implemented regarding 
three different monitoring campaigns performed in different years, before and after 
reinforcement. Some BIM outputs, represented in range of colours along the runway 
[53] are presented in Fig. 11, namely: (a) the Pavement Classification Number, a 
quantification of the bearing capacity, before (1998 and 2000) and after reinforce-
ment (2002); (b) presents the back calculated asphalt layer moduli before (1998) 
and 8–10 years after rehabilitation (2010 and 2012); (c) Fiction coefficient assessed 
by Grip Tester (surface characteristics) and (d) Texture depth assessed through sand 
patch method.
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Fig. 12 Examples of BIM application to pavement monitoring data of: a runway pavement [53] a 
PCN classification of runway pavements; b asphalt layers elasticity moduli; c friction coefficient; 
d texture depth and of a road loading tests [54] e overall pavement condition along the section, 
reflected by central deflection (D1) and f subgrade condition along the pavement, reflected by 
defection measured at 1.8 m from load centre (D7) 

Another study aimed to model a road pavement during rehabilitation. One of the 
tasks was to represent the structural characteristics of the pavement measured through 
load tests with Falling Weight Deflectometer [54]. Some BIM outputs are presented 
in Fig. 11, namely: (e) the central deflection D1, that reflects the general structural 
condition of the pavement and (f) the farther deflection D7, located at 1.8 m from 
the centre of the load plate, which reflects the stiffness of the subgrade. 

If updated regularly, the modelling of pavement structural characteristics in BIM 
provides a visual indicator of the pavement condition evolution in time, allowing for 
a better management and maintenance planning. For example, a precise condition of 
pavement structure and a thorough historic information of maintenance is becoming
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available in this way, at any time, representing valuable information for mainte-
nance and rehabilitation planning of the infrastructure. It is possible to save time and 
money using an updated database with information of the pavement real condition at 
any moment along its service life, easy to be accessed by several intervenient from 
engineers to road administration. 

7 Concluding Remarks and Future Perspectives 

Structural monitoring of roads and airfields is currently based on non-destructive 
testing. Deflectometers are the most suitable devices to assess the bearing capacity 
of the pavement and the subgrade soil. However, the most common and traditional 
Falling Weight Deflectometer test (FWD) is discrete and with some operating disad-
vantages in practice, e.g., low productivity, low safety, and traffic interruptions. 
In recent decades, advanced research and development are focused on continuous 
deflection profiles and moving loads, as they are the most critical in obtaining the 
complete and accurate response of pavement and traffic conditions. This chapter 
included a brief review of the common continuous load testing devices for struc-
tural monitoring at traffic speeds. The Traffic Speed Deflectometer (TSD) reveals 
to be the most promising high-speed deflectometer towards the pavement structural 
assessment at the network level. Since performing fast, accurate and continuous 
monitoring in safe operating conditions, TSD can complement pavement condition 
data to support Pavement Management Systems (PMS) and to make cost-effective 
maintenance and rehabilitation decisions. Future perspectives for continuous deflec-
tion measurement systems are mainly related to their accuracy, precision, calibra-
tion, and data back-calculation for assessing the pavement response under high-speed 
moving loads. Advanced high-speed deflectometers also enhances the integration of 
different systems related to pavement functional and structural conditions. 

Ground Penetrating Radar (GPR) is nowadays a consensual tool for continuous 
layer thickness assessment, at traffic speed. Additionally, several other important 
pavement characteristics for structural monitoring can be detected, such as settle-
ments, layers debonding and water presence. A brief description of GPR advantages 
is presented in this chapter. 

The main challenge for continuous structural monitoring is the data processing 
and integration, due to the significant volume of information gathered during tests. 
The main approach for loading and layer thickness joint interpretation is presented 
herein. Also, an example of an advanced methodology to calculate the pavement 
residual life based on TSD and GPR data is described. Other possible integrations 
for structural monitoring of FWD, GPR and IRI are also referred. 

The quantification of heavy vehicles traffic volumes, as responsible for the main 
forces exerted on the pavement, are also analysed. A significant diversity of tech-
nologies is available to perform data collection, but due to their high cost, they are 
not usually implemented in all the network, or being collected in a systematic way. 
Alternatives are presented that consider vehicle fleet characteristics. The specificity
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of the way the loads are transmitted from different vehicles configurations is also 
presented, as differences in the tyre pressure, suspension type or interaxial distance 
induce different impacts into the pavement. 

All these aspects are suitable to be integrated in an overall system that is constantly 
feed, creating a dynamic database suitable to be used by any infrastructure manager. 

The developments of Building Information Modelling (BIM) as a tool that can 
integrates the evaluation results in an updated pavement model is also addressed. The 
BIM model, automatically integrating the tests results can reflect the evolution of 
pavement condition along life cycle and can represent a base for performance indexes 
development and validation. Examples of structural monitoring data implemented in 
BIM are also given. 

Another future trend is the use of remote sensing to monitor settlements of pave-
ments and is useful as it is available free of costs by European satellites (Coper-
incus European Program). Several studies performed on pavement evaluation area 
have proven the efficiency of this approach, mainly on subsidence and road profile 
[21, 54–57]. 

The importance of advanced monitoring technology, integrated interpretation and 
modelling are highlighted as tools for pavement management systems, by providing 
a confident diagnosis of structural condition of existing pavements and enabling 
an economically efficient maintenance, that guarantee a proper behaviour of the 
pavement and an extended life cycle. 
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Intelligent Traffic Monitoring Systems 

Sandra Vieira Gomes 

Abstract Traffic management is gaining increasing importance in solving the major 
problem of traffic congestion present in many countries. Traditional techniques of 
RADAR, LIDAR and LASAR to address this problem are no longer an efficient 
solution, as they are time-consuming and expensive. In this modern age of growing 
technology and population, challenges are being over-come with several new ways 
to make the traffic system smarter, more reliable and robust, considering the overall 
interaction of all the traffic components: vehicles, drivers and pedestrians. These 
systems are largely supported on Intelligent Traffic System (ITS), and their applica-
tions are mostly dedicated to traffic monitoring based on video processing, vehicle 
detection and tracking. Intelligent surveillance systems may also employ computer 
vision and pattern recognition techniques. This chapter addresses these new solu-
tions that are being used for traffic management, their advantages and disadvantages, 
the challenges of their implementation, and most important, the ability to support 
traffic management systems in their pursue of solving critical problems of congested 
transportation networks. 

Keywords Intelligent traffic systems · Traffic management · Vehicle detection and 
tracking 

1 Introduction 

Traffic jams are an everyday problem in any metropolitan city. It may be in fact 
considered an ever growing phenomenon, associated with the rise of the standard of 
living, which induced an increasing trend in the number of vehicles at an exponential 
rate. 

This creates inevitable challenges for road networks which are not prepared for 
this level of complexity, not only in urban areas but also in rural areas; the capacity of 
the existing transportation networks reaches their maximum, causing severe traffic
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congestion. Additionally, road accidents and associated injuries are a direct conse-
quence of the uncontrolled traffic flow and speed, raising the need for solutions to 
this problem. 

The constructing of additional highways cannot be considered a feasible option, 
due to limited space often present in consolidated cities and their high cost of imple-
mentation, not only concerning the direct cost of construction, but also due to the 
provisions necessary to keep workers safe and to maintain traffic flowing during 
construction. 

To respond to this problem, a lot of research is being done to manage and improve 
traffic conditions, using vehicle’s detection and speed monitoring in favor. 

In this scope, Intelligent Traffic System (ITS) stand out with all its potentialities. 
ITS are those systems which integrate both advanced control systems and wireless 
communication technologies to provide innovative solutions [1]. In particular, they 
refer to information and communication technologies applied to transport infras-
tructure and vehicles, which improves transport outcomes such as transport safety, 
transport productivity, transport reliability, traveler choice, environmental perfor-
mance, among others [2]. They consider a closer interaction with all the components 
of a traffic including vehicles, drivers, and even pedestrians, to effectively mitigate 
traffic congestion. 

ITS are possible in very different technologies, from basic management systems 
such as car navigation; traffic signal control systems; container management systems; 
variable message signs; automatic number plate recognition or speed cameras to 
monitor applications; such as security Closed-Circuit Television systems; and to more 
advanced applications that integrate live data and feedback from a number of other 
sources, such as parking guidance and information systems; weather information, 
etc. [2]. 

Although the techniques may vary, they are all based on the collected data, which 
is then used to perform traffic analysis to improve the use and safety of the roadway 
system, either in the immediate, or for a future transportation need. 

Using vehicle classification in a traffic monitoring system presents several func-
tionalities, which allows an effective traffic operation and transportation planning: 

– To plan for pavement maintenance work, the use of the number of large trucks 
according to the bearing capacity of the highway is fundamental. 

– For safety purposes, these tools are also very useful, as the identification of the 
vehicle types in a particular area, or community, is of high relevance for the 
application of restriction policies, or road environment changes that improve the 
safety of a particular spot or group of users. 

– The geometric road design is calculated for the vehicle types that frequently utilize 
the roadway, and so, the use of specific information is of high importance. 

ITS developments can be manly desegregated according to two main aspects: the 
fundamental approach that is being used for performing the traffic analysis, and also 
technologies used to capture the relevant data.
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This chapter presents an overview of the solutions used for traffic management, 
either new or traditional, focusing on their advantages and disadvantages in solving 
critical problems of congested transportation networks. 

Section 2 presents an overview of the most relevant approaches for data analysis, 
whilst Sect. 3 concerns the ITS technologies. 

2 Fundamental Approaches for Traffic Data Analysis 

Data analysis within ITS can be performed through several approaches, namely the 
ones related to geographical information systems, artificial intelligence or graph 
theory. Each of this approaches are further detailed ahead [3]. 

2.1 Geographical Information Systems 

The integration of Geographical Information Systems (GIS) within transportation 
planning and operations has represented a valuable aid for its efficiency. Imple-
menting traffic models in GIS presents several advantages, namely the easy way of 
handling the data (like traffic network topology, traffic network data, zone data, and 
trip matrices), presenting the results and controlling their quality [4]. The robustness 
of GIS softwares are particularly useful for modeling purposes related to the anal-
ysis of planning options and for real-time vehicle dispatch and traffic control. The 
visualization tools available in GIS facilitates the information interpretation within 
traffic management systems [5]. 

Several researchers have embraced this field of study, with multiple applications 
of GIS, either stand-alone or combined with other technologies. 

The Department of Urban Studies and Planning of the Massachusetts Institute 
of Technology combined GIS and multimedia techniques to improve the interfaces 
of transport applications, including the development of prototypes for traffic control 
systems (referred in [6]). 

The North-American Federal Transit Administration, within its National Transit 
Geographic Information System (GIS), developed an inventory of transit operations 
on the country’s public transport routes, which is used to support decision-making 
in transport policies and planning (referred in [6]). 

Nielson et al. [4] have contributed to overcome the problem of complex topology 
required by traffic models in GIS with the identification of several applications used 
to automate the process of building a traffic network topology. 

Aldridge et al. [7] used GIS to analyze crashes on multilane roads, combining 
crash data, road data and traffic characteristics as a raster GIS plot on an aerial 
photograph. These authors also explored crash trends display, based on the attributes 
of individual crashes.
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Theophilus et al. [8] used Geospatial Technology to capture, store, retrieve, 
analyze and display data related to global positioning to facilitate location of vehicles 
and incidents on roads. 

Witzmann and Grössl [9] developed the tool VeGIS for the synchronization of 
data between traffic models and GIS. 

Barman et al. [10] developed a GIS urban traffic management system to handle 
the roads, landmarks, sensitive areas and traffic information, solving several traffic 
related problems. This system works with the detection of shortest path and retrieves 
the information to traffic centers that have to be alerted in different situations. 

2.2 Artificial Intelligence 

Artificial Intelligence (AI) is particularly useful for the processing of large amounts 
of data. If applied to traffic systems, it allows to process and analyze different data 
types, including images and videos. Through the use of computer vision techniques, 
it is possible to recognize objects in those images and videos (even the ones captured 
by traffic cameras), and categorize different types of users: cars, motorcycles. It 
can also count vehicles, and determine if a road is congested, and re-route traffic 
accordingly. With enough history data, traffic AI is able to detect patterns, increasing 
the understanding of the traffic system, enabling to differentiate between events that 
may cause congestion, such as a car accident or rush hour. Additionally, when traffic 
AI learns that rush hours happen at certain times, it can perform predictive analysis 
and use the data to improve traffic flow. 

Several AI techniques can be applied to different areas of transportation. The most 
common are Artificial Neural Networks—ANNs (computational models with several 
processing elements that receive inputs and deliver outputs based on their prede-
fined activation functions), Genetic Algorithms—GAs (randomized search algo-
rithms developed in an effort to imitate the mechanics of natural selection and natural 
genetics), Fuzzy Logic—FL (used to imitate human reasoning and cognition which 
considers 0 and 1 as extreme cases of truth but with various additional intermediate 
degrees of truth), and Expert Systems—ESs (is a computer system emulating the 
decision-making ability of a human expert, designed to solve complex problems by 
reasoning through bodies of knowledge, represented mainly as if–then rules rather 
than through conventional procedural code) [11]. 

Zhiyong [12] developed a traffic system that is able to react to traffic demand 
in real time with an updated time plan. The author summarizes the applications of 
intelligence methods such as fuzzy logic, neural networks, evolutionary algorithms 
and agent reinforcement learning to urban traffic signal control, and analyzes the 
superiority and inferiority of these methods in applications. 

Chu et al. [13] studied the adaptive trajectory tracking control for a remotely 
operated vehicle (ROV) with an unknown dynamic model and the unmeasured states.
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Charitha et al. [14] developed a tool, based on probe data, for estimating the travel 
time in signalized urban network. It is a self-learning tool, which used a Bayesian 
network for forecasting the travel time on a route along an arterial road. 

Li et al. [15] developed a tool to reduce the time that vehicles are stopped at 
intersections. The system receives the time range of arriving at the intersection from 
vehicle-to-infrastructure communication (V2I), and a genetic algorithm determines 
the time that each vehicle must be delayed to arrive at the intersection. This infor-
mation is then sent to each vehicle individually, allowing them to plan its own speed 
profile. 

Bartłomiej [16] evaluated road traffic control in an on-line simulation environ-
ment, which enabled the optimization of adaptive traffic control strategies. Perfor-
mance measures were computed using a fuzzy cellular traffic model, formulated as 
a hybrid system combining cellular automata and fuzzy calculus. 

Wen [17] used an expert system approach to propose a solution for the traffic 
congestion problem, using a framework for dynamic and automatic light control 
expert system combined with a simulation model. This simulation model was 
composed of six submodels which adopted interarrival time and interdeparture time 
to simulate the arrival and leaving number of cars on roads. 

Purohit et al. [18] used genetic algorithms implemented in MATLAB to optimize 
traffic signal timings. To represent the dynamic traffic conditions, a traffic emulator 
was developed in JAVA. The emulator conducts surveillance after fixed interval of 
time and sends the data to genetic algorithm, which then provides optimum green 
time extensions and optimizes signal timings in real time. 

2.3 Graph Theory 

The term graph in mathematics may have two different meanings [2]: 

– The graph of a function or the graph of a relation. 
– Related to “graph theory”: collection of “vertices” or “nodal” and “links” or 

“edges”. 

Graphs are used to model transportation scenarios. They offer a convenient means 
of handling the topological and associated information describing a road network. 
Graph theoretic techniques, associated with route optimization, such as the shortest 
path between network nodes and spanning trees, are able to provide solutions to the 
definition of the functional relevance of network road segments. 

To be applied, it is recurrent to define edges and nodes of a graph as components 
of the traffic system: the nodes represent crossings, bends or ends, and the edges as 
road parts in which algorithms like BFS or Dijkstra have been used to analyze road 
networks. This definition may be performed with the help of geospatial data. 

Graph Theory is being applied in a large number of studies, associating travel 
time optimization to traffic control systems, road network hierarchy definition, or 
traffic light setting, among others.
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Durgadevi et al. [2] used edge and vertex connectivity as graph theoretic tools 
to study the traffic control problem at intersections. The waiting time of the traffic 
participants can be minimized by controlling the edges of the edge connectivity 
(which represent the flow of traffic at an intersection), through the application of 
traffic sensors in the transportation network. 

Galin et al. [19] developed a method for generating hierarchical road networks 
based an original geometric graph generation algorithm grounded on a non Euclidean 
metric combined with a path merging algorithm that originates junctions between 
the different types of roads. The geometry of the highways, primary and secondary 
roads, as well as the interchanges and intersections, are automatically created from 
the graph structure through generic parameterized models. 

Shiuan-Wen et al. [20] used a graph model to represent the traffic network as the 
base to study the traffic light setting in order to minimize the total waiting time of 
vehicles. As an additional particularity, it is also mentioned that the authors also used 
Ant colony Optimization, Particle Swarm Optimization and Genetic Algorithms to 
obtain a near optimal solution. 

Oberoi et al. [21] developed a qualitative model, based on graph theory, to improve 
the knowledge about the spatial evolution of urban road traffic. The model included 
several real-world objects which affect the flow of traffic, and the spatial rela-
tions between them. The mathematical formalization of graphs at different levels 
of granularity was also considered. 

Khalil et al. [22] performed a dynamic modelling of a transportation system 
network based on a graph theory model. It took into consideration both static and 
dynamic aspects of the transportation system. The optimal path between two nodes 
can be found through an adaptive time estimation algorithm that takes into account 
the absolute positioning, relative speed and status indicators for each transportation 
system components (vehicles, road network, stations, amongst others). 

Head et al. [23] used a similar approach to the one found in project management 
techniques like CPM—Critical Path Method and PERT—Program Evaluation and 
Review Technique. They used precedence graphs on the analysis of a series of simple 
operational treatments at an intersection related to traffic signal timings. 

3 Traffic Monitoring Technologies 

ITS applications are mostly dedicated to traffic monitoring based on video processing, 
and to vehicle detection, tracking and classification. 

Under the scope of traffic monitoring based on video processing, technologies like 
Closed-Circuit Television—CCTV, Radio Frequency Identification—RFID, Global 
Positioning Systems—GPS, and Wireless Sensor Networks—WSN can be used for 
this purpose:
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3.1 Closed-Circuit Television 

Closed-circuit television (CCTV), commonly known as video surveillance cameras, 
are nowadays widely spread particularly in urban areas, and can be used for multiple 
purposes, one of them traffic monitoring. They are able to collect video images where 
manual observation can be difficult, problematic or unfeasible. By processing them, it 
is possible to extract useful information as speed, traffic composition, vehicle shapes, 
vehicle types, vehicle identification numbers and occurrences of traffic violations or 
road accidents. 

A typical CCTV system is composed by (see also Fig. 1) [24]: 

– Camera System: cameras to monitor specific areas and capture images, which 
can be analogue or digital (analogue cameras have lower resolution and storage 
limitations), automatic or non-automatic recording (the non-automatic recording 
cameras have no motion detectors to trigger recording and therefore spend more 
power and storage). 

– Reviewing Process: either images are just viewed in real-time or if they are 
recorded, they can be viewed later on, as long as storage is provided. 

– Central Controller: this involves the processing of captured images, which can be 
done manually or automatically with the use of computer hardware and software 
tools. 

Fig. 1 Main components and workflow in a traffic control CCTV system (adapted from [24])
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Fig. 2 Basic structure of an 
RFID system. Source TT 
Electronics—https://blog.tte 
lectronics.com/rfid-techno 
logy 

3.2 Radio Frequency Identification (RFID) 

Radio Frequency Identification systems (RFID) detects changes in the electromag-
netic field, which allows an automatic identification of a tag attached to an object. 
Two main components are necessary: a passive tag which collects energy from radio 
waves, and an active source reader that emits those waves (see also Fig. 2). If passive 
RFID tags are placed in every vehicle and active elements are installed in the road 
network, the location of any vehicle having a passive tag could be easily traced [25]. 
These authors established a real-time traffic management system with the use of 
RFID by deploying hardware at every possible junction in Delhi. Clear advantages 
were observed, particularly in the traffic jams reduction, and in the distributing of 
traffic to alternate paths, controlling therefore the level of traffic density in each 
location. 

Singh et al. [26] presented an approach of RFID technology for detecting a speed 
violation, which presented a better performance than other solutions (like Radar 
Based Technology, Laser Light System, Average speed computer System or Vision 
Based Systems) in bad weather or light condition. They also present better accuracy, 
lower cost, a wider range and a better focus. 

3.3 Global Positioning Systems (GPS) 

Global Positioning Systems—commonly referred as GPS, can also be used for the 
purpose of traffic management, as it provides efficient vehicles monitoring. Vehicle 
speed and direction of traffic flow can be collected and uploaded in Geographical 
Information System (GIS) environment. If made in real-time it can provide a clear 
picture of the traffic-state of every route in the network. The GPS has clearly indi-
cated the road sections where speeds are unacceptable and driver behavior is affected

https://blog.ttelectronics.com/rfid-technology
https://blog.ttelectronics.com/rfid-technology
https://blog.ttelectronics.com/rfid-technology
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giving transport planners the option to choose the desired speed management tech-
nique to improve the traffic system. Owusu et al. [27] studied the use of a GPS/GIS 
systems for traffic monitoring in urban areas of Ghana, stating clear advantages in 
the identification of road sections where speeds are high, information that can be 
used by transport planners within their speed management actions. 

3.4 Wireless Sensor Networks (WSN) 

Wireless Sensor Networks (WSN) consist on a net of small sensor nodes, commu-
nicating using wireless technology to collect data. The system is composed by low-
cost small vehicle detectors (powered by a battery and/or energy harvesting system) 
connected by a wireless network. They are easy to install and have proven to be quite 
accurate [28]. 

Pascale et al. [29] studied the application of a WSN-based traffic monitoring in 
California, USA. They stated that a higher-density of data collection can enhance 
the ability of modelling tools to reconstruct the spatial–temporal evolution of traffic 
flows. WSM sensors, installed in high numbers throughout the road network can 
therefore provide a comprehensive and high-resolution characterization of traffic 
dynamics. 

Application of WSM is also very common in traffic lights management. Khalil 
et al. [30] analyzed the application of a traffic flow control system using WSN to 
control the traffic flow sequences. WSN is used as a tool to instrument and control 
traffic signals, while an intelligent traffic controller coordinates the operation of the 
traffic infrastructure supported by the WSN. 

3.5 Vehicle Classification Systems 

Particularly in what concerns vehicle classification, it is possible to systematize 
the available systems usually categorized into three classes depending on where the 
system is deployed: in-roadway-based, over roadway-based, and side roadway-based 
systems [31], as presented in Fig. 3. 

Roadway-based vehicle classification systems. In the in-roadway-based vehicle 
classification systems, sensors are installed under the pavement of the road. This 
solution, although very common, has high costs for installation and maintenance, 
due to the fact that the pavement has to be cut to install the sensors. The cost 
increases significantly due to traffic disruption and lane closure to provide safety 
to road workers. Several types of sensors are available, which in general present a 
high accuracy because the sensors are close to the vehicles, which allows an effective 
capture of their presence and movement:
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Fig. 3 Overview of available vehicle classification systems (adapted from [31]) 

– piezoelectric sensors—the physical principle of this system is based on the 
conversion of kinetic energy into electrical energy and some materials possess 
this property and are called piezoelectric materials, such as some types of poly-
mers. The piezoelectric material consists of a crystal which produces a differential 
voltage when pressure is applied to its faces. The electrical signal produced by 
these sensors depends on the force applied, in this case the weight of the vehi-
cles. It is a very common solution, widely used for obtaining vehicle classifica-
tion. However, some common disadvantages are worth mentioning, like the ones 
related to pavement damage, high installation costs and a high rate of inaccurate 
motorcycle classification. 

– loop detectors—which consist on a coil of wire embedded in the road pavement, 
which work by detecting the change of inductance when a vehicle passes over it. 
At this point a time-variable signal is generated, which differs by class of vehicle in 
shape, amplitude, statistical parameters, duration, and frequency spectrum. These 
different indicators create a magnetic profile of the vehicle and is the basis of 
the vehicle classification data-processing algorithm. This system, although very 
common, presents a rather low accuracy, is low, and is not very easy to install, as 
it requires cutting the pavement [31]. 

– magnetometers—which consist on wireless magnetic sensor nodes glued on the 
pavement. The sensors send data via radio to the “access point” on the side of 
the road, which, by turn, sends it either to a Traffic Management Center or to a 
roadside controller. Vehicles are detected by measuring the change in the Earth’s
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magnetic field caused by the presence of a vehicle near the sensor. Vehicles’ 
classification is possible through the identification of the magnetic patterns [32]. 
For speed estimation two sensor nodes should be placed at a close distance. 

– vibration sensors capture vibration patterns induced by passing vehicles due to 
the low elasticity of road pavement that makes vibrations well localized in time 
and space—see Fig. 4 [31, 33]. 

In order to solve the challenges of the propagation of the waves, different 
systems were developed, mainly grouped in two types: (a) systems that use vibra-
tions to count the number of axles and measure their spacing, and (b) systems based 
on the analysis of seismic waveforms induced by passing vehicles for vehicle 
classification. 

– fiber Bragg grating sensors work by launching intense Argon-ion laser radiation 
into a Germania-doped fiber. The Bragg wavelength is formed due to reflected 
light from the periodic refraction change (see Fig. 5). A multiple sensors network 
is required to ensure the detection of all vehicles’ axles and speeds. The related 

Fig. 4 Example of a vibration sensor [33] 

Fig. 5 Operational principle of fiber Bragg grating sensors [34]
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accuracy of the system is dependent of numbers (at least two), locations (installed 
under the vehicle wheel path), and distances between sensors (between 2.1 and 
6.1 m—7 and 20 ft.) are the major factors influencing the accuracy of a sensor 
network [34].

Over-roadway-based systems. In the over-roadway-based systems, sensors are 
placed above the roadway, allowing to capture information from several lanes at 
the same time. They can be differentiated by: 

– Having a ground support, like the camera-based systems, which usually present 
a high classification accuracy. They are, however, affected by weather and lighting 
conditions. Privacy concerns also affect the choice of this solution, as people do 
not like to be exposed to cameras. To solve this issue, some systems adopt different 
types of sensors like infrared sensors and laser scanners [35]. The images that are 
captured go through advanced processing technologies for classifying multiple 
vehicles very quickly and accurately, and as so, a single camera is enough for 
classifying vehicles in multiple lanes—see Fig. 6. 

– Aerial devices without a ground support, like unmanned aerial vehicles (UAV) 
or satellites, which serve as fixing devices for cameras, allowing to cover wide 
areas, like an entire roadway segment [31]. The main issue about this wide cover 
relates the low image resolution. Due to this issue, many of them are only used for 
a limited number of vehicle types that are relatively easily distinguishable such 
as cars and trucks. 

Side roadway-based systems. In the side roadway-based systems the sensors are 
installed on a roadside, and as so there is no need for lane closure or construction. 
Some of the most common sensors used in these systems include:

Fig. 6 Example of an image processing system
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Fig. 7 Acceleration signal of a two-axle vehicle: a raw signal, b filtered signal [36]

– Magnetometers—already discussed in the in-roadway-based vehicle classifica-
tion systems, but also possible to install on the side of the road. 

– Accelerometers—which measure the vibrations of the pavement caused by the 
movement of the vehicle’s wheel. Figure 7 presents the acceleration signal of a 
two-axle vehicle. Time between peaks is inversely proportional to vehicle speed. 
If we know speed, axle spacing is equal to speed × time between the two peaks 
[36]. 

– Acoustic sensors that capture the acoustic sounds emitted by vehicles along the 
road. It is a nonintrusive technique where a microphone array collects the road-side 
acoustic signals. Then, lane positions are automatically detected by the built-in 
lane detection module. Vehicles’ detection creates a response curve which differs 
by vehicle type, allowing for their classification [37]. 

– Laser Infrared Detection and Ranging (LIDAR), which is a device that gener-
ates a light pulse from a LIDAR gun and registers the time taken by the pulse to 
travel to the moving object and return to the gun (reflection). This information is 
then used to determine the distance between a moving object and a LIDAR gun. 
Through a recursive process, it is also possible to calculate the speed of moving 
objects. In terms of price, LIDAR devices are considered to be very costly [31]. 

– RADAR, which is a device that bounces a radio signal back from a moving 
object and the receiver captures the reflected signal. Vehicle speed is calculated 
through the difference in frequency. It is rather expensive and presents a relevant 
susceptibility to target identification error, although in comparison with LIDAR, 
their sensors provide a less accurate representation of the vehicle. Additionally, 
radar sensors are less vulnerable to weather and light conditions than LIDAR [31]. 

– Infrared sensors are electronic gadgets used to detect the energy generated by 
vehicles, road surfaces or other objects, which is then converted into electrical 
signals that are sent to the processing unit. These Infrared sensors may be catego-
rized into Passive Infrared—PIR and Active Infrared—AIR. PIR detect vehicles 
based on emission or reflection of infrared radiation and allow to collect data
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from flow volume, vehicle presence and occupancy. AIR sensors use Light Emit-
ting Diodes (LED) or laser diodes to measure the reflection time and may be 
used to collect data on flow volume, speed, classification, vehicle presence, and 
traffic density. It can also quantify warmth of an object and recognize movement 
[31, 38]. 

– Wi-Fi transceivers are particularly useful for large-scale traffic monitoring 
systems due to their significantly low cost. Some limitations were identified, 
namely the simplified classification into cars and trucks, but its high accuracy of 
96% was stated as a very positive advantage [39]. However, it is possible to use 
the unique Wi-Fi Channel State Information (CSI) of passing vehicles to perform 
detection and classification of vehicles. Won et al. [40] used spatial and temporal 
correlations of CSI amplitude with a machine learning technique to classify vehi-
cles into five different types: motorcycles, passenger vehicles, SUV, pickup trucks, 
and large trucks.

4 Intelligent Traffic Systems 

Intelligent traffic systems can be defined as systems powered by the latest advance-
ments in computer, information and telecommunications technology supporting the 
acquisition and analysis of traffic information. Science is evolving at a high speed 
pace, and as so, technologies used today, may be obsolete tomorrow. Nevertheless, 
current technology, as presented in the previous chapters, is being used and combined 
with new approaches, creating new solutions for the everyday problems. 

This chapter presents recent Intelligent Traffic Systems examples created under 
the referred philosophy that take time into consideration: either by focusing on 
real-time information or a priori monitoring to prevent congestion or out normal 
events; or take space into consideration: collecting information outside the traffic 
system, as vehicle tracking solutions, or by opposing, the Vehicular Ad Hoc Networks 
(VANETs), installed within the vehicles themselves. 

4.1 Real Time Signal Control 

Real-time systems applied in the scope of traffic management collects information 
of the current situation through video surveillance or WSN and analyzes that using 
some approach to control and monitor traffic. 

Choudekar et al. [41] proposed a system for controlling traffic lights through 
image processing. Cameras installed in the traffic lights capture image sequences, 
which are then analyzed using digital image processing for vehicle detection, and 
according to traffic conditions on the road, support the traffic light control. 

Wenjie et al. [42] developed a vehicle detection method using the WSN tech-
nology which can monitor the vehicles dynamically. Additionally, a new signal
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control algorithm to control the state of the signal light in a road intersection was 
also developed. 

Jacob et al. [43] proposed a real time traffic lights system which involves calcu-
lating the density of traffic through a combination of ultrasonic sensors and image 
processing techniques. This information is processed and allows not only to control 
the traffic light indicators, but also to monitor traffic flow at periodic intervals. 

Rana et al. [44] used fuzzy logic techniques to develop a traffic advisory system 
to identify the threshold capacity of a road segment. This indicator is then used to 
suggest improvements for road segments. Additionally, the tendency of traffic flow 
at different junctions is estimated through a neural network. 

Sharma et al. [45] developed a smart traffic light system with sensors, microcon-
trollers, image processing hardware and cameras etc., to help to decide the timing 
of red and green light signal according to the traffic on each lane. Particularities of 
the system include assigning priority to important vehicles like Ambulances, Fire 
brigades and Police vans, GPS features allowing traffic information sharing through 
road users. 

4.2 Traffic Load Prediction and Computation 

Analysis using traffic load prediction can be considered a proactive action, as 
the network is monitored to prevent congestion or other abnormal events. Many 
researchers focus on the traffic management using load prediction and forecasting: 

– Tang et al. [46] proposed a deep learning-based Traffic Load (TL) prediction 
algorithm to forecast future TL and congestion in network; a deep learning-based 
partially channel assignment algorithm to intelligently allocate channels to each 
link in the SDN-IoT network. 

– Queen and Albers [47] monitored traffic flows in a network in order to improve 
traffic management efficiency. The real time data was provided by the induction 
loops planted on the road surfaces. The authors used a Bayesian graphical dynamic 
model called the Linear Multiregression Dynamic Model for forecasting traffic 
flow. 

– Haar and Theissing [48] studied the dynamics of passenger loads in multimodal 
transportation networks to mitigate the impact of perturbations. The authors used 
an approach based on a stochastic hybrid automaton model for a transport network 
that allows to compute how probabilistic load vectors are propagated through the 
transport network, and develop a computation strategy for forecasting the network 
load at a certain time in the future.
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4.3 Vehicle Tracking 

Vehicle tracking is also a very common technology, within ITS. Although it only 
involves images processing and tracking vehicles, several authors have published 
their work on this filed, with multiple improvements to overcome particular problems 
of this systems, like bad lighting conditions, or coverage and precision accuracy. 

Foresti and Snidaro [49] proposed a real-time traffic monitoring system for vehicle 
detection and tracking in bad illuminated scenarios, aiming to monitor the traffic flow, 
estimate the vehicle’s speed or determine the state of the traffic, and detect anomalous 
situations, like road accidents or stopped cars. 

Dangi et al. [50] presented a proposal to implement an intelligent traffic controller 
using real time image processing. Image sequences captured by a camera were 
analyzed using edge detection and object counting methods. Special attention was 
given to emergency vehicles, as in case of an emergency the lane is given priority 
over all the others. 

Harjoko et al. [51] used Haar Cascade Classifier method for vehicle detection and 
Optical Flow method for tracking and counting vehicles within a closed detection 
region, ensuring a complete coverage of all vehicles. 

4.4 Vehicle Routing Vehicular Ad-Hoc Networks (VANETs) 

Vehicular Ad Hoc Networks (VANETs) are technologies that integrate the capabil-
ities of wireless networks into vehicles. VANETs do not depend on a fixed infras-
tructure; instead, they use moving vehicles as nodes in a network to create a mobile 
network. The units are small, portable, and battery-powered, and they communicate 
among each other through radiofrequency signals, as long as they are close enough 
(approximately 100–300 m). As so, every car turns into a wireless router or nod, 
passing information from one vehicle to the others [52]. 

Several authors have dedicated their research to this technology, some of the most 
recent are presented ahead: 

– Bello-Salau et al. [53] focused their research on the design of a new route metric 
for VANET communication, considering several parameters such as the received 
signal strength; transmit power, frequency and the path loss. Additionally, they 
presented an improved genetic algorithm-based route optimization technique 
(IGAROT) for an improved routing and optimal routes identification, required 
to communicate road anomalies effectively between vehicles in VANETs. 

– Saravanan and Ganeshkumar [54] proposed a machine learning architecture using 
a deep reinforcement learning model to monitor and estimate the necessary 
data for the routing. A roadside unit was used to collect data which feeds the 
deep reinforcement learning process, allowing to predict the movement of the 
vehicle and propose routing paths. The application of deep reinforcement learning
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over VANETs yields increased network performance, which provides on-demand 
routing information. 

– Saha et al. [55] presented a detailed dissertation about wireless ad-hoc networks, 
not only VANETs, but also MANETs (Mobile Ad Hoc Network) and FANETs 
(Flying Ad-Hoc Networks) in what concerns their characteristics and protocol. 

5 Final Remarks 

Research and innovation within the scope of traffic monitoring has been growing at 
a high speed pace in the past decade. Thanks to recent advances in sensing, machine 
learning, and wireless communication technologies, the accuracy of these systems 
has improved greatly at a significantly reduced cost. 

Intelligent Traffic System are no exception, and the need to improve network 
management emphasizes the creation of new solutions which integrate both advanced 
control systems and wireless communication technologies. Their main focus relies 
in the traffic data collection, and its subsequent communication to a central controller 
which uses a specific approach for the data analysis that feeds the traffic management 
system. 

This chapter presented an overview of the current technologies adopted for the 
different aspects of these systems: either the approach used for the data analysis, or 
the technology used for the different components. 

In a near future, with the rapid development of vehicle-to-everything (V2X) tech-
nology, traffic monitoring systems accuracy will be significantly enhanced. Never-
theless, they will also face technical challenges, mainly related to the creation of reli-
able and secure data transmission, dynamic range adjustment, interference reduction, 
amongst others. 

Challenges related to all these technologies are diverse, but one crucial aspect is 
transversal to all: the interaction of all the components of a traffic including vehicles, 
drivers, and even pedestrians, to effectively mitigate traffic congestion is fundamental 
for an effective traffic management. 
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Testing and Monitoring in Railway 
Tracks 

Eduardo Fortunato and André Paixão 

Abstract Railway tracks may be perceived as simple physical structures, but in 
fact they entail a significant level of complexity as refers to the assessment and 
prediction of their transient and long-term behaviors. These mostly result from the 
intrinsic characteristics of their components and of the dynamic interaction with the 
successive passing trains at different speeds and with different loading characteris-
tics. The railway industry’s traditionally conservative approach to new technologies 
and the limited access, mostly for safety reasons, to related infrastructures some-
what hinder new developments and make it difficult to obtain further insight into 
the behavior of these structures. To overcome these limitations, advanced methods 
have been proposed for characterizing the materials that integrate the tracks and a 
few developments have been implemented in the monitoring of the structures under 
static and dynamic loading conditions. The information obtained has been essential 
to validate track models and to predict the transient response and the degradation 
behavior of the structures and their materials. This has promoted the introduction of 
new materials and construction methods with a view to improve the structural and 
environmental performances of railway infrastructures. The work presented herein 
provides an overview of current and advanced characterization and monitoring tech-
niques, which are exemplified by a few applications concerning both R&D and 
consulting initiatives. 
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1 Introduction 

The traditional railway track integrates both the superstructure (rails, sleepers, fasten-
ings, and ballast) and the substructure that includes the sub-ballast and the subgrade; 
the upper part of the latter is usually called the capping layer or form layer (Fig. 1). 
The functioning of these elements is relatively complex, leading to a non-linear 
behavior of the structure when subjected to loading and unloading cycles caused by 
the passage of vehicles [1, 2]. 

The rails accommodate the wheel loads and distribute these loads across the 
sleepers. They also guide the wheels in a lateral direction. The rails may also act as 
electrical conductors for the signal circuit and as electrical conductors in an electrified 
line. In ballasted tracks, the rails are held by sleepers that attenuate and distribute the 
forces transmitted by the rolling stock to the ballast. 

The sleepers also play an important role in the stability of the track, in its plane, 
because it is their own weight and the fact that they are embedded in the ballast that 
allows the track to withstand the lateral forces produced by the rolling stock and 
the forces associated with the thermal variation of long welded rails. Rail fastenings 
can be either rigid (typically for wooden sleepers) or flexible (for concrete sleepers) 
and are intended to ensure the correct positioning of the rails on the sleepers, by 
considering vertical, transverse, and longitudinal forces. The rail pads provide track 
resiliency, influencing its dynamic response, and reduce wear on sleepers. 

The ballast layer is one of the most important elements of conventional tracks and 
plays an important role in the economic efficiency and sustainability of railway trans-
port. The ballast layer—usually 20–40 cm thick—is composed of coarse hard rock 
particles of nearly uniform grain size distribution and its functions include the trans-
mission and dissipation of the cyclic loads imposed by the passing trains (transmitted 
from the rails to the sleepers) to the underlying layers, by simultaneously ensuring 
the horizontal position of the track and providing proper drainage. Throughout its life 
cycle, the ballast layer densifies, mainly due to particle breakage and subgrade soil 
pumping, under successive impact loads, maintenance actions and climatic effects 
[3, 4]. Plastic deformations [5] and differential settlements in the supporting layers 
lead to changes in the position of the rails, to track defects and wear of components, 
thus reducing the performance of this infrastructure and eventually leading to the 
need to perform maintenance interventions to reestablish rail geometry. 
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The methods for characterizing materials and for modeling and monitoring the 
behavior of the railway track have evolved, allowing to design, build and maintain 
these structures in a more appropriate manner. In this chapter, we provide an overview 
of some current and advanced characterization and monitoring techniques. 

2 Aspects of the Characterization of Materials 

2.1 Advances in Ballast Particle Morphology 

The natural aggregate for the ballast layer is one of the best controlled raw materials. 
Compressive particle-particle contact, particle-particle and particle-sleeper friction 
and imbrication are the major mechanical actions resulting from traffic and heavy 
maintenance interventions. Cubic shape, rough faces, and sharp edges favor imbrica-
tion, thus avoiding rolling or significant translational movements, resulting in higher 
layer stability and less contact forces between particles (by increasing contact points). 

To ensure that the material undergoes limited degradation and preserves its optimal 
morphological parameters throughout its lifecycle, some mechanical and geometric 
properties are usually required for ballast particles, which are defined in specific 
regulations, by considering well-established characterization procedures [6, 7]. 

Though extensively validated, some of these procedures have limitations. Tradi-
tionally, particle morphology is evaluated using several classification criteria and a 
variety of indices or descriptors have been proposed by different authors, which were 
mostly presented over the last century [8]. The most practical and basic approach 
consists of sieving the material, but this makes only possible to capture partial particle 
size. Maximum and minimum particle dimensions can be determined manually using 
calipers, but this method is slow, subjective [9] and prone to human error [10]. More-
over, these approaches are reductive of the 3D aspects of the particles, and do not take 
advantage of recent knowledge and current automated methods and of image analysis 
approaches to fully characterize these aggregates. These new procedures allow, for 
example, to carry out a thorough analysis of the wear of the particles, when they are 
subjected to mechanical actions. Furthermore, computational advances in hardware 
and simulation methods led to the development of discrete element numerical models 
of railway tracks that demand a deep knowledge of particle shape. When properly 
calibrated, these models can be used to analyze the effects of traffic and mechanical 
maintenance actions on particle shape evolution, layer stability and track dynamic 
behavior [11]. 

Three-dimensional scanning of natural objects such as ballast particles can be 
performed with sub-millimeter precision, resulting in 3D models with up to a few 
millions of vertices and facets. Various methods are available for particle scanning 
and morphology analysis [8]. Some of them are expensive, such as those related to 
the use of X-ray computed tomography (CT) images [12]; others are either based on
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2D particle morphology characterization or are only applicable to limited particle 
dimensions [13]. 

Delgado et al. [14] used the Aggregate Image Measurement System (AIMS) 
[15] (Fig. 2a) to quantify the sphericity, surface texture (roughness) and angularity 
of aggregate particles, based on the digital evaluation of a set of particles. They 
compared ballast particles with different nominal diameters (6.3, 11.2 and 22.4 mm) 
of inert steel aggregates for construction (ISAC) containing granite particles. The 
values obtained for particle sphericity and surface texture were similar in both mate-
rials. On the contrary, angularity was low in granite and was low/moderate to high 
in slag (Fig. 2b). This aspect can help explain the improved performance of slag 
particles when compared with that of granite aggregate, under the same loading 
conditions [16–18]. 

Several authors employed laser scanning to study ballast particle shape or to 
assemble particle libraries for Discrete Element Method simulations [19]. Jerónimo 
et al. [20] developed some studies with a portable laser scanner using a laser scanner 
that uses a laser emitter, 3 high definition cameras and 8 LEDs placed around the 
cameras (Fig. 3a). Image resolution was 0.05 mm and accuracy was at least 0.04 mm,

(a) (b) (c) 

Fig. 3 Laser scanning procedure: a portable laser scanner; b support pedestal and screen with 
reflective targets; c triangle mesh of the particle at 1 mm resolution [20]
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which made it suitable for small, complex-shaped ballast particles. The point cloud 
and the particle size were obtained with the aid of retroreflective targets placed on 
the object and/or the surrounding area (Fig. 3b). The targets were recognized by 
the scanner and a reference system was automatically generated. The cameras also 
detected ambient light reflected by the scanned surface and recorded color.

Based on digital models of a set of particles (Fig. 3c), it was possible to calcu-
late geometric parameters and their evolution in face of particle degradation during 
mechanical testing (Fig. 4). Laser scanning detects and quantifies particle wear and 
fragmentation in a way that is not possible with traditional methods, which can 
only quantify volume/mass loss and qualitative shape change. In that study more 
sophisticated analyses were explored, such as calculation of sphericity. 

Considering the capabilities of the photogrammetry and its recent advances, 
Paixão et al. [21] presented a cost-efficient photogrammetry method for 3D recon-
struction of ballast particles (Fig. 5), as an alternative to the significantly expensive 
laser scanning. They compared these approaches with the laser scanning method 
employed in the previous study, using the same set of granite ballast particles, and 
considering their condition after fragmentation and wear tests. The authors compared 
the laser scan and photogrammetry meshes of 18 digital particles. They obtained

Fig. 4 Digital determination of particle dimensions: a L (maximum); b S (smallest) 
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Fig. 5 Workflow: a setup of the photography session; b camera pose calculation, image matching 
and sparse reconstruction; c dense reconstruction; d generated mesh [21]
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digital models of equivalent or higher quality with photogrammetry, namely: (i) 
peak differences were below 1 mm; (ii) more than 50% of the surface area showed 
differences less than 0.1 mm; (iii) average standard deviation of the deviations was 
about 0.1 mm.

According to the results, the authors considered the performance of the 
photogrammetry as very good, allowing for advanced and automated particle geom-
etry analyses: sub-millimeter accuracy can be achieved using cheaper equipment and 
software. 

Other recent applications of close-range photogrammetry have evidenced the 
potential of this approach for low cost detailed 3D scanning of coarse aggregates 
[22]. 

Paixão and Fortunato [23] used this method to compare the abrasion evolution 
of a steel slag with a granite aggregate that fulfilled the requirements for ballast in 
Europe. An analysis was performed on the evolution of the morphology of aggregates, 
which included both conventional and advanced approaches, as well as a spherical 
harmonic analysis of a 3D digitalization of the particles obtained by close-range 
photogrammetry. 

Quantitative analyses were conducted on the abrasion and 3D morphology evolu-
tion of particles by micro-Deval testing. It should be noted that due to the phasing 
implemented in the micro-Deval test (0, 2000 and 14,000 revolutions), a total of 180 
digital models (30 particles from each aggregate, in 3 phases of the micro-Deval test) 
were constructed (averaging around 290,000 vertices and 580,000 faces), using a total 
of nearly 20 thousand captured images. To elucidate on the detail of the scans achieved 
with this method, on average, the density of the meshes was about 38 vertices/mm2. 
Due to the large number of manual measurements that would have to be performed 
on the 60 particles, for each of the three phases of the test, and to avoid the typical 
errors introduced in these types of measurements, an automated digital measuring 
tool was developed in MATLAB environment. Among other parameters, this tool 
makes it possible to determine the maximum, L, intermediate, I, and smallest, S, 
dimensions, volume, V, surface area, A, sphericity, ψ, and the flattening ratio, p = 
S/I, elongation ratio, q = I/L, degree of equancy, S/L, and Form index, F = p/q. 
Figure 6 presents an example of the automated analysis of a steel slag particle using 
this tool. 

This study demonstrated quantitatively that the slag particles were richer than the 
granite ones, in terms of angularity and surface texture, in all analyzed stages of the 
micro-Deval test. This was evidenced and quantified by the morphology indices that 
were calculated by both the spherical harmonic analysis and the 3D mesh analysis of 
the particle’s surfaces, as refers to surface curvature or asperity radius (Fig. 7). The 
initial morphology of the slag particles was more complex and irregular, and they 
retained these characteristics for longer than the granite during the abrasion test. 

Moreover, slag particles underwent similar or less surface wear, although they 
had more asperities, being hence more prone to abrasion, breaking and chipping of 
protruding edges and vertices. In particular, the 3D mesh analysis showed consis-
tently less surface wear in the slag aggregate than in the granite one, for different
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Fig. 6 Abrasion of a steel slag particle: initial (left) and final configuration (right) [23] 

Fig. 7 Example of curvature [1/mm] (left) and wear [mm] (right) on a slag particle [23]

ranges of surface curvatures. The granite ballast showed lower micro-Deval abra-
sion coefficients than the slag aggregate in both the dry and the wet procedures, 
which could imply that the granite had greater resistance to abrasion. However, the 
advanced morphological analyses showed that the particles of the two materials 
underwent similar abrasion, in terms of both mass and volume loss. This suggests 
that the micro-Deval abrasion test does not fully translate the abrasion mechanism 
of these aggregates and may be especially disadvantageous for the slag aggregate. 
Regarding the traditional morphologic characterization, the results were very similar 
for both materials, which suggests that traditional characterization methods may not 
be adequate for this type of in-depth analyses. Nevertheless, the characterization of 
the steel slag particles in a modified Zingg diagram [9] was more uniform and their
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evolution path was also shorter, meaning that the slag particles morphologic changes 
were smaller, which agrees with the results obtained with the more advanced methods. 
Since the results of this work indicate that slag particles provide better interlocking 
and show less or comparable surface wear, thus, in terms of particle morphology and 
resistance to abrasion, slag appears to be equally or better suited to the application in 
railway ballast layers. Considering that the shear strength and stability of the ballast 
layer increase with the angularity of its particles, these findings contribute to demon-
strate that steel slag can be a source of aggregate for railway ballast and may even 
achieve a higher level of mechanical and environmental performances, as previously 
mentioned.

In conclusion, the tasks that can benefit from this kind of methods are as follows: 
rigorous and replicable measurement of volume, surface area and roughness; quanti-
tative assessment of wear and fragmentation; production of digital particle libraries, 
which can be shared globally or used to create digital particles for discrete element 
simulations that are on the way to becoming a useful method for more accurate ballast 
simulation. 

2.2 Ballast Mechanical Behavior Under Cyclic Loading 

In general terms, there are two ways to analyze ballast behavior: by a micromechan-
ical approach, based on the physical and mechanical characteristics of the particles; 
and by a macromechanical approach that considers the behavior of the granular 
medium. In the latter case, compacted samples are characterized [17, 24, 25], or 
physical models are tested, in real or reduced scale, considering either some parts or 
the totality of the structure. Compared to in situ characterization methods, laboratory 
physical modelling has several advantages regarding repeatability and reproduction 
of different settings. However, some aspects that characterize the complex behavior 
of the track (e.g., the density of the ballast layer), are hardly adequately reproduced 
in laboratory, which may affect the validity of the results. 

On a physical model recently built at National Laboratory for Civil Engineering 
in Portugal it was possible to perform a few tests to evaluate accumulated settle-
ments over a relatively large number of load cycles of the ballast layer [5]. The tests 
comprised cyclic loading on one concrete monoblock sleeper embedded in ballast, 
with a conventional and modern track foundation, and an Iberian track gauge. A 
schematic view of the test and photos are shown in Fig. 8. Confining metallic walls 
were devised to minimize friction between the soils/aggregates and the walls. The 
subgrade and sub-ballast layers were heavily compacted during the construction 
phase using a compaction roller. The sub-ballast was compacted in sublayers of 
0.05 m. The ballast layer was compacted with both the compaction roller and the 
mobile Cobra TTe hammer.
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Fig. 8 Physical model: a scheme (front and lateral views); b test (front and lateral views) [5] 

The loading was transmitted from one hydraulic actuator to the sleeper by a 
spreader steel beam. The displacements were measured with LVDTs placed at posi-
tions 1–9, as shown in Fig. 8: positions 1–4 on the rails; positions 5–8 on the sleeper 
and position 9 is the base of the actuator. 

The simulated train loading was applied 5.5 × 105 times at a frequency of 1 Hz. 
The maximum load applied by the actuator was 100 kN, and the minimum load was 
4 kN to avoid impacts on the sleeper. Assuming a typical maximum wheelset to 
sleeper load transmission of 50%, the load of 100 kN corresponded to an axle load of 
approximately 19.6 tones. Following an initial phase of rapid settlement measured 
on the sleeper (average of the four measured positions), the permanent deformation 
rate decreased nearly to zero, a phenomenon referred to as shakedown [26]. The 
representation in a logarithmic scale, in Fig. 9, shows however that for N > 105 the 
settlements continue progressing at an approximate log-linear rate. A small bump 
can be observed on the settlements curve before cycle 1 × 105, which was caused 
by a short interruption in the test to replace the actuator.
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Fig. 9 Settlements measured on the sleeper [5] 

3 Railway Track Characterization and Monitoring 

3.1 Surface Wave Method in Testing the Railway Platform 

The Surface Wave Method (SWM), which is based on the propagation of elastic 
surface waves along the ground, is a powerful method to assess the stiffness of the 
medium in depth [27]. As a geophysical method, it relies on the propagation of seismic 
waves across the medium with very low strain values, typically below 10−5, making 
it possible to use the Linear Elasticity Theory to interpret the results. It allows fast 
and non-invasive testing, avoiding delays in the construction works and decreasing 
repairing costs in the tested locations; the equipment is compact, lightweight, and 
user-friendly. 

This method was adopted in a research performed during the renewal of a 
Portuguese railway line platform (Northern Line), in which minimum values of 
the deformation modulus at the top of capping and sub-ballast layers were specified 
[28]. In that work, two techniques were used, i.e. the Spectral Analysis of Surface 
Waves (SASW) and the Continuous Surface Waves (CSW) [29]. From among the 
equipment used, reference is made to the following: an electro-mechanical vibrator 
with a controlling unit (for the CSW method, capable of generating loads up to 
500 N); six 2 Hz geophones; a control unit for definition of parameters, for acquisi-
tion and analysis of load and geophones signals, as well as for data processing and 
data recording; hammers of different masses (for the SASW method); and a power 
generator. From the spectral records, the phase of the signal generated by the source 
in each geophone position was determined and the phase difference between the 
signals in each geophone and the coherence between signals was calculated. In the 
case of CSW, the minimum square method was used to determine the phase angle for 
each vibration frequency. Both the analysis and the processing of data regarding the 
SASW, as well as the inversion in the dispersion curve and the calculation of the vari-
ation of the shear modulus in depth, were performed with the software WINSASW 
2.0 [30]. 

Figure 10a, b show some aspects of the tests performed on both the old and 
the renewed railway platforms. Figure 10c presents the profiles of the deformation 
modulus obtained in one place with the SASW, ESASW  , during the phases of renewal
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Fig. 10 Aspects of the tests: a SASW on the old track; b CSW on the renewed platform; c ESASW  
in one place during the renewal; d ESASW  in some places in a newly built zone [28] 

of the railway platform. The depth presented refers to the bottom of sleepers, prior to 
old ballast removal. The following comments can be made: the variation in the ESASW  

is important, both in depth and between tests; following the old ballast removal, 
ESASW  values of about 140 MPa were measured from the surface, which are likely 
to correspond to a zone of higher compactness, due to rail traffic over the years; 
below and up to about 1.0–1.2 m depth, the average values of ESASW  ranged from 
100 to 130 MPa; between that depth and around 2 m, ESASW  ranged between 200 
and 230 MPa, reaching 100 MPa between this depth and above 3.5 m; the results 
obtained after excavation of a 0.35 m thickness seem to indicate that the consequent 
vertical stress reduction caused a decrease in the ESASW  , when compared with the 
values at the same depth before excavation, particularly up to about 1.5 m depth; 
after placing the 0.20 m thick capping layer of crushed limestone of well graded 
particle-size distribution, ESASW  increased to about 300 MPa in that layer; ESASW  in 
the sub-ballast layer (0.15 m) was about 300–350 MPa; the placement of that layer 
on the capping have increased the ESASW  of the latter to nearly 400 MPa. 

Figure 10d shows  the  ESASW  obtained in a stretch where the railway platform 
was built on a new embankment. The tests were performed on the sub-ballast when 
the average water content was 1.4%, measured at a depth of 0.15 m, in the capping 
layer. We can draw the following conclusions: at the surface, corresponding to the 
sub-ballast and capping layers, ESASW  ranged from 800 to 1200 MPa; at the upper 
part of the embankment, down to about 0.30 m below the aggregate layers, ESASW  

was 600–800 MPa; in the deeper layers, the values ranged from approximately 300– 
500 MPa. 

In view of these results, it can be concluded that the SWM methods allow to 
estimate the deformability of the layers of the railway track substructure.
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3.2 Evaluating Track Stiffness with a Light Weight 
Deflectometer 

The falling weight deflectometer (FWD) is a non-destructive test that is tradition-
ally used to perform stiffness assessment of road pavements. However, there are 
some reports of its use on railway tracks during substructure construction and on 
track under operation [31–33]. Paixão et al. [34] used the light falling weight deflec-
tometer (LWD), a portable version of FWD, on sleepers to assess sleeper support 
conditions. These tests were carried out as part of a study that aimed to assess the 
influence of Under Sleeper Pads (USP) [35] on the behavior of transition zones 
between earthworks and civil engineering structures. Tests were performed on two 
similar underpasses in reinforced concrete closed frames (UP1 and UP2), located at 
a new single track of the Portuguese railway network. At UP1, 44 sleepers with USP 
were installed, while UP2 consisted of a standard track. The design established the 
construction of transition zones in accordance with demanding design requirements, 
similar to those implemented in new European high-speed railway lines [36] to avoid 
poor track performance [37]. Relevant aspects of the transition zones at UP1 and UP2 
are presented in Fig. 11. The layers of the backfills were constructed with cement 
bound mixture (CBM) and unbound granular material (UGM). 

The LWD applied a load impulse of 15 kN on a 0.10 m diameter plate at the 
center of each sleeper (Fig. 12a). A good coherence of results was observed between 
tests performed on sleepers with similar support conditions. Figure 12b presents the 
average deflection (δs) measured at the center of the sleepers, along two transition 
zones to UP1 and UP2. It can be observed that the δs of the sleepers without USP is 
about 50–100 mm. At UP1, the use of USP has increased δs up to about 450 mm.
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Thus, it was found that the deflections of sleepers with USP were about 4–4.5 times 
higher than those obtained in sleepers without USP. At the transition between sleepers 
with and without USP, a variation in deflections is observed, denoting a transition in 
stiffness.

This unconventional procedure of using the LWD test at the center of the sleeper 
was found to be a very simple, straightforward, and effective procedure to swiftly 
assess track support conditions. Results indicate that an experienced operator can 
obtain good testing repeatability for several drops on the same sleeper. 

3.3 Receptance Tests on the Track 

Receptance tests are a very practical way to assess the dynamic behavior of the track 
[38]. The receptance tests that have been carried out by the authors consist of the 
excitation of the rail using an instrumented hammer, with input frequencies of up to 
450 Hz, and of the evaluation of the track response using accelerometers installed on 
the rail web and sleepers. Figure 13 presents an example of a sampled time recording 
of the measured load impulse, along with its frequency content and respective rail 
response. 

In order to characterize the dynamic behavior of the track across both transition 
zones described in 3.2, receptance tests were performed on specific sections identified 
in Fig. 11: S1 on open track; S2 and S3 on the UGM; S4 on the CBM; S5 on the 
vertical alignment of the box culvert walls; and S6 at mid-span of the box culvert. 

Figure 14 depicts the average receptance functions obtained in each section 
for frequencies between 25 and 450 Hz, corresponding to the range of impulse-
acceleration signal coherence above 0.95. In general, apart from the results obtained 
in sections with USP, no significant differences can be observed between other recep-
tance function curves along the transition zones. Regarding all sections, it is possible 
to identify a resonant frequency between 300 and 375 Hz, which corresponds to the
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Fig. 14 Receptance functions obtained in each section [34]

vibration of the rail on the rail pads. The variability in the resonant frequency of the 
rail may be due to the uneven preload of the fastening system along the track, which 
generally influences the stiffness of rail pads [39]. The presence of USP at UP1 leads 
to a shift in the resonant frequency peak: the frequency of about 325 Hz in S1 and 
S2 (without USP) is reduced to about 308 Hz in S3 to S6 (with USP). This reduction 
is followed by a slight increase in the amplitude of the receptance function peak. 
The full track resonant frequency peaks are also visible at frequencies around 70 Hz 
for the track with USP (S3 to S6 in UP1) and at about 90–110 Hz without USP (the 
remaining sections). Higher amplitudes of the full track resonant frequency peaks 
are identified in sections with USP, indicating an increase in the dynamic flexibility 
of the track provided by these elements. It is worth noting the increased amplitude 
of the receptance function in lower frequencies (f < 55 Hz) in the presence of USP,
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which denotes an increment of about 90% in the vertical flexibility of the track. 
The receptance curves in S3 (on the UGM) and S4 (on the CBM) are quite similar, 
within each transition zone. In S6, additional peaks were identified at 44 and 40 Hz, 
corresponding to the resonant frequencies of UP1 and UP2 box culverts.

The USP led to a reduction of about 18% in the full track resonant frequency 
and to an increase of about 50% in its receptance value. The rail resonant frequency 
peak was reduced by 5% and an increase of about 14% in the receptance value was 
observed. 

Considering the previous results, we can conclude that the receptance tests on the 
rail, performed at different positions along the transition zones, allowed assessing 
the dynamic flexibility of the track for different support conditions. In addition, these 
tests can contribute to the calibration of numerical models of the railway track [40]. 

3.4 Evaluating Track Stiffness with the Portancemètre 

Portancemètre is a non-destructive loading equipment that was initially developed 
to be used in earthworks [41]. It consists of a rolling vibrating wheel that makes it 
possible to perform continuous stiffness measurements and to obtain the respective 
values of the deformation modulus (EV2) [42]. For some years now, Portancemètre 
has been used to assess the deformability of embankment layers and railway track 
platforms [36, 43]. 

The Portancemètre has had some modifications so as to be used to assess track 
stiffness, measured continuously on the rail [44]. The static load of the equipment 
may vary between 70 and 120 kN and the maximum dynamic load amplitude may 
increase up to 70 kN. The stiffness can be measured by exciting the track with a 
frequency of up to 35 Hz. The method has good repeatability and good correlation 
with other methods. 

Figure 15 shows an on-site measurement and track stiffness at different excitation 
frequencies and a running speed of 6 km/h. There are relevant differences between
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Fig. 15 Portancemètre: a on-site measurement; b track stiffness values [44]
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the results obtained with 25 Hz and other excitation frequencies, which may be 
explained by the closeness to the resonance frequency of the track. The results of 10 
and 30 Hz excitations (probably lower and higher than the resonance frequency) are 
close to each other especially for low stiffness values.

Other methods have been developed for similar purposes. In any case, none of 
these methods are widely used [45]. 

3.5 Evaluating Track Support Conditions with the Ground 
Penetrating Radar 

By detecting variations in the electromagnetic properties of the medium, the Ground 
Penetrating Radar (GPR) nondestructive technique can provide valuable and almost 
continuous information on the track condition. Examples of its application include 
detecting different materials in depth and identifying the degradation of the physical 
and mechanical characteristics of the track, such as ballast pockets, fouled ballast, 
poor drainage, subgrade settlement and transition problems [3, 46, 47]. 

In the last few years, the development of new GPR systems with higher antenna 
frequencies, better data acquisition systems, more user-friendly software, and new 
algorithms for calculation of materials properties have been leading to a more gener-
alized use of GPR. As an example, Fig. 16 shows some results of the application 
of GPR on a railway track under renewal. The transition between the old and the 
renewed zones is clearly defined. As expected, the old section is more scattered and 
the interface between ballast and subgrade is not clear in some parts of the image, 
due to ballast fouling, whereas on the renewed section, a clearer identification is 
achieved and the two interfaces, between ballast and sub-ballast and sub-ballast and 
subgrade, are well revealed. 

In other cases, it was possible to relate defects in track geometry with the infor-
mation obtained with the GPR and to propose different rehabilitation techniques 
[48]. 

Fig. 16 GPR measurements on a transition between an old and a renewed track section (left) and 
on a renewed track section (right) [50]
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With a view to improve GPR data analyses by an appropriate interpretation, it is 
necessary to obtain reliable information on the dielectric properties of tested mate-
rials. These characteristics affect GPR signal propagation, reflection, and data resolu-
tion; therefore, it is important to study which factors influence the dielectric constants 
and in which degree. De Chiara et al. [49] performed laboratory tests to determine 
the dielectric properties of infrastructure materials (clean granite ballast; silt soils; 
fouled ballast, as a mixture of the first two) under different conditions, in terms of 
both water content and fouling level, with GPR antennas of 5 different frequencies 
(400, 500, 900, 1000 and 1800 MHz). Fouling condition and the water content signif-
icantly influenced the dielectric values of the materials (Figs. 17 and 18). It is also 
known that ballast of different types of rock has different dielectric constant values 
[50]. 

Recent works using data from GPR surveys of railway infrastructures also explore 
the possibility of analyzing the GPR signal in the frequency domain to obtain further 
information about the track condition. Fontul et al. [51] presented an approach to 
analyze the data in both time and frequency domains, with a view to identify changes 
along significant lengths of railway lines that can correspond to either known track 
singularities or track pathologies. 

The processing focuses on specific time intervals and frequency ranges of the 
signal that are more representative for identifying changes in the infrastructure. A

Fig. 17 Variation in the dielectric constant values of ballast with the fouling index (6–55), for the 
400 MHz IDS suspended antenna (left) and the 500 MHz GSSI antenna (right) [49] 

Fig. 18 Variation in the dielectric constant values of the soil with the water content [52]
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Fig. 19 Frequency domain analysis of GPR signal and correspondence with track events [51] 

tool was developed to process, compare, and visualize the GPR data that can be 
further integrated with track geometry data and aerial photography for a user-friendly 
interpretation. Figure 19 depicts an example of this approach using the GPR data 
obtained in a 5-km section with an inspection vehicle equipped with 400 MHz GPR 
antennas by IDS. The figure shows the difference in signal amplitudes, dZ, in a 
specific frequency interval (0.7 and 2.0 GHz), calculated using a short sliding window 
(10 m), against the signal amplitude calculated using a wider sliding window (200 m). 
The results show a clear correspondence with specific track events.

3.6 Monitoring Dynamic Track Behavior Under Railway 
Traffic 

Assessing the dynamic response of the railway track under passing trains is essential 
to understand its structural behavior and the evolution in its performance. 

Within the scope of some research projects, the authors have used monitoring 
systems, including several devices, to measure variables related with the behavior of 
the track [53, 54]. These systems included various types of transducers to measure: (i) 
wheel loads; (ii) vertical displacements of the rail; (iii) rail-sleeper relative displace-
ments (which are related to the deformation of the rail pad); (iv) vertical accelerations 
of the sleepers; (v) rail seat loads on the rail pads [55]. 

To estimate dynamic wheel loads and the reaction force at the rail seat portion 
of the sleeper, shear deformations on the rail can be measured between two sleepers 
(Fig. 20a). To compensate for any transversal eccentricity in the load applied by the 
train, at each measurement section of the rail, a pair of strain gauges was welded to 
each side of the web and connected to a full Wheatstone bridge. Each pair of strain 
gauges consisted of a shear rosette installed at the level of the neutral axis of the rail 
and with the respective sensitive patterns oriented + 45° and −45° with respect to 
the rail longitudinal axis. At the longitudinal surface passing through the neutral axis 
of the rail, a pure shear state is developed, and the above orientations correspond to 
principal directions. Thus, deformations along these directions are equal in magnitude
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(a) (b) (c) 

(d) (e) (f) 

Fig. 20 Example of measuring systems: a strain gauges; b LASER diode; c PSD; d LVDT; e 
piezoelectric accelerometer; f MEMS accelerometers [54] 

and opposite in sign (ε1 = −ε2 = ε) and shear strain is γ = 2ε. Absolute rail vertical 
displacements can be measured by optical systems based on a diode LASER module, 
mounted away from the track (Fig. 20b), and by a Position Sensitive Detector (PSD) 
module attached to a support fixed to the rail web (Fig. 20c). Using PSD transducers, 
it is possible to calculate rail displacements as trains pass by, measuring variations 
in the position of the LASER beam in the PSD. The vertical deformation of the rail 
pad can be assessed by a LVDT transducer placed between the rail and the sleeper 
(Fig. 20d). Vertical accelerations may be measured by piezoelectric accelerometers 
(Fig. 20e) and Micro Electro-Mechanical System accelerometers (MEMS) placed at 
the sleeper ends (Fig. 20f). In some studies, rail seat loads on the rail pads, using fiber 
optic sensors, are also measured. Typical and portable acquisition systems comprise 
a laptop computer, one or more acquisition units, as well as support units for the 
different types of transducers (Fig. 21). 

There are many other devices and systems for instrumenting sleepers, the ballast 
layer and the railway substructure [56–59]. The data obtained with all these systems 
have led to deepen the knowledge about the behavior of the track and have enabled 
the calibration of numerical models.
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Fig. 21 Schematic representation of the data acquisition system [55] 

4 On Board Monitoring with In-Service Railway Vehicles 

Railway infrastructure managers run dedicated inspection vehicles to monitor the 
geometric quality of the track (among other aspects), to detect irregularities and to 
ensure safe running conditions of railway lines, in accordance with specific regula-
tions [60]. The reconstruction of track geometry from track inspection cars is a well-
established procedure and these vehicles are currently manufactured on an industrial 
basis by a few suppliers [61]. Modern inspection cars integrate an inertial measure-
ment that uses the known measuring technique, by which the spatial position of a 
measuring sensor is determined by double integration of acceleration measurements 
[62]. Unfortunately, these inspections disturb the normal traffic operation, especially 
in networks with intensive traffic; are expensive and generally are carried out only 
a few times per year; and, consequently, do not provide a prompt identification of 
critical situations. Therefore, there is a need to develop alternative and expeditious 
methods to provide timely information on the performance and condition of the track, 
as implemented in recent years [63]. 

4.1 Non-dedicated Equipment 

Due to the increasing sensing capabilities and cost reduction of sensors for smart-
phones, significant developments have been achieved as regards the application of 
micro-electro-mechanical systems (MEMS) to monitor transport systems. Paixão
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Fig. 22 SDLL,D1+D2 and SDa,z, considering a sliding-window size of 200 m [64] 

et al. [64] presented an approach to use these technologies to perform continuous 
acceleration measurements on-board a passenger train with a smartphone. These 
measurements were analyzed and compared against the longitudinal level of the track 
geometry records and its degradation with time. That study also demonstrates further 
applicability of the approach to evaluate the structural performance of railway tracks, 
by assessing how different wavelengths and amplitudes of the geometric irregularities 
affect degradation, running safety, and ride comfort [65]. 

To demonstrate that the vertical accelerations measured inside the coach car 
are correlated to the longitudinal level of the track, Fig. 22 presents the stan-
dard deviation of the longitudinal level, SDLL,D1+D2, regarding wavelength ranges 
D1(3 < λ ≤ 25m) + D2(25 < λ ≤ 70m), and the standard deviation of the vertical 
accelerations, SDa,z, considering a sliding-window size of 200 m. The normalized 
cross-correlation (Corr − normy1,y2) and dynamic time warping distance (DTW-
norm dist) values [66, 67] between SDLL,D1+D2 and SDa,z are also indicated. The 
very good correlation between the variables is visible on an 11-km railway stretch. 

In order to justify the peak values of SDLL,D1+D2 and SDa,z, the authors analyzed 
the characteristics of the track, looking for any relevant structural aspects or sudden 
changes in the track structure (track discontinuity or singularities). About 30 rele-
vant discontinuities were identified, including transition zones, rail joints, turnouts, 
bridges, underpasses, culverts, and stations, among others. Figure 23 presents some 
examples of these discontinuities, and their location was also included in Fig. 22. 
It can be observed that, in general, these correspond to the location of peak values

)c()b()a( 

Fig. 23 Discontinuities: a culvert; b turnout; c rail joint [64] (Imagery ©2016 Google)
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Fig. 24 �SDLL,D1+D2 considering a sliding window of 200 m [64] 

of SDLL,D1+D2 and SDa,z. This suggests that these locations experience a higher 
geometric degradation and affect passenger comfort, which is in agreement with 
other studies [68–70].

Subsequently, to assess the actual track degradation rates, the authors analyzed the 
evolution of the SDLL,D1+D2 between the surveys of 2013 and 2016, �SDLL,D1+D2. 
Figure 24 shows that most of the locations denoting higher degradation rates (higher
�SDLL,D1+D2) generally also correspond to the locations where higher values of 
SDLL,D1+D2 are observed in Fig. 22; for example, between km 3.5 and 4.5 and between 
km 9 and 10.5. It is also interesting to note that most �SDLL,D1+D2 peaks are also 
centered on the track discontinuities identified above. 

4.2 Dedicated Equipment 

As part of a research project, the authors contributed to the development and testing 
of a prototype of a monitoring system mounted on a railway maintenance vehicle [71, 
72]. To interpret the results obtained with part of this system [73], a methodology was 
developed for determining the railway track support conditions. This methodology 
is based on the modal analysis of the characteristic frequencies of a 2-DoF model 
composed of the railway infrastructure and an instrumented vehicle moving over 
it. The methodology is integrated in the group of vibration-based structural damage 
identification methods and is focused on observing the characteristic frequencies of 
the combined system, which can be correlated with changes in the physical properties 
of the infrastructure under analysis. By performing this assessment of the railway 
infrastructure across its length and over time, by comparing different rides over the 
same railway stretch, important information can be gathered about the track support 
conditions. 

The sensors used to provide the data for this study (Fig. 25) consisted of two high-
sensitivity ±4 g triaxial accelerometers, installed symmetrically in each vehicle’s 
cabins. Four high-range ±500 g accelerometers, mounted on the wheel boxes, were 
used to measure the vehicle dynamic interactions with the track and to compare 
their output with the cabin accelerometers. The prototype also included two velocity
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Fig. 25 Schematic view of the instrumentation locations in the railway vehicle [72] 

sensors, installed on each shaft, and based on magnetic proximity sensors. The data 
generated by these velocity sensors, together with a GPS system, was used to obtain 
the position of the vehicle along the line. The data acquisition system collected data 
at a sampling frequency of 1000 Hz. This system comprised a data collector, some 
measuring modules and an industrial computer. 

Preliminary validation of the developed methodology was performed by analyzing 
the passage of the instrumented vehicle over a transition zone between earthworks and 
a bridge [54, 73]. The comparison of on-board measurements with way-side measure-
ments, allowed to conclude that the developed methodology is able to identify 
changes in functional and structural parameters of the railway line. 

5 Final Remarks 

This chapter presents some testing techniques, devices and monitoring systems that 
have been used for characterizing materials and for evaluating the structural behavior 
of the classic railway track. Some evaluation methods presented here are not yet 
commonly used, either due to the associated cost or to the need for qualified human 
resources. However, the improvement of knowledge and the technological advances 
in several areas will certainly allow their dissemination and widespread use. 
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Laboratory Tests on Wind-Wave 
Generation, Interaction and Breaking 
Processes 
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Abstract At the atmosphere-ocean interface, the interaction between the atmo-
spheric and ocean boundary layers determines heat and momentum exchanges and 
can affect the global balance of substances in air and water. In addition, wave genera-
tion, transformation and breaking play key roles in many physical processes, as they 
are essential for the analysis and characterisation of the behaviours of artificial and 
natural marine infrastructures near coasts. Breaking waves are complex phenomena 
that are enhanced by the vorticity and generation of turbulence and their evolu-
tion, during breaking and near the seabed. The transformation of a wave train that 
is breaking on a slope depends on the transport of turbulent kinetic energy (TKE), 
which causes the advection and spread of turbulence and generates a vortex according 
to the type of breaking. These processes are complex and not fully elucidated. The 
laboratory provides powerful tools for investigating these processes more deeply by 
analysing the transfer between the atmospheric and oceanic boundary layers and the 
turbulent characteristics of the breaking waves. This chapter presents recent advances 
in laboratory testing that are based primarily on physical tests that were developed 
in a combined wave-wind flume. 
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1 Introduction 

In the atmospheric marine boundary layer (ABL) and the ocean boundary layer 
(OBL), many small- and large-scale flow processes occur. The vertical dimensions of 
the ABL (of around 500 m), of the OBL (of around 50 m) and of tidal waves (of around 
5 m) are small in relation to the height of the atmosphere and the depths of the oceans. 
However, turbulence and boundary layer and waves play important roles on a large 
scale since they regulate the behaviour of the Earth’s climatic and meteorological 
systems. The coupling of atmosphere and ocean through these processes is especially 
important and concerns many aspects that are being studied and analysed, such as 
climate prediction and climate change, wave breaking analysis, bubbles, and splash 
generation. 

Thus, an ocean-atmosphere laboratory enables the study of many phenomena 
that are involved in the interaction, and the consequences on ABL and OBL prop-
erties of processes like: wave generation and breaking, heat balances in boundary 
layers, sediment dynamics and droplet formation, wave and wind motion actions on 
structures (offshore platforms, wind farms and offshore wind turbines), wave power 
generation and the relationships between heat exchange and life development. On a 
broader scale, it enables the analysis of the flows of energy, chemicals and nutrients 
that underlie seasonal cycles and have enabled species to evolve as we observe them 
today. 

The lines of research are numerous and varied, and each of them requires a detailed 
analysis that is initially only conceptual and subsequently also experimental. From 
this perspective, experimentation seems irreplaceable in substantiating models. It 
should be recalled that mathematical modelling can lead to several solutions of 
the same physical problem, but they are not necessarily admissible or feasible: the 
only admissible mathematical solution is the one that best suits the experimental 
evidence, the most stable solution, the solution of minimum energy, or the solution 
that maximises entropy. In the light of these imperatives, researchers are facing exper-
imental challenges that are linked to the size of the real scenario. Hence, specialised 
laboratories are necessary, in which not only the required experimental appara-
tuses, such as flumes with wave and wind generators, are available, but where a 
cultural approach also develops, aimed at conducting the best possible investigation 
of previous observations and making the vision of the future of research in the field 
happen. 

In research laboratories, an approach is required for investigating (while respecting 
cultural traditions) new solutions with a free and open mind, new methods of 
measurement and investigation, and questioning, when necessary, what science has 
transmitted in a simplified way, which is sometimes much too simplified. 

Although wind-tunnels date back to the end of the nineteenth century and flumes 
for the study of the waves date back even earlier (although without wave generation 
but with physical models of ships towed at a known speed in water at rest), mixed 
tunnels with mechanical wave generators and blowers have only been relatively 
recently proposed. One of the reasons is the technological complexity, but this is



Laboratory Tests on Wind-Wave Generation, Interaction … 261

not the most important reason. It is presumable that the frontiers of knowledge are 
moving towards objectives of greater interest but also of higher difficulty. Curiosity 
and passion are the most powerful driving forces. 

2 Experimental Facilities 

When experimentally investigating wind-wave generation or interaction between the 
atmospheric boundary layer and the oceanic boundary layer, it is essential to have 
an experimental facility that can faithfully reproduce all the agents involved. For 
this reason, it is necessary to have an advanced wave generation system (to generate 
swell waves) and a wind generation system under controlled conditions. 

This section provides a general description of the main characteristics of wind and 
wave facilities and presents current examples of such facilities. The main equipment 
used for measuring variables is described in the next paragraphs. Finally, a section 
is included on the simultaneous scaling of wind and waves in reduced model tests. 

2.1 Wind-Wave Flumes 

Various laboratories have approached the generation of wind-waves since the mid-
1950s [1]. The experimental study of wind-wave interaction and its associate 
processes require a facility that is equipped with at least a wave flume and a wind-
tunnel. Such facilities can have various dimensions and range from small facilities 
that consist of only water tanks inside wind-tunnels, with tests sections of less than or 
approximately 5 m long [2, 3], to large facilities that are several tens of meters long, 
such as the wind tunnel and wave flume facility in Harbin Institute of Technology in 
China [4], the Delft Hydraulics large wind-wave flume [5], and the large wind-wave 
flume at the hydraulics laboratory of the Scripps Institution of Oceanography [6]. The 
most common are the medium-sized wind-wave flumes, which are 10–20 m long, 
such as the ASIST wind-wave flume at the University of Miami [7], the wind-wave 
flume at the University of Queensland [7], the air-sea-current flume of the ASI Lab, 
University of Delaware [8] and the ocean-atmosphere interaction flume (CIAO) of 
the University of Granada [9] (see Fig. 1). 

CIAO is a wind-wave flume that enables the generation and coupling of mechan-
ically generated waves (with a paddle) and wind-generated waves and may also 
enable the generation and coupling of currents or rain. An active absorption system 
that uses real-time measurements of the water level in front of the paddles is provided 
to obtain a desired reflection condition of regular and irregular waves. It is possible 
to operate a double generation system by using the two paddles on opposite sides of 
the flume to improve the generation and absorption of highly nonlinear waves [10]. 
It is also possible to recreate various reflection conditions for regular and irregular
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Fig. 1 Ocean-atmosphere 
interaction flume (CIAO) at 
the IISTA-University of 
Granada 

waves [9]. In the current configuration, the efficiency in controlling the reflection of 
wind-generated waves is limited. 

In general, wind can be generated with closed- ([3, 9, 11], among others) or open-
circuit [6] wind-tunnels over a wave flume. Wind is generated with one or more fans. 
The objective is to generate wind velocity and turbulence intensity profiles that are 
as similar as possible to the real profiles. 

In addition to the generation of wind and waves, these facilities can generate other 
phenomena that also participate in the atmosphere-ocean interaction, such as: 

– currents, which are usually generated by pumps; 
– rain, which is generated by needles that are installed on the roof of the facility. 

For a more focussed application, devices for the generation of thermal stratification 
can also be installed. 

2.2 Other Facilities 

Annular flumes to quantify the interactions among hydrodynamics, biological 
activity, and sediment dynamics are frequently used [12]. These are typically small 
facilities with limited dimensions and widths of 20–30 cm [13], although larger 
installations can be found [14, 15]. 

Facilities of this type have the advantage of presenting homogeneous conditions, in 
contrast to the fetch-dependent conditions in any linear facility [13]. These facilities 
are typically focused on research on ocean-atmosphere gas exchange.
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2.3 Measurement Equipment 

A large variety of variables are of interest in tests of this type; hence, a wide variety 
of instrumentation can be used. 

One of the most important variables to measure is the water free surface displace-
ment, from which the characteristics of the waves are obtained (e.g., height and 
period). The water level can be measured using various instruments, and the most 
common are the resistance (impedance)-wire wave gauges [6, 16] (among others). 
Another option is to use an ultrasonic distance meter (UDM) [9, 17], which has the 
advantage of being non-intrusive. Its main disadvantage is the loss of the signal if the 
reflective surface is too steep. This is remedied by increasing the size of the emission 
cone to obtain a larger footprint and, consequently, to reduce the probability of the 
echo being lost. The acquisition frequency is typically less than 100 Hz, which is 
more than sufficient for measurements of a free surface, where the surface tension 
limits the maximum frequency to a few hertz. The accuracy that is claimed by the 
manufacturers is a fraction of millimetres, but it is meaningless to assume values 
of less than 0.5 mm due to (i) the limitation on the wavelength of ultrasound in air 
(ultrasound at 100 kHz has a wavelength of 3 mm) and (ii) the finite size of the foot-
print, namely, a few centimetres. In summary, the estimated level is a space-average 
value over an area of several square centimetres. 

The free surface geometry can also be identified with optical tools, as the colour 
imaging slope gauge (CISG), which was originally described in [18]. The imaging of 
the wave slope is based on light refraction at the water surface. The same principle is 
already used for laser slope gauges, and it enables the two-dimensional wavenumber 
spectrum estimation of the free surface elevation. Simpler tools have been developed 
for estimating the free surface profiles from images that have been captured from 
the lateral glass of the flumes: a laser sheet that intersects the free surface enables 
measurements in the mid-section of the flume, but satisfactory results can also be 
obtained simply by recording the profile at the lateral glass, although the meniscus 
effect reduces the accuracy [19]. 

To determine the wind characteristics, it is necessary to measure the velocity. For 
this purpose, equipment of various capacities can be used. The simplest is the Pitot-
static tube [3, 6], but it is more frequently utilized to measure only mean velocity 
data since if the principal objective is to acquire turbulence, the corrections that are 
required to obtain accurate Pitot tube measurements render it unsuitable [20]. It is 
also possible to use hot-wire or hot-films [15]; this approach is based on the heat 
transfer from a sensing element. Hence, hot-wire and hot-films are highly sensitive to 
ambient variations in the temperature. Therefore, hot-wire anemometry is not usually 
recommended for the measurement of mean flow properties, but it is irreplaceable 
for investigations of rapidly varying flows and especially turbulence [21]. In fact, 
the main developments in turbulence analysis have been carried out with hot-wire 
anemometry in air flows because the technique offers a continuous signal with a 
flat frequency response of up to tens of kHz or even hundreds of kHz, but with 
distortion [22]. Its use in the presence of water has various limitations because the
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water droplets can attach to the sensor and possibly damage the wire or the film [23]. 
X-probe with constant temperature anemometers (CTAs) can be used to measure the 
Reynolds stress that is applied to the water surface [24]. The air flow can also be 
measured using a one-, two- or three-dimensional ultrasonic anemometer [15]. 

Water velocities can be measured with various instruments. If the intrusiveness 
of the equipment is not a problem for measurement, the velocity in the water can be 
measured with an acoustic Doppler velocimeter (ADV) [7] or an ultrasonic Doppler 
profiler [25–27]. The latter technique offers velocity measurements at a limited data 
rate (less than 100 Hz depending on the configuration and on the number of probes) 
in several gates along the axis of the ultrasonic cone; it enables data elaboration in the 
space domain, without the need to adopt the frozen turbulence hypothesis to convert 
data in the time domain into data in the space domain. Acoustic instruments require 
the seeding of particles (TiO2 particles of a few micrometres are highly effective), 
and reliance on only particles that are naturally present in tap water or micro-bubbles 
yields poor results with frequent absence of a validated signal. 

The high spatial and time resolutions required in turbulence measurements, can 
be provided by laser based equipment, such as a laser Doppler velocimeter (LDV), 
which provides high-accuracy data at a single point on one, two or three components 
(1C, 2C or 3C) [9, 16, 28]. The data rate depends on the concentration of seeding 
particles (“tracers”) and on the system of data elaboration. The most effective is 
the burst spectrum analyser (BSA), although frequency loop-based system can yield 
satisfactory results. Higher accuracy is achieved with counters, although the number 
of validated particles decreases dramatically if the tracer concentration exceeds a 
threshold, and the time series has an uneven time step. Under optimal conditions, a 
data rate of up to a few kHz can be obtained. The tracers can be powder of suitable 
size or droplets. Seeding with water droplets that were generated by a spray gun was 
tested in a small wind-tunnel to measure the wind velocity profile [28]. The gun was 
located in the wind-tunnel inlet section before the honeycomb, and a strong airflow 
helped reduce the droplet size before reaching the measurement section and favoured 
sufficient mixing for the achievement of a data rate of tens of hertz, also in the trough 
sections of the wind-generated waves. 

Particle image velocimetry (PIV) systems measure the instantaneous global 
velocity field in a planar region (2C-2D) of a flowing fluid by using a laser for 
the generation of a plane sheet of light, and one or more cameras to acquire a pair 
of images of the seeding particles. Stereoscopic PIV, also known as 3D-PIV, is used 
to obtain the three-component velocity field in the planar region (3C-2D, three-
component velocity vectors in the plane of laser light), and two cameras are needed. 
Finally, the volumetric PIV system offers the possibility of measuring three compo-
nents in a volume of the fluid (3D-3C) [17, 29, 30]. Data elaboration for extracting 
the velocity can be based either on fast Fourier transform (FFT) oriented algorithms 
of the pair of images, or particle tracking. The data rate depends on the character-
istics of the laser generator, of the frame grabber and of the computational unit. 
Commercial instruments capture a few frames per second with 2048 × 2048 pixel2-
resolution cameras, and experimental high-performing instruments reach tens of kHz 
with much lower resolutions [31]. The huge data flow and data storage severely limit



Laboratory Tests on Wind-Wave Generation, Interaction … 265

the performance of these systems. PIV and LDV have the advantage of being non-
intrusive measurement methods, but it is essential to seed the water with seeds of a 
suitable size for the instrument and the data rate. 

Additional variables that can be of interest are the temperature, relative humidity 
and pressure, for which classical instruments with sufficient accuracy are avail-
able. For experiments in which the salt flux is of interest, the salinity (a proxy for 
density) can be measured by sampling the fluid and analysing it with a pycnometer, 
a densimeter, a refractometer, or a conductivity probe, with eventual movement in 
the vertical direction to obtain the salinity profiles (see, e.g., [32] for measurements 
of this type). The shadowgraph and Schlieren optical techniques are also used for 
internal wave measurements. 

The reader can refer to the previously cited or other articles for additional 
information on the discussed instruments. 

2.4 Simultaneous Scaling of Wind-Wave Experiments 

In most applications, dimensional analysis is used to develop similarity criteria that 
cannot be completely satisfied at the geometric scale of the laboratory, which is 
mainly because there are constraints in the choice of the fluid and there are obvious 
limitations in changing the gravitational acceleration. A partial similarity is adopted, 
with relevant dimensionless groups that assume different values in the model and 
in the prototype. The selection of the dominant groups depends on the type of 
phenomenon that is under study: for sea gravity waves, the Froude number is the 
preferred choice since most balances are between gravitational forces and convective 
inertial forces. However, in the presence of fluids with substantially different proper-
ties, such air and water, the scales that intervene in the process differ, and similarity 
must be planned by considering separately the processes in the two fluids. This is 
the case for wind that is blowing in a wind-tunnel at contact with water that, in turn, 
has a free surface that is populated by gravity waves. 

Dimensional analysis for wind-waves and scaling 

The correct scaling between laboratory data (the model) and field data (the prototype) 
in the wave flumes requires an analysis of the rules of similarity. The problem is well 
known, and although its principles are simple, the criteria for the development of 
similarity are complicated for complex experiments that involve airflow and wave 
motion. 

For water, the physical process is described in terms of nine variables: a scale of 
velocity, a scale of length, time, density, fluid viscosity and surface tension, pres-
sure, compressibility and acceleration of gravity. A group of three of the variables 
are independent, and using Buckingham’s theorem, the problem is formulated as a 
function of six non-dimensional groups, namely, Reynolds, Froude, Weber, Strouhal, 
Euler, and Mach numbers [33].
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The governed variables include the height and period of the wave, wavelength, 
and spectral characteristics, among others, which become dimensionless at a suitable 
scale with the fundamental quantities. Complete similarity requires equal values of 
each of these groups in the model and prototype; therefore, three degrees of freedom 
remain. However, using water in laboratory experiments and in the presence of grav-
itational acceleration, five constraints are added since the viscosity, density, surface 
tension, and compressibility have the same values in the model and prototype, and 
complete similarity is not possible. Partial similarity is obtained by (i) neglecting 
the Reynolds number under the hypothesis that it has minor effects, (ii) neglecting 
the Weber number under the hypothesis that the curvature of the air-water inter-
face is limited, and (iii) neglecting the Mach number under the hypothesis that the 
compressibility of water (water is often mixed with air bubbles) is not relevant. It is 
assumed that aerated breaking or very fast breakers do not occur in the field, hence the 
reproduction of these effects in the laboratory is not required. Breaking or very fast 
breakers are conditions under which a transonic state may occur locally rendering 
relevant the bulk compressibility. Under these conditions, a Froude similarity can 
be adopted, with length and pressure scales that are equal to λ and speed and time 
scales that are equal to λ1/2. 

Strouhal and Euler similarities are also satisfied. Since the similarities that are 
related to the Reynolds, Weber and Mach numbers are not satisfied (the ratios between 
the values in the model and the prototype are rRe = λ3/2, rWe = λ2 and rMa = λ1/2 for 
the Reynolds, Weber and Mach numbers, respectively), scale effects are expected in 
the conversion of experimental measurements in the laboratory into field values, with 
higher distortion as the length scale ratio λ decreases: a reduced Reynolds number in 
the model could lead to less effective transport of the momentum in the model than 
in the prototype [34]; a reduced Weber number in the model increases the role of 
surface tension effects in the model, with a reduction, for example, in the inclusion of 
air; and a reduced Mach number in the model hides possible shock effects [35, 36]. 

Any attempt to modify the characteristics of the fluid to also satisfy, for example, 
the Weber similarity is prone to failure: if λ = 1/10 then rWe = 1/100, but there is no 
additive that can reduce the water-air tension surface (approximately 0.070 N m−1) 
to 1/100; by adding olive oil, we would obtain a mere 0.030 N m−1, and adding 
ethyl alcohol results in 0.022 N m−1, which represents a reduction of less than one 
order of magnitude. Similarly, we cannot find safe fluids with a reduction of the 
kinematic viscosity according to λ3/2 or approximately 1/30 for λ = 1/10: Ammonia 
has a kinematic viscosity of 0.27 mm2 s−1, which is less than 1/5 of the kinematic 
viscosity of salt water, namely, 1.2 mm2 s−1. 

When the experiments are focused on the boundary layer above the water, the 
large-scale pressure and velocity pulsations present in a real wind that is blowing 
over the sea can be neglected, along with the compressibility of the air because the 
real wind flow is isochoric. Various time scales are related mainly to turbulence, and a 
highly relevant time scale is the period of the small-scale fluctuating pressure, which 
is considered important in wave growth [37]. In the initial phase of wave generation, 
a time scale that is related to the shear rate in the air boundary layer is also considered 
relevant. Toba [38] reported a scenario in which both the air and water boundary layer
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have a structure similar to the turbulent boundary layer on a rough solid wall; hence, 
the classical boundary layer scales can be chosen: friction velocity, apparent surface 
roughness, density and viscosity, and a time scale that varies during the process. 
Three convenient dimensional groups are the Reynolds number Rea = u∗

az0/νa , the  
Euler number Eua = �p/(ρau∗2 

a ), and the Strohual number Sta = z0/(u∗
at), where 

the subscript “a” refers the variable to the air. z0 is the scale of roughness, defined 
as z0 = αu∗2 

a /g, with Charnock’s parameter α [39]. The flow regime is considered 
aerodynamically rough (fully turbulent and not dependent on the air viscosity) if Rea 
> 2.5 and smooth if Rea ≤ 0.13 (see, e.g., [40]). 

For the wave flow, a Reynolds number that is based on the amplitude and on the 
orbital velocity of the waves [41] is  Rew = aV /νw = a2ω/νw, where a is the amplitude, 
V = ω a is the orbital velocity, ω is the pulsation, and νw is the kinematic viscosity 
of water. Substitution of the dispersion relation yields Rew = (2gπ )1/2 a2/νwL1/2, 
where L is the local wavelength. The critical Reynolds number is Rew,cr ~ 3000, and 
since the amplitude motion decays exponentially with the depth, a similar decay is 
expected for Rew, with a possibly turbulent flow near the free surface and a laminar 
flow beneath. This effect can be highly distorted in the laboratory, where the critical 
condition for turbulence is seldom reached also near the free surface, whereas it is 
a common condition in the field near the free surface and for a significant fraction 
of the water column. Turbulence of this type is not related to wave breaking or to 
water drops that are accelerated by the wind before impacting the free surface [42]. 
Once generated, turbulence is diffused downwards by several other phenomena, and 
in the presence of currents, it can also be generated by the shear well beneath the 
free surface. 

In consideration of the limitations of laboratory experiments with respect to the 
field process, it is generally assumed that the numerous uncertainties regarding wave 
and wind characteristics, reflection conditions in the field (near the coast), and all 
other parameters and variables far outweigh the uncertainties of the scale effects, 
which can easily be ignored. 

Dimensional analysis for wind-waves and currents and scaling 

The process of wave generation due to wind action in the presence of a current 
is considered. Hereafter, we will use the notation adopted in Longo [43]. The 
typical function can be expressed as f (Hrms, Tp, u∗

a, F, td , g, uc, h) = 0, where 
Hrms is the root mean square wave height, Tp is the peak period, u∗

a is the 
friction velocity of the wind, F is the fetch length, td is the wind duration, 
g is the gravitational acceleration, uc is a velocity scale of the current, and 
h is the local depth. Tension surface effects are being left out in this study. 
The problem is purely kinematic with a dimensionality of two, and upon the 
selection of g and u∗

a as fundamental variables, dimensional analysis suggests a 
maximum of six non-dimensional groups, and the previous equation reduces to 
f (gHrms/u∗2 

a , gTp/u∗
a, uc/u∗

a, gF/u∗2 
a , gtd /u∗

a, gh/u∗2 
a ) = 0. Although the friction 

velocity is considered a correct scale for growing wave characteristics (see, e.g., [44]), 
the group celerity of the waves cg seems more suitable for the current effects, with the 
group uc/u∗

a substituted by uc/cg. This last group can be introduced via the dispersion
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relation for linear waves, which can be expressed as f (cg/u∗
a, gh/u∗2 

a , gTp/u∗
a) = 0. 

As a consequence of the choice of the velocity scale, the typical function becomes 
f (gHrms/u∗2 

a , gTp/u∗
a, uc/cg, gF/u∗2 

a , gtd /u∗
a, gh/u∗2 

a ) = 0. If the  waves are  in  
deep water, the group gh/u∗2 

a can be eliminated. Similarly, if the duration of the 
wind is sufficient to saturate the specified fetch, a stationary generation condition 
is satisfied, and the group gtd /u∗

a is not relevant. Overall, the general function 
in deep water and under the stationary generation condition can be expressed as 
f (gHrms/u∗2 

a , gTp/u∗
a, uc/cg, gF/u∗2 

a ) = 0. The approximate similarity is based 
on the Froude number, which forces the velocity and time scales to be equal to λ1/2, 
where λ is the geometric scale. 

To correctly extend the laboratory results to the field, all the information that is 
presented above must be considered. It is expected that the laboratory experiments 
will yield underestimates of the turbulence levels for the air and for the water and, 
consequently, underestimates of the diffusivities of chemicals, gases, and heat, with 
limited spray generation and possibly with a generation of currents with velocity 
scaling that is not proportional to λ1/2 and with a different horizontal velocity profile 
along the vertical than the actual one. 

3 Data Analysis Techniques 

Measurements result in time series in a single point, in several points in a plane or a 
volume with generally periodic behaviour or with known statistical properties. The 
classical tools for data analysis are used according to the source of information. 

Free surface level measurements are local measurements (sometimes spatial if 
optical tools are used) and are analysed in the time domain with a zero-crossing 
analysis, if the periodic wave content is dominant and detectable. Frequency domain 
analysis is typically adopted for signals with non-zero bandwidth. The spectra are 
in the wave number domain in the case of spatial measurements of the elevation or 
of the inclination of the free surface. To estimate the phase velocity of the waves, 
the cross-correlation of the signal between two measuring probes that are close to 
each other at a distance �x can be used to detect the time delay τ, namely, c = �x/τ. 
The wave group celerity can be estimated by calculating the Hilbert transform of the 
cross-correlation function of the measured water levels, which yields the envelope 
of the function with a peak in a time delay τg that, for narrow band signals, can be 
substituted into cg = �x/τg (see [45] for the theory and [28, 34] for the application). 

Velocity measurements are subject to the same type of analysis: the classical 
spectra of turbulence are obtained in the time domain (macro-turbulence for measure-
ments with a limited data rate and a non-small measurement volume), and the spatial 
correlation and the length scales of the process are extracted directly for ultrasonic 
Doppler profiler measurements and PIV [46], and by adopting the frozen turbu-
lence hypothesis for single-point measurements with LDV and ADV. To examine 
the internal structure of the velocity signal and to separate the mean velocity, wave-
induced velocity and fluctuating velocity, the principal orthogonal decomposition
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(POD) can be used [17], along with wavelet decomposition [47, 48] and quadrant 
analysis of the fluctuating components of the velocity [23, 49]. Wavelet decomposi-
tion is also a suitable tool for the analysis of bursts and of intermittency of turbulence 
[48], and for eddy detection in turbulence fields that interact with a free surface [50]. 

4 Recent Advances on Wind-Wave Interaction 

In recent decades, many studies on the interactions between airflow and water 
flow were published, and many models have been developed for investigating and 
predicting the dynamics of flows and wave generation mechanisms. The air-sea inter-
face covers more than 70% of the Earth’s surface, and even low-speed winds transfer 
the momentum to the water, thereby generating waves, currents and turbulence. Wave 
generation is affected by turbulence not only on the air side, but also on the water side. 
In addition to the transfer of momentum in wave and current generation, air-water 
gas exchange has also environmental implications, and is a critical factor for deter-
mining the fate of pollutants or other anthropogenic materials. The global balances 
of various substances have been calculated on the basis of parametric models, but 
the exchange process at the air-water interface is poorly understood. Turbulence and 
surface tension are important in determining the gas transfer rate through the inter-
face, and their contributions differ in terms of order of magnitude. For example, a 
small drop of a surfactant can reduce the gas transfer rate by up to 60% without 
affecting the turbulence structure [51]. Therefore, most of the process occurs in a 
thin layer, in which the turbulence is suppressed, and the molecular dynamics is 
dominant. 

On the water side, the structure of the flow field below the interface depends 
on the wind speed and fetch. In the laboratory, for a fixed wind speed in the first 
zone immediately downstream, there are tiny ripples at the air-water interface; in the 
second zone, waves grow, with rounded crests and sharp troughs. 

To clarify various aspects of these phenomena, we report on a series of tests 
conducted in a wind-tunnel that was equipped with a water tank. Gravity waves were 
generated entirely by wind. The experiments were conducted in a small open wind-
tunnel at a low speed in the Centro Andaluz de Medio Ambiente, CEAMA, University 
of Granada, Spain. The boundary layer wind-tunnel has a PMMA structure with a test 
section of 3.00 m in length with a cross-section of 360 mm × 430 mm. Incidentally, 
this small wind-tunnel is a replica of a large wind-tunnel and it was built to control 
the overall quality of the flow inside the large tunnel. The adoption of small-scale 
experimental devices typically introduces disturbances and interference of various 
types, along with scale effects in the extrapolation of data from model to prototype. 
However, the relevant phenomena, such as turbulent mixing, wind-wave growth, and 
micro-breaking, are reproduced correctly with the enormous advantage of the use of 
small devices, namely, all changes in geometry and experimental conditions require 
much less time and less work than with large or full-scale experimental devices.
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Wind-generated waves show the typical growth trends of the fetch and wind speed 
and are also asymmetrical, with more pronounced crests than troughs. The phase and 
group celerity of the waves are calculated using a technique of cross-correlation of 
the water levels that are measured in several spaced sections: the phase celerity, due 
to the current in the tank flowing in the direction of wave propagation, exceeds the 
theoretical velocity in the absence of the current, and is influenced by wind drift 
and the Stokes current, which are variable in space. The group celerity is influenced 
similarly, and a model that considers the relative variations of the phase speed and 
the group speed is developed and includes a dependence of the drift velocity on the 
steepness of the wave. 

The grouping of the waves is also detected at this laboratory scale, with statistics 
on the runs and total runs close to those that were measured for the real sea waves. 
The correlation coefficient between two successive wave heights is smaller than the 
theoretical coefficient due to the asymmetry of the waves, which suggests that the 
crest envelope and trough envelope should be treated separately. 

The air-flow boundary layer above the water waves was compared to the boundary 
layer on a flat, smooth, rigid wall. The average velocity shows a logarithmic profile. 
The apparent roughness is related to the amplitude of the waves, and the flow is 
turbulent with a typical friction coefficient value for a fully developed rough flow, 
except for sections with limited fetch. The transition to turbulence occurs at an 
earlier stage than the transition of a boundary layer on a smooth, flat, rigid wall. The 
thickness of the boundary layer above the water waves increases much faster than 
for the boundary layer on a smooth, solid wall. 

The Reynolds stress for the boundary layer above the water waves exceeds the 
Reynolds stress for the boundary layer on a wall, with streamwise fluctuations that 
are highly dominant compared to vertical fluctuations. A rapid decline in turbu-
lence was recorded in the domain where water was periodically present. A constant 
Reynolds shear stress layer was detected, with a friction velocity revealing an excess 
value of approximately 20%, which is approximately twice the excess value that was 
calculated for a flat rigid wall. 

At least 50% of the boundary layer structure has been strongly influenced by 
Reynolds wave-induced stresses, although Hrms is a better scale for the vertical 
distribution of these stresses. The wave-induced Reynolds stresses have become 
negligible for z > 5Hrms. The distribution of the intermittence factor in the boundary 
layer on water waves was similar to that of a boundary layer on a rigid flat wall, with 
several differences near the interface. Here, the presence/absence of water dampens 
the turbulence. 

Quadrant analysis, which is a tool for discriminating the contribution to the turbu-
lent momentum flux, showed that ejection and sweep events were dominant and more 
concentrated. The joint probability density function (p.d.f.) of the fluctuating veloci-
ties, namely, U ′ and V ′, showed circular isolines in the upper region of the boundary 
layer (z/δ > 0.7), which became elliptical in the lower region near the water interface. 
At small fetches, large negative perturbations in the flow direction were preferably 
lifted. For larger fetches, ejections and sweeps were concentrated near the water
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interface. The intensity of the momentum transfer from the wind flow to gravity 
waves, is much higher for the short waves than for mature waves. 

Turbulence energy production peaked at z/δ = 0.2 and had a distribution that was 
similar to that observed for a self-preserving boundary layer with a strong adverse 
gradient pressure. The quadrant analysis contribution to energy production showed 
that ejections still dominated the equilibrium, and that production was spatially modu-
lated in the wind direction, with a couple of cells and with a minimum in the area of 
the free surface wave height reduction. 

In all these experiments, the average velocity profiles are logarithmic, and the 
flows are hydraulically rough. The friction velocity for the water boundary layer is 
one order of magnitude smaller than that for the wind boundary layer. The turbulence 
level increased immediately below the interface due to the micro breakings, and this 
reflects that the Reynolds shear stress is of the order u∗2 

w . It is consistent with numerous 
models in the literature, which support the presence of a layer immediately below 
the free surface where energy and momentum are added due to the waves breaking 
(e.g., [52]). 

The vertical components of turbulent fluctuations assume common values of v′
rms  

= (0.32, 0.35, 0.43)us at the still water level, where us is the root mean square of 
the free-surface vertical velocity. Larger values correspond to larger fetches, which 
is similar to the case in a canal with a Crump weir. 

The autocorrelation function in the vertical direction shows the characteristics of 
typical anisotropic turbulence, with a wide range of wavelengths. The macro- and 
micro-scales, namely,	 and λ (the latter not to be confused with the geometric scale), 
respectively, increase with depth in a region below the free surface. Their maximum 
values are 	max = 0.4 |z| and λmax = 0.06 |z|. Permanent vortexes are detected by 
analysing the autocorrelation functions. 

The ratio between the micro-scale and macro-scale can be expressed as λ/	 = 
a Re	

n, with the exponent n differing slightly from −1/2, which is the value for the 
case with turbulence production and dissipation in equilibrium. The negative value of 
coefficient a suggests that the pressure work and average turbulent energy transport 
by turbulent motion act as sinks of turbulent energy. 

In the categorisation of free surface flows on the basis of a length scale and a 
turbulent velocity scale, current experiments fall into a wavy free-surface regime if 
the wavelength is selected as the length scale. The integral turbulent scale on the 
water-side alone underestimates the degree of disturbance on the free surface, and a 
correction can be made to include the contribution of air turbulence. However, this 
velocity scale correction is insignificant and does not change the classification of the 
flow regime at the interface in this study.
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4.1 Long Waves Plus Reflected Long Waves and Short 
Wind-Generated Waves 

Long waves in the presence of reflection are modified by wind-generated short waves. 
This scenario is ubiquitous in coastal regions in shallow water, where incident swell 
combines with reflected waves and where wind action forces short wave generation. 
A series of experiments were designed and conducted to analyse the degree of inter-
action between the long wave field and the short waves. Long waves are mechanically 
generated waves (MGWs), and short waves that are induced by a wind blowing in the 
opposing direction of incident waves (equivalently, in the same direction of reflected 
long waves since experiments are executed in a flume) are named wind-generated 
waves (WGWs). 

The observed effect of a wind blowing against wave motion is a reduction in the 
wave height, which is consistent with the wave attenuation that has been reported in 
the literature [53]. The results also demonstrate new aspects of WGW interactions, 
especially a reduction in the reflection coefficient and a reduction in the phase shift 
between incident and reflected waves, which is new and cannot be quantitatively 
interpreted due to the dissipation of the energy that is generated by the wind. The 
general behaviour of the WGW height is an initial growth due to wind energy input, 
which is followed by attenuation due to possible micro breakings and non-linear 
transfer to longer waves. The peak period of the WGW increases monotonically due 
to the increase in wavelength, while the steepness of the wave shows a varied spatial 
evolution. 

The effects of reflection conditions are evident for two of the three quantities: 
(i) the increase in reflection conditions produces a reduction in wave height, which 
suggests reduced efficiency in WGW energy transfer or increased non-linear energy 
transfer; (ii) the WGW period is almost unchanged with reflection; and (iii) the WGW 
steepness is lower with an increased reflection coefficient. 

Further analysis was conducted by separating the WGW according to its position 
with respect to the MGW phase. As an initial approach, the WGW propagates over 
the wavy form of the MGW with linear interactions, and different characteristics of 
the WGW in the crest and trough of the MGW, and in the downwind and upwind 
sides. A phase analysis (phase refers to that of the MGW) in which four subdomains 
were considered for the WGW, provided much more information on the growth of 
the WGW and the evolution, with the estimation of the WGW length, height, period 
and steepness. 

The following insights were obtained from the experiments on WGWs: 

– As the reflection coefficient is increased, H rms decreases with the length of the 
fetch on the upwind side and increases on the downwind side, trough and crest. 

– The average period Tm increases with the length of the fetch, with a variegated 
trend overall and without identifiable trends in the four subdomains. 

– As the reflection coefficient is increased, the steepness k H rms increases with the 
length of the fetch only on the downwind side.
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The propagation of the WGW along the flume is also examined by estimating 
the phase and group celerity. The effects of sheared horizontal currents are included 
through a perturbation model [54], which shows satisfactory overlap with the exper-
imental phase celerity when analysed in bulk. The celerity that is resolved in phase 
is best interpreted by including in each phase the orbital horizontal velocity that is 
induced by waves, with variable effects that also depend on the spatial position of 
the measurement section (the variability is due to the node-antinode sequence of the 
MGW plus the reflected long wave field). A further correction includes the apparent 
vertical acceleration of the non-inertial reference frame (the MGW) of the WGW: 
this is an apparent body force that adds and subtracts from gravity in the troughs and 
crests, respectively, thereby affecting the results of the dispersion relationship. The 
overall results provide higher consistency between theory and experiments, although 
differences remain. Additional ad hoc experiments are required to shed light on these 
aspects, all of which are relevant for improving conceptual models and increasing 
the accuracy of numerical models. 

4.2 Effects of Currents on Short Wind-Waves 

The interaction between wind-waves and currents is frequent in many natural and 
artificial environments, such as lakes, lagoons and reservoirs. In these zones, currents 
are often generated by tides, estuary inlets, thermal and density effects, while sea and 
land breezes cyclically generate waves. A frequent scenario is that of a wind blowing 
and generating free gravity waves on the surface (sea waves) in the absence of swell 
and in the presence of a current. A series of experiments that were conducted in a 
wind-wave tunnel with co- and counter-currents have revealed peculiar aspects of 
the complex flow field. The complexity arises (i) from the non-homogeneity, with 
energy progressively transferred by the wind; (ii) from the shear action of the current; 
(iii) from the breaking; and (iv) from the grouping and a mix of scales that govern 
the process. 

A co-current reduces the growth of the wave height as measured in the absence 
of a current, with effects that are proportional to the speed of the current. This is a 
consequence of the reduction in the relative speed (between air and water), which 
is accompanied by reductions in the friction factor and energy transfer efficiency. 
A counter-current interrupts monotonous wave growth with the fetch length, even 
if the wave height is larger (in the same section and at the same wind speed) than 
for a co-current of equal absolute speed. Part of the wave energy is dissipated by 
breaking (microbreaking is always expected at high wind speed), but the transfer 
of energy from the wind is facilitated; hence, the energy balance remains positive. 
The section in which the wave height fall occurs depends on the wind speed and the 
current speed. 

The steepness of the wave is maximal for weak counter-currents and decreases 
both when the co-current is present and when the counter-current becomes more 
intense. For the co-current, the explanation is intuitive since a decreasing wavelength
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is accompanied by an increasing wavelength; for the counter-current, the interpre-
tation is based on the wavelength increasing faster than the wave height. Therefore, 
in the latter configuration, an unexpected stabilising effect occurs, which favours 
the transfer of energy to longer waves. This transfer of energy is also evident from 
the spectral shape, of which the evolution is influenced both by the energy that is 
introduced by the action of the wind and by the presence of a counter-current. A 
double-peak spectrum also develops for small values of uc/cg in the counter-current 
case. 

The phase celerity is strongly influenced by the presence of a co-current, and 
the stronger the current, the stronger the effects, while a counter-current has no 
appreciable effects. The co-current condition always induces a strong increase in 
phase celerity, even compared to theoretical models that include the presence of a 
current. We suspect that the discrepancy can be attributed to the continuous energy 
input that is due to the blowing wind. We recall that these experiments are conducted 
under highly inhomogeneous conditions and that an increase in the fetch length 
indicates that more energy is transferred to the waves. 

In addition, the celerity of the groups exhibits a strong variation compared to that 
in the absence of a current. First, in the absence of a current, the group celerity of the 
wind-waves increases faster than the phase celerity (the increments are calculated 
with respect to the group celerity and the phase celerity for the equivalent swell), 
with a ratio of (cg − cg0)/(c − c0) > 1.2. The current acts by reducing this value, with 
a gradual decrease for co-current conditions and with dispersed data for counter-
current conditions. A counter-current significantly reduces the energy flow along the 
path, thereby resulting in a rapid increase in the wave height. From this perspective, 
the counter-current has a shoaling effect. 

An analysis of the grouping shows that the average length of the groups is mini-
mally affected by a co-current (unless the current is very strong) and is subject to 
non-monotonic variations in the presence of a counter-current. A minimal value of 
the length is observed in the counter-current domain, where a significant change in 
the wave field occurs. A higher counter-current speed favours longer wave groups. 

The experiments were conducted on a small scale, where, for example, the Weber 
number was neglected because the surface effects of tension were considered negli-
gible. Furthermore, the finite size of the flume induced an extra-circulation, which 
was included in bulk in the analysis, without a detailed separation of the wind drift, 
imposed current and secondary circulation. However, the results are clear with respect 
to the profound difference between a co-current and a counter-current. Due to the 
complex and sometimes unexpected phenomena, the overall scenario is sufficient to 
justify further investigation with the objective of generalising the present results.
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5 Recent Advances on Wave Breaking Flow Measurements 
and Breaker Types 

Breaking almost always occurs in shallow water, where it is induced by bathymetry. 
The breaking occurs in random spots, even if the waves are periodic and regular, as 
in a laboratory flume. If there is a natural or artificial submerged bar, the breaking 
section for regular waves is almost deterministic because the bar forces its insta-
bility. However, even if the bar forces the regular appearance of breakers, the 
phenomenon retains intrinsic non-deterministic variabilities in its flow structure and 
overall geometry. 

Breaking waves are rarely used as a flow field to model turbulence due to the 
instability and complexity of the phenomena that occur, which are enhanced by 
the vorticity and the generation and evolution of turbulence during the breaking 
and near the bottom. While the phenomena at the bottom are relevant in shallow 
water, the phenomena near the free surface are always relevant, although with a 
different level of importance that depends on the stage of breaking. The vorticity 
is often accompanied by turbulence, even in cases where the classic air entrapment 
of the breaking wave is not observed. The energy balance of incoming waves is not 
dominated by dissipation at a viscous level (the final stage of the action of turbulence 
occurs at the molecular scale, with the generation of heat), but is also based on transfer 
to large scale characteristics, such as (i) long-shore and cross-shore currents, (ii) free 
(unbounded) long waves that escape offshore and edge waves that are trapped in the 
nearshore, (iii) and macro eddies at the wavelength scale. In this regard, the analysis 
of the structure of turbulence in breaking waves facilitates understanding of all these 
new flow field structures. Numerous parameters can be evaluated, and numerous 
models can be tested if fully experimental 3D velocity time series are available. A 
3D system provides sufficient temporal velocity and spatial resolution for measuring 
complex phenomena, such as wave breaking. As a general consideration, the need for 
an adequate synthesis of the results that are obtained with 3D measurements arises 
from the inability to easily and adequately display the enormous amount of obtained 
data. 

A series of experiments were conducted in the wave flume at IISTA-University 
of Granada, where an artificial slope of 1:10 was constructed with a berm of stones 
over it to ensure wave breaking. The objective was to analyse the flow field in the 
breaker by measuring the flow in the three directions. 

5.1 Momentum Balance 

The tests showed that the average transverse phase velocity (alongshore component) 
is two orders of magnitude smaller than the transverse and vertical velocities and 
still exhibits periodicity with alternating negative and positive flows, which is due 
to a systematic asymmetry that is induced by the bathymetry of their experiments
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and the presumed formation of transverse recirculation cells (a laboratory effect). 
The cross-shore and the vertical phase-averaged velocities (the wave components) 
are almost in quadrature but remains a small correlation. As a result, a transfer of 
momentum due to Reynolds’ wave stresses enters the balance. The momentum is 
positive during breaking (transfer towards the crest) and negative immediately after 
breaking (transfer from the crest towards the underlying flow field). Its profile in 
the vertical direction (cycle average phase) is positive (negative in the crest for some 
experiments), but the behaviour depends on the characteristics of the incoming wave. 
The inconsistencies are attributed to the presence of the bar, which modulates the 
flow field of the breaker according to the characteristics of the incoming wave (height 
and period). 

The balance of the cross-shore momentum shows the important role of local 
inertia, while the advection is of comparable intensity only immediately after 
breaking. Turbulent stresses act similarly to inertia in the post-breaking phases and 
require the addition of a net pressure gradient to the net pressure gradient that is 
required to accelerate the fluid. The measured acceleration that is experienced in 
the breaker of the present experiments is a fraction of gravity, but it is expected to 
increase for stronger breakers. Its experimental value is limited, in terms of accuracy, 
by the absence of exact measurements during breaking, and is smoothed out by the 
spatial averages that are used to present the data synthetically. The mean (vertical) 
pressure gradient during breaking affects the profile of the breaker, which is steeper 
for a rapidly increasing pressure gradient, and reaches a higher peak value. The 
peak value is delayed compared to the crest of the breaker, except for less energetic 
breakers. Steepening of the breaker front is correlated to the cross-shore net pressure 
gradient term, and smoothing of the breaker profile is correlated to the vertical net 
pressure gradient term. The pressure gradient also works against turbulent stresses, 
which, in some phases, behave as inertial terms. 

5.2 Turbulent Kinetic Energy Balance 

The turbulent kinetic energy is essentially in the transverse and vertical directions. 
The average values that were measured in the experiments indicate a distribution 
among the three directions similar to those observed in other turbulent flow fields, 
with a transverse contribution to the dominant cross-shore contribution and with 
significant variations during the wave cycle. The turbulence structure is far from 
isotropic, with a one-component behaviour only at the crest, and a structure that 
evolves towards the bottom. The distance to isotropy should be carefully considered 
because the available experimental data have insufficient spatial and temporal reso-
lutions for micro-scale flow detection in the most dissipative and the most isotropic 
cases. Various estimates of the dissipation rate, in comparison to the common hypoth-
esis of the dissipation rate of isotropic turbulence, indicate that in many cases, this 
hypothesis overestimates the actual dissipation. Thus, the same warning is issued 
due to limited spatial and temporal resolutions. The main terms of the balance are
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advection and transport that are due to the turbulence. The production can be “neg-
ative”, namely, during some phases, the turbulence transfers energy to the average 
(wave) flow field. The hypothesis of “frozen turbulence”, which is adopted to esti-
mate spatial gradients according to the local temporal gradient, yields better results if 
the advection velocity is the velocity of the wave component rather than, for example, 
the wave celerity. 

5.3 Cross-Shore Variability and Vorticity Dynamics 

The vorticity coexists with a wave flow (in principle, a potential flow) and evolves 
to fill the domain with vorticity that is associated with shear or coherent structures. 
Vortexes, which have both an alongshore axis and a diagonal axis in cross-shore 
vertical planes, and vortex tubes with a tortuous path have been detected by visual 
observation and velocity measurement analysis, respectively. These vortex tubes 
behave similarly to vortex tubes in other complex flow fields, and engage in a variety 
of mutual interactions that can be related to transition phenomena. 

The main component of the vorticity is directed alongshore. The temporal evolu-
tion of the vorticity in the cross-shore direction is controlled by vortex stretching 
that is due to the average flow, especially during flow reversal. In the breaking phase, 
the stretching of the vortex is also associated with the fluctuating strain rate and 
the flux of the fluctuating vorticity due to turbulence. In the alongshore direction, 
the equilibrium is due mainly to the fluctuating vorticity flow, which is induced by 
turbulence; the remaining terms are less relevant. In the vertical direction, all terms 
are of the same magnitude. 

The measured values of the vorticity are smaller than the values without the 
submerged berm that have been documented in previous experiments. The topologi-
cally induced vorticity that is concentrated near the free surface is reduced in favour 
of a more uniform vorticity in the water column. 

5.4 Turbulent Stress Invariant Analysis and Relation 
with the Dissipation Tensor 

The anisotropy was quantified by the invariants and was relatively high during all 
phases and more evident for the more energetic events. For low-energy breakers, the 
anisotropy was lower in the dissipation tensor than in the Reynolds stress tensor. For 
high-energy breakers, the dissipation tensor still had a sufficient level of isotropy, 
and the Reynolds stress tensor was polarized towards anisotropy. 

The relationship between the main components of the two tensors is a simple 
proportionality for the low-energy breakers. Hence, various classic turbulence models
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are still applicable. For high-energy breakers, the relationship seems much more 
complex, and no simple model can be suggested. 

The unique availability of the experimental data that are provided by 3D volu-
metric velocimeters enabled an in-depth analysis by following the same path as 
was adopted for the numerical simulation data. However, the dissipation tensor is 
expected to be affected by the limited spatial resolution of the data, and both tensors 
are affected by the limited time resolution; hence, the results should be evaluated in 
the light of these limitations. 

Beyond the application of well-known models for turbulence estimation, a huge 
experimental data set is available to calibrate these models, which is an important 
novelty. The availability of this data set is a step towards the detailed interpretation 
of the fundamental mechanisms of turbulence generation, evolution, and dissipation. 

6 Conclusions 

After several decades of models and experiments, the processes at the air-water inter-
face are becoming better understood, and phenomena have been identified that, at first 
glance, seemed inexplicable. The co-presence of molecular diffusion and advection 
renders the models more complex and requires multi-scale analyses that can consider 
the distinct contributions of these two processes: a diffusive process can last for a 
very long time, with effects that are not dissimilar to those of a convective process, 
namely, intense but short effects. The same diffusive process can be generated by 
differences in temperature, salinity, and chemical substances; hence, double or triple 
diffusivity models are required. 

The availability of more accurate and more reliable measuring instruments, with 
a greater supply of information, has enabled deeper investigations that have yielded 
more accurate results. This has required the development of data analysis techniques 
for managing the new and very large amount of information. For example, PIV 
3D provides up to 100 000 speed vectors for each frame in a modest measurement 
volume; pre-processing of the frames and post-processing of the results require time 
and high computing power. 

From the perspective of experimentation, a major current limitation is the scale 
effects, which become more relevant as the number of process variables increases. 
Hence, experiments must be designed such that the scale effects for the variables of 
interest are reduced. 

There was a time when simple level measurements enabled the experimental vali-
dation of even highly complex wave models. Today, measurements have proliferated, 
and it is necessary to refine the interpretation of the data to guarantee the coherence 
of the model and equal accuracy between experimental data and theoretical schemes.
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7 Present and Future Challenges 

The perspectives of research in the sector are numerous, and it is inconceivable to list 
them all. Among the major problems that remain open are the global budgets, which 
are invoked regularly whenever climate change is analysed or discussed, but without 
specifying the extent of our ignorance. The balances of heat, chemical substances, 
and gases are difficult to determine because they involve combinations of phenomena 
that occur on a planetary scale: small errors in the values of the involved variables 
can change the directions of the evolutionary trends of the system. Among the drivers 
of the exchanges, it should be included the breaking and reflection of the waves in 
coastal areas. The former occurs practically everywhere there is a water surface, 
as can be observed by those who engage in aerial flight or sail on the sea: whitish 
ruffles are visible even when the wind blows with low intensity. The latter, namely, 
reflection, is almost always partial reflection, and it is omnipresent in coastal areas, 
where it combines with density currents in a shallow water environment, with strong 
interaction with the bottom. 

The present wind generation of waves can be extended to include the effects of 
bursts in the air side, which enhance the wind action on the water surface by inducing 
pressure fluctuations on a large scale. 

The wide use of laboratories for research motivates the development of new tech-
niques for the control of currents. Currents that are generated by waves in flumes 
are artefacts due to boundaries, and currents in real environments behave differently. 
Hence, the control of the current velocity profile and its flow rate is necessary for 
advancing knowledge and avoiding interferences and lab effects. 
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Advances in Wave Run-Up Measurement 
Techniques 

Diogo Mendes , Umberto Andriolo , and Maria Graça Neves 

Abstract Wave run-up is defined as the elevation of wave uprush on the beach profile 
or coastal structures above the still water level. Common applications of wave run-up 
measures include the prediction of flood events during storms, the design of coastal 
structures and the assessment of vulnerability in coastal management plans. This 
chapter gives a general overview of the techniques adopted to measure wave run-
up. Traditional techniques, such as resistance wires, wave gauges, pressure sensors 
and ultrasonic sensors have been used in the field and laboratory. The advent of 
shore-base video monitoring systems have significantly improved the measurement 
on beaches in the last two decades. 

Keywords Beach · Coastal structures · Hydrodynamics · Coastal management 

1 Introduction 

Wave run-up is defined as the elevation of wave uprush on the beach profile or coastal 
structures above the still water level [1] (Fig. 1). The wave run-up is a complex 
hydrodynamic phenomenon that depends on the local water level, the incident wave 
conditions (height, period, steepness, direction, and bandwidth), the bottom slope
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Fig. 1 Schematic representation of wave run-up over a plane bottom (black line) with slope (tan 
β). The wave run-up is the sum between the time-averaged wave setup (dashed dark blue line) and 
the individual wave uprush (dark blue line) above the still water level (SWL, light blue line). The 
blue arrow indicates the direction of wave propagation 

and the nature of the beach or structure (e.g., reflectivity, crest height, permeability, 
roughness). 

The physical processes that control wave run-up are the wave-induced setup and 
the swash [2] (Fig. 1). Under natural conditions, wave run-up is the result of the action 
of several waves on a beach or coastal structure slope, each one with a different wave 
period (i.e. irregular waves) over a time span. Therefore, wave run-up is calculated 
based on a statistical analysis of several wave run-up events, such as the R2%, the  
run-up exceeded by 2% during a sea state, and the Rmax, the maximum run-up during 
a sea state. 

The wave-induced setup increases the water level near the shoreline on a time 
scale longer than individual waves, but shorter than tidal oscillations. On beaches, 
the swash is associated with the water excursions (i.e., wave uprush) promoted by 
individual waves on the foreshore. Both wave-induced setup and swash are dependent 
on the wave breaking type, which is commonly assessed through the surf similarity 
parameter (ξ ), as function of the wave steepness (either offshore, at the breaking 
point, or at the toe of the structure) and the bottom slope. Pioneering attempts to 
relate wave run-up with ξ were successfully performed by Hunt in 1956 [3], for 
monochromatic waves (i.e. one wave period only) interacting with dikes, seawalls 
and revetments (R/H0 = Kξ, where H0 is the offshore wave height and K is a constant 
factor obtained using measured data). Later, Holman in 1986 [4] used field data to 
evaluate the contribution of the wave setup in wave run-up (R/H0 = Kξ + C, where C 
is a constant factor associated with the contribution of wave setup). These previous 
studies highlighted how wave run-up depends on the wave-induced setup and, on 
beaches, on the swash physical processes. A recent thorough review on wave run-up 
formulations can be found in Gomes da Silva et al. [5]. 

On beaches, the wave run-up formulation is important for numerous coastal engi-
neering and management applications [6]. For instance, wave run-up is one of the 
most critical parameters contributing to coastline flooding and shoreline change [7], 
and it determines the landward boundary of the area affected by the wave action



Advances in Wave Run-Up Measurement Techniques 285

during coastal storms impact [6]. Regarding coastal structures, wave run-up is funda-
mental for the design of dikes, revetments, and rubble-mound breakwaters. As over-
topping occurs when wave run-up reaches the crest of the structure and passes over 
it, the run-up is used for the structural design of the crest height. Besides, for rubble-
mound breakwaters, the prediction of wave run-up is needed to support the estimation 
of overtopping volumes, overtopping velocities, and flow thicknesses [3], and is a 
key parameter for estimating forces over crown wall structures [7]. Weggel [8] was  
the first to develop an empirical model to predict overtopping based on run-up. Since 
then, other formulae were presented for overtopping as a function of run-up, as Mase 
et al. [9]. 

Maximum wave run-up estimations during storm conditions, along with oper-
ational real-time measurements, are essential for the safety assessment of coastal 
structures in what concerns inundation, as flooding can potentially cause structural 
failures and losses of property and lives [4]. Forecasting systems of run-up during 
storm events are critical to mitigate possible coastal disasters, and to provide warning 
of possible coastal hazards [5]. This is particular true for the occurrence of tsunamis 
events [2, 6]. 

Given its importance, wave run-up has been receiving much attention by the 
engineering and scientific communities. Scopus database shows that the number of 
publications related to wave run-up increased linearly in time until 2000, and expo-
nentially between 2000 and 2010 (Fig. 2). This distinct behavior coincides with the 
scientific developments and deployments of shore-based video monitoring systems 
(see Sect. 3), which have been widespread along the world’s shorelines to support 
coastal studies from the 90s. 

The quality of measurements obtained in the laboratory and in the field has a great 
influence on the accuracy of the developed empirical formulae. For both laboratory 
and field observations, reliable data depends on the instrumentation and/or tech-
niques used to collect data. This chapter focuses on describing and giving a general 
overview on the available technological capabilities to measure wave run-up. Future 
perspectives on wave run-up measurement techniques closes the present chapter. 

Fig. 2 Number of 
publications per year found 
in Scopus where Title, 
Abstract or Keywords 
include “wave run-up” or 
“wave run-up”
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2 Description of Wave Run-Up Measurement Techniques 

In 1950, Hunt used resistance run-up gauges in the laboratory to conduct the first 
wave run-up measurements [3]. In 1982, Guza and Thornton [2] used resistance 
wires to obtain field observations of wave run-up. In 1986, Holman [4] used a video 
camera to acquire field observations of wave run-up. In 1991, Nielsen and Hanslow 
[10] used a set of markers to measure wave run-up in the field. In 2008, Turner et al. 
[11] used ultrasonic sensors (similar to acoustic wave probes) to obtain both wave 
run-up and bed level measurements on a wave-by-wave time scale. More recently, 
in 2018, Dodet et al. [12] used a transect of pressure sensors to obtain measurements 
of wave run-up in the field. Here below, these techniques are described. Due to its 
importance to wave run-up measurements, the video technique applied on beaches 
will be described in detail in Sect. 3. 

Guza and Thornton [2] used resistance wires (conductance probes) to obtain field 
measurements of wave run-up on a 1/20–1/30 sloping beach. The voltage registered 
by the wires can be converted to vertical height reached by the waves. Raubenheimer 
et al. [13] used run-up wires that were stacked vertically with the bottom wire about 
5 cm above the bed, and the other wires 5 cm apart. Although the method was success-
fully used by previous authors, installing run-up wires on beach profiles has several 
operational issues. Guza and Thornton [2] reported problems with seaweed, sand 
level changes, rain, calibration procedures, among others. Although instrumenting a 
beach with run-up wires can be a challenging task by itself, some recent studies used 
this method successfully [14]. Nevertheless, operational issues are always present 
as “the run-up wire was maintained at approximately 0.02–0.03 m above the bed, 
which required continual adjustment by observers” [14]. 

Wave run-up on a coastal structures is usually measured using conductance probes, 
usually referred as run-up gauges or wave gauges, that measure the water surface 
elevation on the structure slope (Fig. 3). As referred above, these probes operate by 
measuring the current that flows between two stainless steel wires that are immersed 
in water. This current is converted to an output voltage that is directly proportional 
to the immersed depth. Since it is very difficult to measure the run-up on a very thin 
water layer in small-scale experiments with run-up gauges, water tongue less than 
2 cm thick is not measured accurately. 

In physical model tests wave run-up is becoming to be measured using images 
collected from digital video cameras, together with a scaled ruler fixed on the front 
slope to increase the accuracy of the run-up estimates [15]. For each test condition, 
usually with approximately 1000 waves, the images collected from digital video 
cameras during the test are visually monitoring frame by frame and an individual 
wave run-up is obtained and confirmed by the information obtained in the scaled 
ruler. Based on that, maximum run-up and R2% can be calculated. 

The deployment of a set of markers consists in counting the number of waves 
that cross each set of markers with known elevations (x) over a time period, to 
obtain a time-series of wave run-up measurements (x, t). Nielsen and Hanslow [10] 
used wooden stakes to study wave run-up distributions in the field. This method has,
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Fig. 3 Resistance type wave gauge used to measure run-up on a coastal structure at laboratory 
scale 

however, some drawbacks, as: (i) the accuracy of the wave run-up time-series depends 
on the cross-shore distance between markers; (ii) it requires intense human effort in 
the field; (iii) it is not adequate during energetic wave conditions. Nevertheless, this 
method has been still used recently coupling portable video systems (Fig. 4) for  
improving the observations (e.g., Manno et al. [16]). 

Another method to obtain measurements of wave run-up is through ultrasonic 
sensors (similar to acoustic wave probes). Analogous to a set of markers, a cross-shore 
transect of several ultrasonic sensors will enable the measurement of sea-surface 
elevation through space and time, as explained by Turner et al. [11]. Consequently, 
such a deployment will allow wave run-up measurements with a high-frequency

Fig. 4 Example of field measurements of wave run-up using markers (orange marks) and a video-
camera mounted on a tripod (from Swenson [17])
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Fig. 5 Pressure sensors 
deployed at Banneg Island 
(France) on a rocky cliff 
(from Dodet et al. [12]) 

resolution. One of the main advantages, besides the sea-surface elevation which 
enables a detailed wave-by-wave analysis, is to record bottom elevations [11, 18]. 
This technique has, however, similar drawbacks as the set of markers deployment 
because it depends on the available number of ultrasonic sensors and the intensive 
labour work to instrument a surf zone, especially in macro-tidal regimes.

A third method for wave run-up measurements resides on the use of pressure 
sensors. A cross-shore transect of several pressure sensors is generally deployed on 
beach profile or on the mound slope of a coastal structure (Fig. 5). The procedure 
consists of analysing the time moments in which the transect indicates wet and 
dry conditions (i.e. swash). The measured pressure can be then converted into a 
vertical height. This method was used in the field on a very complex coastal setting 
characterized by steep rocky cliffs by Dodet et al. [12]. Although it can be used 
under extreme wave conditions, the method is difficult to be applied on beaches 
with non-cohesive sediments, where the beach profile changes occur over short-time 
scale. 

3 Video Monitoring Technique 

3.1 History of Video Monitoring Technique 

Coastal video monitoring systems are being proven to be a powerful tool to monitor 
nearshore morpho- and hydrodynamics. When video camera devices are installed 
on a fixed, shore-based platform composing a coastal video monitoring station, they
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offer the possibility of collecting both short- and long-term observations. Despite the 
lower coverage in space in comparison with the other remote sensing technologies 
(e.g., satellite imagery and X-Band radar), they offer the advantages of autonomous 
and continuous collection of high-resolution images, at a relatively low cost, which 
are fundamental for wave run-up measurements. 

The pioneer ARGUS monitoring programme [19, 20] was the first scientific 
programme to install a shore-based video monitoring system aiming at supporting 
coastal studies through video-derived observations. The system was developed by 
the Coastal Imaging Lab at the Oregon State University in the early 90s, and it has 
been providing coastal image data worldwide for the last three decades [19, 21]. 

In the 2000s, the expansion of commercial video systems (e.g., CoastalComs, 
www.coastalcoms.com, Erdman, www.video-monitoring.com) and the development 
of open-source image processing tools (e.g., SIRENA [22], COSMOS [23], Beach-
keeper plus [24], ULISES [25]) promoted the installation of video monitoring stations 
for scientific purpose exploiting the relatively cheap Internet Protocol (IP) video 
cameras, overcoming the expensive installation and purchase of Argus system. 

A video-monitoring station is usually composed of one (or more) video camera 
connected to a personal computer, which has the purpose of controlling the image 
acquisition and storing the video images. The optical device is usually installed stable 
at an elevated position looking at the emerged beach and the nearshore. Data sampling 
interval can vary between 1 and 10 Hz (image per second) depending on the aim of 
the study, camera properties, and storage space capability. Besides the coastal video 
monitoring stations, the portability of IP cameras has also promoted the temporary 
use of optical devices to support oceanographic fieldwork (e.g., Senechal et al. [26]) 
and the video monitoring application on physical modelling (e.g., Schimmels et al. 
[27], Vousdoukas et al. [28]). 

Three types of images are commonly generated by coastal video monitoring 
stations: Timex, Variance and Timestack images. Timex images are digitally aver-
aged image intensities, representing the time-averaged of all the frames collected 
within a period of sampling, generally, 10 min, while Variance images represent the 
standard deviation for the same time [19, 29]. Conversions between image coordi-
nates and ground coordinates are usually made using the collinearity equations after 
corrections for lens distortions (e.g., Taborda and Silva [23], Simarro et al. [25], 
Sánchez-García et al. [30]). 

Although some attempts were done in using Timex and Variance for wave run-up 
measurements [31], the main advances given for these measurements on beaches 
were due to the use of Timestack images. 

3.2 Timestack Images 

Timestack images are generated by sampling a single array of pixels, representing a 
beach transect, from each frame over the acquisition period. Timestack is, therefore,

http://www.coastalcoms.com
http://www.video-monitoring.com
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Fig. 6 First appearances of Timestack images: a from Aagaard and Holm [33]; b from Holland 
and Holman [34] 

a time-space image composed by pixel intensity time series over a given image 
sequence (e.g., Andriolo [32]). 

Historically, Timestacks were specifically produced to measure wave run-up, as 
the camera acquisitions allowed the monitoring of the high-frequency waterline oscil-
lation on the beach slope. The first appearance of a Timestack image (Fig. 6a) is dated 
to 1989 by Aagaard and Holm [33]. A clearer image was published in Holland and 
Holman [34] in 1993 (Fig. 6b), originated from Argus images collected at Duck 
during the DELILAH experiment. 

On Timestack, the swash excursions time series is typically visible as series 
of cuspates, which describe the water-level fluctuation (uprush and backwash) of 
broken waves on the beach slope. The shoreward peaks of such curvatures express 
the maxima swash excursion points of each individual wave swash front. Opera-
tionally, each swash maxima are marked by the user on Timestack to obtain the 
swash maxima time-series over time and space (Fig. 7). To compute the wave run-
up (swash elevation), the space-dimension of the Timestack is interpolated with the 
related beach transect elevation, usually surveyed by RTK-GNNS on the field. 

The typical statistic values used for run-up formulas, such as the maximum (Rmax) 
and the run-up exceeded by 2% of the waves (R2%), are computed considering 
the whole time series used for producing the Timestack. Previous studies [36, 37] 
found the run-up distribution to be consistently represented by a normal distribution, 
suitable for retrieving R2%. 

Few image processing methodologies have been proposed to automate the wave 
run-up detection on Timestacks. Vousdoukas et al. [38] adopted Otsu’s thresholding 
method, while Almar et al. [39] introduced and validated a method based on the 
Radon Transform, better performing than a color contrast-based image processing 
technique [40]. Nevertheless, the manual digitalization of swash fronts has been 
chosen by most Timestack-based wave run-up studies due to the complex nature
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Fig. 7 Timestack-based method for wave run-up measurements: a portion of the image acquired 
by the video system; white line represents the cross-shore transect selected to extract pixels time 
series and generate the Timestack; b Timestack image with swash excursion time series; red crosses 
represent the individual digitized wave run-up, black line is the limit between wet and dry areas, 
the horizontal lines represent the still water level (SWL, dashed line) and the wave setup (solid 
line); c cumulative distribution function of individual wave run-up obtained from digitalization on 
Timestack. Adapted from Gomes da Silva et al. [5, 35] 

both of wave run-up signal on the foreshore (high-frequency) and of Timestack 
images. 

3.3 Advances in Wave Run-Up Measurements 
from Timestacks 

Over the last two decades, the use of Timestack images have extensively improved 
the knowledge of wave run-up on coasts, promoting new parameterizations of wave 
run-up formula (Table 1). 

Sampling several transects alongshore to produce a series of Timestacks, Ruggiero 
et al. [41] showed that alongshore variability of wave run-up on a dissipative beach 
was associated with alongshore variability of the foreshore slope. The work of 
Stockdon et al. [37] represented the new potentiality offered by the long-term collec-
tion of wave run-up measurements for advancing the parameterization. Timestacks 
produced by the Argus programme at 10 different sites (east and west coast of US 
and in the Netherlands) were considered. Although the bulk of the data (91%) were 
collected at intermediate to reflective conditions at Duck beach, Timestack-based 
measurements included a variety of beach characteristics and wave conditions and 
were statistically analyzed, to finally propose the R2% formula that is currently the 
most used worldwide [5]. Following the framework proposed by Stockdon et al. [37],
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Table 1 Chronological significant works devoted to testing and parameterization of wave run-up 
formulae through video Timestack imaging on beaches 

Publication Year Country Ocean/sea Wave run-up 
formulae testing 

Wave run-up 
parameterization 

Holland and 
Homan [34] 

1993 USA Pacific Ocean x 

Ruggiero 
et al. [41] 

2004 USA Pacific Ocean x 

Stockdon 
et al. [37] 

2006 USA Pacific Ocean x 

Salmon et al. 
[42] 

2007 New Zealand Pacific Ocean x 

Senechal 
et al. [43] 

2011 France Atlantic Ocean x x 

Vousdoukas 
et al. [38] 

2012 Portugal Atlantic Ocean x 

Paprotny 
et al. [44] 

2014 Poland Baltic Sea x x 

Poate et al. 
[45] 

2016 England Atlantic Ocean x 

Atkinson 
et al. [36] 

2017 Australia Pacific Ocean x x 

Di Luccio 
et al. [46] 

2018 Italy Ligurian Sea 
(Mediterranean 
Sea) 

x 

Valentini 
et al. [47] 

2019 Italy Ionian Sea 
(Mediterranean 
Sea) 

x 

Didier et al. 
[48] 

2020 Canada Atlantic Ocean x x 

other works (Table 1) aimed at the local wave run-up parameterization using medium 
and long-term Timestack dataset on Portuguese [49], British [45], Australian [36], 
Canadian [48] and Polish [44] coasts. Several wave run-up formulae have also been 
tested and proposed from wave run-up measured during storm wave conditions at 
New Zealand [42], Italian [46, 47] and French [26] coasts. Combining the Timestack-
based data collected at the different above-cited coasts, more advanced wave run-up 
formulae were proposed with the use of Gene expression programming [50], machine 
learning [51] and model-of-models [36] techniques. 

While the use of Timestack images has been widely used for wave run-up measure-
ments on beaches, the field application on coastal structure is still scarce (e.g., Lee 
et al. [52], González-Jorge et al. [53]). This is due to the logistical constraints of video-
cameras installation, which rarely allow to obtain the seaward side of breakwaters 
and jetties within the camera field of view.
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4 Perspectives on Future Advances 

The main limitation of Timestack application for wave run-up studies resides in the 
requirement of the beach profile elevation. Being Timestack a time-space image, 
the cross-shore horizontal swash excursion visible on images needs to be converted 
to elevation with the use of the surveyed beach slope. However, the frequency of 
ground surveys is often not sufficient to describe the high variability of the intertidal 
area. Video monitoring technique can infer the foreshore slope by tracking the edge 
of the waterline in Timex and/or Variance images over the tidal cycle [49, 54–57]. 
Nevertheless, the video-based techniques for intertidal beach slope estimation are 
affected by inaccuracies introduced by the photogrammetry procedures (e.g., camera 
calibration and image georectification), nearshore hydrodynamics (e.g., wave setup) 
and shoreline detection (e.g., Uunk et al. [54]). Future work may improve the video 
measurements of intertidal beach profile, to integrate it to hydrodynamic observations 
and improve wave run-up studies. 

When waves enter shallow waters, they interact with the bathymetry as they prop-
agate to the coast, and are gradually transformed to skewed and breaking waves, 
before they eventually trigger wave run-up (e.g., Andriolo [32], Vousdoukas et al. 
[38]). Numerous authors pointed out that nearshore wave transformation (i.e. wave 
deformation by bar-trough beach profiles) is neglected in wave run-up formulas, as 
only offshore wave parameters (e.g., Hs, Tp) have been considered (e.g., Gomes da 
Silva et al. [5] and references therein). In this regard, the application of video moni-
toring techniques dedicated to the estimation of breaking wave height [58–61] may  
be integrated into the use of Timestacks for wave run-up measurements, to propose 
new parameterizations based on the actual wave properties near the shore. 

Future improvements on video-based run-up studies may also be provided by 
the exploitation of online streaming webcams and surfcams [29, 62, 63] to expand 
coastal monitoring around the world’s coastlines. 

A relatively recent alternative to measure wave run-up is the use of a laser-scanner. 
This type of system can measure high-frequency (more than 2 Hz) water motions 
over a high-resolution O(cm) cross-shore transect. As an example, Almeida et al. [64] 
deployed a laser-scanner on top of a 5.2 m height aluminum tower and were able to 
cover a 90 m cross-shore transect with an average along the slope resolution of 0.06 m. 
Another advantage of the laser-scanner is the continuous monitoring of the beach 
morphology, which is needed for the bottom slope quantification and subsequent 
wave run-up estimation. Laser-scanners have been used in the laboratory [65, 66] 
and in the field [e.g., 67–69], collecting wave run-up measurements also under very 
extreme offshore wave conditions [70]. The deployment of a set of laser-scanners [71] 
can provide detailed information on the complex inner surf zone hydrodynamics and 
the associated wave run-up. These recent studies have shown that laser-scans allows 
the integration of sea-surface elevation, wave motion, beach profile evolution and 
swash elevation measurements, for further improving the knowledge of the complex 
hydrodynamic processes involved in wave run-up.



294 D. Mendes et al.

Acknowledgements Acknowledgements are due to the Portuguese Foundation for Science and 
Technology (FCT) and the European Regional Development Fund (FEDER) through COMPETE 
2020—Operational Program for Competitiveness and Internationalization (POCI) in the framework 
of UIDB/00308/2020 and the research project UAS4Litter (PTDC/EAM-REM/30324/2017). 

References 

1. U.S. Army Corps of Engineers: Coastal Engineering Manual (EM 1110-2-1100) (2002) 
2. Guza, R.T., Thornton, E.B.: Swash oscillations on a natural beach. J. Geophys. Res. 87, 483–491 

(1982). https://doi.org/10.1029/JC087iC01p00483 
3. Hunt, I.A.: Design of seawalls and breakwaters. J. Waterw. Harb. Div. 85, 123–152 (1956) 
4. Holman, R.A.: Extreme value statistics for wave run-up on a natural beach. Coast. Eng. 9(6), 

527–544 (1986). https://doi.org/10.1016/0378-3839(86)90002-5 
5. Gomes da Silva, P., Coco, G., Garnier, R., Klein, A.H.F.: On the prediction of runup, setup 

and swash on beaches. Earth-Sci. Rev. 204, 103148 (2020). https://doi.org/10.1016/j.earscirev. 
2020.103148 

6. Douglass, S.: Estimating Runup on Beaches: A Review of the State of the Art. USACE Report 
AD-A229 516. Washington, DC (1990) 

7. Kobayashi, N.: Wave runup and overtopping on beaches and coastal structures. In: Advanced 
Series in Coastal and Ocean Engineering, pp. 95–154. World Scientific (1999). https://doi.org/ 
10.1142/9789812797544_0002 

8. Weggel, J.R.: Wave overtopping equation. Coast. Eng. Proc. 1(15), 2737–2755 (1976) 
9. Mase, H., Tamada, T., Yasuda, T., Hedges, T.S., Reis, M.T.: Wave runup and overtopping at 

seawalls built on land and in very shallow water. J. Waterw. Port Coast. Ocean Eng. (2013). 
https://doi.org/10.1061/(asce)ww.1943-5460.0000199 

10. Nielsen, P., Hanslow, D.J.: Wave runup distributions on natural beaches. J. Coast. Res. 7, 
1139–1152 (1991). https://doi.org/10.2307/4297933 

11. Turner, I.L., Russell, P.E., Butt, T.: Measurement of wave-by-wave bed-levels in the swash 
zone. Coast. Eng. 55, 1237–1242 (2008). https://doi.org/10.1016/j.coastaleng.2008.09.009 

12. Dodet, G., Leckler, F., Sous, D., Ardhuin, F., Filipot, J.F., Suanez, S.: Wave runup over steep 
rocky cliffs. J. Geophys. Res. Oceans 123, 7185–7205 (2018). https://doi.org/10.1029/2018JC 
013967 

13. Raubenheimer, B., Guza, R.T., Elgar, S., Kobayashi, N.: Swash on a gently sloping beach. J. 
Geophys. Res. 100, 8751–8760 (1995). https://doi.org/10.1029/95JC00232 

14. Hughes, M.G., Moseley, A.S., Baldock, T.E.: Probability distributions for wave runup on 
beaches. Coast. Eng. 57, 575–584 (2010). https://doi.org/10.1016/j.coastaleng.2010.01.001 

15. Pillai, K., Etemad-Shahidi, A., Lemckert, C.: Wave run-up on bermed coastal structures. Appl. 
Ocean Res. 86, 188–194 (2019). https://doi.org/10.1016/j.apor.2019.02.006 

16. Manno, G., Lo Re, C., Ciraolo, G.: Uncertainties in shoreline position analysis: the role of 
run-up and tide in a gentle slope beach. Ocean Sci. 13, 661–671 (2017). https://doi.org/10. 
5194/os-13-661-2017 

17. Swenson, M.: Wave runup. http://homepages.cae.wisc.edu/~chinwu/GLE401/web/Mike/ 
Wave%20runup.htm. Accessed 1 Mar 2021 

18. Masselink, G., Russell, P., Turner, I., Blenkinsopp, C.: Net sediment transport and morpholog-
ical change in the swash zone of a high-energy sandy beach from swash event to tidal cycle 
time scales. Mar. Geol. 267, 18–35 (2009). https://doi.org/10.1016/j.margeo.2009.09.003 

19. Holman, R.A., Stanley, J.: The history and technical capabilities of Argus. Coast. Eng. 54, 
477–491 (2007). https://doi.org/10.1016/j.coastaleng.2007.01.003 

20. Splinter, K.D., Harley, M.D., Turner, I.L.: Remote sensing is changing our view of the coast: 
insights from 40 years of monitoring at Narrabeen-Collaroy, Australia. Remote Sens. 10, 1744 
(2018). https://doi.org/10.3390/rs10111744

https://doi.org/10.1029/JC087iC01p00483
https://doi.org/10.1016/0378-3839(86)90002-5
https://doi.org/10.1016/j.earscirev.2020.103148
https://doi.org/10.1016/j.earscirev.2020.103148
https://doi.org/10.1142/9789812797544_0002
https://doi.org/10.1142/9789812797544_0002
https://doi.org/10.1061/(asce)ww.1943-5460.0000199
https://doi.org/10.2307/4297933
https://doi.org/10.1016/j.coastaleng.2008.09.009
https://doi.org/10.1029/2018JC013967
https://doi.org/10.1029/2018JC013967
https://doi.org/10.1029/95JC00232
https://doi.org/10.1016/j.coastaleng.2010.01.001
https://doi.org/10.1016/j.apor.2019.02.006
https://doi.org/10.5194/os-13-661-2017
https://doi.org/10.5194/os-13-661-2017
http://homepages.cae.wisc.edu/~chinwu/GLE401/web/Mike/Wave%20runup.htm
http://homepages.cae.wisc.edu/~chinwu/GLE401/web/Mike/Wave%20runup.htm
https://doi.org/10.1016/j.margeo.2009.09.003
https://doi.org/10.1016/j.coastaleng.2007.01.003
https://doi.org/10.3390/rs10111744


Advances in Wave Run-Up Measurement Techniques 295

21. Andriolo, U.: Nearshore hydrodynamics and morphology derived from video images. Ph.D. 
Thesis, University of Lisbon 224 pp. (2018) 

22. Nieto, M.A., Garau, B., Balle, S., Simarro, G., Zarruk, G.A., Ortiz, A., Tintoré, J., Álvarez-
Ellacuría, A., Gómez-Pujol, L., Orfila, A.: An open source, low cost video-based coastal moni-
toring system. Earth Surf. Process. Landforms 35, 1712–1719 (2010). https://doi.org/10.1002/ 
esp.2025 

23. Taborda, R., Silva, A.: COSMOS: a lightweight coastal video monitoring system. Comput. 
Geosci. 49, 248–255 (2012). https://doi.org/10.1016/j.cageo.2012.07.013 

24. Brignone, M., Schiaffino, C.F., Isla, F.I., Ferrari, M.: A system for beach video-monitoring: 
beachkeeper plus. Comput. Geosci. 49, 53–61 (2012). https://doi.org/10.1016/j.cageo.2012. 
06.008 

25. Simarro, G., Ribas, F., Álvarez, A., Guillén, J., Chic, Ò., Orfila, A.: ULISES: an open source 
code for extrinsic calibrations and planview generations in coastal video monitoring systems. 
J. Coast. Res. 335, 1217–1227 (2017). https://doi.org/10.2112/JCOASTRES-D-16-00022.1 

26. Senechal, N., Coco, G., Bryan, K.R., Holman, R.A.: Wave runup during extreme storm 
conditions. J. Geophys. Res. Oceans 116 (2011). https://doi.org/10.1029/2010JC006819 

27. Schimmels, S., Vousdoukas, M., Wziatek, D., Becker, K., Gier, F., Oumeraci, H.: Wave run-up 
observations on revetments with different porosities. In: Lynett, P., Smith, J.M. (eds.) Coastal 
Engineering Proceedings, pp. 1–14 (2012). https://doi.org/10.9753/icce.v33.structures.73 

28. Vousdoukas, M.I., Kirupakaramoorthy, T., Oumeraci, H., de la Torre, M., Wübbold, F., Wagner, 
B., Schimmels, S.: The role of combined laser scanning and video techniques in monitoring 
wave-by-wave swash zone processes. Coast. Eng. 83, 150–165 (2014). https://doi.org/10.1016/ 
j.coastaleng.2013.10.013 

29. Andriolo, U., Sánchez-García, E., Taborda, R.: Operational use of surfcam online streaming 
images for coastal morphodynamic studies. Remote Sens. 11(1), 1–21 (2019). https://doi.org/ 
10.3390/rs11010078 

30. Sánchez-García, E., Balaguer-Beser, A., Pardo-Pascual, J.E.: C-Pro: a coastal projector moni-
toring system using terrestrial photogrammetry with a geometric horizon constraint. ISPRS 
J. Photogramm. Remote Sens. 128, 255–273 (2017). https://doi.org/10.1016/j.isprsjprs.2017. 
03.023 

31. Simarro, G., Bryan, K.R., Guedes, R.M.C., Sancho, A., Guillen, J., Coco, G.: On the use of 
variance images for runup and shoreline detection. Coast. Eng. 99, 136–147 (2015). https:// 
doi.org/10.1016/j.coastaleng.2015.03.002 

32. Andriolo, U.: Nearshore wave transformation domains from video imagery. J. Mar. Sci. Eng. 
7, 186 (2019). https://doi.org/10.3390/jmse7060186 

33. Aagaard, T., Holm, J.: Digitization of wave run-up using video records. J. Coast. Res. 5, 547–551 
(1989). https://doi.org/10.2307/4297566 

34. Holland, K.T., Holman, R.A.: The statistical distribution of swash maxima on natural beaches. 
J. Geophys. Res. 98, 271–278 (1993). https://doi.org/10.1029/93JC00035 

35. Gomes da Silva, P., Medina, R., González, M., Garnier, R.: Infragravity swash parameterization 
on beaches: The role of the profile shape and the morphodynamic beach state. Coast. Eng. 136, 
41–55 (2018). https://doi.org/10.1016/j.coastaleng.2018.02.002 

36. Atkinson, A.L., Power, H.E., Moura, T., Hammond, T., Callaghan, D.P., Baldock, T.E.: Assess-
ment of runup predictions by empirical models on non-truncated beaches on the south-east 
Australian coast. Coast. Eng. 119, 15–31 (2017). https://doi.org/10.1016/j.coastaleng.2016. 
10.001 

37. Stockdon, H.F., Holman, R.A., Howd, P.A., Sallenger, A.H.: Empirical parameterization of 
setup, swash, and runup. Coast. Eng. 53, 573–588 (2006). https://doi.org/10.1016/j.coastaleng. 
2005.12.005 

38. Vousdoukas, M.I., Wziatek, D., Almeida, L.P.: Coastal vulnerability assessment based on video 
wave run-up observations at a mesotidal, steep-sloped beach. Ocean Dyn. 62, 123–137 (2012). 
https://doi.org/10.1007/s10236-011-0480-x 

39. Almar, R., Blenkinsopp, C., Almeida, L.P., Cienfuegos, R., Catalán, P.A.: Wave runup video 
motion detection using the Radon Transform. Coast. Eng. 130, 46–51 (2017). https://doi.org/ 
10.1016/j.coastaleng.2017.09.015

https://doi.org/10.1002/esp.2025
https://doi.org/10.1002/esp.2025
https://doi.org/10.1016/j.cageo.2012.07.013
https://doi.org/10.1016/j.cageo.2012.06.008
https://doi.org/10.1016/j.cageo.2012.06.008
https://doi.org/10.2112/JCOASTRES-D-16-00022.1
https://doi.org/10.1029/2010JC006819
https://doi.org/10.9753/icce.v33.structures.73
https://doi.org/10.1016/j.coastaleng.2013.10.013
https://doi.org/10.1016/j.coastaleng.2013.10.013
https://doi.org/10.3390/rs11010078
https://doi.org/10.3390/rs11010078
https://doi.org/10.1016/j.isprsjprs.2017.03.023
https://doi.org/10.1016/j.isprsjprs.2017.03.023
https://doi.org/10.1016/j.coastaleng.2015.03.002
https://doi.org/10.1016/j.coastaleng.2015.03.002
https://doi.org/10.3390/jmse7060186
https://doi.org/10.2307/4297566
https://doi.org/10.1029/93JC00035
https://doi.org/10.1016/j.coastaleng.2018.02.002
https://doi.org/10.1016/j.coastaleng.2016.10.001
https://doi.org/10.1016/j.coastaleng.2016.10.001
https://doi.org/10.1016/j.coastaleng.2005.12.005
https://doi.org/10.1016/j.coastaleng.2005.12.005
https://doi.org/10.1007/s10236-011-0480-x
https://doi.org/10.1016/j.coastaleng.2017.09.015
https://doi.org/10.1016/j.coastaleng.2017.09.015


296 D. Mendes et al.

40. Huisman, C.E., Bryan, K.R., Coco, G., Ruessink, B.G.: The use of video imagery to analyse 
groundwater and shoreline dynamics on a dissipative beach. Cont. Shelf Res. 31, 1728–1738 
(2011). https://doi.org/10.1016/j.csr.2011.07.013 

41. Ruggiero, P., Holman, R.A., Beach, R.A.: Wave run-up on a high-energy dissipative beach. J. 
Geophys. Res. Oceans 109, 1–12 (2004). https://doi.org/10.1029/2003JC002160 

42. Salmon, S.A., Bryan, K.R., Coco, G.: The use of video systems to measure run-up on beaches. 
J. Coast. Res. 211–215 (2007) 

43. Senechal, N., Abadie, S., Gallagher, E., MacMahan, J., Masselink, G., Michallet, H., Reniers, 
A., Ruessink, G., Russell, P., Sous, D., Turner, I., Ardhuin, F., Bonneton, P., Bujan, S., Capo, 
S., Certain, R., Pedreros, R., Garlan, T.: The ECORS-Truc Vert’08 nearshore field experiment: 
presentation of a three-dimensional morphologic system in a macro-tidal environment during 
consecutive extreme storm conditions. Ocean Dyn. 61, 2073–2098 (2011). https://doi.org/10. 
1007/s10236-011-0472-x 

44. Paprotny, D., Andrzejewski, P., Terefenko, P., Furmańczyk, K.: Application of empirical wave 
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Recent Advances in Instrumentation 
and Monitoring Techniques Applied 
to Dam Breach Experiments 
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Abstract The flow through an eroding dam is three-dimensional and exhibits several 
length scales. Laboratory experiments are fundamental to characterize these flows. 
Instrumentation and monitoring techniques in laboratory environment must be able 
to capture this complexity and scale amplitude and should be, preferentially, non-
intrusive, particularly if the failure event is related with earth dams, where erosion 
patterns may be affected by instrument intrusiveness. Regarding embankment dam 
failures, the processes usually subjected to great scrutiny require the measurement of 
the breach effluent flow (BEF), the breach morphological evolution (through longi-
tudinal and transversal profiles as well as 3D reconstructions) and the flow velocity 
over the dam and through the breach. This chapter presents advances in instrumen-
tation to be deployed in dam breach laboratory tests and novel measuring methods 
made possible with such instrumentation. Emphasis is placed on the description of 
the critical components of the instruments, with emphasis on digital imagery, and 
on image analysis and post-processing techniques. A detailed exposition of existent 
methods, and respective evaluation of its suitability in the context of laboratory work, 
is presented. 
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1 Introduction 

Dam failure events have the potential to cause loss of human lives and catastrophic 
environmental impacts in the downstream valley, justifying major investments in dam 
breach studies. Embankment dams are of particular interest as these are most of the 
large dams worldwide [1–3] presenting the highest percentage of accidents, many of 
which led to the structure failure. A recent example is the accident with two earthen 
dams in Michigan (USA) that, in the sequence of a flood, suffered a cascade collapse 
in 2020, expelling billions of cubic meters of water and sending them downstream in 
a powerful rush of destruction. Fortunately, the urgent evacuation of 10,000 people 
from communities downstream prevented the loss of lives but the remaining damage 
in the downstream valley still caused around $175 million of losses. 

Several approaches are available to conduct research studies on embankment dam 
failures. In recent years, an increasing trend towards the improvement of experimental 
based approaches does exist. The success of experimental studies to investigate the 
hydraulic and geotechnical aspects of dam breaching processes requires an adequate 
specification of instrumentation to measure and monitor the most important variables 
as discharge rates, water surface elevations, flow velocities, scour, etc. 

This chapter presents advanced instrumentation solutions, its main components 
and measuring methods that can be used in experimental dam breach studies. This 
includes the presentation of a monitoring scheme specifically developed to acquire 
data near or at the breach site (‘local measurements’), allowing for estimates of 
variables such as the flow rate through the breach and erosion rates. Emphasis is 
placed on post-processing techniques and analysis of digital imagery, for which there 
is detailed exposition of existent methods and respective evaluation of its suitability 
for several purposes. 

Concerning the present chapter organization, Sect. 2 claims the reader attention 
for the relevance of using recent instrumentation, improving the measuring methods, 
and optimizing laboratorial procedures when conducting dam breach experiments. 
Section 3 gives a description on the experimental facility where the dam breach 
experiments were carried out including a general overview of the global instrumen-
tation constituting the measurement and monitoring systems. Section 4 is devoted to 
the full characterization of the instrumentation and measuring methods applied on 
dam breach tests and Sect. 5 offers final remarks concerning the instrumental layout 
presented and its suitability for each purpose. 

2 Relevance of Using Recent Instrumentation 
and Improved Measuring Methods in Dam Breach 
Experiments 

Before the mid-1980s, experimental investigation on dam breach could be regarded as 
mostly qualitative [4]. However, attempts were made to measure the breach effluent
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flow and the breach evolution process albeit with indirect methods. Technologic 
difficulties that did not allow observing/characterizing the breach at a local scale, 
i.e., technical difficulties on acquiring variables in an evolving breach, hindered the 
understanding of some key phenomena. 

The variables usually measured in dam breach tests are the water levels (in the 
upstream reservoir and downstream the dam) and the breach outflow discharges. The 
velocity fields at the breach vicinity (commonly at the surface and sometimes across 
the water column), the dam breach erosion (transversal and longitudinal profiles of the 
breach as well as 3D reconstruction), the average pressures and the air concentration 
can also be measured. 

For a long time, the laboratory measurement and recording of these variables was 
performed using the available measuring devices, such as: 

(i) limnimeters with a nonious, to measure water levels; (ii) piezometers connected 
to tubular manometers, to measure average pressures along flow boundaries; (iii) 
current meter and micro-current meter, to measure flow velocities and (iv) Bazin 
spillways, for flow measurements. 

Although all devices combine facility of using and good accuracy, they are mostly 
based on manual data acquisition procedures and require numerous discrete measure-
ments to define the variables’ fields, thus involving important human resources. 
Knowing that recent advances in dam breach tests are essentially due to the use 
of advanced technological instrumentation, measuring techniques and powerful 
computing, the present chapter focuses on this topic. It acts as a summary of the 
recent instrumentation (technologic advanced devices and measuring techniques) 
that can be currently used to measure and register hydraulic variables in dam breach 
tests with great accuracy. 

Specifically, key instruments and techniques for measuring the flow rate, water 
levels, internal pressures and for the characterization of the flow kinematics and 
spatial surface velocimetry as well as the breach erosion (morphology and scour, 
through 3D reconstruction) will be presented in the next Sub-chapters. Generically, 
the following will be introduced: (i) instrumentation to continuously monitor water 
levels and inflow; (ii) methodologies to characterize the surface flow velocimetry 
(PIV and PTV) to obtain surface velocity fields in the breach vicinity and accurate 
velocity vectors at specific locations, respectively; and (iii) approaches to estimate 
the breach morphology and scouring evolution during failure (breach detection and 
3D reconstructions of the failed dam). 

Also presented in the next Sub-chapters, are some application examples of the 
developed methodologies in solving specific problems of dam breach experiments, 
as the calculation of estimates of the breach effluent flow (BEF), non-locally and 
locally (respectively based on the measurement of local and distant variables) and 
the understanding of the processes involved with occurrence of mass detachment 
from the dam body during the dam failure evolution. 

Although most of the instrumentation and measuring techniques introduced in this 
chapter are presented under the context of earthen dam breach experiments, most can 
be used to other types of hydraulic experiments. In fact, some equipments presented
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along the following section were used in dam breach experiments but could have 
also been applied to other types of hydraulic experiments. 

3 Experimental Facility and Instrumental Layout 

Most of the advances in instrumentation and experimental procedures were devised, 
tested and ameliorated in successive dam breach campaigns carried out in a medium-
scale laboratory facility at the Portuguese National Laboratory for Civil Engineering 
(LNEC). The reservoir is 31.5 m long and 6.60 m wide—Fig. 1. Scaled 0.45 m high 
earthen dams were subjected to overtopping. To estimate the breach effluent flow 
(non-locally and locally) and the local flow velocities, as well as to characterize the 
breach evolution process, the following quantities were monitored: (1) flow discharge 
entering the reservoir; (2) water levels in the reservoir, in the downstream settling 
basin and near the breach; (3) surface flow velocity fields near the breach; (4) breach 
geometric evolution, with both 2D and 3D cameras. 

The instrumental layout required to characterize the latter variables was composed 
by the following devices, whose main characteristics and relative position are 
presented in Table 1 in Fig. 2, respectively: 

– high-speed video cameras (CCD monochromatic); 
– HD video cameras; 
– 3D cameras (Kinect sensor); 
– floodlights to enhance the contrast between the tracers (white) and the flow surface 

(black); 
– high-power laser coupled to a cylindrical lens to create a laser sheet—Quantum 

Finesse; P = 6 W (continuum laser beam); r = 1 mm; λ = 532 nm (green light); 
– mechanical dispenser of tracers to seed the flow (perforated pipes coupled to low 

intensity engines, filled with Styrofoam beads—dm = 3 mm; ρ = 1.05 g/cm3);

Fig. 1 Plan view of the experimental facility (dimensions in meters)
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Table 1 Main characteristics of the instrumental layout 

Video cameras Lens/vision angle (°) Resolution 
(px2) 

Acquisition rate (fps) 

HD Sony 
(DCR-SX53E) 

/22.5° 720 × 576 25 

HD Canon /28.5° 1440 × 1080 25 

Mikrotron 50 mm/F1,8–16/46° 1680 × 1710 4 frames (at 150fps every 1/4 s) 

Photonfocus 75 mm/F1,3/20° 1024 × 1024 1 

Kinect sensor 

– 1 colour sensor /43° (vertical) 1920 × 1080 Variable 

– infrared depth 
sensor 

/57° (horizontal) 

Laser model Emitted light Max theoric 
power 

Operation 
temperatures 

Cooling 
system 

Finesse λ = 532 nm 6 W External: 
(15–32) °C 
Internal: 
(20–38) °C 

Yes 

Water level 
probes 

Manufacturer Model Scanning range Accuracy 

Ultrasonic Baumer U500 100–1000 mm <0.5 mm 

Resistive LNEC product Wave height 
probes 

100–1200 mm <0.3 mm 

– water level sensors (ultrasonic level sensors—Baumer U500 and resistive sensors) 
for water levels monitoring, distributed across the reservoir, around the dam breach 
site and inside the downstream settling basin.

A digital flowmeter was used to perform real time acquisition of the flow discharge 
at the reservoir inlet (inflow). This was manually controlled by a gate valve, placed 
at the entrance pipe (ø350 mm), Fig. 3. 

Further details on the instrumental layout and its components can be found in 
[5–7]. 

4 Instrumentation and Measuring Methods 

4.1 Water Levels and Inflow 

Water levels and piezometric heights (average pressures) were traditionally measured 
by piezometers or limnimeters (Fig. 4a and b). 

The measurement principle of piezometers is based on recording the water height 
attained inside the tube that works by the principle of the communicating vessels.
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Fig. 2 Instrumental layout. a Top view; b lateral view of relative positions of the high-speed 
cameras and HD cameras; c water level sensors distributed inside the reservoir, around the dam and 
in the downstream settling basin (green—resistive sensors; yellow—ultrasonic level sensors) 

Fig. 3 Monitoring the flow discharge at the reservoir inlet during the failure tests: a digital 
flowmeter; b gate valve 

Fig. 4 Water levels measurements: a piezometer; b limnimeter; c resistive level sensor; d ultrasonic 
level sensors
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More recently, water levels have been preferentially measured with ultrasonic or 
resistive level sensors (Fig. 4c and d), being the former non-intrusive and the latter 
intrusive, as they operate under water, i.e., have to be submerged.

Ultrasonic level sensors use ultrasonic technology to generate a high-frequency 
sound wave to measure the time for the echo to reflect from the target and return 
to the ultrasonic liquid level sensor. The distance from the level sensor to the fluid 
is then calculated based on the speed of sound and the profile programmed into the 
sensor. 

Resistive level sensors (also called conductive sensors) are used for point-level 
sensing conductive liquids such as water (or highly corrosive liquids). The working 
principle is based on the use of two metallic probes of different lengths (one long, 
one short) submerged in the flow. The long probe transmits a low voltage; the second 
shorter probe is cut so the tip is at the switching point. When the probes are inside 
the liquid, the current flows across both probes to activate the switch. One of the 
benefits of these devices is that they are safe due to their low voltages and currents. 
They are also easy to use and install but regular maintenance checks must be carried 
out to ensure there is no dust on the probe. 

Although both ultrasonic and resistive level sensors allow the acquisition of accu-
rate water level data, they still require denoising and depicting post-processing. Ultra-
sonic level sensors can be preferable when non-intrusiveness is required. This was 
the case of the dam breach experiments performed in the facility described in Sect. 3. 
Note that the goal of acquiring water levels around the breach zone would be the 
characterization of the surface curvature that should, preferably be obtained with 
non-intrusive measurements. This was possible by distributing a set of ultrasonic 
level sensors around the dam model as represented in Figs. 2c and 4d. 

Other non-intrusive technologies for water level measurements are currently being 
tested at LNEC. These rely mostly on the application of image post-processing 
techniques applied to image data acquired with HD digital video cameras [8, 9]. 

4.2 Characterization of the Surface Flow Velocimetry 

Flow velocities were traditionally measured by current and micro-current meters 
(Fig. 5a). 

Doppler velocity sensors technology, namely Ultrasonic Velocity Profiler (UVP, 
Fig. 5b) and Acoustic Doppler Velocimetry (ADV, Fig. 5c), have been used in the last 
decades and showed many advantages when compared to more traditional measure-
ments. In addition to not requiring any type of calibration, it makes an instantaneous 
measurement of the velocity value. On the other hand, as it detects the direction of 
the flow, the velocity vector is directly measured. This technology also presents some 
drawbacks: (i) it does not provide continuous observations; (ii) the slowness of the 
process, which requires the repositioning of the equipment at each of the measuring 
points; (iii) it requires the use of seeding; and (iv) it uses intrusive devices although 
the UVP, due to their small size, generate only a small disturbance.
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Fig. 5 a Current meters; b ultrasonic velocity profiler; c acoustic Doppler velocimetry 

4.2.1 PIV—Particle Image Velocimetry to Obtain Breach Vicinity 
Velocity Fields 

Velocity measurements based on PIV are a nonintrusive technique for flow visu-
alization that has been successfully used in a wide range of flow conditions [10]. 
Generally, PIV is based on cross-correlation techniques from pairs of consecutive 
images [11] and it defines the velocity based upon the average particle motion in 
the possible space (interrogation areas), i.e. the Eulerian velocity [12]. To charac-
terize the velocity field in depth, a coupled laser and a highly seeded flow would 
be required [13]. A PIV analysis typically includes the steps [14–16]: (i) image 
pre-processing (to increase quality and eliminate noise—and; (ii) image evaluation 
obtained from a cross-correlation method solved by either a direct cross correla-
tion (DCC) or a discrete Fourier transform (DFT) approach; (iii) post-processing 
(to eliminate spurious velocity vectors, recalculate those by interpolation with valid 
neighbours and to calibrate the velocity map). The surface velocity field and the flow 
tendency near the breaching dam were measured in the dam breach experiments 
by using an algorithm of Particle Image Velocimetry (PIV). Surface velocity maps 
in the breach vicinity were based on the HD images acquired with a high-speed 
CMOS video camera (Mikrotron), placed perpendicularly at an appropriate distance 
of the flow surface so that the entire area of interest was caught (Table 1, Figs.  2a, b 
and 6), to monitor the tracers displacement (seeding between consecutive images). 
Such camera was chosen because of its high spatial resolution, low-light capacity, 
and camera shutter variability (down to 4 μs), which allows to optimize the images 
quality for PIV applications. 

To provide an appropriate seeding concentration to the surface flow at a constant 
rate, a mechanical dispenser was manufactured, Fig. 2a. To increase the image 
contrast between the white of the styrofoam particles and the black of the surface 
flow (aiming the creation of high contrast images suitable for post processing anal-
ysis) and to avoid light reflections in the water surface that could induce spurious 
correlations, three spotlights 500 W were strategically placed above the dam, illu-
minating the surface flow in the breach vicinity, Fig. 2a. Seeding particles used as 
tracers consisted in styrofoam beads (�mean = 3 mm; γstyrofoam = 1.05 gcm−3). 

The base images for the PIV application—Fig. 6a—were filtered for quality 
enhancement, namely for contrast heightening, noise reduction and peak removal
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Mikrotron - EoSens ® 3CL 
High-Speed CMOS Camera 

a) b) 

Fig. 6 a Example of HD image of the breach flow with seeding particles for PIV application; b 
Mikrotron high-speed CMOS camera 

[14]—Step 1, image pre-processing. The filtered images were the base for the 
estimation of the surface velocity maps with the free-use software PIVlab [15]. 

Step 2, image evaluation. The velocity maps in metric units were obtained by 
considering calibration images that took into account the distance variations between 
the camera position and the water surface—Step 3, image post-processing, this last 
being extracted from the data of the ultrasonic sensors placed around the breach and 
considering the curvature of the breach approach flow. 

Figure 7 illustrates a velocity map obtained with a PIV application. It shows 
the base images with the definition of the calculation domain (after image pre-
processing), the velocity map calculated with PIVlab software, with exclusion of low 
seeded areas or with high light reflections (image evaluation) and the final velocity 
map converted to metric units after calibration and interpolation processes (velocity 
maps post-processing). 

4.2.2 PTV—Particle Tracking Velocimetry to Obtain Velocity Vectors 
at Specific Locations 

Local velocities at specific locations were obtained in the dam breach experiments 
with a Particle Tracking Velocimetry (PTV) algorithm. This method was especially 
useful for the characterization of local velocity vectors where great accuracy was 
required. For example, the analysis of the velocity vector in the local marked with 
a red square, Fig. 8a, to perceive its variation during the detachment of a mass of 
soil from the dam body, does not require the analysis of the entire image because it 
possesses too much information. Instead, the focus of analysis can be reduced to the 
rectangle illustrated in Fig. 8b. 

Figure 9 illustrates the application of a PTV analysis. Figure 9a results from the 
application of noise floor removal, Gaussian filter passage and image enhancement of
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Fig. 7 PIV application example: a definition of the calculation domain of interest (blue rectangle) 
and calculated velocity vectors with excluded areas (masked in red); b final velocity vectors (after 
calibration and interpolation) 

Fig. 8 Top view images of the breach approach flow: a block fall on the left with representation 
of the analysis position (red square) of the velocity vector; b focus of analysis and application of 
the PTV algorithm (red rectangle) 

grey scale, showing the tracer’s motion in detail. Figure 9b displays the peaks’ loca-
tion in consecutive images (A and B). Figure 9c shows the peaks’ motion, between 
red and blue positions, during�t. Note that this time interval (�t) must be very small 
so that the nearest neighbor is still inside the consecutive image (B = A + �t) and 
hence, this technique can be applied. 

For this purpose, a high framerate was used to assure peaks’ displacements among 
images were small. Figure 9d illustrates the surface velocity map that resulted from
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Fig. 9 PTV steps; a post-processed image b peaks’ identification c peaks’ location—images A 
(red circles) and B (blue circles); d PTV surface velocity map in image B 

the PTV analysis. Conversion of the PTV surface velocity maps from pix/s to m/s 
was performed using the same approach described for the PIV analysis. 

4.3 Characterization of the Breach Morphology 
and Scouring 

Over decades of research, scouring has been surveyed by limited point-wise measure-
ments at specific locations, by using either gauges and probe sensors or scales 
recorded by cameras inside transparent walls of experimental facilities. To the 
authors’ best knowledge, few works have used non-intrusive techniques and high-
resolution topographic measurements capable of characterizing the evolution of the 
breaching in embankment’s dams, namely the use of image-based techniques to 
build three-dimensional models with significant spatial resolution for continuous 
monitoring of the failure process.
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4.3.1 Breach Detection 

Breach detection consists in determining the breach geometry, position and area 
during the experiments. The two different approaches for breach detection devel-
oped in this work consisted in the application of optical techniques and image anal-
ysis procedures to the digital images acquired with both monochromatic high-speed 
video cameras—Photonfocus and Mikrotron (Fig. 2a and b) with the aid of a laser 
sheet (Fig. 10) to detect the breach boundaries. Because the laser sheet is projected 
vertically, both approaches lead to vertical breach areas. 

The breach area definition of each approach is represented in Fig. 11 and the 
respective procedure of calculus is fully described in [5, 17]: 

Approach A. It corresponds to a vertical plane area contained between the laser 
sheet trace in the emerged dam body and the free surface; the section where the 
breach area is measured was located right upstream the initial dam crest; Figs. 11a 
and 12c shows this definition; 
Approach B. It assumes the existence of a curved breach crest line with a constant 
elevation separating the dam upstream slope from the breach channel (as observed 
by [18, 19]) over which the flow passes at an approximately critical state (Fr = 
1). Accepting the submerged crest line with an almost fixed height (dashed line— 
Fig. 11b), it can be collected from the intersection of the vertical laser plane with 
the dam body (grey zone—Fig. 11b). The water depth is dictated by a comparable 
thinking; in this approach B the transversal breach cross-section is the curved 
bright line in Fig. 13a, correspondent to the boundary where the level gradient 
starts to change (Fig. 13b), which was determined by image analysis through a 
thresholding algorithm. 

Fig. 10 Instrumentation for breach detection, a plant of the positions required for the data 
acquisition; b lateral view of relative positions of the high-speed cameras and laser
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Fig. 11 Breach detection definition: a approach A; b approach B 

Fig. 12 a Laser sheet projected in the dam, right upstream the crest; b image acquired with the 
upstream high-speed camera (Photonfocus—Fig. 10) illustrating the laser traces projected at the 
dam body and at the free-surface; c breach area determined by approach A 

Fig. 13 a Image acquired with top high-speed camera (Fig. 10) illustrating the flow passing over 
the crest line; b water surface upstream the breach illustrating the crest line position (beginning of 
the gradient increasing) 

4.3.2 3D Reconstruction of the Failed Dam—Kinect Sensor 

Non-intrusive breach bottom measurements were performed with the aid of a motion 
sensor. The 3D reconstruction of the failed dams was based on RGB-D images
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acquired with a motion-sensing device—Microsoft Kinect v2. It encompasses a 
Colour Sensor for RGB images acquisition (640 × 480 pixels—30 fps) and an 
IR Depth sensor for depth images acquisition within a range of 800–4000 mm (640 
× 480 pixels), Fig. 14. The latter determines the depth by emitting infrared light with 
modulated waves and detecting the shifted phase of the returning light allowing to 
construct a 3D object map. The accuracy and precision of the depth images are influ-
enced by the environment temperature, camera distance and scene colour. Reliable 
results were obtained with a 25 min pre-heat of the device and the accuracy level 
was maintained by adopting a constant offset [20]. The scene colour influence was 
considered in the filtering approach since some of these rely on coinciding colour 
and depth changes. 

The use of this sensor allowed characterizing the breach temporal evolution based 
on the 3D reconstructions of the failed dam obtained with the acquisition of depth 
images before, during and after the dam failure. For this acquisition, the following 
steps were considered:

1. a flow cut was required for each depth image acquisition, since breach is not 
detected by the device when the flow passes above it, mostly because of turbidity 
issues due to emulsified sediments that disturb underwater measurements; 

2. breach morphologic characterization was achieved by placing the Kinect sensor 
at different focal points to carry out a complete sweep of the monitoring area 
(Fig. 2a); for alignment and georeferencing purposes it was assured that at least 
three target points with known coordinates are visualized from every sensor 
position (Fig. 14b); 

3. after each image acquisition, the failure test was re-started and continued until 
the next stop considered significant for 3D reconstructing; test was restarted 
by simultaneously re-opening the inflow control valve and disabling the lateral 
spillways for the water level to achieve the pre-stop value; while not instan-
taneous, reaching the previous magnitude conditions depend on the advance 
state of the breaching process, taking 2–5 min; the breach erosion during the 
re-starting procedure was controlled by placing a metallic plate to avoid the flow

Fig. 14 a Kinect sensor above the dam; b position of the targets with known coordinates
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to pass through the breach previously the pre-stop breach approach conditions 
were achieved;

4. several flow stops were performed during the period of interest of the exper-
imental tests (i.e., during the occurrence of the largest mass detachment 
episodes and of the highest outflows); this stopping and re-starting procedure 
demonstrated not to affect the breach erosion process.

The 3D reconstructions of the failed dam were based on the Kinect sensor data. 
First, the Kinect depth images were converted into point clouds and second, these 
were processed in a 3D point cloud and a mesh processing software (Cloud Compare). 
The point clouds post-processing steps can be resumed in: 

– removal of outliers (i.e., the points that clearly do not correspond to the 
embankment dam) and identification of target points in each point cloud; 

– georeferenciation—assignment of the real coordinates in the target points 
identified in each cloud, hence assuring the same referential for all clouds; 

– alignment and merging of points clouds—identification and matching of common 
points for a finer alignment between clouds and for covering the entire dam so 
that a unique georeferenced point cloud is achieved; 

– filtering—passing of a noise filter to remove the outliers, i.e., points that are clearly 
measurement errors. 

The application of Kinect sensor to perform a 3D reconstruction of the failure 
process of an embankment dam as here described allowed a deeper understanding 
of the embankment’s erosion evolution, showing the failure to occur predominantly 
due to headcut erosion with infra-excavation, with occasional appearance of lateral 
erosion cavities (Fig. 15). Note that these infra-excavated structures (cavities) would 
be difficult to survey with only one top acquisition. At the same time, for tests to be 
able to continue after the stops, this type of information can only be obtained with a 
non-intrusive and fast acquisition equipment as the one used in this work. 

Laser scanning. Another non-intrusive device proper for 3D reconstruction of dam 
breach tests is a Laser scan. In this sub-section an application of a laser scanning 
successfully applied to dam breach experiments is presented (Fig. 16). 

A set of dam breach experiments were conducted in a flume of 60 m × 3 m  × 
3 m in the Changjiang River Scientific Research Institute, Changjiang River Water 
Resources Commission, China (Fig. 17). The measurement of the breach and down-
stream valley morphologic variations were successfully achieved with the use of a 
3D Laser Scanner (Fig. 18)—in [21]. 

A complete sweep of the area of interest, in this case, the entire flume, was 
performed every 5 min until the end of the test. This method allowed observing a 
scour hole and the breach channel development during dam breach test (Fig. 18). 

In general, both depth devices are suitable for monitoring dam breach tests, namely 
the progression of erosion and the breaching processes, as the headcut erosion and 
underscouring. Nevertheless, it should be remarked that the laser scanning is a very 
expensive equipment, with a high precision level, and is, hence, more suitable for 
detailed analysis; for the measurements with lower accuracy levels, Kinect sensor is 
a good economical alternative that suits the purpose.
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Fig. 15 Example of an embankment dam failure test (final stage): a detail of erosion cavities; b 
point cloud of the failed dam surface; c plan view of the georeferenced point clouds post-processed; 
d topographic contour map of the failure final stage frontal; e representation of cross-sections P1 
and P2 (enhancing the existence of erosional cavities) 

Fig. 16 Experimental flume for dam breach experiments located at the Changjiang River Scientific 
Research Institute. a) flume overview; b) lateral view near the dam site
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Fig. 17. 3D scanner used in dam-breaching tests 

Fig. 18. Example of the 3D reconstruction of the dam breaching obtained from 3D scanner 
acquisition 

4.4 Application Examples of the Developed Measuring 
Methods in Solving Specific Problems of Dam Breach 
Experiments 

4.4.1 ‘Non-local’ Estimates of the Breach Effluent Flow 

The breach effluent flow (BEF) in dam breach studies is usually based on a mass 
balance, through the application of the continuity equation within the upstream reser-
voir (finite differences scheme below), or based on rating curves in known sections, 
usually downstream the dam site. 

Qn+1 = Qn+1 
in  − An z

n+1 − zn

�t 
(1)

where Qin  is the water inflow; Q is the breach effluent flow; z
n+1−zn

�t is the time 
variation of the water level in the reservoir and An is the superficial reservoir area (a
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Fig. 19 Example of the 
signal of an ultrasonic level 
sensor located inside the 
reservoir: a unfiltered; b 
filtered 

weighted contribution based in the influence area of each level sensor placed in the 
reservoir has been considered). 

The application of the continuity equation requires the reservoir inflow and the 
water levels variations within the reservoir. Both digital flowmeter and level probes, 
distributed across the reservoir, allowed real-time data acquisition, i.e. time series of 
the inflow and water levels. The acquired data presented high levels of background 
noise and spikes for the adopted acquisition-sampling rate (10 Hz). The analysis of 
the power spectral density functions of the probes signal proved surface waves to be 
associated to 0.5–2.0 Hz frequencies. 

To eliminate the high frequency electric noise and the small amplitude surface 
waves (to sufficiently smooth the signal for it to be numerically differentiated) a 
signal filtering based on the application of a Butterworth low-pass filter process 
was applied followed by the application of a ‘moving average’ (Fig. 19). Despiking 
process consisted in the application of a threshold criterion applied to detrended data 
(trend was after added back). The reliability of the acquired data was improved by 
performing a sensitivity analysis of the signal filtering (denoising) and applying a 
local average technique (‘moving average’). The order and cut-off frequency of the 
filter were chosen according to the combination that best suited the filtering goals. 

4.4.2 ‘Local’ Estimates of the Breach Effluent Flow 

Two novel methods for the estimation of the breach effluent flow based on local 
data, i.e., data collected near or at the breach site, were developed. These consisted, 
generically in the product of flow velocities with the breach area, as illustrated in the 
following equation:
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Q =
∫

A 

us · nd S ≈ Un A (2)

where us is the surface velocity at the breach section, n is the unit normal vector 
pointing out of the reservoir, A is the breach flow area and Un is the depth-averaged 
flow velocity normal to the breach section. 

As referred, both these methods were based on data acquired near the dam site, 
differing only in the breach area approach—A or B (Sect. 4.3, Breach detection). The 
breach effluent flow was gathered at the entrance of the breach channel, using the 
definition of a flux tube discharge. As input data these methods required (i) accurate 
predictions of the breach flow area (as described in Sect. 4.3, Breach detection); and 
(ii) surface flow velocity maps in the breach vicinity (as described in Sect. 4.2, PIV).  

4.4.3 Example of Both Estimates of the BEF (‘Non-local’ and ‘Local’) 

Figure 20 shows an example of ‘non-local’ estimates (black and grey continuous 
lines) and ‘local’ estimates (black, thick and thin-dashed lines) of the breach effluent 
flow calculated as described in Sect. 4.4 ‘Non-local’ and ‘Local’ estimates of the 
breach effluent flow. A red dashed line symbols the occurrence of one mass detach-
ment from the dam body as the one illustrated in Fig. 21. Note that this kind of 
occurrences integrate the main failure mechanisms present in the failure evolution 
of cohesive embankment dams as those used in the experimental tests program. 

Consistency between novel estimates (A and B—Fig. 20), as well as analogous 
evolution between these and the ‘non-local’ ones was found, Fig. 20b. Method B, 
in particular suits well non-local estimates in both progression and quantity. This 
adequate fit was considered as a validation of both instrumentation and experimental 
methods used in this study for the calculation of the breach geometry and flow 
velocimetry. 

In particular, even during mass detachments from the dam body, both types of 
estimates were consistent in what concerns the flow behaviour, showing a continuous 
progression with no occurrences of local flow peaks. This was interpreted as a fact, 
that the discontinuous erosion really does not cause any flow discontinuities (i.e., 
sudden peaks), enhancing the credibility of both estimates and allowing to assume 
that both give achievable results. 

4.4.4 Breach Hydrodynamics and Morphologic Evolution 

As referred in the example of both estimates of the BEF, Sect. 4.4 the breach discon-
tinuous erosion originated by the mass detachments do not induce discontinuities in 
the flow (sudden peaks). As this is counterintuitive, it raised the question: ‘If BEH is



318 S. Amaral et al.

Fig. 20 Breach effluent flow:a ‘local’ estimates—based on approaches A and B of the calculation of 
the breach flow area (Sect. 4.3.1 Breach detection); b comparison between ‘non-local’ (downstream 
rating curve and mass balance) and ‘local’ estimates 

Fig. 21 Mass detachment episode during the breaching evolution represented by the dashed red 
vertical line in Fig. 20: a crest view b Frontal view of the dam downstream slope
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Fig. 22 Flow structure and morphology of the channel over the breach 

being well measured, why do the discontinuous erosions not originate flow discon-
tinuities? The analysis of the breach hydrodynamic and the corresponding morpho-
logic evolution during the occurrence of mass detachments allows answering this 
question. This section presents the methodology adopted to perform this analysis 
and an illustrative result (Sect. 4.3, 3D reconstruction of the failed dam).

For this purpose, based on an idealized flow structure depicted in Fig. 22, the  
following variables were monitored: 

1. geometry of the contracted flow (flow width—black dashed line in Fig. 22— 
measured above the trace of the laser sheet over the high quality images acquired 
with the CCD camera placed above the dam—Figs. 2a and b, 6 and Table 1); 

2. kinematic field next to mass detachments (velocity vectors at specific locations— 
near the mass detachments—estimated through PTV as described in Sect. 4.2 
and illustrated in Fig. 8, because PIV revealed to be insufficient for the accuracy 
required for this particular analysis and PTV-estimated velocities increased the 
amount of phenomenological information that could be extracted from a dam 
breach—[22]); 

3. mass detachments of soil—location, dimension, and cause of occurrence → 
characterization of the erosion below the breach (based on the 3D reconstruction 
of the failed dam presented in Sect. 4.3). 

Based on the results of the monitored variables, it was possible to evaluate the 
impact of mass detachments on the breach flow, i.e. the affectation of the kinematic 
field and of the contracted flow width. It was observed that the reference section 
where the breach effluent flow is controlled is not dependent on the balance between 
erosional and depositional processes, as usually adopted in parametric breaching 
models, but rather only on its purely erosive characteristics predominantly due to 
tractional erosion.
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Fig. 23 aConceptual model for the expected response of the breach flow hydrodynamics; b, c)mass  
detachments visualized from the top—cases A and B 

It was also observed that the breach effluent flow may, or may not, be affected 
by sudden mass detachments of soil (marked with red arrows in Fig. 23) from the  
dam body, depending on whether these occur in a proximal (Case A—Fig. 23a, b) 
or distant zone (Case B—Fig. 23a, c) from the reference section (hydraulic control 
section), respectively, allowing to develop a conceptual model for the breach flow 
hydrodynamics. 

In general, it was observed that mass detachment episodes occur alternately (from 
the right and left sides of the breach channel), as illustrated in the images of a dam 
breach test—Fig. 24. This sequence also reflects that the detached masses become 
larger as the breach failure progresses, i.e. as the breach effluent flow increases. 

The hydrograph of Fig. 25 shows that at the first failure stages, when the discharge 
flow is approximately constant, the fall of the blocks occur at an approximately 
constant cadence, being only when BEF starts to increase, meaning that the failure 
is in full evolution stage, that the time interval between the falling of these blocks 
turns larger. 

The study of breach morphology evidenced that the mass detachments are 
mostly originated by underscouring, which becomes more intense as discharge 
increases. This evidence was based on the 3D reconstructions of several instants 
of the failed dam, as exposed in Sect. 4.3, since it allowed to characterize and 
observe the phenomena occurring in depth in the dam body (in the underwater 
portion of the dam but also in the area underneath the overhangs created by the 
underscouring—Fig. 26c). 

In general the qualitative step that was given in this work due to the use of novel 
instrumentation and methods allowed a deeper understanding of the embankments 
erosion evolution, showing the failure to occur predominantly due to headcut erosion
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Fig. 24 Sequence of mass detachment episodes represented with red vertical lines in Fig. 26 
illustrating its alternate behaviour. Crest view (a); downstream slope view (b) 

Fig. 25 Detail of the estimates of the breach effluent hydrograph of a dam breach experiment based 
on non-local measurements and reservoir inflow. Representation of the instants of occurrence of 
mass detachment events (dashed red vertical lines)
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 a) 

 b)  c) 

Mass detachment 
episode caused by 

underscouring 

Erosion cavity 
beneath this 

boundary 

Fig. 26 Erosion processes observed in the dam breach tests: a headcut formation with steps 
and pools; b erosion cavity created by underscouring; c mass detachment episode caused by the 
underscouring 

(Fig. 26a) with infra-excavation, with occasional appearance of lateral erosion cavi-
ties (Fig. 26b and c). This finding is in agreement with the breaching process of real 
homogeneous earth dams reported in literature (mostly with high fines content, as 
the earth dams tested in this study).

5 Final Remarks 

In this Chapter, the instrumentation, and methods to characterize the breach 
morphology, flow kinematics and spatial surface velocimetry through image post-
processing analysis techniques was fully expounded. In addition, signal filtering of 
level and inflow data was also exposed. The potential, limitations and results of those 
measurement techniques are herein examined and conveniently compared, including 
a description of measurement devices, reference points, and respective software. 

Novel estimates of the breach effluent flow, the visualization of the breach contour 
and 3D morphology at a local scale, generic surface flow fields and more detailed local 
velocity vectors as well as 3D reconstructions of the failed dam were possible thanks 
to the experimental methods and instrumentation that composed the monitoring 
layout developed in this study. 

In particular, the use of a high-power laser sheet combined with visualization 
through high-speed video cameras strategically placed and with a constant addition 
of seeding particles permitted to extract the breach area and the surface velocity field
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in the breach vicinity, allowing to develop novel estimates of the breach outflow 
discharge flow based on proximity measurements. 

The use of Kinect sensor to reconstruct the 3D breach morphology during the 
failure revealed to be a further advance on the current abilities to characterize 
the process of embankment dams breaching allowing to observe the underscouring 
erosion mechanism. These image-based techniques allowed significant insights into 
the whole breach geometry evolution and the image analysis detection methods 
used revealed to be promising to extract important information from dam breach 
experiments difficult to obtain with the common methods. 

The advanced instrumentation and monitoring techniques applied to dam breach 
allowed to model in experimental environment the main hydrological and geotech-
nical processes usually observed in the failure of homogeneous embankment dam’s 
prototypes, which could not be highlighted by traditional measurement devices. 
Particularly, it was found that those advanced tools can capture previously hidden 
details of the mass flux trough the breach allowing to develop more accurate 
conceptual models for the breach flow hydrodynamics. 

These tools were used and/or developed under the scope of this work envisaging 
to solve concrete problems in what concerns the measurement of important variables 
to characterize the dam failure process. Other studies that might lean over different 
problems from those studied here might require different combinations of the local 
variables here exposed but can still use the developed methods. As a general conclu-
sion, the optical methods herein used proved to be an excellent choice for applications 
for non-intrusive and local dam breach measurements or reliable alternatives to more 
traditional approaches. 
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Bridging the Water Gap Between 
Neighboring Countries Through 
Hydrometeorological Data Monitoring 
and Sharing 

Rui Raposo Rodrigues 

Abstract Hydrology is a data driven science. Its birth as a science in the late seven-
teenth century is asserted by the measurements of rainfall and river flow in France 
establishing the first experimental relation between these two physical quantities. 
Today highly sophisticated models mimicking the atmosphere-soil-vegetation inter-
actions are used to simulate the flows but its proper calibration depends on good 
hydrometeorological data. New measuring techniques, like satellite or radar rainfall 
estimation or Acoustic Doppler Current Profilers (ADCP) for river flow determina-
tion, have enhanced the spatial resolution of both estimates allowing, at the same 
time, a more real-time insight into the rainfall-runoff phenomena. Data storage and 
dissemination capabilities are also evolving, allowing on-line data transfer between 
people, institutions and countries. This latter capability combined with the real-time 
perception of the water status in wide areas coming from hydrometeorological data 
measurements, improves the capacity for better and faster water management deci-
sions to be taken. Portugal and Spain have signed a treaty in 1998 on Shared Waters 
which is still being improved steered by new data findings and its sharing. The present 
paper tackles the issue of what the experience of using new data gathering and trans-
mission brought to the water management coordination between Spain and Portugal 
(e.g. on flood and drought management), as a good example on finer water-related 
collaboration. 
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1 Historical Framework 

1.1 On the Origin of Fountains 

Hydrology is the science that encompasses the study of water on the Earth’s surface 
and beneath the surface of the Earth, the occurrence and movement of water, the 
physical and chemical properties of water, and its relationship with the living and 
material components of the environment [1]. All these phases—from the occurrence 
and distribution to transport—take place in a water cycle, which is a continuous 
process by which water is lifted by evaporation and transported from the earth’s 
surface (including the oceans) to the atmosphere and back to the land and oceans. 

This simple and nowadays completely assimilated concept is however quite recent 
in terms of the Earth Sciences’ history. Up until the end of the seventeenth century the 
theoretical concepts on the occurrence of water being taught at the Jesuits’ colleges 
were still the same principles recovered during the Middle Ages where Plato and 
Aristotelian thoughts were mixed with Lucrecius and Seneca’s own speculations as 
well as other post-Aristotelian thinkers. 

In short, these medieval concepts, where speculation took precedence over obser-
vation, refused to link the occurrence of rain to the flowing waters in the surface water 
bodies, mainly because it seemed that there was much more water in the streams and 
for longer periods than in the rainfall events. Instead of exploring this link the view 
put forward by Athanasius Kircher in his geology textbook “Mundus Subterraneus” 
created an exaggerated reality that credited the sea as the main source capable of 
feeding the rivers by way of underground channels, where the seawater was lifted 
from underneath the ground until the surface, losing the salt on the way and acquiring 
water qualities in conformity with the mineral substances encountered enroute. Since 
Aristotle recognized that the caves helped to condensate moisture, the idea that the 
underground channels ended in caves was easily merged, as depicted in Fig. 1. 

Additionally, various theoretical processes for getting water to flow uphill (from 
the sea level to mountain tops) by mechanical methods were explained by Kircher 
with elaborate diagrams [2]. 

From a speculative point of view one must recognize that the presence of water in 
the streams long after the occurrence of the last rains did not encourage any attempt 
to draw some relation between the two phenomena but a more attentive observation 
would have also shown that there is not a single spring issuing from any summit 
without an appreciable surrounding area above it. 

But the second half of the seventeenth century was also the era of the ‘Scientific 
Revolution’ that witness a new worldview that followed Johann Kepler’s principle 
‘to measure is to know’ based on commitment to observation and reason unconfined 
by the requirement to square with religious doctrine [3]. Curiously, just 10 years after 
Kircher’s book drawn from scholastic Aristotelianism was printed, a revolutionary 
publication appeared dealing with the origin of fountains by Pierre Perrault [4] that 
sparked interest among the scientific community. On that seminal book it was proven 
that ‘only about one-sixth part of the rain and snow water that falls is therefore needed
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Fig. 1 Conceptual model for keeping the rivers continuously flowing: continua fluxus & refluxus 
(in Athanasius Kircher’s Mundus Subterraneus—Liber Quintus, 1665—books.google.com) 

to cause this river [the Seine] to flow continually for one year’. This was done by 
measuring directly the rainfall over one year in the headwaters of the Seine River 
coupled with some judgement (by an upscaling of the flow measured in a smaller river 
near Versailles) about the amount of water flowing in the Seine from the headwater 
to the first tributary junction 13 km downstream. 

The scientific method undertaken by Perrault can be translated in what may be 
labeled as the first known hydrological equation 

Q = P/6 (1)  

where P is the annual rainfall and Q is the corresponding annual flow value. Perrault 
measured rainfall in French inches but translated the amounts in volume units by 
multiplying the area of the headwaters draining to the river reach by the accumulated 
inches of annual rainfall, thus introducing the concept of drainage basin as a storage 
reservoir. In this way the variables in Eq. (1) can either be set in volumetric flux units 
(in L/m2 = mm) or in units of volume (in dam3 = mm km2). 

A few years later Edmé Mariotte and Edmond Halley consolidated Perrault’s 
achievements: the previous via his work “Treatise on the movement of water and 
other fluids” (1686) that brought into the calculations the field measurements of 
river flows in the Seine River at Paris—where floats were used to determine the 
velocities in the channel—whilst the latter through his paper presented to the Royal 
Society with measurements on evaporation, allowing him to ascertain that ‘enough 
evaporation takes place from the oceans to more than replenish all springs and rivers’ 
[2], demonstrating the closure of the new concept of the water cycle.
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The new supportive estimates coming from Edmé and Halley’s research allowed 
to frame Eq. (1) in a more general water balance configuration as 

Q = P − E (2)

where P is the annual rainfall, Q is the corresponding annual flow and E is Evap-
otranspiration (a variable already considered by Perrault as a loss term affecting 
rainfall). 

So, by the beginning of the eighteenth century three physical variables have been 
identified as important to be monitored when one wishes to describe the moisture flow 
in the hydrological cycle, overruling the Aristotelian principle on the fundamental 
moisture source. 

Throughout the development of the ‘theory of fountains’ a new auxiliary concept 
was introduced to assist in the calculations: the hydrologic basin area delineation; 
although, at this inception stage, the watershed was not yet used within a ‘contributing 
area’ rationale for flow generation but just as a storage capacity concept for flow accu-
mulation and rainfall losses. That was not a big problem at the end of the seventeenth 
century since the measurement accuracy was only expected to be precise enough to 
prove the volumetric disparity between rainfall totals and accumulated flow. 

This undemanding characteristic allowed some acquiescence towards gross 
disparities when referring to areal determination of river basins’ extension. That’s 
exactly what happened when referring to the basin areas studied by Perrault and 
Mariotte. Biswas [2] reproduces an illustration with the limits of the region studied 
by Mariotte that encompasses an area of the Seine basin smaller than it should have 
been considered, once it does not comprise the Marne River as a tributary. As the flow 
measurements made by Mariotte were performed near Pont Royal [2], an extra area 
of almost 13,000 km2 should have been considered. Since Mariotte described the 
basin area as 60 leagues by 50 leagues the only way these dimensions would match 
the area of the contour depicted in the illustration was assuming a very low value for 
the French lieue (1/6 less than the lieue de Paris). Probably the picture published by 
Biswas was just used as a sketch to point at the disparity between the area initially 
considered by Perrault (118 km2) and the broader region considered by Mariotte (373 
time bigger) without repercussions on the units conversion. Alternatively, it could 
be that the cartography at the end of the seventeenth century as well as the basins 
limits delineation was not accurate enough to allow for a better reliability as to areal 
quantification. 

With these accuracy limitations Eq. (2) is still far from the more common equa-
tion for water balances from temperate climates on a time scale shorter than a year 
(generally for monthly time steps) which is 

Q = P − E − �M − �GW (3)
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where the variation in both soil moisture content (�M) and groundwater (�GW), 
either by recharge or depletion, sets the relevance of the non-linear underground 
component contributing to the water balance. 

The need to tackle with both time scales and spatial scales was beginning to steer 
the future of hydrological research and monitoring. 

1.2 Infiltration and Groundwater Components 

The other scholastic principle that was still pending for revision—after the contribu-
tion of Perrault, Mariotte and Haley to “Quantitative Hydrology” (as coined by James 
Dooge)—was thus the one related with the infiltration mechanism and groundwater 
recharge within the water cycle. 

Seneca, who followed on the Greek mind setting over the origin of springs, 
assumed that water could not percolate deeper than 10 ft below the surface [2] and, 
Kircher did not conceived groundwater fluxes other than those ascending in conduits 
(Fig. 1). 

Perrault did recognize that the rainfall accumulated in a river basin should serve 
not only to replenish the springs but also to supply losses from direct flow in the 
rivers (such as evaporation), but groundwater recharge was not one of such losses, 
since he did not believe in general infiltration of rain water [2]. Thus, the principle 
of massive solidity of the Earth underground was still very much alive at the end of 
the seventeenth century. 

Dalton a century later (1802) made an important contribution to the validation 
of the percolation concept by building a lysimeter to measure the evaporation from 
the soil by controlling the water infiltrated [5] and Darcy, in his report from 1856 
on the water supply for the city of Dijon, presented his formula of flow through a 
porous media with its linear relation between velocity and hydraulic gradient, based 
on careful field and laboratory observations on filtration [2]. 

Finally in the 1930’s Horton made several contributions to the infiltration theory 
that culminated in his famous infiltration formula [6] of utmost importance to hydro-
logical modeling once it allows to extract from the whole rainfall event the portion 
of rain solely responsible for the overland flow (called net rainfall or excess rain-
fall). This makes it a very powerful tool in flood studies as the fraction of rainfall 
that exceeds the infiltration threshold values is linearly correlated with the quick-
flow hydrograph’s values. This is especially important during flood events where the 
groundwater contribution to the peak flow is usually small. 

When Horton’s infiltration formula was coupled with another new concept devel-
oped in de 1930’s—Snyder’s Unit Hydrograph—Hydrological Modeling was finally 
born.
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2 The Instrumentation Rise 

2.1 Spatial Representativeness of Estimates 

From the previous historical scattered notes it is perceivable how perfectly hydrology 
is depicted when coined as a data driven science. In line with this assertion emerge 
the issues of time and spatial scales. 

As the time-step of analysis of the water cycle becomes shorter (progressively 
closer to the duration of the rainfall event itself) new perceptible volumes come into 
play in the water balance calculations, such as the amount of interception of rainfall 
by vegetation or the rainwater retention in depressions and ponds. Accordingly, this 
increases the number of variables that have to be considered in Eq. (3). The more 
generalized form of the water balance equation should thus be written as 

dS/dt  = P − Q − E (4)

where dS/dt is the change in water storage (S) in the basin, which can be considered 
zero in the case of Eq. (2), or can translate the accumulation/depletion episodes 
of sub-surface and underground storage such as referred in Eq. (3), but it can also 
refer to other types of storage variations such as those occurring on lakes (natural 
or man-made) and in small surface depressions, or those impacting accumulated 
snowpack. 

The same goes for the spatial scale: the smaller the area being modeled, the more 
physically meaningful the parameters of a flow model can be. As area increases 
more averaging takes place, and the more the parameters and the variables, such 
as infiltration or soil moisture, become averaged entities [7]. Thus, the conceptual 
structure of a model designed to simulate the flow is very dependent on the type 
and quantity of hydrological data available and of the way that data depicts the river 
basin moisture’s flux exchange. 

Usually when analyzing a water resources system within a data scarce region 
(and when short-term estimates from a hydrological study are to be made before 
a proper measuring network can be installed and enough data can be collected), 
the common procedure is to resort to models readily available, normally derived 
from data-rich river basins, without any chance to learn from your local hydrological 
system by listening to the data. Most of the time this environmental transfer procedure 
performs relatively well if regional values of precipitation are used in combination 
with simple adjustments made to the soil parameters of the model and to land cover 
specifics. But transferring models derived from data which are peculiar to a specific 
environment may not correctly reproduce the water fluxes existing in river basins 
from different geographical portions of the Earth, or the ground-water flow paths 
within geological specific environments. In some geographical zones snow fall plays 
an important role and snowmelt can be responsible for the highest percent of river 
flows. Karst or volcanic environments require also special conceptualizations and
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monitoring specifications [8–10]. This signals that in some particular cases models 
may not have been tested enough in their water flux conceptualization. 

Dawdy [7] summarizes some of the most peculiar hydrological areas where 
research is still needed both in hydrological modeling and specific data gathering, 
such as: low-relief regions (where the infiltration drainage component overcomes 
the topographically sloping drainage); arid and semi-arid regions (where rainfall is 
sparser and less permanent in time than in humid regions, and river channel losses 
from infiltration are a critical factor in flow calculation); Artic regions (where thawing 
of the active layer in the permafrost region deepens continuously from spring to late 
summer due to the seasonality of its energy supply, causing a change in the storage 
capacity for soil moisture, and where the channels are choked with snow and ice 
when melt starts to run off); and, Snowmelt-runoff in temperate mountainous regions 
(which have distinct approaches from the Artic low relief regions). 

2.2 The Need for Networking 

As seen in the first section of this paper monitoring had an important role in disentan-
gling science from speculation but, more importantly, it steered the conceptualization 
theory in Hydrology (and still does). 

The systematic monitoring of meteorological and hydrometric variables of the 
hydrological cycle began with the creation of the first meteorological and hydraulic 
services in the second half of the nineteenth century in most European countries as 
well as in the American continent. The proliferation of measurements in the twentieth 
century contributed to the accumulation of data from different geographical settings 
that contributed in turn to a better knowledge of the hydrological processes. 

Up to the present day, data series have been building up from an ever-increasing 
network of points enabling the records to encompass more extreme phenomena 
(floods and droughts) and in turn to perform better and more accurate statistical 
studies, allowing the level of uncertainty to decrease as the instrumented periods 
grow longer. 

However, as the time-series expand the more likely is to arise some homogeneity 
problems on the data sets coming from each measuring point due to inevitable 
changes in the personnel attached to field information retrieval (usually long-time 
local residents of the area) and in the replacement of measuring instruments or 
changes in their exposure or obstruction. 

There are also homogeneity issues related to the spatial representativeness of the 
hydrometeorological phenomena, once the majority of the measuring stations were 
historically placed on populated easy-access regions. Regions of difficult access, 
where it was not easy to find people capable of taking readings on a daily basis 
and changing the paper register from the devices, remained poorly monitored—in 
some remote areas it was sometimes possible to find a school teacher or a priest to 
make the readings. The bad quality of extrapolated estimates for mountain regions 
are a good example of this non-representativeness and truncated vision of reality,
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contributing to an underestimation of the magnitude of the hydrological phenomena 
in the headwaters of river basins, as these generally have higher rainfall amounts 
than low-lying areas. 

The importance of the peculiar hydrological areas with specific data gathering 
needs (summarized by Dawdy [7]) was revealed using the meagre data retrieved from 
hydrological networks developed during WMO’s Hydrological Decade Program 
(1965–1974). That program aimed among other objectives at developing technical 
regulations, the standardization of observing methods and instruments and the routine 
exchange of hydrological data, which contributed to develop what is known as Oper-
ational Hydrology, as well as to stimulate the increase on hydrological monitoring 
activities around the World and the share of hydrological information. 

The Hydrological Decade Program was an invaluable project to exchange knowl-
edge and data. Hydrological data, notably flow data, was not the object of current 
data exchange during the first half of the twentieth century as opposed to mete-
orological data where exchange had already been occurring since the second half 
of the nineteenth century. In fact, weather data networking was boosted in mid-
nineteenth century by urgent necessity, as is usually the case, although international 
cooperation was already brewing in 1853 when the first International Meteorolog-
ical Conference was held in Brussels with representatives from Belgium, Denmark, 
France, Great Britain, the Netherlands, Norway, Portugal, Russia, Sweden and the 
USA [11]. On this Conference the parties agreed on a standardized ship’s meteoro-
logical logbook and instructions as well as to specify the parameters to be measured 
laying the foundation stone for the interchange of information. Curiously, several 
international projects have recently been involved with gathering and scanning hand-
written ships logbooks’ data (their location and detailed weather observations) into 
computer-accessible formats to study previous climate [11]. 

But what launched the development of an international network of synoptic 
weather stations was an unusually violent storm that crossed the Black Sea-Crimea 
area from the southwest toward the northeast, causing heavy losses and damage to 
the ships engaged in the siege of Sebastopol. The British lost 21 ships or vessels 
and additional ones were dismasted; the French lost 16, including the steamship 
Le Pluton and the battleship Henri IV the “pride of the French Navy” [12]. In the 
aftermath of the disaster the scientifically minded French Minister of War asked 
the newly inaugurated director of the Paris Observatory, Le Verrier, to determine 
if the path of the storm could have been foreshadowed and the Navy warned in 
time. At the end of November Le Verrier wrote to various European astronomers 
and meteorologists, requesting them to send any observations they might have made 
on atmospheric conditions between the 12th and the 16th of November 1854 and 
received 250 replies [11]. He then charged is chief of the Service Météorologique 
International at the Observatoire, Emmanuel Liais, to process the data who finishes 
by interpreting the Black Sea storm as the propagation throughout Europe of a ‘wave 
of pressure’ that could have been tracked and anticipated using the telegraph [13]. 
On 19 January 1855 Le Verrier submitted a preliminary analysis to the Minister for 
Public Instruction and at the end of the year, after another French warship was dashed 
onto the rocks between Corsica and Sardinia, the French observation network was
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established comprising 24 stations that were progressively augmented with other 
European countries stations using the telegraph as the communicating system [11]. 

Besides organizing a weather observation system that used the telegraph to 
centralize all relevant data gathering Le Verrier also took care of the important task 
of data broadcasting. In this regard he launched the Daily Bulletin of the Impe-
rial Observatory of Paris providing an accurate, quantified summary of the weather 
in France and throughout Europe—from Lisbon to Moscow, and from Leghorn to 
Helsinki. By September 1863, the Observatory’s Bulletin began to include morning 
maps of isobars and winds, and during the 1860s and 1870s most of the Paris daily 
press was receiving it [13]. 

Adding flow measurements to the list of shared data became also an important 
issue throughout the twentieth century, especially on river management of shared 
basins but only recently has it been taken into consideration by international agree-
ments on shared waters covering large regional world areas. For the Convention 
on the Protection and Use of Transboundary Watercourses and International Lakes 
(known as the Helsinki Convention of 1992, initially impacting the ECE countries) 
data sharing is the subject of targeted legislation in articles 6 and 13 (the former 
for All Parties, whilst the latter to Riparian Parties), together with articles 4 and 11 
dealing with joint programs for monitoring the conditions of transboundary waters, 
including floods and ice drifts, as well as transboundary impact. Similar provisions 
are contemplated in the Convention on the Law of the Non-navigational Uses of 
International Watercourses of 1997 (the global UN Watercourses Convention), as 
well as in the Albufeira Water Convention (see Sect. 3 ahead). 

2.3 The Electronics Revolution 

Today, owing to the autonomy provided by new communication systems and remote 
control, as well as new sensors and their standalone power source (combining solar 
panels and backup batteries), it is possible to cover rainfall fields inside hard-to-reach 
areas in a more representative way. 

The same is true for evaporation studies on great lakes and the associated micro-
climate induced by the water bodies, once lakes can affect the regional heat energy 
balance [14–16]. Figure 2 presents one of the two floating rafts installed on the 
Alqueva dam reservoir, a man-made lake with a reservoir capacity of 4.15 km3 

(billions of cubic meters) and with a surface area covering 25,000 ha. 
Each floating platform is equipped with meteorological instruments for measuring 

air temperature, relative humidity, wind speed and direction, wind vertical velocity, 
incoming solar radiation, pressure, precipitation and evaporation. The evaporation is 
measured by water-level readings on an evaporation pan embedded in the platform 
in a way that its bottom touches the water surface so as to reduce the effects of direct 
solar radiation on the walls of the pan and also to ensure greater proximity between 
the temperatures of the water in the pan—also measured—and the temperature of 
the water in the reservoir’s top layer [14]. In order to get a good representation of the
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Fig. 2 Assembling and setting up a floating meteorological station, with underwater sensors for 
temperature and water quality implemented in the man-made lake of Alqueva in southern Portugal 

evolution of lake temperature and thus allow a better estimate of the thermal regime 
of the lake, temperature sensors were also placed at several depths beneath the raft (at 
five different levels: 1, 5, 10, 15 and 20 m). All measurements from the sensors are 
parameterized, pre-processed and temporarily stored in a data logger placed inside a 
weatherproof fiberglass enclosure located at the central mast. The data stored in the 
acquisition system is transmitted via GSM to the central database on a daily basis. 
The power source is made up by a solar panel and a battery. Although the platform 
is anchorage (by cables tied to three sunken blocks), some inevitable longitudinal 
displacement and rotation on itself occurs so a GPS is also installed in the central 
mast for positioning of estimates. 

The opportunity and flexibility that electronics brought to hydrological measure-
ments was also felt in the quantification of flow rates. The most common flow 
measuring method used in rivers throughout the twentieth century relied on current 
meters where discrete measurements proceeded from one riverbank to another at 
evenly spaced verticals [17, 18] (as depicted in the upper part of Fig. 3). Initially the 
meters used for measuring the flow applied the same principle as the wind current 
anemometers: they had a rotating end (with cups or propeller blades) and the velocity 
was taken from calibrated relations between the angular speed of the rotor and the 
velocity of the water. Later these mechanical current meters were replaced by elec-
tromagnetic probes where the movement of water passing the magnetic-inductive 
sensor causes an electric potential in the water that is detected by two electrodes on 
the probe to directly obtain the speed signal in meters per second.
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Fig. 3 Traditional flow measurement of rivers using current meter from a cableway system (on 
top), with unmanned instrument carriage (modified from [17]), to get discrete sampling of velocity 
(center) [18], as opposed to the continuous measurement of discharge with an acoustic Doppler 
current profiler from a moving boat (bottom—modified from [19])
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From the last decade of the twentieth century onwards the acoustic Doppler current 
profilers (ADCPs), operated from a moving boat, have been increasingly used as the 
most common and reliable method for measuring streamflow [19]. These profilers 
measure the Doppler shift of acoustic signals that are reflected by suspended matter 
within the water column. The water and suspended matter are assumed to be moving 
at the same velocity [19]. By using the Doppler principle to measure water velocities 
this technology allows for the scanning of velocity along the cross-section area of a 
stream (lower end of Fig. 3) to produce flow estimates at a time-travel pace. In this 
way ADCP is a powerful measuring tool by reducing substantially the time spent in 
discharge measurements and by measuring water velocities at a spatial and temporal 
scale previously unattainable. 

Also using the same technology, the acoustic velocity meters (AVM) are 
measuring devices that use the Doppler principle to measure water velocities in a 
two-dimensional plane. Usually, they are submerged and fixed to a pillar or abutment 
of a bridge to measure continuously the velocity in the area covered by the beam, 
enabling the continuous computation of discharge at sites where a stage-discharge 
relation can result in more than one possible discharge for a given gage height because 
of variable backwater conditions or drawdown conditions. 

In order to avoid the measuring system to be harmed by sediments and floating 
refuse it is possible to use an alternative and similar measuring device to the AVM that 
employs Radar instead of acoustic beams to measure the flow. This system (coupling 
the radar with and optical probe (to measure the water level) is usually placed at a 
contact-free zone of the bridge (e.g. the bridge deck or higher) to avoid collisions by 
water transported debris. 

With the contribution of these unmanned systems (acoustic or Radar devices) 
more precise and quicker continuous flow information can be retrieved as opposed 
to the former indirect procedure where water level readings (from staff gauges or 
water level sensors) had to be translated into runoff by means of flow rating curves 
that need to be constantly updated by new time-consuming measurements. Although 
the Doppler technology does not avoid altogether the need for updating the effect of 
proportionality of the cross section’s area on the flow calculation, the process is by 
far less time consuming than the number of flow measurements required to account 
for river bed changes resulting from erosion or deposition trends. 

Changes in a cross section due to sedimentation will progressively alter the rating 
curve (Fig. 4): as time progresses the river bed surges and the net area available in a 
cross section for the water to flow beneath a reference water mark is reduced, thus 
diminishing the flow associated to that water level; this translates in a “shifting” of the 
rating curve to the left on a Cartesian coordinate system. If the analytical benchmark 
is not a water level freeze in time but an unchanged flood magnitude throughout 
time (a design flood), this requires adopting an incremental “lifting” of the rating 
curve on the coordinate system to compensate for the average height loss associated 
with the thickness of the deposits. The reverse of these considerations (using Q2–H0 

as the starting point) is valid for describing the erosion process of the cross section 
when the river bed is being lowered by scouring, as well as the rating curves with it 
(Fig. 4).
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Fig. 4 Q–H changes in the rating curve of a cross section 

Thanks to the capacity for real-time data transmission, allowing on-line feeding 
of data bases and forecasting models, it is possible to make more reliable studies and 
issue warnings to downstream population with greater anticipation lag-time regarding 
the impact situation. 

In terms of precipitation estimates the use of Radar has made it possible to do not 
only better detailing of the rainfall fields but also to track the convective cells move-
ment to and within the basin, making it a powerful tool for flood forecasting [20]. 
Nevertheless what the Radar measures de facto is reflectivity of the precipitation 
targets in the volume of atmosphere being observed and not precipitation itself. 
To that end reflectivity values have to be translated into rainfall values through a 
converting power function that needs ground rainfall values (captured in traditional 
rain gauges) to adjust the estimates. 

From the late 1980’s onwards a new trend focusing on climate induced changes has 
emerged that have further broadened the type of data requirements needed for water 
management: from local or regional data sets on a world-wide basis to data sets aimed 
at solving global scale problems, where oceans, plants and soils interact. This added 
further parameter regionalization problems to the hydrologic models (usually land 
surface schemes that simulate the energy balance at soil, atmosphere and vegetation 
interfaces) applied from continental to global scales [21]. It also created the need for 
larger scale meteorological data to the models that only satellite imagery is able to 
provide. 

Social network data. The steady evolution of electronics that lead us to the satel-
lites also pushed to the limit the concept of networking. What is now known as 
crowdsourced data assimilation is beginning to be considered as a good supple-
mentary inflow data to forecast models [22]. Although some of the low-cost sensors 
can display low reliability and varying accuracy in time and space, adding more 
uncertainty to forecast estimates, their data value can be tremendous when there is 
no other information available. During the flood of November 2015 in Albufeira
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(Southern Portugal) the only real-time on-line rainfall information available near 
the 30 km2 river basin came from the private owned rain gauges connected to the 
Weather Underground—a global community of people connecting hyperlocal data. 
The possibility of using such data during the flood allowed a quick evaluation of the 
abnormal degree of intensity of the rainfall (measured in terms of return period) and 
to make some estimates concerning the peak flow [20]. This type of information is 
especially adequate for small basins for which there is usually no information readily 
available and where small forecast systems can be funded by locals. 

3 Transboundary Cooperation on the Tagus Flood 
Management 

3.1 Preliminary Context 

Portugal and Spain share five river basins accounting as a whole for 45% of the total 
area of the Iberian Peninsula. While the portion of these basins under Portuguese 
management contributes only 22% to the joint drainage area, it encapsulates roughly 
2/3 of the Portuguese continental territory. 

The two countries have been establishing water sharing agreements since the 
nineteenth century focusing on equitable water uses (such as hydropower) at specific 
boundary river reaches or basins. These partial agreements were crowned by the 
Albufeira Water Convention (hereafter called Convention) signed between Portugal 
and Spain in 1998 reflecting a more holistic approach on water resources much in pace 
with the Water Framework Directive that was being negotiated at the time between 
the European Union Member States and the European Commission. This meant that 
a new concept of ecological status preservation and restoration in shared waters was 
being considered as a framework to the spirit of the Convention, which was translated 
in its text. This was done by assigning for the first time to the downstream country 
mandatory minimum flows intended to be maintained at the river mouth in order to 
secure freshwater inflows to estuary ecosystems in addition to the minimum flows 
assigned to the upstream country at the border reaches. 

Except for one small basin (the Lima River basin) all the remaining four major river 
basins shared between Portugal and Spain have mandatory minimum flow volumes 
to be deliver to the water bodies each year and every three-month period at the control 
points (borders and estuaries). In two of the river basins (the Douro and Tagus basins) 
where hydropower generation is an economic relevant activity on both sides of the 
border the mandatory flow volumes are further specified for weekly time periods. All 
these minimum assured flows (annual, seasonal and weekly) are not to be fulfilled 
if a very dry year occurs when ad hoc values have to be established. To this end 
exemption procedures were built for each river basin in order to detect in advance 
during the year if it might be classified as a dry one, avoiding the maintenance of 
higher values in the rivers than those naturally occurring during a dry year.
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In general terms the “exemption verification” is an accounting procedure built on 
the sum of all the rainfall falling in the wet months of each hydrological year (nine-
to eight-month periods in Northern basins; six- to five-month periods in Southern 
basins) to be subsequently confronted with the minimum dry-threshold values defined 
as percentages of the mean values in those same nine to five months. 

The reason for varying the duration period for rainfall accumulation from nine to 
five months is related to the southwards intensification of the climate’s dryness and 
the torrential nature of the flow regimes in the Southern basins—making them more 
unlikely to recover from wet semester’s rainfall deficits during the dry semester. 
In order to compensate for this effect a specific timing for issuing a decision on 
whether an exemption is due or not each year is anticipated towards the Southern 
basins. The accumulation period for rainfall is set at six months for the Tagus and at 
five months to the Guadiana, and the process of verification becomes more complex 
than the northern basins’ standard, by adding an extra check into the dryness of the 
previous year for the Tagus basin (multiyear dry spell) or the verification of a possible 
mitigation of the severity provided by the amount of water stored in the six upstream 
reservoirs in the case of the Guadiana basin [23]. 

A detailed description of the threshold values and exemption’s verification proce-
dures for each river basin can be found in the text of the Revision of the Convention 
adopted by the parties in 2008. The text of the Convention also identifies the 13 
rain gauges, 10 flow gauges and six reservoirs (with a joint capacity of 7.25 km3, 
e.g. billions of cubic meters), that assure a steady interchange of information for 
the “exemption verification” and water management control. All the information 
exchange is carried out by web server protocols. 

The Convention has a special article dealing with floods (article 18) where the 
type of data to be exchange and the coordinating procedures to be undertaken 
are described. When managing extreme hydrological conditions such as floods 
the amount of information exchanged is substantially enlarged, due not only to 
hourly interchange time spans but also to the increasing number of rain gauges, 
flow gauges and reservoir data considered (much larger than the number used for 
regular exchange). 

The transboundary cooperation between the Portuguese water authority and its 
Spanish counterpart on flood management coordinated activities developed firstly 
for the Tagus river basin prior to the other shared basins due to the specifics of the 
hydromorphology (as they enable the deployment and exploitation of a significant 
water storage potential close to the border) and benefitting from the digital capabilities 
and telemetering expertise on remote data gathering that were precociously developed 
in the Tagus basin on both sides of the border. This is why the Tagus basin is being 
use as “case-study” in this text. 

The zoomed area of interest that brings into context the transboundary flood 
dynamics within the Tagus basin is depicted in Fig. 5 with the relevant river action 
points flagged-in (consisting of flow gauge stations and dams—where the incoming 
and outgoing flow is calculated). 

The information in these points is crucial both for the detection and tracing of the 
routing flood waves (see example in Fig. 6) and for the delineation of the areal extent
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Fig. 5 Relevant hydrometric points for flood management control in the transboundary zone of 
the Tagus basin: T-points are placed in the main Tagus channel and are numbered from upstream 
Spanish dams (T1 and T2) to the downstream flood plain; Z-points in the Zêzere River represent 
the two dams implanted on the Tagus’ major tributary inside the Portuguese territory, both in area 
and flow, with its confluence immediately upstream the flood plain; O-point controls the Ocreza 
River, smaller tributary from the right-hand margin of the Tagus River; other contributing areas are 
controlled through hydrological modeling 

Fig. 6 Propagation of a flood wave generated by a dam discharge hydrograph (T3) along the Tagus 
flood plain
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Fig. 7 GIS representation of the propagation of a flood wave along the Tagus flood plain given by 
an hydraulic model (from left to right) 

of the flooded area downstream (see Fig. 7). Three of these action points are also 
actionable points for managing the flood: point T1—Alcantara dam, with a storage 
capacity of 3200 hm3; point Z2—Castelo do Bode dam, with a storage capacity of 
1000 hm3; and point Z1—Cabril dam, with a storage capacity of 720 hm3 at the 
top of the reservoir cascade. All the remaining dams in the Tagus main channel are 
run-of-the-river dams, meaning they have limited capacity to significantly attenuate 
flood flows, also a handicap for Pracana dam (point O1).

In managing jointly flood events throughout decades in the Tagus, the water 
authorities of both countries were able to develop a plan for data exchange in real time 
that was then used as standard for the implementation of article 18 of the Convention. 
The scheme considers packages of relevant data for each country’s flood management 
(especially incoming flow data for the downstream country and storm movement and 
rainfall data for the upstream country, since storm paths move inland from the ocean 
to Portugal and then to Spanish territory) and is supported by new technological 
developments encompassing sensors and data loggers, hydrological modeling with 
GIS capabilities, dam operation, data bases and data communication protocols. 

But the most important achievement consolidated in the data exchange plan is 
the adoption of the consultation between the parties about reservoir release options 
during the flood event as a standard procedure. The relevance of such measure is 
paramount enabling to sense the potential consequences that certain discharge options 
considered upstream can cause downstream due to the flood situation that is taking 
place there and how it is expected to evolve—paving the way for an optimization of 
the decision making. This approach was enshrined in article 18 of the Convention. 

3.2 Coordinated Flood Management 

Owing to the channel of cooperation on flood management developed prior to the 
signing of the Convention but consolidated under its aegis, it is possible to manage 
the lag and route of flood discharge hydrographs along the Portuguese Tagus stretch 
in such a way that peak flows can be significantly attenuated by avoiding to overlap,
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within the Tagus main channel, two major flood components (the upstream compo-
nent coming from Spain and the component generated within the tributaries’ basins). 
To carry out these operations it is necessary to schedule flow releases from reservoirs 
in a preemptive or delayed mode (see Fig. 8) jointly with reductions of the magnitude 
of the discharges (see Fig. 9) whenever possible, bearing in mind that reservoirs are 
not flood control dams, as they have their own operating rules for floods events, and 
that their security cannot be put at risk under any circumstances. 

The capacity of a reservoir to mitigate the flood impacts by acting in the reduction 
of the flood peak is significantly increased when its current storage level is very

Fig. 8 Flood flow gauged at 
point T6 showing a 
two-peaked hydrograph 
resulting from: the outflow 
from Z2 dam (estimated 
from the spillway discharge 
plus the hydropower 
production); coupled with 
the delayed flood released 
from Spain and routed 
downstream. If this delay of 
24 h had not been possible 
the overlapping of both flood 
waves around the first peak 
would have risen the peak to 
a value above 5000 m3/s 

Fig. 9 Flood volume 
withheld in point T1 by 
reducing substantially the 
outflow spill downstream 
during the rising limb and 
peak of the flood hydrograph 
(for almost 30 h) and then 
resuming the outflow spill at 
a lower discharge rate



Bridging the Water Gap Between Neighboring Countries Through … 343

low, which usually happens at the end of the summer season and during prolonged 
droughts. In these low-level scenarios not only the peak can be attenuated but also 
an important amount of flood volume can be subtracted from the flood hydrograph 
using the occasional storage void to keep that flood portion blocked until the end of 
the flood event instead of just lagging it to the recession limb of the flood hydrograph.

One example of how a gigantic water holding potential can attenuate both flood 
peak and flood volume occurred in November 1997 when a violent storm hit the 
border area of the Tagus basin. Due to a prolonged summer the first rainfalls of the 
hydrological year occurred only in November which contributed to a further lowering 
of the storage level during early fall (although not abnormally low as during drought 
events). That turned out to be beneficial in relation to what happened over the next 
two days enabling an amount of 700 hm3 of flood water to be withheld at Alcantara 
dam (point T1 from Fig. 5) whose stored level went from 60 to 80% of its capacity 
in that short amount of time. This water retention exercise avoided the routing of a 
peak flow with a magnitude of 15,000 m3/s along the river stretch that defines the 
border (until point T2) that would have in turn captured the additional contributing 
flow from the intermediate sub-catchment area along the way, producing a flood 
hydrograph with a peak flow around 18,000 m3/s (see Fig. 10). 

This ‘flood that never was’ is a record breaker within the long time-series of peak 
flow annual maxima. Together with an historical flood occurred in December 1876 
and a similar hypothetical flood that was attenuated in January 1996, these three 
maxima helped to better define the tail of the flood probability density function to 
help detect the return period of each flood event (see further ahead in Sect. 3.3). 

Fig. 10 Record breaking peak flood at point T2 reconstructed from the inflow hydrograph captured 
at point T1 overlaid with the flood hydrograph from the intermediate drainage area between T1 and 
T2, registered at point T2, and with the evolution of stored volume in hm3
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During the last decades several flood events occurred in the Tagus basin whose 
management was handled according to the basic principles exemplified above which 
are: combination of lag and attenuation of hydrographs with routing modeling on 
one side, and test of storage retention or discharge anticipation on the other [23–25]. 

The common procedure is to use the available meteorological forecasts on a 
regular basis to simulate preemptive flow conditions, and as these estimates evolve 
into threatening situations the data exchange between the main players intensifies. 
The list of players involved comprises, other than the water agencies’ personnel, 
each country’s flood committees, the hydropower companies’ technicians respon-
sible for dam management on both sides of the border, civil protection agents from 
each country and meteorological technicians. It is important that all the information 
concerning each party is gathered and centralized in the respective water authority 
to be conveyed to the other side only through one exchange channel. By using this 
procedure, the noise resulting from the proliferation of cross channels of information 
with different data is avoided. 

3.3 Challenges Coming from Collected Data 

The data collected during the last three decades is essential to the follow-up of the 
strategies envisaged. In this sub-section a quick view over three examples illustrates 
the type of issues raised when confronting new data sets to earlier ones that demand 
to be further investigated and hopefully reexamined. 

False Sense of Security. The last relevant flood (relevant meaning with a recurrence 
T > 2.33 years) impacting the Tagus border zone until today, year 2021, occurred 
in an unusual time of the year (early spring) of 2013. The synoptic map revealed a 
situation where a surface front after crossing the Portuguese territory had moved into 
Spain and intensified over the border and beyond. The result of the flood regulation 
performed at that time in order to keep the flow magnitude not higher than 4000 m3/s 
at point T2 is presented in Fig. 11. 

The transformation operated over the flood hydrograph resulted in a reduction 
of the peak flow from 7350 to 4100 m3/s. This is equivalent to a reduction on the 
severity (or recurrence) of the flood peak from a 10-year return period to a less than 
4-year return period (see Fig. 12). The graphic depicted in Fig. 12 was constructed 
with two samples of annual peak flow maxima: one with data recorded before the 
beginning of dam building in Spain; and the other with data reflecting the impact of 
the impoundments on natural floods. 

Also perceptible on the same graph is the motive why downstream populations 
feel more secure today than used to feel in the 1940’s and mid-1950’s when there 
were no dams on the basin. In fact, during the first half of the century a 6000 m3/s 
peak flood was a common flood (with recurrence T = 2.5 years); today, after the 
boom in dam construction on the Spanish Tagus basin during the third quarter of the 
twentieth century, it has become a 7-year return period flood on average (see Fig. 12).
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Fig. 11 Reconstitution of the natural flood at the border (point T2—Cedillo dam) that might have 
happened had the incoming flood wave to point T1 (Alcantara dam) not been attenuated and lagged 

Fig. 12 Reduction of the severity (e.g. recurrence) of the flood on March/April 2013 at the border 
point T2 due to upstream dam storage capacity engagement
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But this attenuation capacity is not permanent since for floods with recurrence periods 
higher than 20 years there are no possible significant changes that can be made on a 
regular basis, as the merging of the two probability distribution functions on Fig. 12 
demonstrates (prob. > 0.95).

Dam sediment retention and downstream erosion. The false sense of security 
related to less frequent floods brings riverside populations closer to the river bed. 
This loosening of the safe distance’s perception in floodplain is heightening as the 
lowering of the inundation levels became more distinguishable due to continuous 
river bed erosion. 

Figure 13 depicts the scour depth progression recorded at point T6 (Almourol) 
which is a characteristic shared with several cross sections along the Tagus main 
channel downstream Belver dam (point T4 in Fig. 5), signaling a deepening trend

Fig. 13 Profile of Almourol cross section (point T6 in Fig. 5) on two occasions (1978 and 2010) 
with similar flood flows. The contour lines of equal velocity on top correspond to the current meter 
gauging procedure and the digital velocities on bottom were measured with an ADCP
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that is currently propagating further downstream. This trend was first detected in 
gauge section T5 (Tramagal) following the start of operation of Alcantara reservoir 
in the 1970’s, making it necessary to lower by two meters the graduated water depth’s 
gauge boards of both point T5 and point T6 during the 1990’s (see Fig. 13). The 
maximum depth in point T6 cross section for the 2100 m3/s flood has gone from 
6 to 9 m, with repercussions on the increase of the bottom-current velocities that 
contribute to further destabilizing the cross section.

The cause-effect association between the downstream erosion and upstream sedi-
ments’ retention due to damming must be further investigated. To this end more 
regular bathymetric sounding and sediment transport measurements (not considered 
in this article) needs to be done to keep track of changes. 

The new flow regime. As stated at the beginning of Sect. 3, the Convention tried to 
come out with a solution for the systematic low flows’ display in the shared water-
courses by establishing threshold minima on four basins, only to be exempted during 
very dry years (that could also be drought years). These minimum flow regimes were 
not supposed to last long since a “Committee on the Application and Development 
of the Convention” was created inside the Convention to develop flow regimes in 
accordance with good water status, among other pressing issues. 

Failing to produce such flow regimes soon the perseverance of the minimum 
threshold regime in the Tagus has created a situation where a range of median annual 
flow values was wiped out from the river regime (see Fig. 14). This has to do with 
the type of management in place, which is driven by a growing concern among the

Fig. 14 Annual flow totals at Cedillo dam (point T2 of Fig. 5) after the convention enter into force, 
depicting the flow-gap between 4250 and 7750 millions of cubit meters
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water authorities at the beginning of each hydrological year, on whether the possible 
dryness of the first few months will develop into an exception situation or whether 
it will remain slightly above the threshold. In the hydrological year of 2018/2019 
this course of action led to a situation where the border dam of Cedilho had to be 
completely drained in September to supplement the minimum flow amount still due 
downstream.

4 Conclusion 

Hydrology is a data driven science as shown by its history and development and, as 
such, the accurate and tailored collection of hydrological data for each particular case-
study is determinant in the validation or rejection of hypotheses on the functioning 
of natural or human-modified systems focusing on water resources management. 

Spatial and time scales are important issues in hydrology and require appropriate 
data and modeling tools for specific analyses, especially when dealing with extreme 
events in a transboundary context. 

The recent advances in telecommunications and sensors have led to an unimagin-
able insight capacity and real time management control that was here depicted in a 
transboundary context using the international cooperation on flood management as 
an example. The several flood events used as case-studies demonstrate how the coor-
dination of water management action is of paramount importance on the weakening 
of flood severity downstream. 

Also important, as new data accumulates through time, is to reexamine space–time 
trends and test new hypotheses with longer time series. 
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Quality of Measurement in Urban Water 
Services: A Metrological Perspective 

Maria do Céu Almeida , Alvaro Silva Ribeiro , and Rita Salgado Brito 

Abstract Urban water services make use of extensive networked infrastructures— 
water supply and drainage systems. Efficient management of these services relies on 
the quality of measurements of hydraulic variables in pipes and sewers to support 
robust analysis of systems’ performance, needed to many decision-making processes. 
The quality of measurements is key for the sustainability of urban water services, 
having a growing impact on decisions and on trade relations. Often, quantities of 
interest (e.g., flow rate, volume, level, and velocity), affecting net balances (e.g., 
inflow and outflow net balances, water losses, undue inflows and trade volumes) and 
used to support decision making, are obtained indirectly from a wide diversity of 
instrumentation, using different principles and methods. To reach acceptable accu-
racy, required for the measurement itself, and because of implications when used 
for management, three elements are critical: good measurement practices, trace-
ability, and measurement uncertainty. Measurement uncertainty plays a relevant 
role today, to capture the random nature of measurement, and is considered the 
most reliable parameter able to provide information about the accuracy of measure-
ment within a certain degree of confidence, allowing comparisons between instru-
ments, practices, and methods. Advances in synergies of knowledge from Hydrology, 
Hydraulics, Metrology and Data Science are reported, as well as perspectives of 
future developments. 
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1 Measurement in Urban Water Systems 

Monitoring of urban water systems is essential for management of water supply and 
drainage services. The regular collection of information on hydraulics, hydrology and 
water quality allows understanding systems’ functioning, assessing performance and 
supporting the setting of management targets, responding to regulatory requirements, 
and enables the identification of inefficiencies and opportunities for improvement. 

Efficient management of these services relies on the quality of measurements 
in pipes and sewers, to support robust analysis of systems’ performance, needed 
to many decision-making processes. Furthermore, sustainability of these essential 
and universal services depends on fair competition and confidence, especially with 
the transition from state owned organizations to models introducing competition in 
services that are natural monopolies. In the later, issues regarding fair trade and 
consumer protection have a close link to measurement quality. 

However, what should be measured in water supply and drainage systems, 
considering the associated extensive networked infrastructures, mostly underground? 

In all these water systems, quantification of inflows and outflows is paramount 
for supporting sound management and commercial relations with costumers and 
between neighbour systems. 

Water utilities may need to monitor systems due to technical needs, contractual 
obligations, and financial, regulatory, or legal requirements. Technical needs usually 
aim at better understanding the functioning of the system (namely for performance 
assessment, to support decision-making or to implement mathematical modelling). 
For contractual or financial obligations, data is a need as input to apply tariffs or 
to quantify transactions between different utilities. Regulatory or legal requirements 
include audits by regulators, compliance of self-control monitoring or to the control of 
withdrawals or discharges from or into natural water bodies. Regardless of the specific 
purpose, the quality of the data is of uttermost importance and a common requirement 
for any measurement. Only with evidence of measurement quality, confidence is 
ensured. Confidence on data, along with data adequacy to the objectives, are the 
main drivers for data reliability. 

For water supply systems, the widely used water balance scheme [1] allows 
identification of the typical measurements location (Fig. 1). 

Water supply is mostly provided by pressure flow networks, although in some 
situations surface water flows can be used for raw water, usually before treatment. 
Variables of interest include water flow rate, water level (for instance, in abstraction 
works and storage tanks), pressure, and water quality parameters. 

The measurement locations vary from costumer connections, in smaller diameter 
pipes, to network sectors or water mains, typically in conduits with larger cross 
sections and flows. Technology used may vary significantly but given the good quality 
of the water, use of mechanic instruments is practicable. 

For wastewater and stormwater systems, including combined systems, the typical 
measurement locations are represented in Fig. 2. In wastewater and stormwater
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Fig. 1 Schematic representation of typical measurement needs for water supply systems and water 
balance components. Adapted from Hirner and Lambert [1] 

systems, flows are mostly under free surface; pressure flows usually occur down-
stream of pumping stations, in pressurised systems (not commonly used) or when 
inflows exceed free surface capacity of sewers, for instance because of a high inten-
sity rainfall. Variables of interest include flow rate, water level (for instance, in weirs), 
flow velocity, water pressure and water quality parameters. Water quality characteris-
tics are measured for compliance with environmental legislation and process control, 
namely for treatment processes. In parallel, it is recommended to measure rainfall. 

For urban areas, requirements for rainfall measurements are higher than for mete-
orological purposes, both in time resolution of records and spatial density of measure-
ments. Traditionally, precipitation is measured by means of rain gauges, giving the 
time series associated with location. Spatial integration can be carried out if enough 
gauges are available. Combination of rain gauges with radar allows improving knowl-
edge on spatial rainfall distribution, but at scales of interest for urban studies, X-band 
radar are often considered more adequate to cover smaller areas with higher spatial 
resolution and more cost effective than the alternative S-band and C-band radars 
[3, 4]. Relevant issues associated with rainfall measurement include the number
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Fig. 2 Schematic representation of typical measurement needs for wastewater, stormwater, and 
combined systems (left) and water cycle components (right). Adapted from Butler and Davies [2] 

and density of measurement locations and usually these are insufficient for ensuring 
lower uncertainties and representativeness of spatial variation of rainfall. 

Unlike water supply systems, measurement locations in drainage pipes are not 
feasible at regular costumer connections and hardly practicable in small diameter 
sewers. Costs for free surface measurement equipment are significantly higher than 
for pressure flows. Therefore, typical measurement locations are downstream loca-
tions such as at entrance of pumping stations or wastewater treatment plants, in main 
sectors of the network and at boundaries between water utilities. Despite the costs, 
it is highly recommended to monitor untreated discharges from the systems, such as 
emergency bypasses and combined sewer overflows. 

Technology used may vary significantly. Characteristics of flows, carrying a large 
number of solids, often biochemically aggressive to materials, limits the use of some
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technologies. Therefore, local measurement conditions in free surface flow in urban 
drainage are far from optimal [5–7]. Moreover, sensors are usually installed in an 
aggressive environment, exposed to flow turbulence, to accumulation of grease or 
deposits, or to obstruction of sensors. The occurrence of unstable flow is rather 
frequent due to changes in pipes characteristics (e.g., slope, diameter, curves, drops) 
the existence of manholes regularly and connection of pipes. The relative size of 
the sensors is not negligible, interfering with the flow conditions, as pipe diameters 
between 200 and 400 mm are quite common in sewer drainage [8]. 

Measurement of low flows also presents constraints. Besides the relative size 
of the sensors, in lower flows, the water height or velocity are frequently below 
the minimum limits of the equipment’s measurement range. Turbulence may be 
aggravated due to deposits in the pipe’s invert or to the biological layer in the walls. 

Additionally, flow in urban drainage may present high variability. Dry weather 
flows are characterised by a typical daily and weekly pattern, relatively predictable, 
depending on water consumption. However, in combined, stormwater or sanitary 
systems with undue rain induced inflows, hydrographs vary significantly, leading 
to rapid variations in flow velocity and water height. Flow can abruptly alternate 
between free surface and pressure flow. These factors can all interfere with the 
integrity of the equipment and with data quality. 

In the following sections, applications are illustrated using quantity measure-
ments, but similar principles and procedures apply to water quality measurements. 

2 Good Measurement Practices 

In the last decades, many water utilities have made considerable investments in 
monitoring but ensuring measurement data reliability is still a challenge. Designing, 
installing, and operating measurement systems overlooking good practices, essential 
to overall data quality, has a direct consequence on data reliability. Reliance on prac-
tices not duly implemented, not allowing verification of conformity with recognised 
good practices, frequently results in a biased perception of confidence by decision 
makers and data users. The implications include inadequate decisions and uses of 
the data, which can be significant. 

Confidence on measurement data to achieve the monitoring objectives must be 
at the core of monitoring activities (as on any economic sector other than the water 
industry) and have been supported by the development and improvement of inter-
national standards. The ISO 17000 standards series establishes the framework for 
conformity assessment, being the ISO/IEC 17025:2017 [9] specifically intended to 
demonstrate the competence of organizations carrying out measurement activities, 
provided by testing and calibration laboratories, usually called accreditation. This 
recently revised standard introduces a new structure with a technical part, related 
with the resource and process requirements, and a management and system require-
ments part, in line with ISO 9001:2015 [10], promoting the aim of ISO of having a 
common management system approach for the different standards series.
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The ISO/IEC 17025 [9] provides a ground for the development of competence 
in measurement activities, with a set of technical requirements to evaluate the 
proper implementation of the measurement process (including the human resources, 
technical equipment and software, methods, and its validation, traceability, and 
measurement uncertainty). Good measurement practices go beyond these require-
ments, which usually consider the basic procedures of the measurement process as 
ensured. There are known references on good measurement practices, namely related 
with laboratory activity [11], describing quality systems regarding organizational 
processes and the conditions for quality on its development (planning, performance, 
monitoring, recording, archive, and report). 

Confidence in a monitoring process can be expressed by the uncertainty asso-
ciated with measurement data, which is sometimes misinterpreted as the uncer-
tainty of the measuring equipment. The latter is only one of the contributions to the 
overall measurement uncertainty. To improve measurement data quality, identifying 
all possible sources of measurement uncertainty raises awareness to the problem and 
motivates monitoring teams to tackle each of the identified sources and to minimize 
its effect. 

In specific measurement conditions, as in sewer systems, the sensors and measure-
ment chains withstand a very aggressive environment, being critical to make a robust 
analysis of the influence of quantities affecting the quality of measurement signals 
and processing, given by the sources of uncertainty. Several sources of uncertainty 
are reported, and can be grouped as follows [5, 8, 9, 12, 13]: 

– equipment uncertainties (generally known, provided by the manufacturer); 
– calibration uncertainty; 
– context factors of the measurement environment, such as temperature, corrosion 

potential or humidity; 
– inadequate sensor installation or site characteristics, uncompliant with the 

manufacturer’s geometric instructions or hydraulic conditions; 
– absence of a pre-campaign; 
– inadequate representation of the phenomena by the sampling options; 
– absence or non-compliance with equipment maintenance; 
– inadequate technical skills in hydraulics, electronics, computing and metrology; 
– uncertainties associated with the method for calculating derived variables (e.g., 

how to calculate flow based on water height and peak velocity); absent or 
incomplete knowledge of the measurement model; 

– data processing; and 
– absence of document management. 

In practice, estimation of uncertainty is not yet widespread in urban water systems 
monitoring. The implementation of good measurement practices is inherent to the 
reduction of measurement uncertainty. 

Measurement practices may be site specific (technical aspects related to the 
selected equipment for each site and its suitability, its installation context and site 
adequacy) or common to several sites (those that may affect the monitoring system, 
usually applied to several sites or to the monitoring system).
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Fig. 3 Monitoring program steps 

A preliminary definition of a monitoring program should be the foundation of good 
measurement in urban water systems. An example of steps to follow in designing a 
monitoring program is presented in Fig. 3. 

In step 1, clear stating the objective of the monitoring program and the intended 
use of data is essential for many subsequent decisions. Further, several management 
issues regarding the monitoring system and site characteristics are recognized, mainly 
addressing the already mentioned sources of uncertainty. Steps 2, 3 and 4 can be 
applied at the same time. 

Selecting the variables to monitor depends on several features, such as the moni-
toring objectives, the site location and hydraulic conditions, the available equipment, 
its installation and operation costs, and the required reliability. Aiming at hydraulic 
variables, in pressurised pipes both flow or volume and pressure are commonly 
chosen; in free surface flow, mostly water height and velocity are monitored. Precip-
itation usually complements hydraulic monitoring in sewers. To detect and charac-
terize variations in the water quality matrix, specific water quality variables can be 
selected. For the characterization of the surrounding water environment, data on tidal 
height, water quality in local water bodies and groundwater level in piezometers can 
also the necessary. 

To avoid undesirable risks related with measurements, selecting the equipment 
for hydraulic monitoring should take into consideration the following aspects: 

– variables to be measured and expected measuring ranges; 
– metrological requirements; 
– whether the measurements are temporary or permanent; 
– physical characteristics of the installation site; 
– robustness and resistance requirements, given local conditions; 
– expected time interval between local maintenance actions (which could also 

condition data storage capacity); 
– required local data storage, the remote communication conditions and the 

availability of battery power supply to the equipment; 
– available budget; 
– technical capacity of internal human resources.
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For the preliminary selection of the location for the hydraulic monitoring sites, 
equipment technical specifications must be considered. The correct positioning of a 
sensor in a sewer is important since the accuracy often depends on the proper position 
of the device [14]. However, sometimes even when fulfilling the equipment technical 
specifications, the site may prove to be inadequate to the required data quality. To 
overcome this, accepted good practices for hydraulic monitoring in sewers should 
be applied; typical criteria are presented in Table 1, some of which based on [5, 8, 
12, 15, 16] and the Portuguese regulatory decree-law n. 23/95 [17]. 

While implementing a monitoring program, several good measurement practices 
can be applied. These focus mostly on whether steps from 1 till 7 of Fig. 3 where

Table 1 Typical criteria for selection of locations in sewers for hydraulic monitoring 

1. Conditions of access to the manhole 

Site accessibility (possibility of access by car) 

External security (prevention of vandalism, security of the installation against third parties) 

Accessible manhole cover with no need for traffic diversion and easy handling 

2. Conditions inside the manhole 

Viable access to the flow inside the manhole (allowing the equipment installation and 
maintenance) 
Staff safety ensured to hazards, such as sudden increase of flow, manhole height, falling objects, 
pathogens and disease vectors, explosive gases, insufficient oxygen, toxic gases 

Adequate equipment for local conditions (occurrence of pressure flow, explosive atmosphere) 

3. Adequacy of hydraulic and environmental conditions 

Regular pipe cross-section 

Conditions in accordance with equipment specifications, usually ensuring near uniform flow 
regime, e.g., minimum length of pipe upstream without singularities, bends, obstacles, pipe 
confluences 

Expected water height and flow velocity values within the equipment specifications 

No significant turbulence, solids deposition, accumulation of sediment or grease on sensors 
No interference of the sensors with the normal flow in the pipe (variable water surface over 
submerged sensors, presence of water splashes, air bubbles, side waves in the flow) 

Absence of other environmental constraints, i.e., presence of external agents preventing site 
suitability for the purpose, such as electromagnetic fields or mechanical devices 

4. Operation and maintenance records 

Absence of frequent obstruction records 

Verification of flow altering between free surface and pressurized flow and of variations in flow 
direction (e.g. due to downstream tidal changes or other downstream intermittent influence) 

Lack of structural damage in nearby upstream pipe 

5. Additional information 

Need for construction works to adapt the site 

Possibility of in site simultaneous measurement of hydraulic and water quality variables 

Ease of implementation of ancillary connections (power supply, communication)
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adequately carried out and if the identified sources of uncertainty were minimized 
during this process. Therefore, in alignment with ISO/IEC 17025:2017 [9], specific 
requirements are identified for the following criteria: objectives and use of data; 
document management and traceability; human resources; influencing conditions; 
methods; equipment; sampling. Most criteria focus on each monitoring site, but some 
focus on the monitoring system, and are transversal to various monitoring sites. This 
is the case of document management and human resources. Regarding the methods, 
some aspects are site specific; others are common to several sites. Figure 4 details 
the requirements for good management practices to be verified for each criterion. 
Document management and traceability are addressed in Sect. 3.

About human resources, it should be noted that some activities require specific 
skills, such as equipment parameterization, installation and programming, mainte-
nance, data processing or securely accessing the installation sites. 

Fig. 4 Requirements for good management practices
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Sampling intervals for hydraulic variables in a sewer are typically of few minutes 
to capture sudden variations in flow; a common value is 5 min. For water supply, 
higher values are often used, e.g., 15 min. Often, analysis requires the use of several 
variables, e.g., water consumption and wastewater or the influence of precipitation 
on flow, so time synchronisation of records is essential, as well as keeping to one 
time reference, not changing with season as is common in many countries. As for 
precipitation, for tipping buckets, record of each tip occurrence ought to be registered 
with a resolution below 1 s. 

Human resources play a very important role both within technical and manage-
ment strands. Even if skilled, with many of the competences required, water utilities’ 
teams frequently have low confidence in data from monitoring and struggle with how 
to improve data reliability. They can benefit from a structured procedure towards 
good measurement practices. When these monitoring services are outsourced, these 
procedures help to structure the overall data quality approach and are an adequate 
way to guide the setting of requirements for service providers. 

The ISO17025:2017 standard [9] has a robust structure dealing with both technical 
and management aspects, to ensure the overall data quality and common sources of 
uncertainty. Despite the primary aim of this standard being the quality assurance in 
laboratories, there are clear benefits in extending the application to other areas within 
water utilities. Knowledge sharing and collaboration between departments such as 
systems management and laboratories can bring clear advantages for the organisation 
in terms of data quality management. 

3 Measurement Traceability 

3.1 Basic Concepts 

Measurement of quantities can be carried out in many ways, using instrumentation 
based on different principles and methods, under distinct procedures, conditions and 
affected by external quantities. With this diversity, how can measurement results be 
compared in an objective way? 

Consider that an observation of a quantity x is made, using two measurement 
approaches leading to two different results xa, and xb, having similar uncertainty 
(expressed by normal probability distribution functions), as presented in Fig. 5a. The 
interpretation of this figure allows to compare both results regarding its “precision” 
but not to say which is the most “accurate” result. 

Measurement precision is defined in the International Vocabulary of Metrology 
[13] as:  closeness of agreement between indications or measured quantity values 
obtained by replicate measurements on the same or similar objects under specified 
conditions. In this case, result xa has larger dispersion of values and lower precision.
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Fig. 5 a (left) Two experimental results of a quantity (estimates and its uncertainty); b (right) 
comparison with a reference value and its uncertainty 

Measurement accuracy is also defined in the International Vocabulary of 
Metrology [JCGM 200, 2012] as: closeness of agreement between a measured quan-
tity value and a true quantity value of a measurand. In this case, is a conceptual 
definition, being appropriate to consider instead of “true value” the “conventional 
true value” taken as a reference value, “xref”, of the quantity to be measured, being 
characterized by an estimate near the “true value” and lower dispersion of values. In 
Fig. 5b, this reference value is added, to obtain, for each measurement, an estimate 
of the (systematic) errors (ea and eb) and an evaluation of the combined dispersion 
(further called combined uncertainty, explained in the next section). 

3.2 Calibration Key Role to Assure Measurement Quality 

Measurement usually requires the use of instrumentation able to make the trans-
duction of the observation of objects or phenomena, to measurable quantities, being 
the measurement results affected by intrinsic and external effects, systematic and 
random, which can happen during the measurement process and over time. These 
changes have impact in the quality of the results, being the main reason to perform 
the calibration. 

The definition of calibration is also found in the International Vocabulary of 
Metrology [13]: operation that, under specified conditions, in a first step, establishes 
a relation between the quantity values with measurement uncertainties provided by 
measurement standards and corresponding indications with associated measurement 
uncertainties and, in a second step, uses this information to establish a relation for 
obtaining a measurement result from an indication. 

Having this definition in mind, calibration allows to correct the measurement 
results obtained with a measuring instrument and to evaluate its measurement uncer-
tainty. Periodic calibration is recommended [18] for most types of equipment as it is 
acknowledged that instrumentation develops bias with time (see Fig. 6). 

Accepting the principle that measurement instruments need to be calibrated, then 
the reference standards need also to be more accurate. This stepwise process ends 
with the most accurate realization of the units, according to the international BIPM 
standards for the quantities.
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3.3 Metrological Traceability 

Metrological traceability is the path that relates the metrological quality of a measure-
ment results with the highest international standard of a certain quantity through a 
chain of calibrations [19]. The International Vocabulary of Metrology [13] provides 
the definitions of: 

• Metrological traceability as “property of a measurement result whereby the result 
can be related to a reference through a documented unbroken chain of calibrations, 
each contributing to the measurement uncertainty”; and 

• Metrological traceability chain as the “sequence of measurement standards and 
calibrations that is used to relate a measurement result to a reference”. 

Figure 7 shows a traceability chain that provides traceability to a measurement 
result, being each step from measurement equipment to the SI related with calibration 
operations. In this process, downwards, every step will incorporate the uncertainty 
of the previous calibration, meaning that the uncertainty of the measurement results 
includes all the uncertainty contributions of previous calibrations in the chain. 

Fig. 7 Example of a traceability chain
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Calibration processes usually originate certificates, containing the general infor-
mation needed to establish the traceability of measurement. It should provide 
information required for the metrological management of measuring instruments 
and standards, especially those found in sections 7.8.2.1 and 7.8.4.1 in ISO/IEC 
17025:2017 [9], namely regarding Common requirements for reports (test, calibra-
tion, or sampling) and Specific requirements for calibration certificates. The lists 
presented in the referred sections should be used to evaluate if calibration certificates 
issued by calibration laboratories provide the complete information needed to the 
metrological management of measuring equipment and standards used in measure-
ment activities. Metrological traceability is a major requirement in the accreditation 
found in ISO/IEC 17025:2017 [9], sections 6.5.1 regarding documented unbroken 
chain of calibrations, and linkage to linking them to an appropriate reference, and 
6.5.2 for traceability to the International System of Units (SI). 

In practice, how to express the metrological traceability of a measurand (measur-
able quantity)? Consider the measurement of flow rate in an industrial infrastructure 
using an electromagnetic flowmeter, as in Fig. 8a, calibrated in a laboratory as in 
Fig. 8b. The calibration uses the gravimetric method, which calculates volumetric 
flow rate, QV, based on the measurement of the weight of a volume, m, of water 
running through the flowmeter during a time interval, �t, and considering the fluid 
density, ρ, using the expression (1): 

QV = 
1 

ρ 
· m
�t 

(1)

The weight is measured using a weighing platform traceable to NMI reference 
standard weights and time is measured using a time universal counter traceable to the 
NMI reference clock. In this case, it should be stated that the flow rate measurement 
is traceable to the SI units of mass and time. 

Fig. 8 Electromagnetic flowmeters installed in a (left) an industrial infrastructure and b (right) in 
a reference gravimetric calibration system
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Metrological traceability is a modern concept for Metrology, providing interna-
tional recognition based on consistency, comparability, and confidence of measure-
ment results. Together with standardization and accreditation, it is a key part of 
the conformity assessment having an important role for the testing, inspection and 
certification industry, stakeholders, governance, and society. 

3.4 Data Traceability 

Data processing refers specifically to the actions that are triggered after data collec-
tion and, to some extent, are oblivious to this earlier process. It is sought to 
detect the occurrence of anomalous situations, and possibly exclude data origi-
nated in these conditions, aiming to reduce uncertainty and increase confidence 
in the resulting information [20]. Exclusion of data should be based on clear and 
well-structured rejection and acceptance criteria [12]. Briefly, for data processing 
underlying principles: 

– It should be framed by context information on the monitoring program and sites 
[21]; 

– A data processing protocol must be set [16]; 
– At any stage, detection of anomalies and its diagnosis must always be included 

[20]; 
– It must be carried out internally, with respect to the sensor or measurement site 

itself, and externally, compared with other sources of information [20]. 

Data processing procedures and results must be stored to allow traceability, 
process repeatability and transparency. Preferably, this process should be automated 
[16]. 

For such, in alignment with ISO/IEC 17025:2017 [9], specific requirements 
within the following criteria are identified for ensuring data traceability: document 
management and traceability, data processing and presentation of results adequacy 
(Fig. 9). 

4 Measurement Uncertainty 

4.1 Concept of Measurement Uncertainty 

Until the end of the nineteenth century, measurement was considered a result of an 
experimental task or set of tasks, ruled by a deterministic perspective, and the result 
was expressed by an estimate and its error. In a deterministic approach, the correction 
of the error would provide an estimate of the real value of a measurand.



Quality of Measurement in Urban Water Services: A Metrological … 365

Fig. 9 Requirements for measurement traceability 

Since the beginning of the twentieth century, scientific advances lead to the 
introduction of a stochastic perspective associated with measurement. Within these 
advances, it is worth mentioning the conceptual study of measurement scales [22], 
the development of statistical concepts applied to micro analysis of phenomena 
in comparison with the conventional macro view (e.g., in Thermodynamics), the 
development of quantum mechanics, information theory and measurement applied 
to social sciences. 

In 1979, Leaning and Finkelstein [22] proposed a new concept for measurement, 
creating a formal definition of measurement introducing the new idea of “uncertainty 
of measurement” understood as the expression of the stochastic nature of measure-
ment. This idea was rapidly recognized as a major transformation in the measure-
ment conceptual nature and the major international entities (ISO, IEC, among others) 
promoted a cooperation action that resulted in the publication of the GUM (Guide to 
the Expression of Uncertainty in Measurement) in 1993 with small corrections intro-
duce in 1995, being the latest version published by BIPM [23]. The GUM allowed 
the wide dissemination of the new concept, later adopted by the scientific commu-
nity and by the industry in many ways, being probably the most relevant the impact 
given in traceability where measurement uncertainty is the parameter relevant in the 
calibration transition at each level and in accreditation, being the reference for the 
measurement comparability and, therefore, a basis for the international recognition. 

Today, different definitions of measurement uncertainty can be found, but in this 
document, the one presented in the GUM [23] is adopted: parameter, associated with 
the result of a measurement, that characterizes the dispersion of the values that could 
reasonably be attributed to the measurand.
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4.2 Measurement Representation by Mathematical Models 

Every measurement can be generally expressed by a mathematical model, which 
relates the output quantity (to be measured), Y, with a set of n input quantities, Xi, 
that are measurands (2). Considering that measurement values can be obtained for 
each input quantities, allowing to estimate for each one, xi, the experimental estimate 
of the output quantity takes the form of expression (3). 

Y = f (X1,  .  .  .  ,  Xn) (2)

y = f (x1,  .  .  .  ,  xn) (3)

This is the simpler approach that considers only one output quantity, which in some 
cases is not truly representative, requiring more complex approaches not developed 
in this context. This, however, is the basis of the development of GUM and will be 
further used as the practical mathematical representation of a measurement. 

An example of application considers that there is a need to obtain the electrical 
voltage, V, from the measurement of the electrical resistance, R, and of the electrical 
current, I, using Ohm’s Law (4). In practice, a sample of observations should be 
obtained to provide an average value of the electrical current, i , and an average 
value of the electrical resistance, r , in order to estimate the electrical voltage using 
expression (5). 

V = f (R, I ) = R · I (4)

v = r · i (5)

4.3 Measurement Uncertainty Related to the Measurement 
Model 

In a stochastic approach every estimate of a measurement has uncertainty, usually 
represented by a normal (probability) distribution function (PDF). Considering the 
mathematical model (1), each estimate, xi, will have its own uncertainty, u(xi), and the 
problem to solve is to obtain the uncertainty of the output quantity, u(y). To facilitate 
understanding the problem, a simple approach is given from a mathematical model 
like Eq. (6). 

Y = f (X1, X2) = X1 + X2 (6)
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Fig. 10 Probabilistic measurement model for a given relational function 

If the measurand (quantity) x1, has an uncertainty with normal PDF, u(x1), and the 
measurand (quantity) x2, has an uncertainty with normal PDF, u(x2), then the output 
quantity, y, will have an uncertainty, u(y), and also a normal PDF obtained from 
the input quantities PDF’s being applied the mathematical model, as represented in 
Fig. 10. 

Using mathematical terminology, the problem consists in making the convolution 
of two (probability) functions to obtain the output (probability) function, which 
have an analytical solution known from Mathematics [24]. However, if several input 
quantities and more complex mathematical models are considered, the analytical 
approach to convolution becomes much more difficult to apply and will require 
knowledge not so common. This reason leaded to the development of a more friendly 
approach, which is given by GUM and is presented in the next section. 

4.4 The GUM Law of Propagation of Uncertainty 

The development of the LPU—Law of Propagation of Uncertainty [23] was made, 
starting from expression (2) and taking four steps. 

The first step is to develop  Eq. (2) using the estimates of the quantities, as a 1st 
order Taylor series expansion (being μi the statistical estimate of the average value 
of the input quantity xi ), as presented in (7). The second step is, to transfer the first 
term of the second member of the equation to the first member, presented in (8). 
The third step is to introduce the statistical variance parameter in both terms of the 
equation and neglecting the 2nd and higher terms of the Taylor series expansion, 
r2(xi ) (9), and the final step, is to make the sum of diagonal terms and non-diagonal 
terms to obtain the expression of the LPU, given in (10). 

y = f (μ1,  μ2,  .  .  .  ,  μN ) + 
N∑

i=1

(
∂ f 
∂xi

)
· (xi − μi ) + r2(xi ) (7)

(
y − μy

) = 
N∑

i=1

(
∂ f 
∂xi

)
· (xi − μi ) + r2(xi ) (8)
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σ 2 y = E
[(
y − μy

)2] = E 

⎡ 

⎣
(

N∑

i=1

(
∂ f 
∂xi

)
· (xi − μi )

)2
⎤ 

⎦ (9)

s2 (y) = 
N∑

i=1

(
∂ f 
∂xi

)2 

· s2 i + 2 
N−1∑

i=1 

N∑

j=i+1

(
∂ f 
∂ xi

)
·
(

∂ f 
∂x j

)
· si j  (10)

Using the GUM nomenclature, the previous expression can be written as (11) and 
in the cases in which correlation between input quantities is null (does not exist) or 
can be neglected, the LPU can be simplified to (12). The LPU shows the need to 
have a mathematical model (that must be differentiable) and can be applied to any 
model of single output quantity (as presented in (2) above). 

u2 c(y) = 
N∑

i=1 

c2 i · u2 (xi ) + 2 
N−1∑

i=1 

N∑

j=i+1 

ci · c j · u(xi ) · u
(
x j

) · r(xi , x j
)

(11)

u2 c(y) = 
N∑

i=1

(
∂ f 
∂xi

)2 

· u2 (xi ) = 
N∑

i=1 

c2 i · u2 (xi ) (12)

Using the previous example of the Ohm’s Law, the LPU allows to calculate the 
combined measurement uncertainty, uc(v), applying expression (12) to (5). 

u2 c(v) =
(

∂v 
∂r

)2 

· u2 (r ) +
(

∂v 
∂i

)2 

· u2 (i ) = (i )2 · u2 (r ) + (r)2 · u2 (i ) (13)

Using (13), this evaluation requires to previously obtain the measurement uncer-
tainties of the input quantities, usually related with measurement instruments, being 
the topic for the next section. 

4.5 Evaluation of Measurement Uncertainty Related 
with Input Quantities 

The measurement of input quantities as measurands is usually made using measuring 
instruments, traceable to SI through calibration processes, being its performance 
influenced by random and systematic effects that, combined, produce the errors of 
measurement. The combination of random effects gives the measurement uncertainty 
of the estimates. Taking this into account, the evaluation of the measurement uncer-
tainty due to the use of measurement instruments needs to be found, being defined 
by Eq. (14):
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xi = xeq + εcal + 
k∑

i=1 

δxi (14)

being, xi , the estimate of the measurement; xeq, the value of the reading using the 
measurement instrument (equipment); εcal, the calibration error correction (by defi-
nition, the error of calibration is given by the difference between the readings and 
reference values); δxi , the errors that influence the measurement process. The LPU 
applied to this expression, considering that there is no correlation between quantities, 
gives Eq. (15). 

u2 (xi ) = u2
(
xeq

) + u2 (εcal) + 
k∑

i=1 

u2 (δxi ) (15)

Regarding the uncertainty contribution for each input quantity, the calibration 
error is found in the calibration certificate, being the others evaluated according to 
the approach generally described in the GUM and adapted in the following procedure: 

a. identify the sources of error; 
b. select the PDF for each source of error and quantify the contributions for the 

uncertainty budget; and 
c. apply (15) using the variables of (14) to obtain the measurement uncertainty of 

the specific input quantity. 

The following sections provide a detailed explanation of steps a. and b. according 
with the prescribed in the GUM, being c. only a mathematical implementation. 

4.6 Identify the Sources of Uncertainty 

Measurement can be affected by a diversity of conditions being difficult to provide 
a universal approach for this purpose. However, GUM provides some information 
that helps the process of identification of the sources of uncertainty. Based on this 
approach, LNEC uses a 2-step procedure that defines first five macro classes: 

• Materialization of the quantity 
• Measurement method 
• Instrumentation (metrological characteristics of instrumentation) 
• Personnel 
• Data processing. 

The second step is to select different sources of uncertainty related with each macro 
class. Often, lists can be provided to support this decision, like the ones provided in 
Fig. 11 (not exhaustive). 

As an example of materialization of the quantity, in the case of a block gauge 
as a reference dimension, there are imperfect conditions of flatness and parallelism
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Fig. 11 Examples of sources of uncertainty related to measurement conditions 

between the measurement faces of the reference. As an example of measurement 
method, in water sampling procedure, the process, size and conditions of storage can 
affect the measurement results. 

Instrumentation metrological performance is key in the identification of sources of 
error. In this case, the International Vocabulary of Metrology provides a description 
of common sources of error found in measuring instruments and measuring systems. 

In the case of personnel, the parallax error is probably the most common, given 
the different shapes of meniscus of two liquid-in-glass thermometers of alcohol and 
mercury. 

4.7 Select the PDF for Each Source of Error and Quantify 
Its Contribution 

Having identified the sources of error, two decisions must be taken: to consider then 
as applicable to type A or type B (GUM) approach; and to select the PDF and find 
the parameters to its quantification. 

For the clarification of this procedure, should be said that type A means that there is 
an experimental sample allowing to use statistical estimates, being a typical example 
the repeatability evaluated using the standard-deviation formula. In this case, the 
selected PDF is the normal distribution function, and the contribution is given by the 
calculation of the sampling standard-deviation of the average as follows by Eq. (16): 

u2 (xi ) =
∑n 

i=1(xi − x)2 

n(n − 1)
(16)
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Uniform PDF Triangular PDF Arcsin PDF 

Fig. 12 Common PDF’s used in uncertainty calculation and related estimates of the standard 
deviation 

In the case of type B approach, is considered that the information to select the 
PDF and its parameters is known from sources different from the experimental data 
(from literature, certificates, equipment manual or other). In this case, the “a priori” 
(sometimes also called Bayesian) information should be used to select the PDF and 
the parameters that allows the calculation of the contribution using the estimate of 
standard deviation related to the PDF. For this purpose, common PDF’s are considered 
beyond normal PDF, together with the estimate of standard deviation (Fig. 12). 

A common example of application: consider a flowmeter that can measure flow 
with a resolution of 0.1 l/s. Its uncertainty can be estimated adopting a uniform 
PDF varying between −0.05 l/s (parameter corresponding to −a in Fig. 13) and + 
0.05 l/s (parameter corresponding to +a in Fig. 13). 0.05 l/s is the halfwidth of the 
flowmeter resolution and the adoption of the uniform PDF means that all possible 
reading outcomes in the interval [−0.05 l/s, +0.05 l/s] have equal probability. The 
estimated contribution to the uncertainty budget will be given by Eq. (17). A similar 
approach should be taken for the other two PDF’s presented in Fig. 13. 

u(Qres) = 
0.05 √

3 
l/s ≈ 0.029 l/s (17)

Fig. 13 Normal standard 
PDF with confidence 
intervals of 68 and 95%
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4.8 Expanded Measurement Uncertainty 

The final step in the process of uncertainty evaluation is to calculate the measurement 
uncertainty with 95% of confidence. In fact, considering the LPU method described 
above, the output result, given the standard uncertainty, is equivalent to the standard 
deviation of a normal standardized PDF, thus corresponding to a confidence level 
of about 68% (as seen in Fig. 13, the real value is 68.26%). The evaluation of the 
expanded measurement uncertainty for the 95% confidence interval requires the use 
of a coverage factor, which is usually considered as 2 (in fact, for normal standardized 
PDF, the value corresponding to 2σ is 95.46%, being the factor of 2 considered 
appropriate as a good approach). 

In the previous example, to obtain the expanded measurement uncertainty, the 
standard uncertainty should be multiplied by the coverage factor of 2 (Eq. 18). 

U95(Qres) = 2 · u(Qres) = 2 · 0.029 l/s = 0.058 l/s (18)

The evaluation of measurement uncertainty has a useful tool presented in the 
GUM, which is the uncertainty budget table, giving a support to the data for the 
evaluation and being widely used internationally for this purpose, also allowing a 
quick perception of the data used for the calculation. Table 2 presents an application 
of the structure of this table assuming a normal PDF. 

Table 2 Example of an uncertainty budget table (assuming a normal PDF) 

Input quantities 
Xi 

Estimates 
xi 

Standard uncertainty 
(PDF and type A/B) 
u(xi) 

Sensitivity 
coefficients 
ci = (∂ f /∂ xi ) 

Contributions for the 
standard uncertainty 
of the output quantity 
ui(y) 

X1 x1 u(x1) c1 u1(y) =
√[

c2 1u
2(x1)

]

X2 x2 u(x2) c2 u2(y) =
√[

c2 2u
2(x2)

]

… … … … 

Xn xn u(xn) cn un(y) =
√[

c2 nu
2(xn)

]

Y y Standard uncertainty uc(y) =
√[∑

ui (y)2
]

Coverage factor 2.00 

Expanded measurement uncertainty 
(95%) 

u95(y) = 2.00 uc(y)
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4.9 Approaches for Added Accuracy and Complex Problems 

Some additional remarks and suggestions for further reading are required to complete 
the approach presented. The first remark is related with sampling being often made 
with small sets of observations, typically between three to five, somehow in conflict 
with the use of a normal PDF to represent the output quantity. GUM presents an 
alternative, more robust approach, to the evaluation of measurement uncertainty 
using t-Student PDF and including the degrees of freedom for each uncertainty 
contribution of input quantities. This approach will evaluate the effective decrees of 
freedom of the output quantity and uses this result to adopt a coverage factor for 
the expanded measurement uncertainty of the output quantity. This way, sampling 
related with the sensitivity of the input quantities contributions are considered in 
the result. The GUM presents an uncertainty budget table, alternative to the one 
presented in Table 2, which is practical for this implementation. 

About the nature of the mathematical models, it should be noticed that the 
approach given by the LPU in the GUM [23] provides an exact solution for linear 
models because it is developed from a first order Taylor series. Often, mathemat-
ical models are nonlinear, requiring more complex approaches with higher order 
terms (as presented in [23]) but, in some cases, numerical simulation is used namely 
using Monte Carlo methods. The supplement [25] provides the framework for the 
application of numerical simulation as a tool to the evaluation of measurement 
uncertainty. 

Other supplements in GUM provide procedures to apply in specific conditions 
related with the mathematical models, namely explanation of the approach to deal 
with mathematical models with any number of output quantities [26], related with 
modelling [27], explaining the concepts and basic principles [28], introducing the 
role of measurement uncertainty in conformity assessment [29] and applications of 
the least-squares method [30]. For additional information refer to www.bipm.org. 

5 Perspectives of Future Developments 

Measurement quality is closely associated with instrumentation and increasingly 
sophisticated measurement systems, which require specific technical knowledge by 
users, applicable to good measurement practices and skills, that allow the control of 
conditions that, direct and indirectly, affect equipment performance. 

In the current context, the digital transition is strongly related with new tech-
nologies, materials, and methods that, in turn, respond to new needs for security 
and quality of life. Indeed, the reality presented today induces different solutions, 
involving 5G communication, Internet-of-Things, Artificial Intelligence, Big data, 
cloud computing, among others, with measurement approaches supported on models 
involving nanomaterials, characteristics and structures that require the application 
of Metrology in a different context from the current one.

http://www.bipm.org
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Investigation and industry must work together in this path. The work with utilities 
allowed to recognise that the selection of the appropriate site for measuring and of 
the adequate equipment, for the site and monitoring objectives, are some of the most 
challenging issues in the field. The need to improve data traceability in utilities is 
also evident. 

The creation of large-scale sensor networks, which must be autonomous, with 
intrinsic traceability and providing permanent information on measurable quan-
tities, is an example of this new nature. Other examples are the growing use 
of optical measurement and non-invasive digital processing for activities associ-
ated with dimensional and geometric measurement, monitoring, inspection, and the 
development of system components (e.g., pipes) with embedded sensors. 

The implementation of good measurement practices and technological innovation 
is under consolidation, and synergies between data science and applied engineering 
are sought. 

Evolution of measurement requires a strong intervention in the context of what 
is called data science, and where there will be a growing need for interdisciplinary 
knowledge, associating the classic disciplines of Engineering and Physics, Applied 
Mathematics and Computing, among others, as key elements to achieve the required 
levels of knowledge and rigor essential to the measurement activity. 
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