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Preface

We are pleased to welcome you to the proceedings of the 16th edition of the Inter-
national Conference on Research Challenges in Information Science (RCIS 2022),
which took place in Barcelona from May 17–20, 2022.

RCIS aims to bring together scientists, researchers, engineers and practitioners from
a wide range of information science fields and to provide opportunities for knowledge
sharing and dissemination. This year, RCIS 2022 has chosen the theme “Ethics and
Trustworthiness in Information Science” be at the center of its reflections and dis-
cussions. The way information is captured, interpreted, transformed and used raises
important ethical issues, such as who can access the information and to what extent,
how bias can be avoided when interpreting and using information, and how fair are
decisions made based on particular information artifacts. Moreover, trust is crucial in
such contexts, as people become increasingly dependent on how information is han-
dled. The more we need information to make critical decision, the greater the need to
develop ethical and trustworthy information systems and services.

The conference program included three engaging keynote speeches. “The FAIR
Guiding Principles in Times of Crisis”, by Prof. Dr. Barend Mons, from the Human
Genetics Department of Leiden University Medical Center, in the Netherlands; “We
Are Open. The Door Is Just Very Heavy: New Challenges in Information Science or
How Can IS Help with Fairness, Diversity, Non-discrimination?”, by Prof. Dr. Flor-
ence Sèdes, from IRIT—Université Toulouse III—Paul Sabatier, France; and “Engi-
neering the New Fabric of the Information Infrastructure—IoT, Edge, and Cloud”, by
Prof. Dr. Schahram Dustdar, from the Distributed Systems Group, TU Wien, Austria.

A total of 100 papers were submitted to the main track of the conference, from
which 35 have been accepted as full papers and included in these proceedings. For
paper review and selection, we relied on a Program Committee composed of 58
members, in addition to a Program Board of 15 members. Each of the submitted papers
went through a thorough review process with at least three reviews from the Program
Committee. The papers with no clear decision were discussed online. The discussions
were moderated by Program Board members, who concluded by writing meta-reviews.
The final decisions were taken during the Program Board meeting. We are deeply
thankful to the Program Committee and Program Board for their fair, competent and
active contribution in selecting papers for publication in the RCIS 2022 proceedings.

Besides the main track, RCIS 2022 hosted three other tracks accepting short papers:
Forum (presenting research challenges, novel ideas, and tool demonstrations), Research
Projects (presenting initial or intermediate project results), and Doctoral Consortium
(describing PhD research projects).

The Forum track, chaired by Estefanía Serral Asensio and Marcela Ruiz, received
11 submissions from which 5 were accepted. Furthermore, 13 additional papers were
accepted from the papers invited from the main conference track, leading to a total of
18 forum papers. The Doctoral Consortium track, chaired by Andreas Lothe Opdahl



and Marko Bajec, attracted 10 submissions out of which 6 were accepted. Finally, the
Research Projects track, chaired by Alessandra Bagnato and Lidia López, received 16
submissions, which are published in an online volume of CEUR-WS proceedings. We
express our warm thanks to the track chairs for their involvement in soliciting and
selecting papers for each of these tracks.

In addition, RCIS 2022 Program also included the presentation of three interesting
tutorials: “Information Security & Risk Management: Trustworthiness and Human
Interaction”, by Nicholas Fair, Stephen Phillips, Gencer Erdogan and Ragnhild Hal-
vorsrud; “The Challenge of Collecting and Analyzing Information from Citizens and
Social Media in Emergencies: The Crowd4sdg Experience and Tools”, by Barbara
Pernici, Carlo Alberto Bono, Mehmet Oguz Mulayim and Jose Luis
Fernandez-Marquez; and “Information Science Research with Machine Learning: Best
Practices and Pitfalls” by Andreas Vogelsang. We thank the Tutorial chairs, Cinzia
Cappiello and Paola Spoletini, for their great work in attracting and selecting the
tutorials.

This year, for the first time, RCIS invited workshop submissions. Three exciting
workshops have been selected, namely: “The 3rd International Workshop on Quality
and Measurement of Software Model-Driven Development” (QUAMES 2022), orga-
nized by Beatriz Marín, Giovanni Giachetti and Estefanía Serral Asensio; “The 1st
International Workshop on Cyber-Physical Social Systems for Sustainability: Chal-
lenges and Opportunities”, organized by Isabel Sofia Sousa Brito, Nelly
Condori-Fernandez and Leticia Duboc; and “Ethical, Social and Environmental
Accounting of Conferences: the Case of RCIS”, organized by Sergio España, Vijanti
Ramautar and Quang Tan Le. We are very grateful to the Workshop chairs, João
Araújo and Jose Luis de la Vara, for their work in attracting and selecting the
workshops.

Overall, organizing RCIS 2022 was a great pleasure, since we had an exceptional
organizing committee chaired by Carme Quer. We thank them for their engagement
and support. We are also grateful to our publicity chairs Joaquim Motger, Tiago Sales,
and Ben Roelens, and the webmaster Carles Farré who ensured the visibility of the
conference. Special thanks go to the Proceedings chair, Rébeca Deneckère, who
carefully managed the proceedings preparation process, and Christine Reiss and Ralf
Gerstner from Springer who assisted us in its production.

Finally, we thank all the authors for sharing their work and findings in the field of
Information Science and all the attendees for their lively participation and constructive
feedback to the authors. We hope you will enjoy reading this volume.

April 2022 Renata Guizzardi
Jolita Ralyté

Xavier Franch
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Engineering the New Fabric of the Information
Infrastructure - IoT, Edge, and Cloud

Schahram Dustdar

Distributed Systems Group, TU Wien, Vienna, Austria
dustdar@dsg.tuwien.ac.at

Keynote Abstract

As humans, things, software and AI continue to become the entangled fabric of dis-
tributed systems, systems engineers and researchers are facing novel challenges. In this
talk, we analyze the role of IoT, Edge, and Cloud, as well as AI in the co-evolution of
distributed systems for the new decade. We identify challenges and discuss a roadmap
that these new distributed systems have to address. We take a closer look at how a
cyber-physical fabric will be complemented by AI operationalization to enable seam-
less end-to-end distributed systems.

https://orcid.org/0000-0001-6872-8821


“We Are Open. The Door is Just Very Heavy”:
New Challenges in Information Science or How

can IS Help with Fairness, Diversity,
Non-Discrimination?

Florence Sèdes

IRIT, Paul Sabatier University, Toulouse, France
florence.sedes@irit.fr

Keynote Abstract

Laws and administrative rules have been addressing disability and accessibility,
through quotas and financial penalties, or students? social criteria assessment on French
national ranking platforms. Such official measures enable minorities and other dis-
criminated groups to be represented.

As half of the humanity does not constitute a minority, no quota policy is sup-posed
to be applied, leaving gender imbalance as a potential issue. Academics have launched
various inquiries and studies on this issue (Mothers in Science, UNESCO I’d Blush if I
Could, etc.), that is crucial because of the female under-representation in scientific
fields in STEM (Science, Technology, Engineering, and Mathematics).

“Gender equality paradox” names the observation that the under-representation of
women in scientific fields (in particular, those related to STEM) is stronger in the most
developed countries. As one says: “We are open. The door is just very heavy”1. The
door is not closed but women must get a foot in the door to be invited, integrated,
accepted, and hired. Women fight to break the glass ceiling in many professions. At the
same time, as they can encounter obstacles, the sticky floor restricts them to relative
non-strategic positions and prevents their scientific career from really taking off.

The tooth paste tube phenomenon is also invoked as a metaphor that illustrates how
few female colleagues must assume the committees and representations for the com-
munity to comply with F/M quotas when required for hiring or mediating, for instance.
The consequence can be an over-solicitation and over-impact on the communities. The
facts are horrendous, and actions have hence to be taken to reach a global balance with
diversity, inclusiveness and fair cohabitation without discrimination. All the launched
initiatives testify this awareness. As a warning underlies the need to support these
actions, one must take care of a negative effect on under-represented members by
(unfairly) reinforcing their impostor syndrome.

1 https://me.me/i/we-are-open-the-door-is-just-very-heavy-when-20430464.

https://orcid.org/0000-0002-9273-302X
https://me.me/i/we-are-open-the-door-is-just-very-heavy-when-20430464


Inside the science itself, and not only in terms of population or scientometrics, but a
new phenomenon also arises with the evolution of topics, technics, and tools. One
striking example is the risk with gender and minority “invisibilization” in AI, as the
social representation biases are emphasized (few entries in Wikipedia, Matilda effect,
lack of historical figures and illustration, rare “role models” in science,...) with
unbalanced learning data. The dual issue is how rule-based systems and by whom, if
any bias here also, are encoded to be aware of all the diversity any decision implies.

“We Are Open. The Door is Just Very Heavy” xvii
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Abstract. Personal data has been described as the “the new oil of the Internet.”
The global data monetization market is projected to increase to USD 6.1bn by
2025, and the success of giants like Facebook or Google speaks for itself. Almost
all companies create, store, share and/or use personal data i.e. information from or
about individuals. While the current assumption is that data subjects voluntarily
share their data in exchange for a “free” service, the awareness of the value of per-
sonal data and data sovereignty is growing amongst consumers, businesses, and
regulators alike. However, there is currently no consensus on which factors influ-
ence the value of personal data and how personal data should be priced regarding
self-determination and data sovereignty. With this narrative review, we answer the
following research question:Which factors influence the pricing of personal data?
We show that research on the subject is diverse and that there is no consensus on
the optimal pricing mechanism. We identify individual privacy and risk prefer-
ences, informational self-determination, sensitivity of data and data volume and
inferability as most prevalent influence factors. We underline the need to establish
ways for data owners to exercise data sovereignty and informed consent about
data usage.

Keywords: Pricing personal data · Value of personal data · Data products · Data
markets · Data monetization

1 Introduction

Personal data has been described as the “the new oil of the Internet and the new currency
for the digital world” [1] and is created, stored, shared, and used by almost all companies.
Market studies expect the overall global data monetization market to increase fromUSD
2.3bn in 2020 to USD 6.1bn in 2025 [2]. A sharp increase of data creation and low
cost of storage are main drivers. Companies such as Facebook and Google have created
massive data environments and developed their business models around the voluntary
sharing of personal data by individuals in exchange for using their services [3, 4].

The OECD defines personal data as “any information relating to an identified or
identifiable individual (data subject)” [5]. It shows traits of a public good rather than a
commercial good as it is difficult to exclude other parties from using it in an effective
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way and usage by one party does not prevent other parties from using it as well [3,
5, 6]. Data owners on the other hand have a need for privacy [7]. With the collection
of personal data happening continuously and through a multitude of interconnected
devices and modalities, there is an abundance of data and it is challenging to introduce
effective control mechanisms on who transfers and uses the data [3]. Additionally, at
least in Europe, privacy and the right for information to remain private is of high value
and are protected by complex laws and regulations such as the General Data Protection
Regulation [8] or new regulations aiming to increase data sovereignty [9, 10]. The current
business assumption is that users are willing to share their data in exchange for the (free)
service they receive. However, studies such as Schwartz [11], have shown that users are
often not fully aware that they are paying for the service with their data and that their data
may be collected and sold to data brokers who in turn sell data bundles to different data
users along a data value chain. Other studies such as Sindermann et al. [12] investigate
whether this influences customerswillingness to pay for SocialMedia and show that only
a minority supports a monetary payment model. As consumers learn more about how
their data is used, this duality will eventually have consequences for companies’ business
models [3, 12]. Thus, it will be necessary for companies to attach a monetary value to the
personal data shared with them and allow data producers/owners to actively consent to
the use of their personal data in return for monetary or non-monetary compensation and
develop a data market [6]. This can be facilitated through a data broker who transfers
data from data owner to data user and monetary or non-monetary compensation from
data user to data owner. The price of data depends highly on a diverse range of factors,
some inherent in the data and some based on data context and the data subject. Combined
with the need to account for the value attributed to privacy by data subjects, this adds
an extra layer of complexity to pricing models as the value of the privacy of the data
owner may exceed the value companies are willing to pay. The question of how to price
personal data remains open despite multiple calls for research concerning this topic [6,
13]. Literature reviews in this area focus on pricing models [14, 15] or on the value
of privacy [7] and have been published some 5 years ago. A more current review was
undertaken by Wdowin and Deepeeven [16] as part of a research project and describes
some factors related to the value of data. However, there is no detailed description of the
search process and which criteria were chosen to define papers included in the review.
There is currently no consensus in the literature on which factors influence the value
of personal data. Given the omnipresence of personal data across divergent research
fields and the regulatory efforts focusing on data sovereignty, a narrative synthesis of
current findings is needed to provide a sound basis for research, model development and
decision makers to answer the research question: Which factors influence the pricing of
personal data?

We contribute to the discussion on pricing personal data in the following respects:
(1) we identify relevant influence factors for pricing personal data and (2) provide a
structure and categories for further qualitative and quantitative analysis of the subject.
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2 Research Approach and Sample

2.1 Research Approach

We perform a narrative review [17] to conceptually integrate different fields of research
on influence factors of the price of personal data. We use the following keywords: pric-
ing of data, data markets, value of data, data valuation, data monetization, economics of
personal data, pricing personal data and worth of privacy. We search EBSCO Business
Source Complete as well as eLib, a specific directory which encompasses Web of Sci-
ence, Scopus, Tema, Springer Link, Science Direct and other open access directories.
We search for the keywords in TITLE/ABSTRACT of publications between 2001 and
2021.We find 1,535 papers in total.We screen the title and abstract based on (a) the topic
of pricing privacy, pricing personal data or personal data markets and (b) peer review.
We exclude papers that are out of scope, e.g. focusing on company data, pricing goods or
services using personal data or using personal data for price discrimination. We exclude
journal editorials or short summaries of conference papers. Overall, we exclude 1383
papers. We initially include 152 papers in our sample. We perform forward/backward
referencing and include 8 additional in-scope papers respectively grey literature. Fol-
lowing the PRISMA [18] recommendations, we then perform a full text screening and
exclude an additional 107 papers (1 duplicate, 106 papers out of scope based on the above
mentioned criteria) from our final sample. Our overall sample consists of 54 papers. We
extract relevant influence factors using an inductive content analysis [19] to identify the
major themes in the literature. Two researchers perform the initial open coding indepen-
dently and then perform multiple rounds of clustering and categorization to determine
the main influence factors on the price of personal data. We derive a description for each
factor and analyze the frequency of occurrence within our sample. We count each factor
once per paper to determine the frequency.

2.2 Sample Description

The papers in the sample are published between 2005 and 2021 (see Fig. 1). The topic
has becomemore frequently analyzed in the literature since 2014, highlighting its impor-
tance for current political and public discussion. There is a large spread of publications
amongst different scientific outlets. About 60% of the analyzed papers were published
in different scientific journals, while 30% were published in conference proceedings
and the remaining 9% were published as grey literature reports. The topic of pricing
personal data lies at an interface between business, economics, and information technol-
ogy research. This is reflected in the publication outlets. The journals differed widely
within the sample, with Electronic Markets being the most used outlet (3 publications),
followed by Computer Law & Security Review (2 publications) and the IEEE Internet
of Things Journal (2 publications). The remaining journals published one paper on the
subject.
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Fig. 1. Papers according to their year of publication

3 Results

3.1 General Results

Overall, the analyzed papers portrait a diverse stream of research. We classified them
into eight categories: case study; commentary; data market model; data market model,
technical1; data pricing model; experiment; literature review and report. The results are
provided in Fig. 2. The appendix provides an overview of the core topics covered.

Fig. 2. Papers according to their content

The two most prevalent categories are theoretical data market models (14 papers +
5 papers on algorithm-based data markets) and experiments (14 papers). Data market

1 The category “Data Market Model, Technical” refers to papers focusing on algorithms and
technical solutions for data markets.
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models focus on the development of different theoretical scenarios for establishing a
personal data market. Most of the papers are theoretical in nature and deal with specific
game-theoretical [20, 21] or auction-based [22] approaches for market creation. Some
underline their findings with simulations based on real life data sets [23, 24]. Algorithm-
based models show different ways to technologically facilitate data market settings and
highlight the difficulties incorporating real-life influence factors such as anonymization
and noise as well as profit-maximization calculations into an algorithm [25–27]. The
experiments focus mainly on (a) eliciting willingness to pay for e.g. keeping personal
data such as social media data [3, 28, 29] or preferences private [30] and (b) willingness
to accept money for e.g. social media data [31] or location data [32, 33] from the
participants2. A notable finding is a gap betweenWPT andWTA-values with the average
WTA-value being significantly higher than the WTP to protects ones privacy [35–37].
We further find several papers on what we call data pricing models, which focus on
different pricing methods and ways to elicit prices for personal data. Literature reviews
in this area focus on pricing models [14, 15] or on the value of privacy [7] and have been
published some 5 years ago. A more current review was undertaken by Wdowin and
Deepeeven [16] as part of a research project and describes some factors related to the
value of data. However, there is no detailed description of the search process and which
criteria were chosen to define papers included in the review. The few case studies found
in our research focus on the complexity of choice and value estimation for personal data.

3.2 Influence Factors on Pricing Personal Data

Wefind amultitude of influence factors on the price of personal data.We categorize them
into four overarching categories: (1) data properties, (2) data context, (3) perceptions
of data owner and (4) perceptions of data user. A detailed overview of the subsumed
influence factors, their description and frequency of occurrence across the sample can
be found in the respective Tables 1, 2, 3 and 4. “Data properties” refer to the inherent
properties of a personal data dataset. This category represents general properties of data
that are not limited to personal data, but apply to all types of data. We included this
category as it lists important factors for pricing data. Within this category, sensitivity of
data was found most frequently in the literature, followed by the data content, volume
and coverage of data, quality data and level of data aggregation. The remaining factors
were mentioned less frequently.

“Data context” refers to the environment and background of the personal data dataset.
Within this category, data volume and inferability were foundmost often in the literature,
often referring to arbitrage situations. Further, cost and length of data storage and cost
of data gathering were discussed in the literature, while the remaining factors occurred
less often.

The category “perceptions of data owner” focuses on the preferences and views of
the data owner and the related willingness to consider selling personal data in general.
Individual privacy and risk preferences and informational self-determination were found

2 Willingness to pay (WTP) refers to the maximum amount of money an individual would be
willing to pay to secure a specific change, while willingness to accept (WTA) refers to the
minimum amount a person would be willing to accept to forego said change [34].
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Table 1. Influence factors within the category “Data properties” and frequency of occurrence

Influence factor Description Frequency

Sensitivity of data Refers to the level of identifiableness/anonymity
and confidentiality and the associated loss of
privacy in case of a data breach

18

Data content Refers to the subject matter of the data 17

Level of data aggregation Refers to the level of noise being added to a data
set

12

Temporal coverage of data Refers to the age and topicality of data 10

Volume and coverage of data Refers to the amount and content of a specific
dataset in terms of spatial coverage, granularity
and generality of data

9

Uniqueness of data Refers to the level of rarity/exclusivity of the data
set

5

Data format Refers to the data format and the linked
interoperability, structure and resulting
linkability of the data set with existing data

5

Intangibility of data Refers to the inherent property that data is not a
tangible asset

5

Completeness of data Refers to the proportion of reality represented by
the data (e.g. missing data points, biases in data
collection)

4

Origin of data Refers to the way the data was initially created 2

Filtering Refers to the potential and level of filtering that is
possible

1

Table 2. Influence factors within the category “Data context” and frequency of occurrence

Influence factor Description Frequency

Data volume and inferability Refers to the amount of data available in
general

17

Cost and length of data storage Refers to the resources (e.g. hardware,
financial, security and risk, time) used for
data storage

12

Cost of data gathering Refers to the resources (e.g. human,
financial, time) used for data gathering

10

(continued)
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Table 2. (continued)

Influence factor Description Frequency

Data gathering Refers to the method (volunteered,
surrendered, observed, inferred) and level of
precision of data gathering

9

Level in the data value chain Refers to the (commercial) potential and
need for data refinement or aggregation for
a specific purpose

9

Initial data owner Refers to the profile and classification of the
initial owner of the data

8

Frequency and type of usage Refers to the delivery cadence of data and
its usage

8

Data gatherer Refers to the institution, person or device
responsible for gathering data

5

Level of ownership Refers to the accessibility and usage
restrictions associated with the data

5

Culture Refers to the societal context of data and the
related cultural norms on e.g. sharing

5

Socio-economic impact Refers to the social and economic
consequences of data usage

4

Time of data access Refers to the time and length of data access 1

Credibility Refers to the level of verification of
“correctness” of data

1

most frequently in the literature and are the most frequent influence factors mentioned
overall.

Table 3. Influence factors within the category “Perceptions of data owner” and frequency of
occurrence

Influence factor Description Frequency

Individual privacy and risk preferences Refers to the individual’s rationales and
preferences on privacy (loss) and
associated risk taking

26

Informational self-determination Refers to the awareness of the value and
ownership of data and the ability to act
accordingly

26

Trust in data market Refers to the perceived transparency,
fairness, quality and morality of a
specific data market by the data owner

12

(continued)
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Table 3. (continued)

Influence factor Description Frequency

Trust in data user Refers to the perceived level of
transparency, fairness and morality of
the data user and the post-sale use of the
data

9

Service level offered to data owner Refers to the perceived service level of
the data market place offered to the
owner of the data

8

The category “perceptions of data user” focuses on the preferences and views of the
data user. Within this category, the trust in the data market and the individual utility of
the purchased data for the data user were most frequently mentioned.

Table 4. Influence factors within the category “Perceptions of data user” and frequency of
occurrence

Influence factor Description Frequency

Trust in data market Refers to the perceived transparency,
fairness, quality and morality of a specific
data market by the data user

12

Individual utility of purchased data Refers to the perceived expected utility of
the purchased data for the data user

10

Service level offered to data user Refers to the perceived service level of the
data market place offered to the user

8

Overall, individual preferences on risk and privacy, informational self-determination,
sensitivity of data and data volume and inferability were identified as themostmentioned
influence factors in the literature.

4 Synthesis of Findings

Ourmain finding is that while there already is a body of literature concerned with pricing
personal data, the research base is heterogenous. Research is spread out amongst fields
of science, journals, and research streams. It seems that there is not yet a consensus on
key questions and a lack of overarching frameworks on the subject. This diverse research
base, however, highlights the importance of the topic.

We have identified two main research aspects: (1) theoretical and what we call
technical data market models and (2) experiments to elicit willingness to accept
money/willingness to pay for privacy in exchange for data. Market models are focused
on theoretical aspects of pricing personal data and are utilizing game theoretical and
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profit maximization for developing narrow scope data market models. Technical data
market models provide algorithms for different pricingmechanisms such as query-based
pricing. While most papers try to validate their models with real life data sets, no paper
provides insights froma real-life application of theirmodel,which leads us to assume that
data access is limited and that companies already operating data markets are unwilling
to disclose their models as they are presumably core to their respective business mod-
els. Experiments focus on very narrow experimental settings, often with students as their
subjects and are mainly focused on social media data (likes, shares, and general personal
information) and a few using location data. To our knowledge, there are no experiments
focusing on pricing more sensitive personal data such as electronic health records and
very few studies with demographically diverse participants. Particularly when consid-
ering more sensitive personal data it would be interesting to gather information from a
broad demographic including diverse age groups, educational backgrounds and levels
of digital aptitude, as experiments show (1) irrationality concerning ones data (e.g. [35])
and (2) for parts of the participants a plain refusal to partake in data pricing (e.g. [38]).
Additionally, there are some studies on data pricing models and very few case studies
and literature reviews on the subject. While each of the streams has created a significant
insight into the topic, it would be most useful to combine them to merge the aspects of
(irrational) decision making of data subjects with more economical and algorithm-based
thinking into a more practical data market model/algorithm, as has been attempted by
e.g. Biswas et al. [39].

Looking at the factors that influence the price of personal data, we develop four
categories of influence factors: (1) data properties, (2) data context, (3) perceptions
of data owner and (4) perceptions of data user. All categories include several factors
which we also rank by occurrence in the papers of the literature review. The most
prevalent factors are individual privacy and risk preferences and informational self-
determination. This is not surprising, as those factors are what differentiates personal
data from e.g. company data and should thus have a strong impact on the price of
personal data. Factors relating to trust, while still important, occur much less frequently,
despite seemingly being a factor in increasing market participation by data owners.
Market models thus may exclude an important factor in their setups if they exclude
trust-creating mechanisms, Sensitivity, data content, and data volume and inferability
are further factors that frequently appear in the literature. Those factors are rather generic
and certainly applicable not only to the price of personal, but also data in general. Pricing
also seems to be dependent on cost and length of data storage and cost of data gathering,
which is not surprising since the utility derived from the data needs to outweigh the cost
and since most data consumers operate within a restricted budget. Other factors such
as culture, ownership level or origin of data appear infrequently and seem to be of less
importance. Relating to culture, this is interesting since there are significant differences
in how cultures approach the topic of privacy [40]. The most frequently used pricing
method is market pricing. Other pricing concepts, such as option, per query or auction
models appear much less frequently. This may be due to their perceived complexity in
setup and operation.
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5 Conclusion and Limitations

We conduct a narrative literature review and show a diverse array of research streams
and questions that are related to the topic of pricing personal data and emphasize its
importance. Due to the broad frame an aggregation of the results can only be done in a
limited way. We believe that the resulting influence factors of our work are a valuable
contribution to the scientific discussion and model development in future research. Our
qualitative analysis of influence factors based on the underlying literature shows that the
influence factors of the price of personal data can be classified into four categories. We
provide a first description and ranking of the factors based on our literature review. These
factors are only a starting point to researching the influence factors for pricing personal
data and need further verification through empirical analyses such as a quantitative study
or structured equation modelling. We aim to validate these factors empirically in future
projects and to develop an operational model to quantify a price for personal data.

Acknowledgements. This research was partially funded by the German Federal Ministry of
Education and Research (BMBF) within the scope of the research project DaWID (Platform for
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Appendix - Overview of Included Papers

# Paper Classification Key issue explored

13 Feijóo et al. [4] Case Study Case study on estimation of
personal data

18 Hacker & Petkova [41] Case Study Case study on active choice of
using data as currency

20 Holt et al. [42] Case Study Case study on value of data in
stolen data markets

21 Jentzsch [43] Commentary Commentary on the difficulties
of valuing personal data

37 Perera et al. [44] Commentary Commentary on the challenges
of privacy protection in IoT

39 Raskar et al. [45] Commentary Commentary on challenges of
data pricing and data markets

44 Sidgman & Crompton [6] Commentary Theoretical commentary on
current challenges and research
opportunities

4 Bataineh et al. [23] Data Market Model Two-sided data market model
with experimental comparison
based on real life data set

8 Choi et al. [46] Data Market Model Theoretical data market model
with consumer consent for data
collection
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# Paper Classification Key issue explored

12 Dimakopoulos & Sudaric
[47]

Data Market Model Theoretical data market with
platform competition

16 Gkatzelis et al. [48] Data Market Model Theoretical data market model
for unbiased data samples

22 Jiao et al. [22] Data Market Model Data market model with
Bayesian profit maximization
auction

23 Lei Xu et al. [24] Data Market Model Theoretical data market model
with privacy and learning
policies in a multi-armed
bandit model

24 Li & Raghunathan [49] Data Market Model Data market model when
purpose of data use is unclear

34 Niyato et al. [20] Data Market Model Theoretical data market model
for optimal big data pricing
with simulation

36 Oh et al. [50] Data Market Model Theoretical data market model
between broker and service
provider under profit
maximization and respect for
privacy protection and
valuation

38 Radhakrishnan & Das [51] Data Market Model Theoretical data market model
for smart grid data

45 Spiekermann et al. [52] Data Market Model Theoretical data market model
focusing on challenges of
personal data markets

46 Spiekermann & Novotny
[53]

Data Market Model Theoretical data market model
focusing on operating
principles

49 Tian et al. [54] Data Market Model Theoretical data market model
based on optimal
contract-based mechanisms

50 Wang et al. [21] Data Market Model Theoretical data market model
with data owners exhibiting
informed consent in a Nash
equilibrium with a non-trusted
data collector

3 Balazinska et al. [55] Data Market Model,
Technical

Technical data market model
with query-based pricing

(continued)
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(continued)

# Paper Classification Key issue explored

11 De Capitani Di Vimercati
et al. [27]

Data Market Model,
Technical

Technical data market model
focusing on including privacy
issues in a cloud setting

25 Li et al. [56] Data Market Model,
Technical

Technical data market model
with query-based pricing

30 Nget et al.[25] Data Market Model,
Technical

Technical market model and
simulation of query-based
pricing mechanism

53 Yang & Xing [26] Data Market Model,
Technical

Algorithm for personal data
pricing with multi-level privacy
division

7 Biswas et al. [39] Data Pricing Model Theoretical model to induce
data provider to accurately
report privacy price within
differential privacy

29 Mehta et al. [57] Data Pricing Model Theoretical data pricing model
with price-quantity schedule
and approximation scheme for
data seller

32 Niu et al.[58] Data Pricing Model Technical pricing model for
trading aggregate statistics over
private correlated data

33 Niu et al. [59] Data Pricing Model Algorithm for personal data
pricing with reverse price
constraint

42 Shen et al. [60] Data Pricing Model Data pricing model for Big
Personal Data based on tuple
granularity

43 Shen et al. [61] Data Pricing Model Data pricing model based on
data provenance

54 Zhang et al. [62] Data Pricing Model Data pricing with privacy
concern introducing privacy
cost concept

1 Acquisti et al. [35] Experiment Experiment on WTP/WTA
money for private data and
privacy

5 Bauer et al. [29] Experiment Survey-based experiment on
value of Facebook user
information from user
perspective

(continued)
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(continued)

# Paper Classification Key issue explored

6 Benndorf & Normann [31] Experiment Experiment to extraxt WTA
money with take-it-or-leave-it
offers

10 Danezis et al. [33] Experiment Experiment on WTA money for
location tracking

15 Frik & Gaudeul [30] Experiment Method and experimental
validation for elicitating the
implicit value of privacy under
risk

17 Grossklags & Acquisti [37] Experiment Experiment on WTP/WTA
money for private data and
privacy

19 Hann et al. [63] Experiment Conjoint analysis to estimate
individual’s utility of mitigate
privacy concerns

26 Lim et al. [64] Experiment Discrete choice experiment to
estimate value of types of
personal information leakage

27 Mahmoodi et al. [28] Experiment Experiment quantifying WTP
for different levels of privacy
on social media platforms &
analysis of psychological
factors (ongoing)

31 Nielsen [38] Experiment Experiment showing lay
peoples reaction to data
markets is diverse and shows
unwillingness to participate in
data market

41 Schomakers et al. [65] Experiment Mixed-method study on data
sharing and privacy preferences
in data markets

47 Spiekermann & Korunovska
[3]

Experiment Experiment on WTP/WTA
money for private data and
privacy

48 Staiano et al. [32] Experiment Living lab experiment focusing
on pricing and correlated
behaviour patterns

52 Winegar & Sunstein [36] Experiment Survey-based experiment on
the disparity of WTP and WTA
money to give up privacy

2 Acquisti et al. [7] Literature Review Literature review on privacy

(continued)
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(continued)

# Paper Classification Key issue explored

14 Fricker & Maksimov [15] Literature Review Literature review on pricing of
data products

28 Malgieri & Custers [14] Literature Review Literature review on pricing of
personal data

51 Wdowin & Diepeveen[16] Literature Review Literature review on value of
personal data

9 Coyle et al. [66] Report Policy Recommendation for
capturing data value

35 OECD [5] Report Overarching report on pricing
personal data

40 Rose et al. [67] Report Report on value of digital
identity based on EU survey
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Abstract. Data science incorporates a variety of processes, concepts,
techniques and domains, to transform data that is representative of
real-world phenomena into meaningful insights and to inform decision-
making. Data science relies on simple datatypes like strings and inte-
gers to represent complex real-world phenomena like time and geospa-
tial regions. This reduction of semantically rich types to simplistic ones
creates issues by ignoring common and significant relationships in data
science including time, mereology, and provenance. Current solutions to
this problem including documentation standards, provenance tracking,
and knowledge model integration are opaque, lack standardization, and
require manual intervention to validate. We introduce the meaningful
type safety framework (MeTS) to ensure meaningful and correct data
science through semantically-rich datatypes based on dependent types.
Our solution encodes the assumptions and rules of common real-world
concepts, such as time, geospatial regions, and populations, and auto-
matically detects violations of these rules and assumptions. Additionally,
our type system is provenance-integrated, meaning the type environment
is updated with every data operation. To illustrate the effectiveness of
our system, we present a case study based on real-world datasets from
Statistics Canada (StatCAN). We also include a proof-of-concept imple-
mentation of our system in the Idris programming language.

Keywords: Data science · Dependent types · Type safety · Data
provenance · Meaningful types

1 Introduction

Data science is a delicate task involving the analysis and manipulation of hetere-
ogenous datasets that represent real-world phenomena embedded with assump-
tions, rules, and interpretations. This data, however, is ultimately represented
using simple datatypes like strings or integers, which fail to typify the real-world
concepts the data represents. Whether comparing net and gross profit, averag-
ing populations of overlapping regions, or summing measurements from different
time periods, real-world phenomena are much more than the simple datatypes
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that represent them. With data science becoming an increasingly integral part
of many industries, important decisions are being made based on results pro-
duced by data scientists. These decisions can have significant consequences, the
wrong decision made by a hospital administrator puts human lives at stake, the
decisions of policy-makers can have far-reaching impacts to our society; ensuring
data science is correct and verifiable will have significant benefits.

To solve datatype issues, existing work supplements simple datatypes with
external information in an informal, ad-hoc, and highly manual manner. These
approaches reduce the nuanced real-world rules and interpretations of data to
scattered informal knowledge and documentation, provenance records, and pro-
hibitively complex knowledge models. This leads to an environment where results
become extremely difficult to validate and verify, especially throughout the long
and complex process that is the modern data science pipeline.

In this paper, we present the meaningful type safety (MeTS) framework,
where type checking equates to validating the rules and assumptions of the real-
world phenonema the data represents. Rather than use strings or floats, MeTS
relies on semantically-rich types like population, time intervals, and geospatial
regions. We do this through powerful, expressive, and decidable dependently-
typed programming, based on axioms of formal knowledge models. Our app-
roach, contrary to the current state, is formal, automatic, and easily verifiable.

This paper consists of a detailed presentation of the issue of datatypes and
how our framework can be applied to solve it, including a case study of StatCAN
census data to make our framework concrete. To provide salient motivation, we
identify specific scenarios where errors of real world rules and interpretations
frequently occur in data science, and identify how current approaches fail to
address these scenarios. The most significant portion of this paper is the specifi-
cation of MeTS, presented in a formal syntax based on Martin-Löf type theory
[18], and also instantiated for the StatCAN census data with a proof-of-concept
implementation in the Idris programming language. Finally, we discuss how our
work fits into a broader research program including a correspondence theorem
and a focus on tractability.

2 Datatypes Fail to Typify Data

This section will detail three prominent and significant classes of datatype prob-
lems including those associated with time, mereology, and data provenance.
Datatype errors are a result of the fact that one simple datatype may be used
to represent multiple very different real-world concepts. Both a person’s age and
the population of a city could be represented by an integer, despite ages and city
populations having very different rules and interpretations. This leads to many
different kinds of problems, from something seemingly simple like adding feet to
metres, to more complex errors like geospatial mereology changing as a function
of time.
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2.1 Time

Time is an especially important concept, it is an ever-present factor in data which
contains many implicit rules and assumptions. For example, training a machine
learning model on observations that occurred later than test-set observations
would be predicting the past from the future, producing a non-sensical, anti-
causal model. Furthermore, the real-world interpretation of data may change as
a function of time, while labels do not. Consider comparing the price of a home
in 1967 to that of a home in 2021, the relationship of purchasing power and time
must be reconciled.

Time issues can be further exacerbated through the layering of time with
other metadata like units or labels. Consider financial analysis on the Frankfurt
stock exchange; even ignoring inflation, a quote from 1960 would be given in
Marks, while one from 2004 would be given in Euros. The real-world rules and
assumptions of time in a given dataset, even if well-understood, lack a formal
means of integration or validation, a human still must interpret column labels,
consult documentation, or manually review code. So long as manual intervention
is necessary to verify and validate results, errors are bound to occur, and negative
consequences are bound to follow.

2.2 Mereology

One of the most fundamental relationships that exists in data is mereology, the
relationship of parts to a whole. The seminal work of Winston et al. [22] and
the myriad of work that built upon it, especially recent developments in the
knowledge modelling community [4,12], illustrates that mereology is a complex
concept. In data science, mereology manifests itself in many ways, from categories
and sub-categories to overlapping time intervals, data scientists must be aware
of these relationships to preserve the integrity of interpretation. For example,
consider a data scientist working with COVID-19 vaccination data: they must
understand that “individuals with two vaccine doses” is a subset of “individuals
who have received a single dose”, and that both are part of the larger whole of
“eligible individuals”. Understanding these relationships is crucial to avoiding
errors like double-counting and preserving the integrity of results. Furthermore,
time may complicates these issues further, “eligible population” may change to
encompass new age groups, booster shots and a new 3+ dose category could
alter the definition of “fully vaccinated”, etc.

Underlying mereological relationships are not formally modelled or integrated
in data science pipelines, so catching these kinds of errors requires careful and
laborious manual review. In the data science pipeline, simple datatypes reduce
concepts with mereological relationships to formats that cannot capture this
reality.

2.3 Provenance

Just as time alters the rules and interpretation of data, so do the operations data
scientists perform in their analyses. Even assuming a complete formal under-
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standing of a dataset, the interpretation of that dataset will throughout the
data pipeline. For example, the average of city populations is no longer itself a
“city population”; a new entity has been derived, with its own real-world rules
and interpretation. Additionally, just like time, provenance adds a layer of com-
plexity in conjunction with the previously mentioned issues.

Consider a relevant example of provenance issues involving physical units,
whereby types consist of physical units; going beyond floats and integers to kilo-
grams or feet. Even with this more complex representation, ensuring the integrity
of the data’s real-world interpretation is more than ensuring: Unit X == Unit
Y. Take for example data consisting of individual’s height measurements: if Bob
and Alice’s heights are both measured in centimetres, heightbob + heightalice
is completely type-safe from a unit perspective, but the result of this compu-
tation has no meaningful interpretation; it is no longer a height. Alternatively,
populationregionA + populationregionB does have a meaningful interpretation:
it makes sense to speak of “total populations”, but not “total heights”. Even
with more robust datatypes, it is not enough to enforce only equal types for any
given operation, operations each have their own preconditions, and may produce
entirely new datatypes as a result.

3 Current Approaches

Data scientists utilize many tools and methodologies to address the problems
of datatypes, but none of them sufficiently address datatype issues like time,
mereology, or provenance. These limitations result from various factors inherent
in existing methods, like the necessity of manual effort, informal representations,
poor standardization, and ad-hoc applications. This section will critically exam-
ine these approaches in three categories: documentation, provenance tracking,
and knowledge representation techniques.

3.1 Documentation Standards

Documentation is a tool intended to ensure quality, reduce risk, save time, and
encourage knowledge sharing. However, effective utilization of documentation
for data science is a challenging task. The most significant issues of using docu-
mentation to address datatype issues is their informal nature, their inability to
properly address provenance, and their lack of standardization.

One of the most significant recent developments for data science documenta-
tion is Datasheets for Datasets [7], an effort to create a gold-standard for machine
learning dataset documentation. These datasheets consist of answers to curated
questions about a wide range of dataset information, like their motivation, col-
lection process, pre-processing steps, and maintenance. While encouraging ML
practitioners to be well-informed about their data is a positive intent, this work
cannot avoid the inherent limitations of documentation. Even with a complete
datasheet, there is no guarantee that the answers supplied to the set of ques-
tions will be of sufficient detail, contain sufficient contextual information, or be
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unambiguous. The ambiguity of natural langauge is problematic for data science,
without any formal specification beyond natural language, the issues of semantic
heterogeneity are unavoidable. Moreover, while the authors do provide example
datasheets for well-known datasets, they do not evaluate these examples or pro-
vide any means of evaluation; there are no quality standards for datasheets.

An additional issue with documentation-based approaches is a failure to suf-
ficiently address provenance. With the interpretation of data changing as the
result of data transformations, the information contained in the documenta-
tion must change accordingly. This will require an unrealistic degree of man-
ual effort to update the documentation and maintain effective versioning. The
last major issue of documentation approaches is a lack of standardization.
Even for Datasheets for Datasets, the authors acknowledge that enterprises
use unique implementations of their work, like Google’s Model Cards [19] or
IBM’s factsheets [15]. This lack of standardization places unnecessary burdens
on data scientists which hinders knowledge-sharing and interoperability. With
no formal semantics, quality criteria, provenance-awareness, or standardization,
documentation-based approaches cannot adequately address the datatype issues.

3.2 Provenance Tracking

Provenance tracking provides information about the origins, history and deriva-
tion of data. For an excellent survey on data provenance work, we refer the reader
to [14]. While provenance tracking is mature, formal, and well-understood within
the data modelling and engineering community, provenance tracking alone does
not sufficiently address the nuances of datatype issues. One example of a formal
representation of provenance is in Buneman et al.’s Graph Model of Data and
Workflow provenance [1], which models workflow provenance through directed
acyclic graphs called provenance graphs. As opposed to documentation-based
approaches, these approaches have formal semantics and are machine-readable.
However, despite this formality, this provenance information still must be inter-
preted with respect to the specific real-world phenomena modelled in the data.
Provenance tracking along does not integrate real-world knowledge with prove-
nance information, and fails to automatically detect datatype errors. While
provenance-based approaches are preferable to manually reviewing code, it still
lacks the additional semantics necessary to enforce meaningful data science.

3.3 Knowledge Representation

Knowledge Representation is a rich discipline containing many models which
represent complex rules and interpretations from the real-world in a very formal
way. While there are many widely accepted and useful knowledge models, such
as ontologies for units of measure [11,21], time [13], and processes [10], current
work does not sufficiently integrate and apply them for general-purpose data
science. Even given an agreed-upon ontological representation of real-world con-
cepts, there is no consensus on how to integrate this model into the data science
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pipeline, and no guarantee on the tractability or scalability of these methods
applied to data science.

Context interchange technology (COIN) [6,8,17] identifies a similar problem
identified in this paper, that of semantic heterogeneity between datasets, and
addresses it using a general knowledge model to translate between more specific
models, or “contexts”. The issue with this approach is that COIN accounts only
for a single data science operation: projection. The user queries some data and it
is converted into their specific context for them; it does not support the interpre-
tation of addition, multiplication, averages, etc. Furthermore, COINs contexts
are specified weakly, with just two relations: is a and attribute. COIN’s short-
comings are inherent to description logic-based (DL) approaches, as even with
additional properties, DL lacks the expressiveness to integrate real-world rules
into various operations.

Foundational Ontologies for Units of Measure (FOUnt) [11] is a collection
of ontologies that model rules for combining units of measure with respect to
the physical objects and processes they describe. While these ontologies are
more expressive than those of COIN, they also provide limited coverage of data
science operations; only specific instances of addition, subtraction, and division.
In addition, FOUnt lacks consideration of provenance; the axioms of units do
not change as specific operations are performed unless an entirely new unit is
derived (like density from mass and volume). The other issue with higher-order
logic-based approaches like FOUnt is complexity; reasoning in a data science
application would require an enormous volume of instantiations and undecidable
reasoning with a theorem prover.

Real-World Types (RWT) [23,24] is a framework with a motivation very simi-
lar to that of COIN and this paper; it identifies a mismatch between machine rep-
resentation and the real-world entities they represent. Unlike COIN and FOUnt,
however, RWT is much more informal in specifying types, they are essentially
annotations of OOP objects, consisting of a name, a natural language definition,
possible values, and references. Furthermore, the RWT framework relies on OOP
naming conventions to identify entities and generate candidates for real-world
types, and requires manual review to identify errors. This approach does not
rely on any formal model or logic to detect errors or enforce rules, being more
akin to a low-level and object-oriented version of an approach like datasheets for
datasets [7]. RWT’s treatment of real-world rules as add-ons to objects speaks to
the larger issue of a reliance on objects as an alternative to simple datatypes. The
object-oriented-paradigm can perform many run-time checks to verify properties
of data and attempt to enforce real-world rules. The specification of real-world
rules themselves, however, must be formally specified in some other format, as
annotations, an ontology, etc. Furthermore, reliance on object implementations
to ensure the integrity of real-world rules entangles the hides the ontological
commitments of programmers behind implementation decisions.

Other knowledge modelling approaches involve utilizing upper ontologies,
those that model real-world concepts generally, in conjunction with conceptual
modelling languages like UML. For instance, in [2], Albuquerque et al. employ
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semantic reference spaces to ontologically ground UML datatypes. The reference
structures used to specify the meaning of datatypes consist of a taxonomy for
measurement dimensions like ordinal dimensions or interval dimensions. Con-
sider the datatype for the temperature in Toronto, 10◦ C is an integer interval
dimensions which is associated to the measurable quality Outside Temperature,
of the Toronto city. Knowing that this quantity is an interval dimension, I know
I can compare it to other temperatures through relations like hotterThan, and
knowing it is a characterization of a place, I could limit these comparisons to
other cities, to answer questions like “Is Chicago hotter than Toronto?”. How-
ever, when one considers the data science application, this approach provides
no semantic information to address which operations could be performed on
this quantity; can I add together the temperature of Toronto and Chicago? The
application of these taxonomy-centric solutions often focus on providing expla-
nations for how quantities may be associated to concepts, but do not provide
solutions for the complex issues encountered when combining and manipulating
datatypes in the data science pipeline.

An additional form of knowledge modelling is conceptual modelling in the
database community, in approaches like the entity relationship (ER) model [5],
temporal ER models [9], and semantic data models (SDM) [20]. While these
approaches provide a more formal means of understanding and documenting
database schema, they, like knowledge modelling approaches in general, lack
a focus on data science specifically. This kind of conceptual modelling estab-
lishes understandings of concepts and their relationships for well-organized and
collected data. Data science however, often deals with found data, and must inte-
grate semantically heterogeneous data from different sources to enable unambi-
gious sharing. For example, a demographics database will likely have a singular
strict definition for “family income”, whereas data science tasks may require
reconciliation of “family income” as defined by StatCAN, and varying defini-
tions defined by other political entities or organizations. Provenance is another
important concern, as we have established, the interpretations of concepts are
not static as a consequence of data science operations. While knowledge models
do make steps in the right direction in terms of formality, their lack of a data
science-focused approach means they cannot adequately solve datatype issues.

4 Case Study: StatCAN Census Data

Now having a comprehensive understanding of datatype issues including how
current work fails to sufficiently address them, we provide further, concrete moti-
vation drawn from Statistics Canada (StatCAN) census data. These datasets
model a variety of demographic information for various geographic areas
throughout Canada, and are made publicly available1. We base our analysis
on population data divided by geographic divisions of various levels2 from 2011
1 StatCAN’s full range of Census data can be accessed at https://www12.statcan.gc.

ca/census-recensement/2021/dp-pd/index-eng.cfm.
2 The specific datasets we referenced can be accessed by their StatCAN catalogue

numbers: 98-401-X2016041, 98-401-X2016043, 98-401-X2016066.

https://www12.statcan.gc.ca/census-recensement/2021/dp-pd/index-eng.cfm
https://www12.statcan.gc.ca/census-recensement/2021/dp-pd/index-eng.cfm
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and 2016. These datasets allow us to provide specific and concrete examples of
the aforementioned datatype problem classes and can also be used to evaluate
our framework. Furthermore, concepts like geospatial regions, time, and mereol-
ogy are not only integral to these datasets, but are commonly represented across
many diverse datasets.

4.1 Example Operations

In order to provide specific and concrete instances of how the problems of
datatypes occur within data science, we exemplify datatype errors through oper-
ations a data scientist may perform on census data. These operations may be
addition, subtraction, or averages, among other common operations, and are
performed on population quantities defined for a specific geospatial region and
timepoint. While this case study is on population data, the embedded concepts
like time, geospatial regions, and mereology are widely applicable to general
datasets. Each of these example computations violates real-world assumptions
or rules associated with census data, and would produce a result that, while a
quantity could be computed, would have no meaningful interpretation. These
examples form a foundation for the problem of providing precise explanations
for how and why real-world rules are violated through datatype errors.

Disjointedness. The following two example computations violate real-world
rules of temporal and geospatial disjointedness, respectively.

– Computing the median of non-disjoint populations (campbelton and each of
its parts in bordering provinces)
median(Toronto, ... Campbelton, Campbelton (NB Part), Campbelton (Quebec Part))

– Computing the sum of populations over disjoint time periods
sum(Toronto2016, Hamilton2016, ... Guelph2011)

Each of these errors stems from disjointedness, with the first example, adding
Campbelton’s population together with that of its parts, is a case of double-
counting overlapping regions. The second example contains addition over popu-
lations which vary over both time and geospatial regions, producing a nonsensical
result.

Provenance. The following two examples illustrate how data science operations
produce new kinds of data, forming new rules.

– Computing the average of two average populations
avg(avg(Toronto, Hamilton), avg(Guelph, Kitchener))

– Computing the average of a population change over time, and a population
difference in regions
avg((Toronto2016 - Toronto2011), (Guelph 2011 - Hamilton2011))
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For the first example, while an average of averages could have an interpretation,
it is not the correct means of obtaining an average over the four regions (which is
true not just of demographics data but for any data). With the second example,
an average of differences seems like an average over the same kind of quantity.
However, the key distinction is what these differences are aggregated ‘over’:
change over time is not comparable to a difference over geospatial regions.

5 Meaningful Type Safety Framework (MeTS)

In this section, we provide a high-level overview of the framework designed to
model real-world concepts and rules like those contained in StatCAN Census
data and detect errors like those given in the example operations. The Meaning-
ful Type Safety framework (MeTS) rejects simple datatypes and elevates type
safety to a meaningful result, one which is derived from specific representations of
real-world concepts and their associated rules and interpretations. The complete
and production-ready implementation of MeTs would include several compo-
nents, including a method of integration with existing data science tools, and a
complete correspondence theorem, both of which fit into the broader research
program of MeTS (discussed in Sect. 8). The focus of this chapter, however, is the
technical heart of MeTS, namely the type-checking mechanism. In keeping with
a focused scope, we present the MeTS architecture as two primary components:
the interface component, and the typing component, depicted in Fig. 1.

Fig. 1. Architecture for the meaningful type safety framework (MeTS)

5.1 Interface Component

The interface component is how the data scientist interacts with MeTS, by
performing operations on some dataset(s) and receiving corresponding feed-
back from the type system. In the context of this paper, the interface com-
ponent exists within our proof-of-concept implementation (further elaborated in
Sect. 6.4) using the Idris programming language [3]. However, it should be noted
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that we do not expect data scientists to learn dependently-typed functional pro-
grammming, a production-ready interface would be implemented through com-
mon data science tools like pandas, R, or Tableau for familiarity and ease of use,
with type-checking still performed in a dependently-typed language. Operations
that a data scientist performs would be done the same as they currently are,
while real-world concepts would be specified at the beginning stage of the data
pipeline. This initial specification would associate a dataset with concepts for-
mally modeled in the type system, such as time, geospatial regions, or mereolog-
ical relationships, thereby pairing the dataset with its real-world interpretation
and rules. This pairing will then enable the automatic detection of real-world
rule violations for any downstream operations involving the dataset. This pairing
is trivial in our proof-of-concept implementation since the specification of the
dataset(s) is already in Idris.

5.2 Typing Component

The typing component is the primary reasoning mechanism of the framework,
based on a dependently-typed representation of the real-world rules and assump-
tions of the dataset(s) being modelled. The type system has the goal of imple-
menting the kinds of real-world checks that would normally be done manually,
through type-checking. This elevates the notion of type-safety from a trivial
check to guaranteeing a level of interpretability. It should be noted that the
real-world rules and assumptions encoded within this typing component are not
arbitrary and are rooted in formal logic models, namely first order logic ontolo-
gies. The specific relationship between these ontologies and the typing system
is outside the scope of this paper and encompassed in the correspondence the-
orem, as described in Sect. 8.1. The specifics of the dependently-typed program
component will be presented in complete detail in Sect. 6.

6 Type System

The type system of MeTS uses dependent type theory and expression tree repre-
sentations to construct preconditions for a wide range of data science operations.
For the purpose of this paper, MeTS is presented in a simplified syntax based
on Martin-Lof’s intuitionistic type theory [18], and basic functional program-
ming. MeTS is presented here with specific type-checking functionality given for
time, geospatial entities, and data provenance. Additionally, the type system is
evaluated with respect to the previously presented example operations (with a
corresponding proof-of concept implementation in the Idris programming lan-
guage [3]).

6.1 Syntax

Since dependent type theory is not typically associated with data science, our
presentation of the MeTS type system assumes little to no prior experience with
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dependent types or functional programming (for a more thorough introduction
to these topics, we refer the reader to [16]).

To illustrate our function syntax, consider the basic factorial function:
factorial : Integer → Integer

factorial(0) = 1

factorial(n) = n*(factorial(n - 1))

Three syntactic constructs should be observed here: typing declarations, func-
tion notation, and pattern matching. We use the : operator to denote typing
declarations, it can be read as “has the type”. The → operator denotes a func-
tion type, a function taking one argument will have one →, infixed between the
input type and the output type, a function taking n arguments will have n →
symbols. Lastly, the actual function definition utilizes pattern matching, where
specific patterns for the arguments of the function are given as a ’blueprint’ for
the function to follow. In our example, the first pattern is given as a base-case,
and all other possible inputs to our function can be computed recursively. It
should also be noted that MeTS utilizes only total functions, that is, functions
will have patterns for all possible value of the input type(s).

Dependent Type Theory. The central idea of dependent types is that types
may depend on values or other types. Dependent type theory has two new type
constructs, the dependent function type and the dependent pair type. The depen-
dent function type constructs a type from some parameter, the canonical example
of which is vectors of length n, with n being a type parameter of the natural
number type, denoted n : N. In the MeTS framework, we utilize the depen-
dent pair type, since it provides a method of enforcing operation preconditions
analogous to real-world rules.

The basic example of a dependent pair type describes pairs of values where
the type of the second element depends on the value of the first. In general, we
can write a dependent pair type as:

∑
a:A

B(a)

Firstly note that the typical meaning of the
∑

operator is interpreted differently
when read in a typing statement, it denotes a dependent pair type here, also
sometimes called a sigma type for this reason. If (a, b) :

∑
a:A B(a), then we can

say a : A, and b : B(a). That is, b’s type depends on the value of a. With this
construct, we can also enforce relationships within a tuple, consider the following
type: ∑

m:N

∑
n:N

((m < n) = True)

This type describes tuples (m,n) of natural numbers where the first element
is less than the second. Values inhabiting this type would consist of a triple
containing: the two elements m and n, and a proof of m < n = True. Given
that the definition of the < operator is total, this expression simply reduces to
True = True and a proof of the above can be done via reflection, type-checking
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is decidable for total functions. Types of this form are essential to our typing
framework: functions with arguments of this form are analogous to preconditions
for those functions.

Alternate Notations. We have chosen a notation similar that of Martin-Lof
type theory since it is the seminal notation, and because the it is compact
and simple to follow. Other notations are sometimes used in more application-
oriented work, as in many functional programming papers, and may have minor
variations. Table 1 shows the dependent pair types written in some of these alter-
nate notations, as well as how these types could be written in Idris syntax.

Table 1. Differences in dependent type theory notations

Notation Examples

Martin-Lof Type Theory
∑

a:A B(a)
∑

m:N

∑
n:N((m < n) = True)

Dependently-Typed Lambda Calculus
∑

a : A.B(a)
∑

m : N.
∑

n : N.((m < n) = True)

Dependently-Typed Lambda Calculus (Alt) ∃a : A.B(a)

∃m : N.∃n : N.((m < n) = True)

Idris (a : A) -> (b : a -> Type) -> Type

mn:(Nat, Nat)**((fst mn < snd mn)=True)

6.2 Expression Trees

To properly account for the effects of provenance, MeTS incorporates this infor-
mation in type-checking through an expression tree construct. Essentially, types
are a combination of base types and the operations that have been performed,
in a recursively-defined tree structure:

B :: = Population | Time | GeoEntity | ...
O :: = Sum | Sub | Mult | Div | Avg | ...
E :: = Atom(B) | Over(O, (List E))

That is, expressions are either an atom (base type) or some operation ‘over’ a
set of expressions. This structure allows us to define type-checking functions,
preconditions, that traverse these trees, an essential component of the primary
mechanism behind MeTS.

6.3 Preconditions

Preconditions are defined by typing operation functions with dependent pair
types consisting of the actual operands and a proof that they satisfy some set of
preconditions. The general form is given by:
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operation :
∑

operands : (List E) (opPreconditions(operands)=True) → result:E

The functions that evaluate preconditions, opPreconditions are structured in
a way that facilitates re-use and sharing of preconditions. For example, the
precondition definition function for population sums is given by:
popSumPreconditions : List Population → Bool

popSumPreconditions(ps) = disjointRegions(ps) & allSameTime(ps) &

allMeasured(ps)

The preconditions for a sum over populations contains more general precondi-
tion functions defined over geospatial regions, time, and provenance, that can be
referenced in other operation preconditions. These specific preconditions model
the real-world assumptions of a sum of populations, that it is a count of indi-
viduals over disjoint areas, at some consistent point in time. allMeasured is an
example of a provenance-based precondition, its truth value is based on the the
structure of the expression tree. Intuitively, the statement “the total population
of Toronto and Hamilton 125.3 people”, is nonsensical, a total population should
never result in a non-whole number. Analogously, a sum of populations should
never be performed over estimated or aggregated populations. The allMeasured
function is the formal representation these real-world rules, and acts as a method
of catching a violating operation before it happens, ensuring type-safe operations
are meaningful.

6.4 Implementation

For the purposes of demonstrating MeTS, we implemented the type system in
the dependently-typed programming language Idris [3]3. Idris was chosen for
its simple to read syntax, and its decidable type-checking. Idris type-checking
is decidable since Idris can enforce totality of functions, and ensure that any
functions involved in a type-checking operation (like precondition functions) are
total, and therefore, decidable. It is important to note that our framework is
independent of the implementation language chosen, part of the reason why we
do not present our framework in Idris syntax, but a more general dependently-
typed notation.

7 Application and Evaluation on StatCAN Data

In order to deliver on the original motivation for meaningful types, we demon-
strate MeTS in action on the previously mentioned StatCAN data. This section
references the specific type-checking mechanisms that detect violations of real-
world rules including disjointedness and provenance, and how this form of type-
checking can be abstracted to general problems.

3 Our proof-of-concept implementation with all the example census computations and
more is available at https://github.com/riley-momo/Meaningful-Type-Safety-For-
Data-Science.

https://github.com/riley-momo/Meaningful-Type-Safety-For-Data-Science
https://github.com/riley-momo/Meaningful-Type-Safety-For-Data-Science
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7.1 Disjointedness

Disjointedness is the lack of any overlap or parthood, modelling disjointedness
requires a model of mereology, which we have implemented in MeTS for time
and geospatial regions, as well as defining a general mereological interface. Take
the example computation, performing addition over Campbelton’s population,
and that of Campbelton’s provincial parts. This is not a type safe operation
since addition over populations assumes geospatial disjointedness, to avoid dou-
blecounting. Correctly identifying this error requires 3 elements: modelling the
knowledge that the provincial parts are parts of the whole, a definition of dis-
jointness for geospatial entities, and a precondition for the addition operator
that the geospatial regions of the operands must be disjoint from one another.
As for the first element, we leverage pattern-matching in a general mereological
partOf function to accomplish this:
partOf : GeoEntity → GeoEntity → Bool

partOf(Campbelton (Quebec Part),Campbelton) = True

partOf(Campbelton (NB Part), Campbelton) = True

...

For this geospatial disjointedness, we use a qualitative mereology, as would be
done in a formal logic; pattern matching here is analogous to relations in the
A-box. For temporal mereology however, we do not need to rely on A-box style
relations of parts; it is an arithmetic computation.
partOf : Time → Time → Bool

partOf(Interval(x1, x2), Interval(y1, y2)) = x1 <= y2 & y1 <= x2

...

partOf(t1, t2) = t1 == t2

This is a very obvious example of MeTS efficiency over reasoning, as this kind of
quantitative reasoning in a formal logic would either require an ontology of time
and processes, or rely on SMT solvers, as opposed to our comparatively simple
use of functional programming techniques. For the definition of disjointedness in
general, we define it in terms of the partOf relation:
disjoint(x,y) = not (partOf(x, y) OR partOf(y, x))

Finally, we require a precondition function which ensures all the geospatial
regions of a set of populations are disjoint from one another, as a pre-condition
for arithmetic sum of populations.
disjointRegions : (List Population) → Bool

disjointRegions(ps) = disjointList (getRegions ps)

popSumPreconditions : (List Population) → Bool

popSumPreconditions(ps) = disjointRegions(ps) & ...

populationSum : (
∑

ps:(List Population)
(popSumPreconditions(ps) = True)) → Population

Note that for the purpose of this paper, we omit some basic function defini-
tions and pattern matching (they are fully implemented in our proof-of-concept
implementation), since function definitions like disjointList are basic exercises in
functional programming, and not relevant to our key contributions. With these
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definitions, the sum of populations guarantees all the geospatial regions of the
populations are disjoint, and thus ensures no errors of double-counting due to
geospatial overlap. Furthermore, an addition operation requiring disjointedness
over one of its ‘stratifiers’ is not specific to populations. Summing the mass of
physical objects, for example, similarly assumes they do not occupy the same
space; the methodology of type-checking is the same in both cases.

7.2 Provenance

Integrating provenance with type-checking is where the power of dependent typ-
ing is most evident. Revisiting the earlier example operation, an average of aver-
ages should not be type-safe. To correctly type this, there are two important
components: the way operations derive new expression trees, and how precon-
dition functions distinguish between different expression trees. Returning the
correct expression trees is straightforward, we need only ensure the right-hand
side of our pattern matching expressions include the correct operator:
populationSum : (

∑
ps:(List Population)

(popSumPreconditions(ps) = True)) → Population

populationSum(ps) = Over(Sum, ps)

populationAvg : (
∑

ps:(List Population)
(popAvgPreconditions(ps) = True)) → Population

populationAvg(ps) = Over(Avg, ps)

The next component is incorporating patterns of expression trees into precondi-
tion functions. For example, a precondition for population trees which have had
an average or median operation performed on them:
aggregatePop : Population → Bool

aggregatePop(Over(Avg, ps)) = True

aggregatePop(Over(Median, ps)) = True

aggregatePop(_) = False

Precondition functions of this form allow us to make distinctions between kinds
of data based on transformations that have been applied to them. This, in con-
junction with list comprehension functions, like all, none, atLeastOne, etc.,
can be incorporated into operation preconditions to give us fine-grained control
over which sequences of operations produce meaningful results for the given data
types.

Where the expressive power of preconditions becomes even more evident is
in the combination of mereological and provenance preconditions. Consider the
earlier example computation, avg((Toronto2016 - Toronto2011), (Guelph
2011 - Hamilton2011)). An explanation for why this computation is not mean-
ingful requires both a mereological explanation and a provenance-based one.
While both operands are population differences (provenance tree head is the
same operation), they are different kinds of differences (mereological distinc-
tion). The complete preconditions for population average provide insight into
how this is type checked:
avgPreconditions : List Population → Bool

avgPreconditions(ps) = ((allSameRegions(ps)∧differingTime(ps))∨
(allSameTime(ps)∧(disjointRegions ps)))∧
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(all(measuredPop, ps)∨all(scaledPop, ps)∨
all(differencePop, ps)∨all(ratioPop, ps))

In order to compute a population average, the population values we are aver-
aging over must belong to the type described by: all possible values of ps such
that popAvgPreconditions(ps) = True. In our example, the provenance por-
tion of the preconditions (after the ∧) are satisfied; both operands are population
differences. However, our mereological component is not satisfied; the operands
vary over both time and regions. Since we cannot generate a proof of our exam-
ple operands satisfying this precondition, it is not type-safe, and thusly not a
meaningful computation.

8 Research Program

While the type system of the MeTS framework is the primary mechanism for
meaningful data science, its broader impact is realized when placed within the
greater research program of MeTS. This research program expands upon the
MeTS framework by modelling its correspondence to formal knowledge models
and by extending the implementation with tractability in mind.

8.1 Correspondence Theorem

In order to model concepts like time and mereology, fundamental assumptions
about their semantics must be made. MeTS is no different, because behind type-
checking functions and preconditions are ontological commitments. It is therefore
important to make these commitments clear and transparent; no specific inter-
pretation should be forced upon data scientists when implementing the frame-
work. Furthermore, the ontological commitments should not be so entangled with
the type system that it becomes impossible to adjust these commitments with-
out significant re-engineering. This modular and ontologically-agnostic approach
not only increases transparency, and supports more domains and applications,
it also has broader implications for the knowledge modelling community.

The correspondence theorem of the MeTS framework intends to prove the
soundness and completeness of a given MeTS program with respect to some
formal ontology(ies). We have already developed FOL ontologies for census
data which correspond to the implicit modelling commitments in the exemplary
StatsCAN type system, including a method of proving the soundness of a MeTS
type environment with repsect to some FOL theory. MeTS is not intended to
be used as a ‘black-box’ set of dependently-typed programs, but as a method
of leveraging knowledge model(s) through a dependent type system for data
science. This modular and ontologically-agnostic approach not only increases
transparency, and supports more domains and applications, it also enables the
exploration of alternative methods of reasoning within the knowledge modelling
community.
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8.2 Tractability

With data becoming increasingly available and used in many industries, data sci-
ence tools should facilitate a fast and efficient data science pipeline. Considering
the expressive power of MeTS and its reliance on programming paradigms usu-
ally not associated with data science, tractability is a critical factor. One signif-
icant benefit of MeTS is the expressive power it achieves while remaining decid-
able. However, decidability itself does not guarantee adoption, a production-
ready implementation of MeTS should also prioritize integration within existing
data science infrastructure. In our proof of concept implementation, the inter-
face component and typing component of MeTS are both specified in idris, a
general-purpose dependently typed programming langauge. However, we should
not require data scientists to learn dependent types and functional programming
in order to employ MeTS into their existing workflows. In order for the vision
of MeTS to be completely realized and to promote adoption in the data sci-
ence community, MeTS should include efficient out-of-the-box integration with
common data science tools like pandas, Tableau, etc.

9 Conclusion

The current state of data science relies heavily on datatypes which lack the
expressiveness to accurately model the real world phenomena they represent.
Simple datatypes fail to typify data because their simplistic representation can-
not capture the concepts which underlie data including time, mereology, and
provenance. Existing work addresses this issue by supplementing datatypes with
external documentation, provenance tracking, and knowledge models in informal
and ad-hoc ways that require manual effort and are prohibitively complex. Con-
versely, MeTS embeds the rules, assumptions, and interpretations of real-world
concepts in types, elevating type safety from a trivial check to a meaningful
result. The mechanism behind the MeTS type system is dependent types and
expression trees, which integrate temporal, mereological, and provenance infor-
mation into preconditions for fundamental data science operations. Operations
involving StatCAN census data demonstrates concrete examples of how MeTS
enforces real-world rules of provenance, geospatial and temporal disjointedness
through type-checking. The MeTS framework is also part of a larger research
program including a correspondance theorem with broader impacts for knowl-
edge modelling and type theory, as well as a focus on tractability including
integration with common data science tools. Ultimately, the MeTS framework is
a significant step towards transparent, verifiable, and meaningful data science.
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Abstract. Research data management (RDM) practices are critical for
ensuring research success. Data can assume diverse formats and data
in image format have been understudied in RDM. To understand image
management habits in research, we have conducted semi-structured inter-
views with researchers from four research domains. Most researchers do
not formally manage their images, nor do they develop RDM plans. They
assume that image management is not a topic discussed at project meet-
ings. In turn, they tend to perform some individual practices, depend-
ing on the context and their own opinion, such as creating captions to
describe the images and organizing and storing the images in specific
locations. However, they see these habits as necessary and admit that
they will start to do so in a formal and collaborative way with the working
group. These results provide valuable information on practical aspects
of the use and production of images in research.

Keywords: Research data management · Images · Research · Image
life cycle

1 Introduction

Images are dominant in communication, and their abundance, diversity of ori-
gins, and variety of holders create a multiplicity of practices regarding descrip-
tion, interpretation, and systematic use [15]. Many authors talk about the role
of human behaviors in the life cycle of images [7]. The awareness and education
of others for the practices of image record description is essential, commenting
on the importance of eliminating description mistakes associated with automatic
systems [4].

Research Data Management (RDM) is gaining the attention of researchers,
who often ask for support in the process [2]. Tasks as an adequate data organiza-
tion, rigorous description, storage, and sharing allow data to keep their meaning
and facilitate their interpretation [7]. Data management is also fundamental
in the communication between researchers and the scientific community, where
images can play a central role in the “teaching-learning” process [10].
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When we talk about research data, a dictionary in the area of RDM tells us
that they are “Facts, measurements, recordings, records, or observations about
the world collected by scientists and others, with a minimum of contextual inter-
pretation. Data may be in any format or medium taking the form of writings,
notes, numbers, symbols, text, images, films, video, sound recordings (...)” [6].
In its turn, image is the visual representation of something. It can be captured
through various instruments or obtained through manual techniques (such as
drawings, paintings, engravings and illustrations). Images can be in an analog or
digital format. Examples of images are photographs, microscopic images, medi-
cal images (e.g., x-ray image), paintings, illustrations, videos (moving images),
computer-made images, engravings, graphics, drawings, maps.

The lack of knowledge about image management in research motivates this
study. Images are fundamental pieces in the research process, facilitating inter-
pretation and analysis. For this reason, it is essential to know how researchers
deal with images and to make them aware of the value of images, motivating its
adequate management.

The capture and production of images are increasingly facilitated by the
emergence of technologies that allow you to obtain an image in seconds. With
a simple smartphone, we can capture or produce an image quickly and easily.
In addition, technological devices also allow, in a fraction of a second, an image
to be broadcast to any part of the world. This scenario of image empowerment
leads to more images being used and produced in the context of research. How-
ever, the formal management practices of these images are not aligned with their
exponential growth. How do researchers deal with their images? Images are orga-
nized, analyzed, described, shared according to previously established methods?
This work arises to clarify what happens with data in image format. We con-
ducted interviews with researchers from different research domains addressing
how they organize and manage the images they use or produce in their projects.
Results contribute to the definition of a current scenario, leading to proposing
the conditions and the necessary steps to be followed.

2 Literature Review

An unprecedented growth characterizes the volume of data produced in research,
as powerful computational capabilities are available to even small research
groups: the so-called long-tail of science [9]. Usually, small groups or individ-
ual researchers have minimal resources to ensure the long-term availability of
their data [5]. As such, they need good research data management practices
supported by practical tools so that the datasets they produce can be made
available to others [18]. Make data available is especially important as more
research funding agencies adhere to the European Commission’s Guidelines on
FAIR Data Management in Horizon 2020, which advocate for a set of principles
to make data Findable, Accessible, Interoperable, and Reusable [14].

Palmer et al. [13] analyze the importance of creating a structure of princi-
ples and processes that help articulate and support data description. One point
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of consensus was the crucial role of images, a typology that constitutes a social
object, with materiality and associated ideas [1,12]. For researchers, images have
a double purpose: they function as metadata, providing context, and as a vital
medium to record the object of study [1]. This approach leaves room for posi-
tioning an image in RDM as a fundamental asset in describing and interpreting
specific domains.

To the best of our knowledge, only one work studied the habits of researchers
managing images in the research process. Fernandes et al. [8] created a question-
naire for this purpose and analyzed the collected responses. The authors con-
cluded that researchers do not have the practice of managing and organizing the
images they use or produce in their projects. Unfamiliarity, lack of standardized
practices, and time constraints are the main reasons for these gaps in image
management.

3 Methodology

To further investigate the responses and conclusions of Fernandes et al. [8], we
have conducted interviews with researchers from different domains. Although the
questionnaires allow reaching a more significant number of people, the interviews
allow more profound analysis and validation of the results, provided by the direct
contact that the interviews allow. With the results obtained in both works, we
can develop a holistic view of the conclusions, facilitating a comprehensive and
general understanding of the phenomena.

The methodology used in this work is a qualitative method of investigation
through the case study, namely exploratory research.

Exploratory research aims to improve familiarization with the case under
study, so this method will investigate the topic so that it is possible to reflect
on it and improve its understanding [16]. The exploratory research aims to gen-
erate ideas and hypotheses that complement this theme and help the work be
developed, namely in identifying a set of habits and behaviors related to data
management in image format. The case study is an integral part of the quali-
tative method of investigation, which aims to specifically analyze the topic in
question and, in this way, create in-depth clarification about it.

In this case, qualitative research relies on primary sources in the field of
empirical materials. For this, semi-structured interviews are carried out. We
recruited, by convenience, 15 researchers in 4 different domains: 4 researchers
in Life and Health Sciences (LHS), 5 in Exact Sciences and Engineering (ESE),
3 in Natural and Environmental Sciences (NES), and 3 in Social Sciences and
Humanities (SSH). These are four main research domains used by the national
funding agency for science, research, and technology in the country of this study.

For recruitment, the choice fell on some researchers who had already partic-
ipated in other projects and partnerships, as it is more agile, faster, and more
likely to be successful. Table 1 shows the profile of the fifteen researchers inter-
viewed. To maintain the confidentiality of the participants, we do not disclose
all the information about the participants.
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Table 1. Researchers profile

Research Specific work area Academic qualifications Position in the institution Age group

ESE1 Data science PhD Senior Researcher 30–40

ESE2 Enterprise systems engineering MSc Researcher 30–40

ESE3 Human-centered computing PhD student Research Assistant 30–40

ESE4 Enterprise systems engineering MSc Researcher 20–30

ESE5 Electrical and computer engineering PhD Senior Researcher 40–50

LHS1 Genome editing PhD student Research Assistant 30–40

LHS2 Animal health PhD Researcher 30–40

LHS3 Biological an molecular science MSc Researcher 20–30

LHS4 Reproductive genetics PhD Associate Researcher 20–30

NES1 Biology PhD student Researcher 20–30

NES2 Biodiversity PhD Post-Doc Researcher 30–40

NES3 Biology PhD Researcher 40–50

SSH1 Psychology PhD Senior Researcher 30–40

SSH2 Psychology PhD Researcher 40–50

SSH3 Anglo-American studies PhD student Researcher 20–30

The interviews aim to give credibility and depth to this study, as they make
it possible to indicate results based on real practices. Interviews can be divided
into three types: informal conversation, interview guide, and semi-structured
[11]. The choice was made for the latter since it does not require a rigid, fixed,
and standardized protocol, that is, the questions do not have to be asked in an
orderly manner and with a standardized formulation. So, this interview model
allows the elaboration of a set of pre-defined questions, however, the guide is
adaptable according to the direction of the dialogue between the interviewer
and the interviewee [11].

Interviews were semi-structured by the phases of the images life cycle: Plan-
ning, Creation/Compilation, Quality assurance, Processing/Analysis, Descrip-
tion, Storage, and Sharing [3,17,19], as you can see in Fig. 2. This choice was
because this life cycle includes all the phases that we consider essential in man-
aging data in image format. We intended to balance the importance given to all
stages, showing that the success of image data management lies in the joint use
of all these phases of the life cycle.

The interview script includes fourteen questions that are available in the
INESC TEC data repository1. Each set of questions was developed in order
to understand the behaviors in each of the phases of the cycle, so that it was
possible to concretely determine the actions, without mixing lifecycle stages. Due
to COVID-19, the interviews took place remotely. The sessions were recorded
in video and audio for later analysis. Data were anonymized, and all recordings
will be deleted when the study is complete. The interviews took place from
May to October 2020. For the development of the interviews, all the researchers
read and filled out a document called “Informed, Free and Clarifies Consent to
Participate in a Research Projet according to the Declaration of Helsinki and
the Convention of Oviedo”, where they attested that they agreed to participate

1 https://doi.org/10.25747/hcrd-ht83.

https://doi.org/10.25747/hcrd-ht83
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in the study and that they were guaranteed confidentiality, the exclusive use of
the data collected and anonymity, promising never to public the identification
of participants.

To process and analyze the data from the interviews, we began by tran-
scribing the interviews (after all interviews have already been done). After that
a table was prepared for each question, where the identifier of each intervie-
wee was placed in the first column (e.g., ESE1), in the second column, it was
described o the research domain and in the third column a response summary.
The summary is composed of topics that include the main aspects of what was
said, in order to make clear the specific behavior in that situation. Below, in
Fig. 1, we present a summary of our methodological approach.

Fig. 1. Our methodological approach

4 Results

In this section, we summarize the findings obtained in the context of the inter-
views, organized by the different phases of the life cycle of the images. Figure 2
visually represents the topics examined in the results.

Fig. 2. Mind-map of the topics examined in the results
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4.1 Planning

We asked if interviewees plan the phases through which the image goes, produce
a document establishing guidelines for the management of the images, and if and
what recommendations they would like to have for image management.

Image Phases During the Research

It was clear that most researchers do not formally plan the management of the
images. However, in the research routines, they carry out practices that indicate
informal planning. We identified sequences of actions in the interviews. Table 2
shows these sequences, columns identify the researchers, along with their research
domains, and rows represent phases of image management. Cells’ values indicate
the order of the stage in the overall sequence.

Table 2. Image management planning cycles identified by researchers

ESE1 ESE2 ESE3 LSH1 LSH2 NES1 SSH1

Collect 1 1

Select 2

Store 3 2 2 1

Create 1 1 1

Treat 2 2

Use 3 3

Share 4 4 3

Analyze 1 3

Investigate 2

Design 3

Assess quality 3

Refine 4

Index 5

Publish 6

Back up 2

As previously mentioned, in most cases, formal planning of image manage-
ment does not exist. The images go through the cycle that the researchers, at that
moment, considered appropriate. Sometimes, the image production is planned
and described in advance. Other times, it appears in meetings, and then they are
used for various purposes. Some researchers refer that when there is planning,
the image is produced and worked collaboratively. Data observation is one of the
stages that typically occurs when there is planning. In these cases, the image
has a prominent role since it allows the interpretation and further processing of
the data. For some researchers, if an image is reused, the image quality check is
planned, and only then is it used for the research. One of the researchers said
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that the evaluation of this quality was also carried out through metadata, as it
allows to verify the information and better interpret the image. Only one of the
interviewees said that planning always takes place.

Of the seven cases presented in the Table 2, it is interesting to highlight the
researcher designated by SSH1. This is the one that most significantly differs
from the sequences of the other researchers. This researcher, from the domain of
psychology, mentioned that his practices are neither formal nor pre-established,
but carried out according to what he considers to be “the most qualified method
for treating images”. In the absence of a structured procedure, this researcher
stores your images, then prepares a back-up, as it believes that “data safeguard-
ing is essential and its eventual loss could constitute a rupture in the research
process” and, finally, shares the data with third parties, particularly in data
repositories.

Use of Planning Document

Only two researchers said they always have a planning document, as it ensures
that the team knows what has been defined and approved. Yet, the predom-
inance is the absence of a document including standard guidelines for image
management. Many say they don’t feel the need for it. One of the researchers
said that he knows only a few open-access guidelines and tools mainly aimed at
metadata. Another researcher stated that the non-use of this document happens
because there is no such culture in science, as it is not a habit in the context of
research projects. Most researchers assume that they never thought about the
possibility of developing this type of guide, but they consider it an advantage.
One of the researchers notes everything planned and accomplished, but not in
the form of a guiding document. There were no significant differences by research
domain.

Recommendations for the Management of Images

Some researchers answered recommendations about image management are
essential but do not know precisely at what stage they may be relevant. One
stated that recommendations are important mainly at an early stage of the
project. Another said recommendations are vital in the planning phase to
affect the quality of the production and use of the images. Another researcher
noted that recommendations are not essential and may stop being applicable as
projects change. However, many researchers said these recommendations would
be helpful. Most of them highlighted that a document with universal recommen-
dations to guide researchers to prepare and publish their data clearly would be
advantageous. They also spoke of the importance of these recommendations pro-
viding practical examples. Many researchers said that these recommendations
could safeguard characteristics of the use of images and their benefits. Also, these
recommendations can make researchers able to more quickly and easily assess
the images they use or produce.
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4.2 Creation/Compilation

At this stage, it was asked how the image production process develops during
the investigation.

Image Production Process

One of the ESE researchers said that he produces many photographs, maps,
and graphs. The process involves documenting the code, rerunning the code,
and generating the image again. Other ESE researchers said that this process
could vary, but, usually, existing images are chosen and treated. The image
reference (name that clearly identifies the image) for the future is always kept.
The researchers also mentioned that images can come in two forms: 1) they
are produced spontaneously when immediate need arises 2) they are planned
in advance. In several cases, the images are produced collaboratively in this
research domain.

In the domain of LHS, all the researchers said that the production process
depends on the type of image. Production processes change with the types of
image. Graphics are usually associated with data collection, data organization,
image creation, image refinement, and treatment. Graphical abstract and info-
graphics - root creation. Western plots - created photography, simple editing, and
comparison of the bands. The creation of histograms, boxplots, funnel plots, and
different types of graphs were also mentioned. Researchers also create explana-
tory diagrams and flowcharts, usually created with software.

The NES researchers mainly produce images in geographic information sys-
tems, where they create the map and add informational elements. However, this
process depends on the type of investigation. This issue is often seen as a part
of the research, where data collection and analysis processes are also considered.
Satellite images are usually downloaded and pre-processed to identify defects,
apply corrections, and georeference the image.

The SSH researchers say the images can be produced or reused, depending
on the type of research and its purpose. In sociocultural projects, as a rule,
images are produced. When dealing with historical or conceptual projects, the
images are reused from repositories, articles already published, or past projects.
Regarding production, all the researchers in the area mentioned the importance
of anonymization. For this reason, the production process consists of collecting,
blurring the characteristics of identification, storage, and use.

4.3 Quality Assurance

In this section of the interview, we asked about the existence of processes to
ensure the quality and the activities inherent to this.
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Processes to Ensure Quality

Most researchers say there is little or no activity to guarantee or verify the quality
of the images. One of the researchers explicitly stated that there is no such veri-
fication, but said that if the image “looks good” and reflects what was intended,
it is approved. One of the researchers noted that this verification occurs mainly
in western plots. For some interviewees, verification only occurs when they fail
to perceive the original image. Some researchers claim that, although images are
critical to projects, they are not published and shared most of the time, so a
raw image is sufficient to analyze what is intended. One of the researchers said
he checked the quality when it comes to videos and photographs, as the details
of these images can be critical. Some researchers mentioned adjustments to the
code, cropping of images, treatment of image noise, care with contrasts, verifi-
cation of the dimensions and source of images, aesthetic validation of the image,
and verification of spatial resolution, temporal resolution and georeferencing.

4.4 Processing/Analysis

For this topic, we asked about the image analysis process, namely how informa-
tion is extracted from the images.

Analysis Process

Most interviewees do not have a pre-established method of analyzing/processing
the images. Most researchers said they did not analyze the images. Some
researchers claim to do this frequently with methods that depend on the images
and the project. One researcher stated that this analysis/processing depends
on who performs it, as he will check what will be necessary according to the
type of image. One researcher that works exclusively with maps said that this
type of image is already the final product. Researchers identified the semi-
automatic classification of images, the geostatistical processes, the extraction
of direct or indirect information from the image, content analysis (especially for
videos and photographs), information extraction (for graphics), visualization of
the data, and the annotation of the image results as analysis/processing meth-
ods. Researchers also mentioned visual analysis, measuring distances, checking
details, and cutting out irrelevant parts.

4.5 Description

We asked interviewees how they describe images, which information they need
to understand and use third-party images, and the benefits and interest of a
metadata model for image description.
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Description of Images

Few researchers describe their images. The description is not a frequent prac-
tice, and its realization depends on the context, the image, and the researcher
who produces it. For one of the researchers, “less is more”, that is, too much
description can affect the purpose of the description and confuse whoever tries
to interpret it. We identified the following examples of description: 1) descrip-
tion through technical details (for those who already know the context of the
image) and general details (for those who do not know), 2) description through
captions (most mentioned), 3) elaboration of metadata (most used to describe
components of maps, production periods, dates and the purpose of the image), 4)
description through annotations in a laboratory notebook. For researchers who
describe images, the advantages include sharing metadata/captions for better
interpretation and dissemination of the study.

Descriptors Needed to Interpret Third-party Images

The most mentioned descriptors are the source, rights of use, author, place
of origin, title, context, characteristics of obtaining and processing the image,
caption, scale, related resources, methodology, description, date, production
method, treatment and analysis processes, spatial resolution, temporal resolu-
tion, abstract, keywords, and the area of study. Elements of authorship, date,
context (abstract, description, keywords), methodology, production techniques,
and study area were the most mentioned and are transversal to all research
domains. Some elements vary according to the particularities of the research
domain.

Benefits of Metadata Models

Researchers see metadata models as very important. Only one researcher said
he was not sure, as he did not know whether the outcomes would compensate
for the time spent in the description. The other researchers responded positively
to the possibility of using metadata models, stating that they will facilitate the
storage of relevant information about an image. In addition, the metadata model
would serve as a recommendation to describe, a description standard to follow,
and would facilitate description for researchers. One researcher said that the
model should be adapted to the type of investigation. Another researcher thinks
it is difficult for a model to reach a balance of descriptors. On the one hand,
there are general recommendations that have general applicability and are very
relevant. On the other hand, a generic model can leave out important details,
such as the context and the scientific area.

Almost all researchers mention that it is helpful to have guidelines for describ-
ing images. They also claim that it can be very advantageous to have a cross-
cutting model for multidisciplinary research groups to harmonize and create
common communication points. They highlight the importance of a core of
generic and specific metadata depending on the area. Researchers stress that
the metadata model can function as a working tool and help members of the
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research group follow the same working methods, avoiding deviations. The meta-
data model can also stimulate the publication and sharing of data in repositories
and directories.

4.6 Storage

We asked researchers whether they define guidelines for the organization of the
images, what is the organization of the images in the storage location and if
there is some central location where the images are stored.

Guidelines for the Organization of Images

No researcher defines guidelines for organizing their images. One said that he
does not do it formally but pays special attention to the formats, the way they
are organized, and the place where they are stored. Another admitted that this
theme is a general failure, mainly because each researcher stores his own images,
which is not safe and does not provide access to other research group members.
Many researchers admit to having their method of organization and storage,
but it is not formal or discussed in the working group. Everyone says they give
importance to the way they organize the data, but it is not a procedure stipu-
lated by the project’s guidelines.

Organization in the Storage Location

All researchers claim to organize the images into project folders and subfolders
on the computer. Some affirm organize projects folders by content (separate the
content into categories that they create). Some researchers divide the raw data
from the processed data. Others have folders for analysis and folders for scientific
articles, each having different versions of images.

Determined Storage Location for Projects

No ESE researcher has a storage location, except one researcher who said that
the images are stored on the computer and accessible via the internal network.
In the LSH domain, only one researcher claims to have a storage location for the
project’s images. This researcher said that the existence of this location depends
on the project. If it is a small project, all the images are on the computers; if it
is a large project, a folder is created in the cloud for everyone to access. Two of
the NES researchers say that this central location exists. One said that it is on
the computer or the external disk and that, sometimes, it is in both places at the
same time. Another stated that they have a Network-Attached Storage (NAS), a
device dedicated to the storage of network data, allowing homogeneous access to
data. For the SSH domain, only one of the researchers stated that this location
exists. He said that they have an external disk where they store all the data.
This disk is kept in the group’s laboratory and accessible to project members.
Researchers also have a copy of this data on their computers.
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4.7 Sharing

In this last phase, we asked with who the interviewees usually share their images,
what motivates sharing, and if they ever made an image deposit.

Sharing Images with Third Parties

Some researchers share their images with group colleagues in presentations to
colleagues, at conferences, in articles, and on posters. Researchers also share the
images with people associated with the project for specific tasks. Some share
images with colleagues in the group to receive feedback on the image, to know
if it is readable if it makes sense and if it is reliable. One researcher never shares
the original images. Another said that it only shares images in articles. Most
researchers share images after being treated because others may not easily inter-
pret a raw image. One of the researchers says he is careful to accompany the
image of a caption with the context whenever he shares it. The reuse of data
is one of the main reasons for sharing and the possibility of new collaborations,
sharing new knowledge. Some researchers point to confidentiality and sensitive
data as barriers to sharing. The fact that images are not central to the project
also limits sharing.

Image Deposit

Only some researchers have already deposited their images in a joint deposit that
also included other types of data. One of the researchers said it was unusual and
that he normally didn’t hear about it. Another researcher deposits data, but
never deposited only images. This researcher said he did not see any relevance in
deposit the individual images. One of the researchers said he knew that deposit-
ing is one of the data management requirements but has not yet done so with
the images. One of the researchers said that sometimes deposit their data but
considers that it is more beneficial to share the information that gave rise to the
images and the results than the image itself. A part of the interviewees claim
to see no use in depositing the images in isolation; it would only make sense
accompanied by textual information. These researchers say that they only make
deposits if it is a requirement of the conferences or scientific journals. Deposit
normally occurs in repositories.

5 Discussion

We interviewed a group of researchers about how they proceed and see the man-
agement of imagery data. We realize that all researchers produce or use images,
but these are not always essential parts of the study. Therefore, many researchers
are not concerned with its management. The results coincide with those collected
by Fernandes et al. [8], where the generality said they did not have a guiding doc-
ument or formal practices for this purpose. Although images are widely produced
and used in research, there are no guidelines to direct researchers to standardized
practices regarding images.
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In the creation process, it is visible that the methods differ by research
domain. In this study, the use of digital instruments is highlighted, prevalent
in ESE, LHS, and NES, which was also confirmed in the previous survey [8].
At certain times, researchers pay attention to quality assurance, mainly in the
domains of LSH and NES. However, there were no standard procedures to do so,
varying with the type of study. In the questionnaire article [8], not all researchers
perform this task, which also happens here. Regarding the processing/analysis
phase, most researchers admit that it occurs according to the situations and con-
text of the work, without any formal method or common practice in the work
group. In the questionnaire article [8], it was identified the same.

Most researchers do not use metadata models. They consider it relevant, but
it is not a common practice. The description is usually done through captions.
They believe that when the image is reused, metadata is essential for interpre-
tation, and the use of a metadata model for projects would bring benefits. The
previous article [8] also shows that researchers do not use metadata models.
However, in this work, we gathered more comprehensive answers regarding the
descriptors that researchers consider relevant. All the researchers were able to
find a justification for choosing a specific descriptor. For example, the keywords
were mentioned several times, as they are essential for a preliminary analysis
of the relevance of the data. Regarding storage, researchers do not have for-
mal habits or standardized methods of organization. The computer prevails as
a storage location, as it is easily accessible. The same was evident in the study
of Fernandes et al. [8]. Finally, the researchers showed that no sharing habits.
Sharing demonstrations take place mainly in scientific articles and conferences.
Internally within the project, sharing occurs frequently. They have also not been
shown to have depositing practices in repositories or the like. The same results
were obtained in the questionnaire article [8].

This work allowed us to confirm several results obtained previously with
a questionnaire. The use of the interviews allowed close contact with the
researchers. If the questionnaire makes it possible to collect factual information,
the interviews were essential to determine each of the choices, obtain justifica-
tions for answers, understand the various topics and understand the researchers’
predisposition to initiate image management practices.

We noticed that most researchers are aware of the RDM guidelines, but this
is not usually discussed in group/project meetings. Researchers also do not yet
assume that imagery data is amenable to management, for many researchers
as images are complements to the work and, therefore, their management is
not essential. For most researchers, the time spent is still not worth the effort in
data management unless that is an obligation. It became clear that the existence
of practical and easy-to-implement standards and models (metadata model for
image description, for example) is welcomed by researchers, as it is a way of
seeing the work done with little effort. It was clear that the type of image is one
of the most significant differentiating factors for the kind of management done.
The research domain brings particularities, but it does not always determine all
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differences. Sometimes, the type of images and the conditions leading to their
acquisition are more differentiating than other characteristics.

During the research phase in the literature on the research life cycles, we
realized that none of the options contemplated data security and privacy proce-
dures as one of the main phases. However, issues related to data confidentiality,
namely images produced or used in the research context, must be reflected. In
fact, an image can indicate, for example, a place or a person, thus breaking the
principles of confidentiality that are often desired.

The General Data Protection Regulation (GDPR), approved on April 27,
2016, launched new challenges to the various audiences that the sphere of pri-
vacy affects, from citizens, companies, organizations, educational institutions,
or research centers. The protection of individuals concerning the processing of
personal data is a fundamental right that needs to be defended, regardless of the
context. With the validity of the Regulation, a solid and more coherent protec-
tion framework at the European level was demanded. Personal data are under-
stood to be those that allow the identification of the data subject, such as name,
identification number, location data, identifiers electronically, and data related
to physiology, genetics, mental health, economic, cultural, or social situation.
However, if an image shows or indicates any of these cases, it may compromise
the protection of the author’s data or the actors highlighted in the image.

In the context of the research, some guidelines have already emerged to pre-
vent this problem. Data Management Plans (DMP) and Privacy Impact Assess-
ments (PIA) are very useful tools in data protection. The DMP allows struc-
turing and organizing data from research projects, playing a central role in the
development of good research practices, contemplating privacy actions to be
applied to data. The PIA was introduced through the General Data Protection
Regulation (article 35). The PIA aims to prepare a document with guidelines
that intend to direct and control privacy risks. This document must foresee the
risks and establish concrete scenarios associated with the research data, in order
to anticipate problems and define strategies for the success of the management.

Therefore, it would be important to start a reflection on the clear introduction
of a privacy phase in the research life cycles, so that practices related to this
topic are mandatory for researchers who want to fully comply with security and
data confidentiality.

6 Conclusion and Future Work

There is still a way to go in the sphere of research data management. Researchers
tend to agree that the RDM is vital in science, but a lack of knowledge and time
is often a hindrance to progress. Within the various types of data, the text is
the one we see most often associated with data management practices. However,
the rest of the typologies should not be overlooked. Images, for example, can be
valuable instruments in scientific production. Their capacity for representation
can help researchers. Besides, the use or production of images is not limited to
a domain of research. Allied to this, the enormous technological evolution and
the new capture devices that allow to obtain and spread an image quickly.
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It is visible that when confronted with this reality, researchers realize what
habits they have regarding images. However, they do not usually set guidelines
and plan methods for managing their images. Most of the behaviors highlighted
in this work mainly occur informally and without conformity of the working
group. The path is to continue to reflect on these issues, confront researchers
with these issues and motivate data management practices to become recurrent.
Once implemented in the working group, they are easily adapted to the various
projects, bringing significant benefits.

The work that we have been developing in the field of RDM in INESC TEC,
leads us to believe that there is growing knowledge and interest in developing
image data management practices, on the part of the research community. First,
more and more researchers look to us to help them in the process of organization
(through the development of data management plans), of description (through
the use of metadata models), and of deposit/sharing (through the choice of repos-
itory and assistance in the filing process). Second, more researchers are concerned
about reuse issues of their images, especially authorship issues, showing interest
in knowledge about license and rights issues. The possibility of attributing DOI
to the data has been an incentive to share. Finally, researchers almost always
admit that a data management policy would be very helpful. This policy does
not arise for lack of time or in-depth knowledge. In fact, some practices are
beginning to be applied in projects, in order to initiate, even if superficially,
behaviors that lead to good image management. Therefore, we believe that this
study is necessary for the definition of best practices of research data manage-
ment, namely image management, as it allows establishing a scenario and, from
there, define a set of guidelines and offer tools for the image management. In
addition, this study makes it possible to strengthen the existing state of the art,
through analyzes of real practices.

In this sense, future works include the development of a metadata model
for the description of data in image format. Controlled vocabularies will be
associated with some of the elements of the model, as we believe that their use
will improve the description and facilitate the researchers’ work. This model
will emerge from a development and evaluation process that seeks to meet the
expectations of the scientific community, regardless of its domain, always in
line with good RDM practices. This model is already in an advanced stage
of development and will be presented shortly. Additionally, we will propose a
guidance document where researchers can find tips for managing their images.

Finally, talk about the challenges that images bring to RDM. Information
systems are better equipped to handle text. Nowadays, technology allows extract-
ing automated the content of a text with some ease, but from an image, it is
more difficult. Therefore, it is essential to have good description mechanisms
that contribute to the search/findability of data in image format.
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Abstract. The evaluation of text summaries remains a challenging task despite
the large number of studies in this field for more than two decades. This paper
describes an automatic method for assessing Arabic text summaries. In fact, the
proposed method will predict the “Overall Responsiveness” manual score, which
is a combination of the content and the linguistic quality of a summary. To pre-
dict this manual score, we aggregate, with a regression function, three types of
features: lexical similarity features, semantic similarity features and linguistic fea-
tures. Semantic features include multiple semantic similarity scores based on Bert
model. While linguistic features are based on the calculation of entropy scores. To
calculate the similarity between a candidate summary and a reference summary,
we begin by doing an exact match between n-grams. For the unmatched n-grams,
we present them as Bert vectors, and then we compute the similarity between Bert
vectors. The proposed method yielded competitive results compared to metrics
based on lexical similarity such as ROUGE.

Keywords: Summary evaluation · Arabic summary · AraBERT model ·
Contextual word embedding

1 Introduction

The evaluation of text summaries plays an important role in the process of developing
summarization systems. Several studies have focused on the evaluation of the content
of the summary (Lin 2004; Giannakopoulos and Karkaletsis 2011; Cabrera-Diego and
Torres-Moreno 2018), others are interested by the linguistic quality evaluation of the
summary (Pitler and Nenkova 2008; Pitler et al. 2010; Dias et al. 2014; Ellouze et al.
2016; Xenouleas et al. 2019). Some other studies have investigated in the assessment of
both the content and the linguistic quality of the text summary (Lin et al. 2012; Ellouze
et al. Ellouze et al. 2017a; Wang et al. 2020). All previous cited works are dedicated
to evaluation summaries in English language. While the existing automatic evaluation
methods for Arabic summary are rare (Elghannam and El-Shishtawy 2015; Ellouze et al.
2017b). Predicting the quality of an Arabic summary is a challenging task that has taken,
until now, only the lexical level of similarity evaluation.

In this paper, we focus on the evaluation of the Arabic text summary, especially
on predicting the overall responsiveness manual score. This score is a combination of
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content and linguistic quality evaluation. To achieve this goal, we proposed a method
that aggregates several linguistic qualities, semantic similarity, and lexical similarity
features. This method solves two common defects in lexical similarity-based methods.
First those methods often fail to match paraphrases. Second, they penalize the ordering
changes between sentence words in reference summary and others in system summary.

We study the correlation between lexical similarity scores (i.e., ROUGE, AutoSum-
mENG, MeMoG and Simetrix scores) and the overall responsiveness score. This study
shows that most lexical similarity scores have lower correlation with the manual score.
Then, we propose a new method for evaluating text summary that relies on the study
of similarity between a system summary and a reference summary (manual summary)
by presenting n-grams with the AraBERT model as vectors. Next, we compare the
AraBERT vectors of system summary with the AraBERT vectors of reference summary.
In addition, we have integrated multiple character and word entropy scores to capture
the linguistic quality of a summary.

The main contribution of this paper is the introduction of a novel method of Arabic
text summary evaluation based on three types of features: lexical similarity features,
semantic similarity features and linguistic quality features. In fact, the motivation of
combining lexical similarity with semantic similarity features is based on the idea that
when a human judge (evaluator) observes a system summary, normally he will begin
by observing the exact match between words in this summary and words in reference
summary or source documents. Then he goes on to check for the presence of semantic
similarity.

The second contribution is that we have calculated scores based on embedding n-
grams as follows: First, we have extracted multiple lengths of n-grams from system
and reference summaries then we have presented them with AraBERT as embedding n-
grams. Moreover, we have calculated the cosine similarity between embedding n-grams
from system summary and reference summary. Finally, when we calculate the similarity
score, we include only cosine similarity that is greater than or equal to a threshold.
We tested several thresholds of cosine similarity which varies from 0.5 to 0.8, for each
length of an embedding n-gram. In fact, we have chosen that the lower threshold will
be 0.5, because we have observed that the embedding n-grams having cosine similarity
lower that 0.5 don’t seem to be similar enough.

2 Related Works

In the past two decades, there has been a lot of effort done by researchers to propose
new methods for automatic text evaluation. The first methods are based on the lexical
level of similarity between system summary and reference summary. The most known
metric is ROUGE (Lin 2004) metric. It is relying on comparing word n-grams of system
summary with n-grams of reference summary. The final score is obtained by computing
a recall, precision, or f-measure score based on n-grams overlap. Another metric based
on character n-grams, has been proposed by Giannakopoulos and Karkaletsis (2011). In
fact, a summary is represented by a graph where the nodes are the n-grams of characters,
and the edges are the relation between them. The estimation of the similarity degree is
performed by comparing the graph of the system summary with the graph of reference
summary.
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Other methods are based on syntactic similarity such as BE (Hovy et al. 2006)
metric. This name comes from the fact that the calculation of this metric is based on the
decomposition of each sentence into minimal units called “Basic Elements” (BE). Then
a score of similarity is computed by comparing the BE of the system summary with the
BE of reference summary.

A few years later, some methods based on semantic similarity were appeared. The
first metric that deals with semantic similarity is BEwTE (Tratz and Hovy 2008). This
metric is an extension of the BE which improves the correspondence between the BEs
of the system summary and the BEs of the reference summary, thanks to the use of
semantic relations (synonymy, abbreviation, meronym, holonym, etc.) which can be the
subject of correspondence between two BEs.

More recently, Zhang et al. (2020) have proposed amethod for evaluating the content
of a summary by computing a similarity score for each token in the system summary
with each token in the reference summary. But, instead of the exact match used by
ROUGE metric, the authors compute a similarity using contextual embeddings such as
Bert (Devlin et al. 2019), XLNet (Yang et al. 2019), etc.

All previous works have focused on the evaluation of English text summaries. Now
we take a peek on the two existing works that have proposed method to evaluate text
summaries on Arabic language. We begin by the metric proposed by Elghannam and El-
Shishtawy (2015), who evaluate summaries based on key phrases overlap. In fact, after
the extraction of key phrases from system summary and reference summary, the metric
counts the matched key-phrases between the candidate (system) summary and the ref-
erence summary. Later Ellouze et al. (2017b) have merged lexical similarity scores with
linguistic features using a regression model. Lexical similarity scores include ROUGE,
AutoSummENG, NPowER-ed, while linguistic features include syntactic-based fea-
tures. Until now, there is no Arabic language summary evaluation metric that supports
semantic similarity.

3 Challenges of Arabic Language Processing

Arabic is the most widely spoken Semitic language that is the native language for more
than 330 million people. In fact, it has a complex linguistic structure (Attia 2008), which
madeArabicNLP applications facedwith several complex problems related to the nature
and structure of this language (Farghaly and Shaalan 2009). The main phenomena that
cause those problems are the words agglutination, the absence of short vowels, the
pro-drop phenomenon (Farghaly 1982), and the very broad vocabulary (comprising
approximately 12.3 million words). The agglutination phenomenon presents the major
problem because a single word can represent an entire sentence such as the Arabic word
“ ” (ātatad

¯
akarūnahum) which means “Do you remember them?”. In addition,

the absence of short vowels causes the problem of homograph words that have the same
spelling but different meaning, such as the word “ ” without short vowels can have
various meaning among the meanings of this word we cite, “ ” (raǧul) which means
“man”, “ ” (riǧlْ) which means “leg”, “ ” (ruǧlْ) which means “men”, etc. The
other linguistic phenomenon that complicates Arabic NLP applications is the pro-drop
phenomenon which means subject pronouns are omitted while semantic information
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remains. More precisely, for a human an omitted subject pronoun can be deduced from
the previous sentences. But for a system it is so hard to determine it.

The fact that a wide number of people use this language makes the construction of
specific NLP applications for Arabic become a necessity. But the problems related to
the processing of this language make this task very difficult and challenged.

4 Proposed Method

We propose an automatic evaluation method for Arabic text summary. Our method
relies on the aggregation of different types of features using a regression model to
predict overall responsiveness. In fact, we combine lexical similarity features, semantic
similarity features and linguistic quality features. In the first step of ourmethod, we begin
by computing all features thatwewill include in the step of predictivemodel construction.
After the construction of the predictive model, we will use it in the calculation of a new
system summary score. In the following subsection, wewill present each type of features
and how we have obtained them.

4.1 Features

Lexical features: in this type of features, we have studied the correlation between overall
responsiveness score and many existing scores that are based on lexical similarity such
as ROUGE, AutoSummENG, MeMoG, NPowER-ed (Giannakopoulos and Karkaletsis
2013) and Simetrix (Louis and Nenkova 2013) (KLSummaryInput, KLInputSummary,
unsmoothedJSD, unsmoothedJSD, smoothedJSD, unigramProb and multinomialProb.).
This study will give an idea about the performance of each score and the best score that
correlate the best with the human score.

Table 1. Pearson correlation between overall responsiveness and lexical scores on multiling2011
and multiling2013 for Arabic language

Score Correlation Score Correlation

ROUGE-1 −0.1071 Memog −0.0714

ROUGE-2 −0.0993 KLSummaryInput 0.0695

ROUGE-3 −0.1021 KLInputSummary 0.1039

ROUGE-4 −0.0937 unsmoothedJSD 0.1363

ROUGE-5 −0.0930 smoothedJSD 0.1152

AutoSummENG −0.0730 unigramProb 0.2024

NPowER −0.0726 multinomialProb 0.0969

From Table 1 we notice that ROUGE scores do not correlate with manual score in
Arabic language, while until now themost summarization system usedROUGE scores to
evaluate its performance. In addition, we notice that the best lexical score is the unigram
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Probability Simetrix score with 0.2 correlation with Overall responsiveness. In addition,
we find that most Simetrix scores have a better correlation with Overall responsiveness,
compared to other lexical scores. For this reason, we include all the six Simetrix scores
as features to find the best predictive model of the manual score.

Semantic Similarity Features: AraBERT based features.

Analogously to common lexical similarity-based methods such as ROUGE, we compute
a similarity score for each n-gram type (i.e., unigrams, bigrams, trigrams, four grams and
fivegrams) in the candidate summary with each n-gram type in the reference sentence.
Nevertheless, instead of exact matches of n-grams, we compute n-gram similarity using
the AraBERT model. Bert is a neural network language models for multiple language,
while Arabert is a pre-trainedBERT,whichwas trained on a largeArabic corpus (Antoun
et al. 2020). The corpus used in pre-training includes 70 million sentences of news
articles from several Arab newspapers and with different topics. The size of this corpus
is around 24GB.AraBERThas produced better results on variousArabicNLP tasks such
as sentiment analysis and Named Entity Recognition. From AraBERT, we can extract
contextualizedword embeddingswhichmeans thatwe can eliminatemost disambiguates
related to the absence of short vowels and homograph phenomenon when we calculate
the similarity between two embedding n-grams.

Now we explain how we used AraBERT to detect semantic similarity. First, we have
used n-grams of different length from unigrams to five grams. For each reference and
system summary, we extract the list of n-grams of a specific length. Then, we transform
each n-gram to an embedding n-gram using AraBERT. After, we match embedding n-
grams from system summary with embedding n-grams from reference summary using
different thresholds of cosine similarity. The threshold varies from 0.5 to 0.8. For exam-
ple, for a threshold of 0.5, we match embedding n-grams that have cosines similarity
(CS) value equal or great to 0.5. With more details, first, for a given embedding n-gram
from the system summary, we use a greedy matching, we retain the best cosine similar-
ity value between this embedding n-gram and each embedding n-gram from a reference
summary. For an embedding n-gram from candidate summary ENsi and a set of n-grams
from reference summaryR = {ENr1,ENr2, . . . .,ENrm}withm is the number of embed-
ding n-grams in the reference summary, we will retain in this step the match that has the
maximum cosine similarity using this formula:

CSscore = Maxj∈[1,m]
(
ENsi,ENrj

)

Second, this match will be permanently retained only if its cosine similarity is equal
or greater to a threshold. In our method, we define the function that maintains a CSscore
between two embedding n-gram as:

f (ENi,ENj)

{
0 if CSscore < c

CSscore if CSscore ≥ c

where ENi is an embedding n-gram from the system summary and ENj is an embedding
n-gram from the reference summary. c is a threshold of cosine similarity.
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For each threshold, two final similarity scores between a system summary and ref-
erence are calculated, one is oriented recall and the second is oriented precision. We
define the two final similarity scores as:

Similarity_Scorerecall =
∑n

i=1
∑m

j=1 f
(
ENi,ENj

)

m

Similarity_Scoreprecision =
∑n

i=1
∑m

j=1 f
(
ENi,ENj

)

n

Where n and m are the total number of embedding n-grams in respectively system
summary and reference summary.

Due to the presence of three reference summaries, we have for each system summary
three Similarity_Scorerecall and three Similarity_Scoreprecision. To get one score to each
summary, we adopted two methods, the average of the three scores and the maximum
of the three scores.

Max_Similarity_scorex = maxi∈[1..3](Similarity_scorexi )

AVG_Similarity_Scorex =
∑3

i=1Similarity_Scorexi
3

where x refers to recall or precision score and i refers to one of the reference summaries.
We recall that the threshold varies from 0.5 to 0.8 and the length

of the n-grams varies from one to five grams. So As a final
score for a system summary on a given threshold and a given n-
gram length; we have: AVG_Similarity_Scoreprecision, AVG_Similarity_Scorerecall ,
Max_Similarity_scoreprecision and Max_Similarity_scorerecall . As consequence,
we calculated 20 scores for each threshold. And in total we have obtained
80 scores based on embedding n-grams similarity. We include all those scores in the
step of the construction of the predictive model.

Linguistic Quality Features: for linguistic quality, we have calculated n-grams
entropy features of words and of characters: the word unigram entropy, the normal-
ized word unigram entropy, bigram entropy, the normalized word bigram entropy, the
character unigram entropy, the normalized character unigram entropy, the character
bigram entropy, the normalized character bigram entropy of a given system (candidate)
summary. The motivation of calculating entropy is that it has an effect in text readability
and comprehension. Moreover, according to (Bentz et al. 2017) word n-grams entropy
incorporates dependencies between words. The entropy of a summary S is defined as:

H (S) = −
∑

wε�

P(w)log2P(w)

Where S is the system summary, � is a finite set that contains n n-grams presented
in a system summary. w is an n-gram of a word or character from �, P is a probability
distribution of w on �. The n-grams entropy can be normalized by dividing it by the
number of n-grams in �. The normalized entropy is defined as:

Hn(S) = −
∑

wε�

p(w)log2P(w)

log2n
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Normalizing the entropy by log2n gives Hn(S)∈ [0,1].
We obtain 8 entropy scores that will be used in the model construction phase.

4.2 Model Construction

In this step, we will aggregate the previously computed features, by trying several
regression classifiers such as LinearRegression, PoissonRegressor, GaussianProcessRe-
gressor, Ridge, SVR, ARDRegression and HuberRegressor that exist in the scikit-learn
(Pedregosa et al. 2011) python module. But, before testing any algorithm, we will select
the best features that can contribute the maximum in the optimum built model, by using
Recursive Feature Elimination (RFE) (Guyon et al. 2002) algorithm. In fact, this algo-
rithm has proven its efficiency in selecting adequate features to predict the targeted
variable. It incorporates an external estimator that assigns weights to features, in our
case we use RandomForest as an external estimator. The purpose of recursive feature
elimination (RFE) is to pick features by evaluating smaller and smaller sets of features
in a recursive manner. This process is executed recursively on the pruned set until the
appropriate number of features to select is attained. We have given all the features pre-
sented in the last subsection as an entry to RFE. To test cited classifiers, we have used
two methods. The first by dividing our dataset into a training data set and a test data set.
The second using cross-validation method. Then, we adopted the one that best correlates
with the “Overall responsiveness”.

5 Dataset

In our experiment, we use as dataset the Arabic portion of the Multiling 2011 and 2013
summarization task datasets: TAC 2011 MultiLing Pilot 2011 data set (Giannakopoulos
et al. 2011) and the MultiLing 2013 data set (Giannakopoulos 2013). MultiLing Pilot
2011 and MultiLing 2013 data set, contain 10 and 15 collections of newspaper articles,
respectively that belongs to different topics. For each topic, there are 10 newspaper arti-
cles. In addition, the two data sets involve system summaries and threemodel summaries
for each collection.

Also, three Overall responsiveness manual scores are provided for each system sum-
mary. Each one is obtained by comparing the candidate summary with a reference sum-
mary. To obtain one manual score for each system summary, we have computed the
average of the three scores. We have used this score to build the predictive model and
to calculate the correlation between this score and the scores obtained by our predictive
model.

6 Results and Discussion

We have tested our method first on the summary level evaluation, in which we calculate
the score of each summary. Then, on the system level evaluation, in which we averaged
the scores of summaries that belong to the same summarization system.
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As mentioned earlier, we evaluate our models, firstly using test sets and then using
cross-validation. In the first evaluation, we have randomly divided our data set into
training and testing sets: the training set represents the two thirds of the data set and the
rest represent the test set. To evaluate the model produced by each classifier, we studied
the Pearson, Spearman and Kendall correlation between the manual scores “Overall
Responsiveness” and the scores produced by the model. Furthermore, we reported the
“Root Mean Squared Error” (RMSE) measure for each model. This measure is based
on the difference between the manual scores and the predicted ones. In the next section,
we present the results obtained by the tested model in summary level evaluation.

6.1 Summary Evaluation Level

We begin by presenting the features selected by the “recursive feature elimination”
algorithm that incorporates RandomForest estimator. This algorithm has selected 24
features from the three types of features presented below. Table 1 presents all those
features.

Table 2. List of features selected by “recursive feature elimination” to predict the “Overall
Responsiveness” score for Arabic text Summaries

Features type List of features

Lexical similarity Simetrix_KLInputSummary, Simetrix_KLSummaryInput,
Simetrix_unsmoothedJSD, Simetrix_unigramProb,
Simetrix_multinomialProb

Semantic similarity avg_unigram_Similarity_Score_with_0.5_thresholdrecall
avg_unigram_Similarity_Score_with_0.5_thresholdprecision
avg_unigram_Similarity_Score_with_0.6_thresholdrecall
max_unigram_Similarity_Score_with_0.6_thresholdrecall
avg_unigram_Similarity_Score_with_0.7_thresholdprecision
max_unigram_Similarity_Score_with_0.7_thresholdrecall
avg_unigram_Similarity_Score_with_0.8_thresholdrecall
avg_unigram_Similarity_Score_with_0.8_thresholdprecision
max_unigram_Similarity_Score_with_0.8_thresholdrecall
max_unigram_Similarity_Score_with_0.8_thresholdprecision
avg_bigram_Similarity_Score_with_0.7_thresholdprecision
max_trigram_Similarity_Score_with_0.5_thresholdrecall
max_trigram_Similarity_Score_with_0.5_thresholdprecision
max_fivegram_Similarity_Score_with_0.5_thresholdrecall
max_fivegram_Similarity_Score_with_0.6_thresholdprecision

Linguistic quality Unigram_character_entropy,
normalized_Unigram_character_entropy, Unigram_word_entropy,
normalized_unigram_word_entropy
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From Table 2 we notice the presence of all types of features in the selected features.
This means that all those types have an impact on the prediction of the manual score.
In the semantic similarity features type we remark the presence of different length of
n-grams, but the semantic similarity features based on the embedding of unigrams are
more present the others. In addition, five of the six Simetrix scores are among the selected
features. This indicates the power of the Simetrix metric.

Now, we present the results produced by divers classifiers such as LinearRegression,
SVR,GaussianProcessRegressor, etc. Each classifier has as input the 24 selected features.
Table 3 shows the correlation of the score obtained by each classifier with the human
score using cross-validation.

Table 3. Correlation (p-value between brockets) and RMSE for classifiers using cross-validation

Classifiers Pearson Spearman Kendall RMSE

LinearRegression 0.2416(0.0001) 0.2674(2.68e−05) 0.1840(4.78e−05) 0.6999

SVR using linear kernel 0.2693(2.34e−05) 0.3034(1.66e−06) 0.2086(4.02e−06) 0.6745

SVR using non-linear Kernel 0.2399(0.0001) 0.2508(8.52e−05) 0.1737(0.0001) 0.6701

Ridge using linear kernel 0.2416(0.0001) 0.2674(2.68e−05 0.1841(4.78e−05) 0.6999

Ridge using non-linear kernel 0.2649(3.21e−05) 0.2833(8.24e−06) 0.1976(1.25e−05) 0.6950

GaussianProcessRegressor 0.2415(0.0001) 0.2658(3.02e−05) 0.1835, 5.14e−05 0.6994

ARDRegression 0.2597(4.64e−05) 0.2740(1.66e−05) 0.1882(3.20e−05) 0.6704

HuberRegressor 0.2107(0.0010) 0.2476(0.0001) 0.1680(0.0002) 0.6868

Table 3 shows that all classifiers give low correlation which does not exceed 0.26.
Whereas we notice that the model built with SVR classifier using linear kernel has the
best Pearson, Spearman andKendall correlation. And themodel built with SVR classifier
using nonlinear kernel has the least RMSE.

In what follows, we present the obtained results for each classifier using a test set
instead of cross-validation. Table 4 shows the correlation of the score obtained by each
classifier with human score using the test set validation method.

Table 4. Correlation (p-value between brockets) and RMSE for the obtained scores using each
classifiers using test set

Classifiers Pearson Spearman Kendall RMSE

LinearRegression 0.4392(4.57e−05) 0.4518(2.59e−05) 0.3324(2.61e−05) 0.6733

SVR using linear kernel 0.4922(3.52e−06) 0.4639(1.46e−05) 0.3397(1.73e−05 0.6612

SVR using non-linear kernel 0.3246(0.0033) 0.3713(0.0006) 0.2643(0.0008) 0.7100

Ridge using linear kernel 0.4393(4.57e−05) 0.4518(2.59e−05) 0.332(2.61e−05) 0.6733

Ridge using non-linear kernel 0.4368(5.09e−05) 0.4240(8.85e−05) 0.3033(0.0001) 0.6702

GaussianProcessRegressor 0.4382(4.79e−05) 0.4553(2.19e−05) 0.3333(2.52e−05) 0.6710

ARDRegression 0.4263(8.05e−05) 0.3801(0.0005) 0.2703(0.0006) 0.6873

HuberRegressor 0.3348(0.0023) 0.2811(0.0115) 0.2029(0.0103) 0.6991
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From the Table 4 we constate that also with the test set validation method, the result
obtained by SVRclassifierwith linear kernel has the best Pearson, Spearman andKendall
correlationwithOverall Responsiveness and the least RMSE.Besides, we clearly remark
the weak correlations produced by all classifiers. In fact, perhaps this is because we do
not have enough summaries to obtain a more robust model that can predict scores having
a higher correlation with the manual score and a lower RMSE.

In addition, we noticed that the correlation using test set is better than the correlation
using cross-validation. So, we retained the model built using SVR with the linear kernel
model.

Now we compare the results obtained by the SVR model with linear kernel using a
test set with multiple baselines such as ROUGE, AutoSummENG, Simetrix, etc. Table
5 presents the different correlations of each baseline or our experiments with overall
responsiveness.

Table 5. Correlation with overall responsiveness scores, measured with Pearson, Spearman, and
Kendall coefficients in summary level evaluation

Baseline/our experiments Pearson Spearman Kendall

ROUGE-1 −0.1071 −0.0947 −0.0675

ROUGE-2 −0.0993 −0.1086 −0.0786

ROUGE-3 −0.1021 −0.1163 −0.0833

ROUGE-4 −0.0937 −0.1117 −0.0807

ROUGE-5 −0.0930 −0.1136 −0.0831

AutoSummENG −0.0211 −0.0216 −0.0157

MeMoG −0.0123 0.0141 0.0103

NPowER −0.0175 −0.0159 −0.0122

Simetre_KLInputSummary 0.1039 0.0859 0.0581

Simetrix_KLSummaryInput 0.0695 0.0824 0.0558

Simetrix_unsmoothedJSD 0.1363 0.1362 0.0926

Simetrix_smoothedJSD 0.1152 0.1126 0.0769

Simetrix_unigramProb 0.2024 0.2318 0.1633

Simetrix_multinomialProb 0.0969 0.1325 0.0938

Retained model 0.4922 0.4639 0.3397

Model without lexical features 0.4115 0.3632 0.2590

Model without semantic features 0.3790 0.4253 0.2934

Model without linguistic features 0.4779 0.4475 0.3264

From Table 5, we observe that our retained model outperforms all baseline metrics
in the three types of correlation with a difference of more than 0.2 in the correlation. In
addition, Table 5 shows that the fiveSimetrix scoresKLInputSummary, unsmoothedJSD,
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unsmoothedJSD, smoothedJSD, unigramProb, have better correlationwithmanual score
than other baseline metrics that have demonstrated its efficacy on the evaluation of
English text summary.

Besides, we observe that the elimination of each type of features from the selected
features, has decreased the correlation. This means that each type has an impact on the
retained model. But we notice that the elimination of semantic similarity features type
has the most important effect on the correlation. In fact, the Pearson correlation has
decreased from 0.4922 to 0.3790.

6.2 System Evaluation Level

The evaluation of the efficiency of an automatic system summarization is an important
task that comes after the evaluation of each summary produced by a system. In this
section, we calculate the average scores produced by each system to obtain its overall
score.

Table 6 shows the correlation of the scores produced by each baseline or experiment
with the human scores “Overall responsiveness”.

Table 6. Correlation with overall responsiveness scores, measured with Pearson, Spearman, and
Kendall coefficients in system level evaluation

Baseline/our experiment Pearson Spearman Kendall

ROUGE-1 −0.3241 −0.2860 −0.2111

ROUGE-2 −0.2628 −0.3186 −0.2229

ROUGE-3 −0.2530 −0.2905 −0.2111

ROUGE-4 −0.2458 −0.2887 −0.1994

AutoSummENG −0.2557 −0.2913 −0.1759

MeMoG −0.1511 −0.1746 0.0938

NPowER −0.2072 −0.2317 −0.1408

Simetre_KLInputSummary 0.1897 0.2018 0.1056

Simetrix_KLSummaryInput −0.0122 0.2106 0.1056

Simetrix_unsmoothedJSD 0.2179 0.2282 0.1173

Simetrix_smoothedJSD 0.1815 0.2185 0.1056

Simetrix_unigramProb 0.0724 −0.0263 −0.0117

Simetrix_multinomialProb −0.2233 −0.1983 −0.1524

Retained model 0.7110 0.6064 0.4692

From Table 6, we notice that our retained model has the best correlation with overall
responsiveness on system level evaluation. In addition, we observe that there is a huge
correlation gap between our retained model and baselines which exceeds 0.4 for Pearson
correlation.
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7 Conclusion

In this article, we have presented a novel method for automatically evaluating text sum-
maries. In this method, we used the AraBERT model to evaluate the semantic similarity
between systemsummary and reference summary. In addition,wehave combined seman-
tic similarity with lexical similarity and linguistic quality features. The obtained results
in the system and the summary levels of evaluation outperform the results obtained by
baseline metrics.

Looking ahead, it is important to use a larger dataset of summarization systems and
system (candidate) summaries to obtain a model that correlates more with the manual
score. In addition, we aspire to include more evaluation systems that take into account
paraphrasing. Also, we aim to study the semantic similarity match between different
n-grams lengths.
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Abstract. European Open Science Cloud (EOSC) is a pan-European
environment providing researchers with a plethora or publicly-available,
open resources and services to help them conduct their research. Avail-
ability of publications, datasets, computational power, networks or stor-
age allows researchers to concentrate on their research rather than the
technical infrastructures. However, the plenitude and diversity of items
offered in EOSC increases and becomes overwhelming for researchers
who expect guidance and support. Recommender systems allow them to
assign rankings to subject object, based on their value for specific end
users, inferred from diverse data about them, their behaviour or various
relationships between users and objects. In this paper we present archi-
tectural and functional challenges related to the EOSC Recommender
System that could substantially improve the experience of researchers
using EOSC offerings.

Keywords: EOSC · Recommender system · Recommendations · User
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1 Introduction

The constantly growing amount of available data with diverse value and credi-
bility is becoming a real challenge for data consumers and researchers. They face
increasing difficulties in understanding the data and making conscious, informed
decisions based on it. This observation laid a foundation for the advent of Recom-
mender Systems (RSs), focused on supporting the end-users in identifying and
extracting relevant information, considering the perspective of specific users.

Recommender systems are used for filtering large volumes of data objects by
rating each object based on the preferences extracted for each individual user.
The rating represents the value of that object for the user. In order to attain
that goal, an RS infers and learns user preferences from available information
and, based on them, predicts the rating of the given object.
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Several use cases for RS have been proposed in the literature and applied in
practice [6]. Most frequently they include various extensions for the search and
discovery processes, aimed at improving user experience by suggesting the items
that are likely to be of a user’s interest. RSs appeared to be very effective in
that, in particular in large retail e-commerce malls or video streaming services,
substantially increasing sales and revenue. According to McKinsey’s report, 35%
of the Amazon’s sales can be attributed to well-addressed recommendations1.

The success of RSs in commercial applications sparked interest in other
domains as well, including health, literature or even cuisine. A similar phe-
nomenon is currently being observed in many areas of scientific research: plen-
itude of papers, data sets, environments and tools make it virtually impossible
for researchers to find them and then to create and effectively operate envi-
ronments for pursuing science. The European Open Science Cloud (EOSC) is
an example of a distributed collection of research-related services and resources
that are offered via a uniform portal. It aims at creating a pan-European science
hub that will support researchers in exchanging ideas and knowledge as well as
fostering collaboration. However, the large number of currently offered objects
of different kinds and delivered by various vendors prevents the researchers from
using it in an effective way, which leaves the potential of the EOSC ecosystem
largely untapped. In addition to that, contemporary research does not rely only
on a corpus of publications, but also on other artifacts, resources, services and
entities, like data sets, tools, infrastructures and projects. Identification of rel-
evant and useful items, by addressing various preferences and constraints is a
non-trivial task. However, it could significantly facilitate and improve the process
of organizing and managing the research.

In this paper we envision functional and architectural assumptions, expecta-
tions and impediments for the EOSC Recommender System (EOSC-RS), out-
lining the challenges and issues that need to be overcome. In particular, we
show how a research-oriented recommender system differs from its commercial
counterparts, and propose adequate solutions.

In this paper we envision functional and architectural assumptions, expecta-
tions and impediments for the EOSC RS. At first, we present the EOSC envi-
ronment taking into account its distinctive attributes such as diverse scientific
ecosystem, multiple of user roles accessing EOSC and variety of existing data
sources. Next, we outline challenges and issues for the EOSC RS with a par-
ticular attention on Big Data handling. Based on that analyse, we delve into
details and describe architectural solutions designed to overcome the identified
challenges. Finally lessons learnt are presented.

1 https://www.mckinsey.com/industries/retail/our-insights/how-retailers-can-keep-
up-with-consumers.

https://www.mckinsey.com/industries/retail/our-insights/how-retailers-can-keep-up-with-consumers
https://www.mckinsey.com/industries/retail/our-insights/how-retailers-can-keep-up-with-consumers
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2 Overview of Recommender Systems

A RS is a fully functional software system that makes recommendations by
matching the relevant content to the user preferences [8]. To identify items useful
for a user, the RS should predict (or compare) the utility of some of them and
then decide which items to recommend [23].

RSs work with two types of data: (a) the user-item interactions, e.g., ratings
made by the user concerning an item or data about the user behaviour in the
system, and (b) attribute information about the users and items, e.g., textual
profiles or relevant keywords [1]. Methods that use the former approach are
referred to as collaborative filtering methods, whereas methods that apply the
latter one are called content-based recommender methods. Some RSs combine
the above-mentioned aspects to create hybrid systems to utilize the advantages
of various types of RSs to perform more robustly in a wide variety of settings.

2.1 Goals of a Recommender System

From the user’s perspective, recommendations help improving the overall user
satisfaction with the website. For example, a user who repeatedly receives rele-
vant recommendations from a web portal would have better experience with it
and is more likely to visit the site again. At the provider end, the recommenda-
tion process can provide insights into the user’s needs to help customizing it to
the user experience.

When properly applied, recommendations can also increase the user’s loy-
alty, which can eventually have a direct impact on revenue of e-commerce and
related business. Providing the user with an explanation of why a particular item
is recommended is even more useful. For example, in case of YouTube, recom-
mendations are provided in pre-defined sections, such as best matches based on
previously watched movies.

There is a wide diversity in the types of products recommended by such
systems. Some RSs, such as the one in Facebook, do not directly recommend
products. They rather recommend social connections, which have an indirect
benefit to the site by increasing its usability and advertising profits.

The most obvious operational goal of RS, named relevance, concerns rec-
ommending the items that are important to the user at hand. Users are more
likely to consume items they find interesting. Although relevance is usually the
primary operational goal of RS, others are considered as well. Diversity of items
prevents the user from getting bored by repeated recommendations of similar
items. RS frequently does so by creating a ranking based on sorting the qual-
ity scores which combine characteristics that are relevant in a given context.
However, such an approach can lead to a sub-optimal solution, as the point-
wise estimator ignores correlations between the items. For example, given that
a medical data set related to a specific disease has already been shown on the
page, it may now be less useful to show another medical data set related to the
same disease. This is exacerbated by the fact that similar data sets tend to have
similar quality scores.
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RSs are truly helpful when the recommended item is something that the
user has not seen in the past, but has some value to them. For example, pop-
ular movies of a preferred genre would rarely be new to the user. This feature,
called novelty, helps to avoid repeating the recommendations of popular items. A
related notion is that of serendipity, wherein the items recommended are some-
what unexpected by the user, and therefore there is a modest element of lucky
discovery, as opposed to obvious recommendations. Serendipity is different from
novelty in that the recommendations are truly surprising to the user rather than
simply something they did not know about before.

2.2 Academic Recommender Systems

In the research environment, the RS may recommend research papers, articles,
books, conferences, etc. They may also help to find related authors, who have
similar research interests, or to recommend e-infrastructure resources (compu-
tational power, storage, network) to support scientific experiments [12]. The
academic RSs emerged to overcome and replace the keyword-based search tech-
niques which do not consider users’ different interests and purposes [4]. In addi-
tion, it is often the case that researchers do not know how to express their
requirements, resulting in using weak keywords that yield weak results [19].
Unlike them, RSs can consider researchers’ interests, co-author relationship and
citations scores to design the recommendation algorithms and provide the rec-
ommendation lists. The number of the results can be short and controllable to
ensure that the RSs are personalised and effective.

Among all types of academic recommenders, the most popular are those
focused on research publications [9,26], with a notable example of Google
Scholar2. The recommendation of scientific articles aims at recommending rel-
evant articles in correlation with the interests of a researcher or a group of
researchers [11]. On top of that, in recent years many researchers have become
interested in recommending scientific venues (such as conferences) [10].

Academic social networks provide millions of researchers with functionalities
that allow them to promote their publications, find relevant articles and discover
trends in their areas of interest [11]. However, the rapidity with which new
articles are published and shared, especially on these academic social networks,
generates a situation of cognitive overload and is therefore a major challenge for
the researcher in search of relevant and recently published information. It is in
this context that scientific article recommendation systems are used to filter the
huge number of articles shared on these platforms.

2.3 Novel Approaches for Building Recommender Systems

In several RS architectures, we can distinguish two main components: one
responsible for data processing, and another one whose task is creating final
recommendations [2,5,13,20,25]. This distinction is useful for relieving the

2 https://scholar.google.com.

https://scholar.google.com
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websites that provide recommendations to the users from time-consuming
computationally-exhaustive operations. Thanks to this, they can operate in real-
time, delivering reliable recommendations shortly after receiving the request.
One of the tasks performed during data processing is generating feature vec-
tors – embedding for both resources and users [13,16,21,24]. They are used as a
numerical vector of an object that describes it in a standardized and compressed
form. They make it possible to effectively and directly determine the similar-
ity between objects. During creating recommendations, both content-based and
collaborative filtering methods use object embedding as the basic set of resource
and user characteristics.

Methods of data acquisition in recommendation systems are two-fold,
depending on how the data is delivered to the system and its characteristics:
static or dynamic [22]. Static data, which changes infrequently, is supplied to the
system periodically, most often in the form of batches. This data may include
resource descriptions, historical data, or some metadata. Therefore, the volume
of such data is large, and it requires long processing. As a result, it usually takes
place in the background, to avoid affecting the primary objective, i.e., serving
recommendations.

The second type of incoming data is real-time, dynamic data, which may
contain current logs from the system, query phrases, or filters applied by the
user, together with the request for recommendations. This information changes
rapidly and can have a significant impact on recommendations. As a result, their
processing is subject to a strong time constraint so that the response is sent back
in an acceptable time.

There is also an intermediate data type. The data that comes in real-time,
but is not immediately required for generating recommendations, can be handled
in the nearline layer [2].

3 A Recommender System for EOSC

3.1 About EOSC

EOSC is an ongoing effort to connect existing European e-infrastructures, inte-
grate cloud solutions and provide a coherent point of access for various public
and commercial e-infrastructure services [12]. The EOSC Portal is considered as
a universal open hub for European researchers that enables them to access, use
and reuse research products and data across various scientific disciplines. EOSC
Portal recognizes different user roles, with each role having access to different
sets of functionalities offered by the different components.

EOSC has been paving the way towards a federated system (a.k.a. a system
of systems [17]) among service providers. Each single system targets a variety
of stakeholders (research communities, funding bodies, individual researchers,
providers, data stewards etc.), collects usage statistics and accounting informa-
tion and offers personalized features within the scope of its provided services.
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It is envisaged that thematic clouds and EOSC clusters (such as ESFRI3 or
Blue-Cloud4) would allow for the different science communities to engage with
their own developed solutions, workflows, computing resources and accessing
their own data through domain-based catalogues as community-based “virtual
research environments”.

3.2 EOSC Users

The Framework of Actors in EOSC identifies roles rather than job titles, as it is
likely that in some cases the same person could play different roles (e.g., trainer
and researcher, data scientist and research software engineer, etc.) [14]. The iden-
tified roles address the needs of stakeholders from the entire EOSC landscape,
including research infrastructures, technology providers, service providers, data
managers, researchers, policy makers (including funders), and citizens in general.

The EOSC Portal recognizes different user roles, with each role having access
to different sets of functionalities offered by the different components. Unregis-
tered users are able to exploit the core facilities of the platform, which con-
sist in service search, browsing and comparison, as well as a subset of aggre-
gate statistics and visualizations of services. Registered users obtain access to
advanced functionality, including personalized views of the catalogue’s content,
as well as the ability to provide user feedback and access notifications and recom-
mendations to/from the platform in several forms. Resource Provider users are
responsible for registering and managing services in the platform, representing
essentially the resource providing organization; consequently, they are granted
access to additional functionality related to their role. Funders/Policy makers
are users coming from policy and funding agencies, having access to dashboards
and views of the catalogue related to the funding source. Finally, members of
the onboarding team and administrators of the portal registry are responsible
for the management of the onboarding process and the content in the catalogue.

3.3 Motivation for Improved Recommendations in EOSC

The idea of a Recommender System for EOSC (EOSC-RS) emerged in response
to challenges identified in EOSC resulting from a large number of diverse items
provided to the users. Currently, the EOSC users can access EOSC to find
and then to use the relevant resources. In particular, they may want to choose
and combine services from different service providers. However, in that case the
researchers expected to know in detail the constraints related to the chosen ser-
vices. Furthermore, they need to be technically skilled to order and assemble the
resources together. Typically, this is not the case, which results in an information
gap and sub-optimal selection of resources.

3 https://eosc-portal.eu/news/esfri-clusters-and-thematic-clouds-share-their-
positions-eosc.

4 https://www.blue-cloud.org/.

https://eosc-portal.eu/news/esfri-clusters-and-thematic-clouds-share-their-positions-eosc
https://eosc-portal.eu/news/esfri-clusters-and-thematic-clouds-share-their-positions-eosc
https://www.blue-cloud.org/
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EOSC-RS is expected to provide the users with enhanced capabilities for
discovery of EOSC resources in a user-friendly, customized manner, addressing
the data about them. EOSC-RS will support researchers visiting the EOSC
portal by delivering them a personalized perspective for the available EOSC
resources.

Currently, the EOSC portal offers public and commercial e-infrastructure ser-
vices, including distributed and cloud computing resources, to enable researchers
and other users to process and analyse data5. In addition, EOSC Research Prod-
ucts comprising the result of a research process (e.g., publications, datasets,
research-supporting software, configurations and other products) are going to
be unveiled and made available to the users. They are characterised/described
by metadata to be used for citation, attribution, reuse, reproducibility, semantic
linking, and findability. The concept of providing relevant recommendations in
EOSC is outlined in Fig. 1

Fig. 1. Delivering relevant content in EOSC

3.4 User Demands for Recommendations in EOSC

EOSC from an end-user’s perspective can be seen as a virtual, distributed repos-
itory of research data and related services, offering distributed and cloud com-
puting resources to researchers. Such a diverse scientific ecosystem of EOSC can
significantly complicate understanding relevant application scenarios for RS and
learning users needs.

In general, three main scenarios for providing a personalized view of the
EOSC resources and enhanced capabilities to explore EOSC have been identified.
5 https://eosc-portal.eu/sites/default/files/EOSC-Enhance-WP2-JNP-D2.4-2020-

11-26 v1.pdf.

https://eosc-portal.eu/sites/default/files/EOSC-Enhance-WP2-JNP-D2.4-2020-11-26_v1.pdf
https://eosc-portal.eu/sites/default/files/EOSC-Enhance-WP2-JNP-D2.4-2020-11-26_v1.pdf
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These are (i) personalized recommendations, (ii) smart search and (iii) interac-
tive workflows. They represent three main directions of applying the AI/ML to
support the users in interacting with EOSC Portal.

Personalized recommendations support EOSC end-users visiting the portal in
selecting services and resources based on their actual needs. The recommendation
should encompass the user preferences (expressed explicitly or implicitly inferred
from the data) extracted from the previous activity, relationships with other
users/projects/organizations, or typical constraints, e.g., referring to the data
residency etc.

Smart search supports personalized search across data, services and software
available in EOSC. Typically, a search query provided by the user is incomplete
or imprecise, and the responses are not properly ordered. The smart search will
address the issue in two ways: (1) by suggesting related resources that could help
the user to make more conscious and informed decision about the research setting
s/he needs, (2) ordering the search results, so that the items more relevant to
the specific user are listed on the top.

Interactive workflows support the discovery, composition, and execution of
workflows obtained as a combination of resources compliant with the same frame-
work. The multitude and heterogeneity of available solutions do not help the user
making the right choice concerning elements of the research environment. Ide-
ally, users should be guided and advised during the request processing with the
available options, and typical constraints and possible solutions.

Those functionalities directly address the needs of researchers. The needs of
other EOSC stakeholders, e.g., Providers, will be addressed indirectly, by using
the data collected and extracted during provisioning the services targeted to
Researchers.

Personalized recommendations have been found to have the highest value for
the users, so they will be implemented in the first stage. Remaining approaches
will be added successively.

4 Challenges for the EOSC Recommender System

The EOSC RS will recommend resources from various sources to provide
researchers with a full set of tools. These can be e-infrastructure resources regis-
tered directly in the EOSC, e-learning resources from the EOSC Research Hub,
or resources from external suppliers, e.g., publications, projects, datasets, soft-
ware and other research products from OpenAire Research Graph (OARG) [18].

Moreover, the system should support various sources of user data, includ-
ing information from Authentication&Authorization Infrastructures (AAIs) that
provide basic information provided by the authorizing organization, e.g., affilia-
tion or email address. Another source of data about the users are their interests,
preferences, and current research topics. Along with this, indirect information
about the user’s preferences would also be collected by analyzing their behaviour
while navigating the website, e.g., filters that were applied to the search results
or the resources that have been clicked. Additional information could also be
linking the users with authors of scientific works.
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The challenges EOSC-RS faces can be presented as challenges in handling
big data that are described via 5Vs: volume, variety, velocity, value, veracity and
additionally: variability and linkage [15]:

– Volume – It includes over 150 million resources for recommendation coming
from OARG, and the system history data that is processed offline. The total
volume of data is roughly estimated to several TBs.

– Variety – EOSC-RS will aggregate different data sources with various:
• data types:

∗ events coming from users’ navigation in the EOSC portal or the
resource management events;

∗ database dumps containing information from external data sources;
∗ data coming from APIs, e.g., information with requests for recommen-

dations.
• file formats: jsonf, csv, gz and others;
• structures: each type of data has a different structure and data mean-

ing: publications, projects, datasets, software, other research products,
authors, e-infrastructure resource, user events, resource management
events;

• unbalanced distribution of the number of particular types of resources.
– Velocity – One of the main goals of the recommendation systems is to increase

the number of users and increase their activity in the EOSC Portal. This will
be associated with a significant traffic growth and the EOSC-RS should cope
with the several-fold increase in that.

– Value – Data must be processed, analyzed, and profiled to discover trends
and features in data. Then the detected user- and resource features will be
used in real-time for generating the recommendations.

– Veracity – OARG data comes from crawling and contains many defects, incon-
sistencies and inaccuracies. User preference information is only obtained indi-
rectly. The actual user inquiries may also contain linguistic errors. The quality
of both data and processing will have a direct impact on the user’s satisfaction
from using the EOSC-RS.

– Variability – Information about the user is collected continuously, e.g., even
navigating the website enriches the user’s profile with new data items. User
preferences also may evolve over time. In addition, the user needs to be able
customizing the recommendations by enabling and disabling certain types of
recommendations, which will have a significant impact on the way user data
is processed. On the other hand, new resources are also constantly added and
OARG resource IDs are subject to change due to extracting new resources.

– Linkage – In order to create a consistent user profile, it is necessary to combine
information coming from multiple sources: events, AAI, requests. There is no
unambiguous mapping of EOSC users to the authors of publications, data
sets from OARG.

Additional challenges associated with the EOSC-RS initiative include:

– Integration with existing components and projects.
– Making the system open for including attach new sources of data about

resources in the future.
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5 EOSC Recommender System – Architecture and Data
Processing

We will try to solve the challenges discussed in the previous chapter by apply-
ing appropriate architectural solutions to the EOSC RS. The solution to the
Volume- and Velocity issues is the application of an appropriate architecture
that separates data from the processing into several, easily scalable modules.
Variety-, Veracity- and Linkage-related challenges require the use of advanced
preprocessing to clean and standardize the data included into the system. An
explicit split of the data processing in the batch and event mode will allow for
dealing with Variability of data. Modules analyzing the data with the use of arti-
ficial intelligence (AI) and machine learning (ML) at each stage of processing
will allow for maximizing the Value of data.

The first and most important assumption is to build a system based on state-
less microservices responsible for specific stages of data processing and prepara-
tion. With the use of message queues and load balancing, it will be possible to
horizontally scale these functionalities that are critical for quick response of the
system. A general diagram of the EOSC-RS architecture is shown in Fig. 2.

RS modules have been partitioned into three groups with respect to their
operating mode: online, nearline, and offline.

5.1 Online Modules

Online modules are elements of the system that need to respond almost imme-
diately, as they are responsible for handling user requests in the application.
These are modules responsible for the preparation of final recommendations,
smart search, chatbot, and they take part in project composition or interactive
workflows. These modules use aggregated and pre-processed data from internal
databases and also the information coming directly from the request.

The communication with the EOSC Portal has been divided in terms of the
data processing modes. Direct communication with other EOSC systems, in par-
ticular with the EOSC Portal that includes the recommendation requests, has
been designed as a REST API. This type of request is handled by the Online
Engine, whose task is to quickly create a recommendation with an explanation
and send it back to the EOSC Portal. Recommendations can be displayed in var-
ious places of the EOSC Portal, for example in the EOSC Marketplace, in the
User Panel, or they can be sent to the user by other means of communication,
e.g., by email. EOSC Marketplace allows for searching resources using various
filters and queries that narrow down the set of resources displayed to the user.
On the other hand, the User Panel displays many lists with personalized recom-
mendations in several panels. In addition, it also allows the user for viewing his
activity in the EOSC Portal and managing the settings, including the settings
of personalized recommendations.
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Fig. 2. EOSC recommender system general architecture

To create a recommendation, the Online Engine generates candidates for a
recommendation, evaluates them using various methods, and then selects and
aggregates all selected resources into one or more recommendation lists. Addi-
tionally, recommendations should be accompanied by explanations of where they
come from and how they were created. Depending on the type of panel in which
the recommendations will be displayed, the recommendations may be created
with the use of content-based filtering or collaborative filtering.

While designing the ML/AI modules responsible for recommending resources
in the scope of personalized recommendations or project composition we comply
with the common architecture of recommender systems [3].

Modules are thus decomposed into the following three stages:

1. Candidate generator – This is the first stage of the recommender system’s
operation. EOSC Portal also sends a RecomendationContext with the rec-
ommendation request that includes the user ID, current query and filters,
and information where to display the recommendation. Based on these data,
a subset of the most promising resources is selected. If, after filtering, the set
of candidates is too small, it should be extended with other resources based
on the similarities between resources.

2. Scoring The main objective of this module is to score and select the most
relevant candidates that can be recommended to the user. Various ML models
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are used to provide scoring of the proposed resources by giving them a rating
of relevance according to different objective functions. For each resource, a
score or a utility value corresponding to the user’s preferences is calculated.
Possible scoring algorithms include ranking neural networks or ensembles of
tree models. Models used in this step might utilize precomputed features
describing users and resources obtained from the external data sources, such
as the OARG. At inference, they make use of the feature representations of
users and resources fetched from Feature Storage, as well as recommendations
that have been prepared in advance. They take into account the user- and
search context, as well as different constraints introduced by the user’s search
parameters. Because of this, multiple lists of highest-scoring recommended
resources are prepared. Those lists can be used to provide recommendations
in different areas of EOSC Portal. Additionally, each of the proposed items is
provided with its corresponding explanation. Items recommended by different
algorithms are intended to be complementary, and are further aggregated in
the re-ranking step of the RS.

3. Re-ranking/aggregator In the third stage, the ranking system takes into
account extra information to ensure supplementary recommendation quali-
ties, such as diversity, novelty, fairness, and/or other aspects. It also aims to
tackle the problem of a possibly large number of similar items provided by
the scoring modules. For example, the system removes resources that have
been explicitly disliked by the user earlier and also takes into account any
resource recently introduced to EOSC Portal.

To speed up all calculations, the Online Engine uses a set of various databases,
indexes, and tools from the Feature Storage. Its task is to store the information
in a pre-prepared form so that the Online Engine does not have to perform time-
consuming operations. Other tasks of Feature Storage include finding the most
similar resources and users and storing cached recommendations.

The explanations contain a description of how individual recommendations
have been generated. Their creation begins with the receipt of a request to
create a recommendation. The first part is created during the generation of
candidates and describes how they were generated, e.g., as resources similar to
those previously viewed by this user. The next part of the explanation arises
during the scoring process and explains how the resources have been evaluated.
The explanation can be enriched with extra information at the re-ranking stage.

5.2 Nearline Modules

The second group consists of nearline modules that process incoming online
data, like user or resource management events. Most of the live information
reaching RS from external systems is not directly used in recommendation cre-
ating process, but serves to build knowledge about resources, users, and their
relationships. So, for the nearline modules the response does not need to be
real-time, and they can perform more complex calculations for live data, e.g.,
create profiles or recommendations that would be used in the future by the online
modules.
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Asynchronous communication, as well as the user and resource events coming
from the entire EOSC system, are sent to the RS via the external data bus and go
to the Event Preprocessor. The data here is filtered, analyzed, aggregated, and
processed in such a way that it can be easily processed by ML algorithms. The
preprocessor also deals with the correlation of data from various data sources
and their unification so that they are consistent within the entire EOSC-RS.

From such prepared data, it is possible to create a set of features describing
resources and users with the use of machine learning algorithms in the Nearline
Engine module. Here, the representation of resources and users in the latent space
is created, while the stream data is profiled, clustered and classified. Everything
produced by this module is saved in the Feature Storage to be used later by the
Online Engine.

5.3 Offline Modules

Processing of data in the batch mode or the analysis of the entire data set or
historical data, training algorithms, creating indexes are examples of operations
that require a long processing time due to the volume of the data or the complex-
ity of calculations. Modules that would perform these operations in the offline
mode are run cyclically, and their execution is not limited in time. Thanks to the
separation of such tasks into separate microservices that use different resources
and databases, it is possible to perform these tasks independently from the main-
stream of data processing.

In this processing mode, the data is delivered in the form of database dumps
from other EOSC components, containing, for example, information about EOSC
users or e-infrastructure resources, and from external data sources such as
OARG. Such raw data must be processed in a Batch Preprocessor where the
data is cleaned, standardized, aggregated and correlated with existing data.
All operations performed on this data, including analysis, profiling, discover-
ing new knowledge, creating recommendations in advance, takes place in the
Offline Engine. This module ensures the quality of recommendations and allows
RS administrator to monitor the data processed in the system. If the distribution
of data changes significantly, as a result of which the accuracy of recommenda-
tions decreases, it is possible to order re-training of the ML/AI algorithms and
replacing them in the appropriate modules.

In this mode, there is also a History Storage that stores all historical data
that is needed for training and the advanced processing methods that are not
directly required during generating a recommendation.

The training module is responsible for training and updating ML/AI models
that perform data analysis, profiling, and generate recommendations. The train-
ing procedure leverages data about newly recorded users’ activities and changes
in resources to improve the existing rules for ML/AI tasks in the EOSC Portal.
It allows for providing more accurate analysis and recommendations for current
and future users, based on a growing base of knowledge.

The training process can be triggered by system operator, or automatically by
the Offline Engine. In this scenario, training is performed using historical data. It
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makes the training procedure time-consuming due to the complex optimization
process on a large amount of data, but it also allows for detecting complex
dependencies. Another possible scenario is to train the modules directly on the
incoming data stream from the preprocessor event. It allows for training more
quickly and providing the relevant recommendations for new users and resources
without waiting for the cyclic update performed in the offline layer.

5.4 A Data Flow Example

1. After entering the relevant EOSC Portal website, the user triggers a recom-
mendation request for individual panels on the website. In this request, the
Recomendation Context object is sent, which includes all the most important
information about the user, the search parameters, the page, and the panel
where the recommendations will be displayed. This request must be handled
in very short time (online), because the whole process takes part in direct
interaction with the user. Therefore, all recommendations produced at this
stage must come from fast algorithms using previously processed data or must
be prepared in advance.

2. The requests from the EOSC Portal are directed to the Online Engine, more
specifically to candidate generator, which will filter the list of all available
resources and choose a subset of those resources that match the query param-
eters. From there, the selected candidates can be provided with new resources
if the number of candidates is too low. On the other hand, if there are too
many of them, candidates are filtered again using information about the user.

3. Selected candidates are then scored by a number of different scoring models
that will evaluate each candidate for quality and relevance for the user. These
assessments are prepared with the use of a previously processed user profile
and additional information contained in the Feature Storage. At this stage,
we can also use previously generated recommendations by the offline- and
nearline models. All models, apart from generating recommendations, also
provide an explanation of the proposed resource order.

4. Recommendations from many scoring modules are aggregated by the Re-
ranking/Aggregator module and compiled into the final list of recommenda-
tions for every panel.

5. Finally, the Recommendations with explanations are sent back to the EOSC
Portal, where they are presented to the user.

6. Recommendations are saved for reuse and RS quality assessment.

6 Discussion

The main challenges related to RS in EOSC are the complexity and the diversity
of data sources that are available for generating recommendations. User needs
and expectations are usually not expressed explicitly, and do not rely on one, uni-
form and well-structured source of data. Instead, the record of researcher’s activ-
ity includes a variety of data: authored publications, but also the participation
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in research projects, implicit or explicit collaborations with other researchers,
personal contacts, affiliated institutions etc. Yet another data can be extracted
from the referenced data, e.g., papers that are cited by the researcher. In addi-
tion, also behavioural data about previous user’s activity in EOSC portal is
also potentially relevant: the viewed items, previously used or requested services
deliver information about user interests that could be exploited in generating
more adjusted recommendations. Moreover, data coming from various sources
may refer to the same objects, opening also a question of the data consistency
and credibility. As a result, the RS needs to discriminate among the available
data sources and to choose the most reliable one.

The final success of RS largely depends on the users subjective perception
of the quality and the adequacy of recommendations. A recommendation app-
roach that works well in one scenario might not meet the expected objectives
in another [7]. It means that several aspects play a role: (i) identification of
relevant data sources, (ii) correct identification of their credibility, (iii) trans-
parent process of generating the recommendations that is readable for the user,
(iv) a selection of alternative recommendation generating schemas, and (v) the
method of delivering recommendation to the users. In our work we addressed all
of the points mentioned above. We identified the existing data sources in EOSC,
determine their structure as well as the content of the data sets, with paying
particular attention at the data quality and applicability for serving recommen-
dations. An open, modular architecture of the RS should allow for extending it
with new functions and adding alternative recommendation engines to help in
managing the potentially increasing complexity of the EOSC environment. The
future interoperability schema for EOSC-RS assumes the existence of various
recommendation engines, and their interconnections via a common facade. The
facade should determine the communication pattern with the available engines,
and the way how the obtained recommendations are presented to the front-
end layer (for example, through the aggregation of single results). Furthermore,
the explicit and early recognition of the three types of recommendations with
respect to data availability and computational complexity also will contribute
to expected goals that is increased the user satisfaction and user experience,
subject to timing constraints.

Similar limitations and challenges like for EOSC-RS are also present in other
domains, and the proposed solution could be applicable in them as well. For
example, medical decision-support systems also collect multi-dimensional and
highly diverse information about patients. They could make a diagnosis based
on a set of symptoms collected from various sources, and recommend a protocol
of treatment that could be applied in this context. They could also suggest
a set of periodic screening tests, based on the patient’s history of therapy, the
drugs they have been administered, and the available population statistical data.
However, applying an RS in the healthcare domain is subject to legal concerns
about the consequences of provided recommendations.

We learned a number of lessons from the analysis of the functionality and
architecture of EOSC-RS. The first one concerns the openness of the architec-



A Recommender System for EOSC. Challenges and Possible Solutions 85

tural model to extensions and new data sources, concerning primarily the users,
but also resources and services offered by the system. Another important issue
concerns the data model. It is the user and their identity that connects vari-
ous data sets. Unfortunately, they can be inaccurate and lead to inconsistencies,
which will not only affect themselves, but also compromise the quality of rec-
ommendations. Then, there is a need for a comprehensive method of matching
user data stored in EOSC with the references to that user in various external
databases. The most promising option to correlate EOSC datasets with exter-
nal databases is ORCID, which is the commonly used and accepted way for
identifying a researcher and their scientific record. However, ORCID is only par-
tially present in the currently available databases, and it might not be present in
EOSC unless the user enters this information explicitly. Thus, the usefullness of
ORCID is currently limited. As an alternative, user’s personal data, e.g., name
or email address, could be used to match the datasets, but this information is
frequently unavailable in public database due to privacy issues.

Finally, the interviews with researchers who would be the prospective users
of EOSC-RS indicated that there is no single set of services that satisfy all of
them. On the contrary, they need different services and expect different support
from the system, depending on the research area they represent and the seniority
of their professional position.

All the findings indicate the interoperability as one of the core concerns
and objectives for EOSC-RS. The need for smooth interaction, both inter-
nally, between various modules of the system, and externally, with third-party
providers and other systems, appears vital for the development of a successful
recommendation system.

7 Summary

In this paper we presented a functional analysis and architectural design of
the Recommendation System for EOSC. EOSC is the main hub for European
researchers with diverse services and resources. RS for EOSC will support the
researchers in their scientific efforts such as searching, finding and composing dig-
ital objects or tools. Various RSs have been successfully implemented in many
commercial applications. However, the research-related systems are usually sim-
ple and refer only to publications (for example Google Scholar). As a result, the
process of generating the recommendations is much more complex and demand-
ing. The concept of RS in EOSC differs in several aspects from typical com-
mercial application. Diversity of resources and variety of users and their roles
accessing the EOSC portal are the examples of distinctive attributes of EOSC.

The envisioned functionality and architecture of the EOSC RS address vari-
ous challenges related to handling big data, in particular the volume and variety
of data. Still, big data introduces a number of risks related to the development
and operational deployment of RS that need to be properly managed and miti-
gated when it is feasible.
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On the top of described architectural solutions, the paper shows the existing
approaches for building RSs that can be applied in EOSC; it also determines the
areas where additional research and development effort is required.

The development of the EOSC-RS is currently ongoing, based on a set of
identified use cases for personalized recommendations. We plan to release the
RS software to production in 2022. Our future work encompasses the further
refinement of the EOSC-RS architecture and evaluation of the provided recom-
mendations in a real-life environment.
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Abstract. Detection and characterization of polarization are of major
interest in Social Network Analysis, especially to identify conflictual top-
ics that animate the interactions between users. As gatekeepers of their
community, users in the boundaries significantly contribute to its polar-
ization. We propose ERIS, a formal graph approach relying on com-
munity boundaries and users’ interactions to compute two metrics: the
community antagonism and the porosity of boundaries. These values
assess the degree of opposition between communities and their aversion
to external exposure, allowing an understanding of the overall polariza-
tion through the behaviors of the different communities. We also present
an implementation based on matrix computations, freely available online.
Our experiments show a significant improvement in terms of efficiency in
comparison to existing solutions. Finally, we apply our proposal on real
data harvested from Twitter with a case study about the vaccines and
the COVID-19.

Keywords: Social networks · Polarization · Community boundaries ·
Community structure · Graph mining

1 Introduction

Online Social Networks (OSN) are large scale environments of exchanges and
debates. Social Network Analysis (SNA) has diverse and numerous applications
in domains such as sociology, politics, marketing, health, etc. The intrinsic char-
acteristics of the large volume of data generated in OSN [3], such as the power
law distribution, entail analysts to use algorithmic approaches to extract value.

SNA can benefit from the graph theory since graph structures are natural
representations for OSN, where users can be represented by vertices and their
interactions by edges. Communities of individuals form dense areas of nodes
and can therefore be detected by algorithms like Louvain, Walktrap or Infomap
for non-overlapping communities and SLPA, OSLOM or Game for overlapping
ones [11].
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Discussions about hot topics can lead to the creation of mutually antagonistic
communities, with few individuals remaining neutral or holding an intermediate
position. In social sciences, this phenomenon is called polarization [21]. Polarized
communities negatively impact OSN by fostering social division, ideological iso-
lation and misinformation spreading [4]. Detecting such communities is of major
interest to proactively assist moderation and therefore avoid further escalation
between users. Journalists could also benefit from this feature to identify areas
in the network where fact checking could be needed. Moreover, detecting polar-
ization allows a more precise understanding of individuals through their rela-
tionships. Domains such as politics or business intelligence could benefit from it
to adapt their decision making and communication strategies.

In the literature, echo chambers are usually considered as the consequence
of polarization [7]. However, only showing that a community is an echo cham-
ber does not allow to conclude about its polarization. An echo chamber is a
configuration in which one is exposed only to opinions that agree with their
own [12]. So this phenomenon describes a global behavior within a community
whereas polarization is also about relationships between communities [4]. Thus,
the polarization is also carried by community members exposed to other com-
munities and exposing the main topic of their community to the outside through
their interactions. These members form the community boundaries. More for-
mally, we can define a community boundary as the set of nodes having edges
directed toward both the inside and the outside of the community [8]. In the
literature, boundaries are fairly unexplored parts of communities. Nevertheless,
the behaviors of boundary users have a significant impact on the strength of the
polarization but also on the fragility of the echo chamber [10] as they contribute
to the porosity of the boundary.

The major contributions of our work are: 1) a formal graph approach relying
on community boundaries to unveil the polarization of networks created from
the interactions between individuals; 2) two metrics to characterize the level of
polarization and the porosity of boundaries; 3) an efficient algorithm based on
matrix computations suitable for large volumes of data, and; 4) a case study on
real data extracted from Twitter to experimentally validate our proposal.

The remainder of this paper is structured as follows. First, our method is
positioned in relation to the state of the art in Sect. 2. In Sect. 3 we formally
define the ERIS approach and propose an efficient algorithm to compute polar-
ization metrics. The case study led on real data and validated by domain experts
is described in Sect. 4. Finally, we draw conclusions of our work and open up per-
spectives for the future in Sect. 6.

2 Related Work

The problem of polarization in OSN was addressed back in 2011 [9]. The authors
consider that echo chambers and polarized communities are the same. But with
this assumption, interactions and relationships between communities, carried
by community boundaries, are ignored. Moreover, the approach is an applied



90 A. Guyot et al.

methodology which cannot be included in an automatic analytical workflow
ready-to-use for domain experts.

Many works on social polarization use exploratory analyzes combining met-
rics from the graph theory with interpretations provided by Natural Language
Processing (NLP) tools like sentiment analysis based on Näıves Bayes [2,20]
or sentence embedding models based on Retweet-BERT [22]. These approaches
best capture the semantics of discussions but require heavy involvement from
the analyst, especially during the preprocessing step. Indeed, to set the stage for
the NLP algorithms, many difficulties must be manually addressed like spelling
approximations, abbreviations, slang, or ambiguities caused by humor, sarcasm
or irony as discussed in [16,23,24]. Thus, they leave a large area for subjectivity
and lack automatism.

Other approaches focus on the network structure with weakly-supervised
strategies where just a limited amount of extra knowledge is used to initialize
algorithms. In [25] an opinion score is manually assigned to seed users (elites) and
then propagated to the other nodes of the network (listeners) in order to create
two opposing groups and to assess their polarization degree. In [1], a similarity
measure must be wisely chosen to create clusters of tweets (assertions) with
the aim of unveiling polarized groups inside a network. To do so, they use a
matrix factorization and an ensemble based gradient descent algorithm applied
on the adjacency matrices of a bipartite source-assertion graph and a social
influence graph. In any case the relevance of the results depends a lot on the extra
knowledge brought, which must be revised for each dataset studied. Therefore,
their automatism is limited. Moreover, they do not consider the relationships
between polarized communities, meaning that two communities behaving as echo
chambers but never interacting because they do not know each other could be
considered as polarized.

Boundaries have a major impact on the polarization of their community by
defining both how the community is exposed to the outside and how the outside is
exposed to the community. A first non-supervised approach based on community
boundaries was described by Guerra et al. in [17] with the aim of computing
complementary metrics to be used besides cohesion and homophily metrics such
as modularity. Antagonism between communities is assessed by measuring the
involvement of users interacting with both the inside and the outside of their
community. This approach does not need any a priori knowledge on the graph
or on the individuals represented and can therefore be included in automatic
analytical workflows designed for domain experts. However, the main limitation
of this method is its specification on undirected and unweighted graphs whereas
social interaction graphs usually are directed and weighted. Furthermore, only
non-overlapping communities are handled whereas users of social networks more
naturally belong to multiple communities [26].

As a conclusion, fully automatic methods are the best option to detect polar-
ization. This property is indeed very important in SNA to allow domain experts
like sociologists or decision-makers to use a method and to permit comparisons
between datasets. Furthermore, the polarization of a community can be misin-
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terpreted when interactions between communities are not considered, which can
be avoided by examining the behavior of community boundaries.

3 The ERIS Method

In this section, we formally introduce the ERIS method and its metrics, i.e.,
the community antagonism and the porosity of boundaries. Our approach relies
on edge weighting and direction and handles overlapping communities. We also
propose an efficient algorithm based on matrix computations to assess the met-
rics.

3.1 Formal Definitions

In the following definitions, a graph G = (V,E) is composed of a set of vertices
V and of a set of directed edges E ⊆ V ×V . An edge ea,b ∈ E connects a source
a ∈ V and a destination b ∈ V with a weight w(ea,b) ∈ R. Communities are
locally dense connected subsets of V .

Two communities (Ci, Cj) are polarized if they are mutually antagonistic.
According to [17] and [4], a strong involvement from a boundary individual
within the community, especially expressed by numerous interactions with the
internal members, reveals a substantial emotional attachment to the commu-
nity and its main topics. This attachment could easily lead to the expression of
antagonism in response to a criticism, an attack or the broadcast of a negative
opinion or information about these topics by another community.

The ERIS method consists in identifying, for each pair of communities
(Ci, Cj): 1) the internal area Ii,j of Ci, that is the set of vertices in Ci without
any edge directed toward Cj , and; 2) the boundary area Bi,j of Ci, that is the
set of vertices in Ci with at least one edge directed toward Ii,j and another one
toward Cj . The method assesses the average antagonism expressed by the com-
munity Ci to the community Cj by measuring the involvement of the vertices in
Bij .

From the previous intuitive descriptions, we have established the following
formal definitions:

Ii,j = {v : v ∈ Ci,�ev,n | n ∈ Cj , i �= j} (1)

Bi,j = {v : v ∈ Ci,∃ev,n1 | n1 ∈ Cj ,∃ev,n2 | n2 ∈ Ii,j , i �= j} (2)

For each boundary, we consider the set of outgoing edges directed toward the
other community (external edges or EEi,j) as well as the set of edges directed
toward the internal area Ii,j of Ci (internal edges or IEi,j):

EEi,j = {es,d : s ∈ Bi,j ∧ d ∈ Cj} (3)

IEi,j = {es,d : s ∈ Bi,j ∧ d ∈ Ii,j} (4)
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We also consider EEv
i,j the external and IEv

i,j the internal edges of a vertex v
as the subsets of edges, respectively included in EEi,j and EIi,j , where v is the
source of the edge:

EEv
i,j = {ev,d : ev,d ∈ EEi,j} (5)

IEv
i,j = {ev,d : ev,d ∈ IEi,j} (6)

The antagonism Av
i,j expressed by a vertex v is assessed as the weighted ratio

of its internal edges’ weights with the sum of its internal and external edges’
weights. This value is compared to a null hypothesis, i.e., each node spreads its
edges equally between internal nodes and nodes from the other community [17]:

Av
i,j =

∑
e∈IEv

i,j
w(e)

∑
e∈IEv

i,j
w(e) +

∑
e∈EEv

i,j
w(e)

− 0.5 (7)

Finally, the antagonism Ai,j expressed by a boundary Bi,j is the average
antagonism expressed by its members:

Ai,j =
1

|Bi,j |
∑

v∈Bi,j

Av
i,j (8)

By assessing the antagonism values for each possible pair of communities
in a graph, we obtain an asymmetrical matrix called the antagonism matrix,
containing values ranging from −0.5 to 0.5. A community boundary with a value
close to 0.5 should be considered as likely to be antagonistic toward the other
community of the pair. Values on the lines of the antagonism matrix express how
much the community heading the line is likely to express antagonism toward the
communities heading the columns. Conversely, values on the columns indicate
how much the community heading the column is likely to receive antagonism
from the communities heading the lines.

Boundary vertices with negative antagonism values weaken the polarization
of their community. Indeed, by interacting more with the outside than with the
inside, they reduce the isolation of the community that leads to the creation of
an echo chamber. As fellow members, they also seem more credible in the eyes of
the others when they share more nuanced opinions about the main topics of the
community [10]. Based on these ascertainments, we propose a novel metrics Pi,j

called the porosity of the boundary Bi,j , measuring the fragility of the boundary
of Ci with Cj :

Pi,j =
|NBi,j |
|Bi,j | × 100 (9)

with NBi,j =
{
v : v ∈ Bi,j , A

v
i,j < 0

}
the subset of Bi,j including all the vertices

having negative antagonism values. Porosity values also can be represented inside
an asymmetrical matrix called the porosity matrix.

We now illustrate the different sets and values presented in this subsection by
applying the definitions on the toy example of Fig. 1. We focus our explanation
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Fig. 1. Toy example with 3 communities C1 (blue), C2 (red) and C3 (purple). Commu-
nities C2 and C3 overlap on vertex 6. For edges, solid lines are internal edges, dotted
lines are external edges, thin lines are edges neither internal nor external. Note that
e4,6 is both internal and external. For areas, internal areas are surrounded by solid
lines, boundary areas by dotted lines. (Color figure online)

on the community C1. Both internal areas of C1 with C2 and C3 include the
same vertices, that is I1,2 = I1,3 = {3}. The same observation can be made with
its boundary areas, B1,2 = B1,3 = {1, 2}. External and internal edges of the
pair (C1, C2) are EE1,2 = {e1,4, e1,6, e2,6} and IE1,2 = {e1,3, e2,3}.

(a) Size of boundaries
(in %)

(b) Antagonism matrix (c) Porosity matrix (in %)

Fig. 2. Values calculated from the toy example

Figure 2 shows the antagonism and the porosity matrices obtained on the
graph of the toy example. Figure 2a expresses the sizes of the different boundary
areas as a percentage of community members belonging to the boundary. In
Fig. 2b, the antagonism value A1,2 expressed by the boundary of the community
C1 toward the community C2 is equal to −0.338 and therefore does not reveal
an antagonistic behavior. However, the boundary of the community C2 is pretty
likely to be antagonistic toward the community C1 since its antagonism value
A2,1 is equal to 0.4. The matrix of Fig. 2a reveals that all the values equal to 0
in the antagonism matrix are default values resulting from empty boundaries. In
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Fig. 2c, the porosity value P1,2 is equal to 100, meaning that B1,2 is very porous
as its members interact more with C2 than with I1,2.

3.2 Algorithm

The adjacency matrix of a graph is at the core of the algorithm designed for
ERIS, which uses a series of matrix computations to get the antagonism (MANT )
and the porosity (MPOR) matrices. Naming conventions used in following para-
graphs are listed in Table 1. We define ✦ as an operator computing element-wise
multiplication between a vector of size N and each column of a matrix of size
N × M , resulting in a new matrix of size N × M .

Table 1. Naming conventions

Symbol Definition Symbol Definition

G The graph to analyze C The set of communities in G

V The set of vertices in G |V | The number of vertices in G

E The set of edges in G |C| The number of communities in G

The inputs of the algorithm are the adjacency matrix MA of G and a com-
munity membership matrix called MC (Table 2). MA is a square matrix of size
|V |×|V | containing in each cell the weight of the edge whose source is the vertex
heading the row and the destination is the vertex heading the column. MC is
a binary matrix of size |V | × |C| in which the value 1 means that the vertex
heading the row belongs to the community heading the column, and 0 if not.

Table 2. Matrices used in Algorithm 1

Symbol Size Type Name

MA |V | × |V | Int Adjacency matrix

MC |V | × |C| Bin Community membership matrix

MEE |V | × |C| Int External edges weight matrix

MI |V | × |C| Bin internals matrix

MIC |V | × |C| Bin Current internals matrix

MIE |V | × |C| Int Internal edges weight matrix

MBIE |V | × |C| Bin Binary internal edges matrix

MV ANT |V | × |C| Real Vertices antagonism matrix

MANT |C| × |C| Real Antagonism matrix

MPOR |C| × |C| Real Porosity matrix
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Algorithm 1. Matrix computations to assess the metrics of ERIS
Require: MA, MC

Ensure: MANT , MPOR

1: MEE ← MA × MC

2: MI ← (MEE == 0)
3: for c = 1, . . . , |C| do
4: MIC ← MC [, c] ✦ (MI · ¬MC)
5: MIE ← (MC [, c] ✦ (MA × MIC)) · ¬MI

6: MBIE ← (MIE ! = 0)
7: MV ANT ← ((MIE/(MIE + MEE)) − 0.5) · MBIE

8: MANT [c, ] ← (MT
C × MV ANT )/(MT

C × MBIE)

9: MPOR[c, ] ← 100 ∗ (MT
C × (MV ANT < 0))/(

|V |∑

i=1

MBIE [i, ])

10: end for

The initialization part of the algorithm consists in computing MEE , an aggre-
gated version of MA grouped by community (line 1). The matrix contains the
sum of the edges’ weights whose source is the vertex heading the row and the
destination is a vertex belonging to the community heading the column. This
matrix is then used to extract MI , a binary mask of MEE in which the vertices
belonging to at least one internal area of their communities are identified (line 2).

From these two common matrices, the main part of the algorithm computes
for each community the antagonism and porosity values of its boundaries through
four main steps:

– the detection of the internal areas of the current community c for each pair
involving c (line 4);

– the aggregation of MA to sum the weights of the edges directed toward the
internal areas of c (line 5);

– the computation of the antagonism values for the vertices belonging to the
boundaries of c (line 6);

– the computation of the antagonism and porosity values for the boundaries of
c (lines 8–9).

An open source implementation of this algorithm in R is available on GitHub1

to allow the use of ERIS on graphs built from real datasets.

4 Experimentations

We want to experimentally show the suitability of our method on real data from
OSN. First, we verify its applicability on large graphs through an analysis of
the algorithmic complexity in time achieved by our matrix computation based
algorithm. Then, we explore the validity of our polarization metrics through a
case study led on real data harvested from Twitter with the help of domain
experts validating our results and interpretations.
1 https://github.com/AlexisGuyot/ERIS.

https://github.com/AlexisGuyot/ERIS


96 A. Guyot et al.

4.1 Execution on Large Graphs

We compare the execution times of 3 algorithms aiming to measure the polar-
ization of communities in graphs built from interactions between individuals:

– the matrix computation based algorithm of ERIS presented in the previous
section (implemented in R);

– an iterative algorithm of ERIS proposed in a previous work [19] (implemented
in R);

– the only algorithm of Guerra et al.’s method available online2, not developed
by the authors (implemented in Python).

We chose to compare ERIS with Guerra et al.’s method because both share a
lot of common characteristics (no supervision needed, based on graph mining,
etc.).

We have generated artificial graphs with decreasing sizes, ranging from 1 mil-
lion to 500 vertices, based on a real graph extracted from a dataset harvested
from Twitter. In this subsection, we do not take into consideration the semantics
of the computed metrics, only the impact of the graph structure on the execution
time.

For each algorithm, we have measured the elapsed time between the call of
the function computing the antagonism matrices (the common metrics) and the
return of a result3. For the Algorithm 1, this interval corresponds to lines 1 to 10.
The three algorithms were run on a Dell PowerEdge R440 server with the fol-
lowing characteristics: Intel(R) Xeon(R) Bronze 3204 CPU @ 1.92 GHz, 6 cores,
128Go RAM.

(a) Comparison between the execution
times of the 3 methods (log-log scale)

(b) Focus on the execution times of the
matrix computation based algorithm

Fig. 3. Execution times of the algorithms

2 https://github.com/rachel-bastos/boundaries-polarization.
3 See https://github.com/AlexisGuyot/ERIS/tree/main/experiment complexity for

more detailed explanations on the experiment.

https://github.com/rachel-bastos/boundaries-polarization
https://github.com/AlexisGuyot/ERIS/tree/main/experiment_complexity
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Execution times of the three algorithms are compared on Fig. 3a. Figure 3b
focuses on the execution times of the Algorithm 1 described in the last section.
We can see that the matrix computation based algorithm of ERIS outperforms all
the other implementations. For our biggest graph, the one with 1 million vertices
directly extracted from the real corpus that we have harvested from Twitter, the
matrix computation based version of ERIS took 2.5 s to compute the metrics.
It is 12,828 times faster than the iterative version (32,070 s or almost 9 h) and
592,399 times faster than the algorithm of Guerra et al.’s method (1,528,389 s
or more than 17 days).

Theoretically, the computational complexity for assessing both polarization
metrics with the algorithm based on matrix computations is O(|V |2|C|2), as

long as |C| <
√

|V |
3 . Beyond this value, the order reaches O(|V ||C|3). How-

ever, in most of practical analyzes, the number of significant communities in a
graph remains relatively small due to the resolution limit. Furthermore, domain
experts also only require a small number of communities to left results open to
interpretation. In these cases, |C| � |V | and thus the computational complexity
can be considered as O(|V |2).

According to the previous theoretical and practical analyzes of the algorith-
mic complexity of our proposal, we can conclude that the matrix computation
based algorithm of ERIS achieves our goals of applicability on large graphs and
outperforms of several orders of magnitude the other algorithms available online
to automatically assess polarization on graphs extracted from OSN.

4.2 Case Study on Real Data

We experimentally illustrate the interest of our approach on a real dataset about
COVID-19 vaccines, which includes more than 18 millions tweets harvested in the
context of the interdisciplinary project Cocktail4 by the architecture Hydre [14]
from December 1, 2020 to March 31, 2021 (120 days).

From this dataset, a directed graph of quotes5 GQ is extracted, in which the
vertex representing an individual u has an outgoing edge directed toward the
vertex representing the user n if u has already quoted at least twice the tweets
of n. The weight w of an edge indicates the exact number of times u quoted n.
Following [13], we do not consider isolated quotes as they can be random noise.
The characteristics of GQ are presented in Table 3.

4 https://projet-cocktail.fr/.
5 Quotes are retweets with additional comments.

https://projet-cocktail.fr/
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Table 3. Characteristics of GQ

Vertices count 24,591

Edges count 55,703

Average strength 4.46

Diameter 338

Power law exponent γ 2.27

Resolution limit 333

Significant community count 8

Modularity 0.59

We chose the quote as type of interaction to be consistent with the previous
works led on polarization on Twitter. Indeed, the literature mainly agrees that
retweets often imply endorsement [6] and thus not antagonism, and that the
mention network is usually not polarized [9]. However, quotes are often used to
twist a message out of its original context for humor and criticism purposes, lead-
ing to antagonistic responses [18]. Thus, quotes are the best type of interactions
for community boundary approaches like ERIS to assess polarization.

GQ is a scale-free network as the degree distribution of its vertices follows a
power law of exponent 2 < 2.27 < 3 [3]. As a result, modularity can be computed
and therefore community detection algorithms based on the optimization of mod-
ularity, like Louvain [5], can be run. On GQ, the previous algorithm revealed 8
significant communities, i.e., having a largest size than the resolution limit of
the graph [15] (Table 3). The overall modularity of GQ is 0.59.

To better understand the communities and their relationships, the domain
experts of the interdisciplinary project have manually assigned to each commu-
nity a label related to its main topics by analyzing, for each, its 30 most used
hashtags (top-hashtags). This labeling step revealed that the two biggest com-
munities of GQ gather respectively pro and anti-vaccine individuals. Table 4 lists
the elements among the 30 top-hashtags of these last two communities used to
infer the labels.

Table 4. Top-hashtags highlighting the main topics of the pro and anti-vaccine com-
munities

Community Top-hashtags (translated from French)

Pro-vaccines Mutation, Lockdown3, Curfew, Schools,
DigitalGreenCertificate, HealthDictatorship, Israel,
IGetVaccinated, Pasteur

Anti-vaccines Ivermectine, HealthDictatorship, IWillNotConfineMyself,
Raoult, Hydroxychloroquine, AndTheTreatment,
Plandemic, VeranResignation, TheStonesWillCryOut,
GreatReset, Ethics, BeBraveWHO, IWillNotGetVaccinated
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Since these two main topics are opposite, we expect polarization between the
communities. Thus, the anti and pro-vaccine communities should be cohesive
and closed communities and their mutual relationship should be antagonistic.
To experimentally confirm this expectation, we apply our implementation of the
Algorithm 1 on GQ. The computed results are shown in Figs. 5 and 6. Figure 4
gives supplementary information about the sizes of the boundaries.

Values on the lines of the antagonism matrix (Fig. 5) express how much the
community heading the line is likely to express antagonism toward the com-
munities heading the columns. Conversely, values on the columns indicate how
much the community heading the column is likely to receive antagonism from
the communities heading the lines.

Columns related to the pro and anti-vaccine communities show that both
do not receive much antagonism from the other communities. The community
the most likely to be antagonistic with the pro-vaccine community is the anti-
vaccine community (0.278) and vice versa (0.152). Lines related to these two
communities show however that both are pretty likely to have antagonistic
behaviors with all the communities. Two hypotheses might explain the lower
values between the two communities in comparison with the others: 1) the anti
and pro-vaccine boundaries are not very antagonistic with each other; 2) the
lively debates between these communities lead some boundary members to com-
municate more with the outside than with the inside.

Fig. 4. Size of boundaries of GQ
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The matrix representing the porosity of boundaries (Fig. 6) allows to decide
between the two previous hypotheses and shows that the second one is the more
likely. Indeed, we see that 10% of the boundary members of the pro-vaccine
community interact more with the anti-vaccine community than with the core
members of their own community. For the anti-vaccine community, the equivalent
value is around 5%. Thus, these contributions to the debates cause the decrease
of the antagonism values for both boundaries. A possible interpretation for this
observation is a need for these boundary users to convince their opponents to
change their mind.

A deeper understanding of the behavior and roles of these two communities
can also be achieved through the lines and columns of the porosity matrix. First,
from a broader perspective, we can see that the values on the lines related to both
communities are pretty low in comparison with the other ones, meaning that
their boundaries do not interact much with the outside. So, anti and pro-vaccine
communities are fairly closed communities. Furthermore, on the line related to
the anti-vaccine community only, we can see that, even if the values are low,
all the boundaries are nearly as porous. Therefore, the anti-vaccine community
is almost equally exposed everywhere, which could reveal an additional need to
control the debate and the image of the community.

Columns related to these two communities show that they both have a signif-
icant impact on the porosity of the other communities, pointing out the general
interest of the individuals forming our corpus for the vaccination topic. Higher
values in the column related to the anti-vaccine community reveal a trend for this

Fig. 5. Antagonism matrix of GQ
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Fig. 6. Porosity matrix of GQ

community to trigger a lot of reactions from the boundaries of the other commu-
nities. Because we are working with quotes, these reactions could be sarcastic,
ironic or humorous, and therefore rather negative.

In brief, the metrics of the ERIS method describe a relationship likely to
be antagonistic between two fairly closed communities. From this observation,
we can conclude that, as expected, the pro and anti-vaccine communities are
polarized in our corpus. The ERIS method successfully highlights the traces of
polarization within a graph built from interactions between individuals in OSN.

5 Discussions

In this section, we discuss about threats to validity for our method and ideas to
improve the interpretability of our metrics.

Before using ERIS, a well informed user should be careful about some points
that could threaten its interpretations. First, one should make sure of the objec-
tivity of the data harvesting process, to avoid bias in the data. The longer the
time period covered by the dataset is, the more the information is diluted because
of higher probabilities to find random or one-time interactions between individ-
uals. There also may be a shift of attention to subjects. ERIS needs well defined
communities, so the user should pay a close attention to the chosen algorithm.
For example, the modularity of the graph should be high enough to ensure the
realness of detected communities with methods like Louvain. Some communities
also could be too small to be significant, so the resolution limit of the graph
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should be respected. Finally, some relationships do not carry antagonism. For
example, sharing features like retweets usually imply endorsement. The user
should therefore be well aware of the usual meaning of the chosen interaction
before drawing any conclusion with the computed metrics.

If the results are not threatened by the previous points, further analytics can
be led to achieve a better understanding of the detected polarization. First of all,
keywords or hashtags can be used to characterize the source of the disagreement,
for example by looking at the main topics of the boundaries. The impact of
the different boundary users on the overall polarization of their community can
be further investigated by computing their centrality inside the community and
inside the whole graph. Finally, the detected polarization could be contextualized
in time to gain insights on its first appearance and its evolution.

6 Conclusion

Social Network Analysis allows the extraction of value from interactions between
individuals and communities of individuals. Discussions and debates about con-
troversial topics can lead to the polarization of the communities of individuals,
i.e., their isolation inside closed and mutually antagonistic groups.

In this article, we propose ERIS, an automatic approach to assess polarization
between pairs of communities inside graphs built from social interactions. The
method analyzes the behavior of community boundaries, individuals acting as
intermediaries between the inside and the outside of their community, to compute
two metrics called the community antagonism and the porosity of boundaries.

Our formal definition of ERIS takes into consideration three major charac-
teristics of graphs built from social interactions: the weighting, the edge direc-
tion and the possible presence of overlapping communities. We also propose
an efficient algorithm based on matrix computations as well as an open source
implementation in R freely available online.

By allowing a more precise description of the roles inside communities
through the concepts of internal and boundary areas, the method could also be
used to achieve several other objectives in future works. For example, a possible
evolution of ERIS could improve discourse analyzes by exploiting these areas to
comment the diffusion of topics from and toward the outside of a community.

Finally, boundary members of communities were identified as key elements
to get rid of ideological echo chambers, created from the rejection of contradic-
tory opinions [10]. As the ERIS method allows to detect both polarized pairs
of communities and the individuals leading to the porosity of boundaries, we
would like to investigate how ERIS could be used to build a tool to favor the
depolarization of some targeted OSN communities.

Acknowledgement. This work is supported by ISITE-BFC (ANR-15-IDEX-0003)
coordinated by G. Brachotte, CIMEOS Laboratory (EA 4177), University of Burgundy.



ERIS: An Approach to Assess Polarization in OSN 103

References

1. Al Amin, M.T., Aggarwal, C., Yao, S., Abdelzaher, T., Kaplan, L.: Unveiling polar-
ization in social networks: a matrix factorization approach. In: IEEE INFOCOM
2017-IEEE Conference on Computer Communications, pp. 1–9. IEEE (2017)

2. Alamsyah, A., Adityawarman, F.: Hybrid sentiment and network analysis of social
opinion polarization. In: 2017 5th International Conference on Information and
Communication Technology (ICoIC7), pp. 1–6. IEEE (2017)
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tecture pour des analyses à hautes performances – Application aux données de
Twitter. Revue ouverte d’ingénierie des systèmes d’information (ISI) (Numéro 1),
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Abstract. One aspect of monitoring business processes in real-time is
to determine their current progress. For any real-time progress determi-
nation it is of utmost importance to accurately predict the remaining
share still to be executed in relation to the total process. At run-time,
however, this constitutes a particular challenge, as unexpected ad-hoc
changes of the ongoing business processes may occur at any time. To
properly consider such changes in the context of progress determination,
different progress variants may be suitable. In this paper, an empirical
study with 194 participants is presented that investigates user accep-
tance of different progress variants in various scenarios. The study aims
to identify which progress variant, each visualised by a progress bar, is
accepted best by users in case of dynamic process changes, which usu-
ally effect the current progress of the respective progress instance. The
results of this study allow for an implementation of the most suitable
variant in business process monitoring systems. In addition, the study
provides deeper insights into the general acceptance of different progress
measurements. As a key observation for most scenarios, the majority
of the participants give similar answers, e.g., progress jumps within a
progress bar are rejected by most participants. Consequently, it can be
assumed that a general understanding of progress exists. This underlines
the importance of comprehending the users’ intuitive understanding of
progress to implement the latter in the most suitable fashion.

Keywords: Business process monitoring · Empirical study · Progress
determination · Progress visualisation · Real-time monitoring

1 Introduction

The quest to monitor business processes is very much in demand. Monitoring
processes allows us to identify and address problems and errors at an early
stage of process execution. A crucial task of business process monitoring is to
determine the progress of running process. This is particularly challenging when
facing ad-hoc changes during run-time, which might affect progress.

The unexpected addition or deletion of process instances as well as direct
changes of the underlying process model itself are examples of such ad-hoc
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. Guizzardi et al. (Eds.): RCIS 2022, LNBIP 446, pp. 107–123, 2022.
https://doi.org/10.1007/978-3-031-05760-1_7
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changes, which have a direct impact on progress determination. As a result
of this process flexibility, further investigation of how to determine and visualise
the progress of a running business process is needed, and to understand which
variants exist to cope with unexpected progress.

In this paper, we investigate how to cope with dynamic progress changes of
flexible processes during run-time. In particular, we want to know whether there
exists a generally accepted notation of progress and which type of visualising
progress are accepted best by users. For this purpose, an empirical study to
investigate the acceptance of different progress variants for business processes
is conducted. Its aim is to determine which type of progress is accepted by
the users of a business process monitoring system when facing process changes
during run-time. The results of the study shall allow us to implement the most
suitable variants of progress changes.

The remainder of this paper is structured as follows. Section 2 gives back-
grounds on the process paradigm presumed by this paper, of object-aware busi-
ness processes. In Sect. 3, the applied research methodology, and the design of
the empirical study are described. Section 4 analyses, evaluates, and discusses
the answers of the 194 participants of the study. Related work is discusses in
Sect. 5, whereas Sect. 6 concludes the paper.

2 Backgrounds

The framework PHILharmonicFlows, which we have developed in recent years,
enables implementing object-aware business processes, which allow for a high
user flexibility as well allows ad-hoc process changes during run-time [1]. In
object-aware processes the collection of process data is accomplished with data-
driven form sheets. The latter are auto-generated from the process specification.
Forms usually have to be designed manually for each activity while form gen-
eration is a built-in feature of PHILharmonicFlows due to its data-centric app-
roach. Thereby, forms logic and enactment utilises the operational semantics of
the dynamic aspects of the form, such as the next value that is required. The
latter also allows for a high degree of flexibility, for example, a user is not forced
to fill out the fields of a form in-order. User may choose their preferred order,
e.g., by filling out the form from bottom to the top. Additionally, jumping back
within a form allows users to check or correct previously filled fields [2].

Basic to our approach are business objects. Each object is defined by its
attributes as well as its lifecycle, which describes object behaviour (i.e., the process-
ing of object-related forms) during run-time [3]. Moreover, the relations between
the various objects of a business process are manifested by a relational process
structure. Possible cardinality constraints on these object relations are 1:n or n:m
[4]. An object lifecycle is defined in terms of states. Each lifecycle has one start
state and at least one end state, and an arbitrary number of intermediate states.
Each state is represented by a form sheet and maybe refined by steps, which corre-
spond to object attributes and hence represent the data input fields of the respec-
tive form. Finally, a coordination process controls the interactions between these
multiple lifecycle processes making use the relation process structure [5].
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In [6], we have defined four research questions to be investigated in the con-
text of determining the progress of an object-aware business process. Moreover,
in [7], we presented an approach that addresses Research Question 1 and 2. To
answer Research Question 3, the challenges of determining the progress of large,
dynamically evolving process structures, which consist of interacting loosely cou-
pled, smaller processes that may be also subject to ad-hoc process changes must
be investigated first. Regarding these challenges, a solution for progress deter-
mination with empirical evidence is provided.

Research Question 1 How can the progress of a single lifecycle process with
its state-based view form be determined?

Research Question 2 How can the progress of the processing of a single state
within a lifecycle process be measured?

Research Question 3 How can the progress of multiple, interacting (i.e., inter-
related) lifecycles be determined?

Research Question 4 How does a coordination process affect the progress of
an object-aware business process?

3 Research Methodology and Study Design

This section presents our research methods and the design of the empirical
study. We combine the methodologies from [8–10] to investigate a real-world
scenario for a process monitoring tool. Section 3.1 introduces the research ques-
tions addressed by this paper. Section 3.2 defines the data collection method.
Section 3.3 presents the study design and Sect. 3.4 describes the used data anal-
ysis method.

3.1 Research Questions

For each business entity, a separate instance (with its own lifecycle instance) of
an object type is created at run-time. In addition, changes of a lifecycle instance
may be defined at run-time by adding new attributes, which are considered in
the dynamically generated form sheets, i.e., new form sheets or input fields may
be created at run-time. Moreover, form sheets and input fields may be deleted
at run-time. In the context of such dynamic lifecycle and form changes as well
needs to investigated how the progress of the overall process be adapted and
what adaptations are accepted by different users or user groups. This leads us
to the following research question:

Main Research Question: Does a generally suitable accepted understanding
of progress exist?

This includes the following sub-research questions:

Sub-Research Question 1 Which variants of determining progress are
rejected by most users?



110 L. Arnold et al.

Sub-Research Question 2 Are progress jumps or progress speed adjustments
better accepted by users in the context of run-
time changes?

Sub-Research Question 3 Which progress variant is most suitable?

3.2 Data Collection Method

The study is performed with an anonymous online questionnaire1 leveraging the
web-based tool Google Forms for data collection. Further, the study is avail-
able in German and English. The language options do not differ with respect
to content or structure. The participants can choose their preferred language
in the first step of the questionnaire. The questionnaire was available for the
participants over a period of more than eight months.

3.3 Study Design

Demographic Questions: In the first section of the online questionnaire,
demographic data of the participants are collected. The latter shall provide us
with information about the participants. In addition, these data allow us to com-
pare the results of the remaining study for different groups. In detail, the demo-
graphic questions refer to the participants’ gender, age group, highest school or
university degree, professional field, experience with reading or creation process
models, experiences with process monitoring, and satisfaction with existing pro-
cess monitoring tools (on a 5 point Likert-scale, from 1 not at all satisfied to 3
(neutral) to 5 very satisfied), if the participant has worked with any monitoring
tools before.

Intuitive View of Progress: Following the demographic questions, each par-
ticipant is presented an introductory video of a linear, continuous progress bar
course of a lifecycle process i.e., sequentially passing the states of the lifecycle
process without any deviations. However, such a progress course is generally not
feasible due to unpredictable changes during lifecycle process execution. There-
fore, alternatives need to be developed that reflect process changes in the progress
bar of this process best. For this purpose, to each participant additional eight
videos of progress bar courses are presented, which should be rated in terms of
whether progress determination is properly presented to users and intuitively
perceived by them. For these ratings, a 5 point Likert-scale ranging from 1 (not
at all true) to 3 (neutral) to 5 (completely true) is used. The aim of this section
of the questionnaire is to investigate whether there are progress variants which
are rejected by users and therefore should be not used in the context of process
monitoring.

Scenario View of Progress: In this section of the study, five intralogistic sce-
narios are described. Along these scenarios different challenges of determining the
1 The questionnaire and the responses of the 194 participants are available

via the following Researchgate link: https://www.researchgate.net/publication/
358140443 Study Results.

https://www.researchgate.net/publication/358140443_Study_Results
https://www.researchgate.net/publication/358140443_Study_Results
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progress of a running business process are covered, e.g., when creating or delet-
ing business object instances. The results shall help us to find the most suitable
progress measurement for a business process monitoring system. Additionally,
we want to evaluate our hypothesis that a generally accepted understanding of
progress exists.

The following introduction is given before presenting the different intralogis-
tic scenarios to the users: Robots can support the intralogistic processes in an
industrial environment, receiving goods. Robots can support human interactions
when unloading, recognising and aligning packages. During the enactment of the
process, its progress is displayed in an optimised way. Unexpected (i.e., dynamic)
changes may occur during process execution e.g., the technical failure of a robot
or the commissioning of a replacement robot. When a robot fails, the remaining
robots must compensate this failure and perform additional work. In turn, this
might lead to a delay of the total process. The situation is similar to the ad-hoc
emergence of additional work.

For each scenario, the participants are confronted with two videos describ-
ing different options for courses of the progress. In all five scenarios, Option
A describes the progress with no jumps by speeding up or slowing down the
progress depending on the respective ad-hoc changes. In turn, Option B enables
progress with the same speed. If progress adjustments become necessary cor-
responding backward or forward jumps are made in the progress bar. In the
following, the five scenarios are described.

Creation of Business Object Instances. During run-time an unexpected work-
load may occur. For example, the unexpected absence of staff (illness) or robots
requires the redistribution of the workload among fewer staff or robots respec-
tively. In this case, progress adjustments can be made by either jumping back in
the progress bar or slowing down the remaining progress. Scenario 1 shall help us
to find the most suitable solution when creating instances of a business object.

Scenario 1: Reordering packages

Before the start of each working day, the total amount of work is deter-
mined. Due to unexpected hoarding of toilet paper, as much toilet paper
as possible is reordered and delivered during the working day. The ordered
toilet paper is delivered by an unknown number of trucks throughout the
afternoon. The current progress of the goods’ delivery is determined each
time a truck arrives by considering the additional work.

In Fig. 1, the progress determination according to Option A and B are shown.
Both progress determinations are identical until 60%. Then the progress accord-
ing to Option A grows slower until 80%, due to the unexpected delivery of toilet
paper from the trucks. For Option B, with this delivery the progress determina-
tion drops immediately to 50% and is growing up to 80% with the same speed as
before. When the progress reaches 80%, another unexpected truck load arrives
in the intralogistic centre. Again, for Option A the progress grows slower until
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100%, whereas for Option B the progress drops immediately to 60% and is
growing up to 100% with the same speed as before.

Fig. 1. Progress adjustments in Option
A and B after the unexpected delivery
of additional parcels (cf. Scenario 1).

Fig. 2. Progress adjustments in Option
A and B after the cancellation of
parcels (cf. Scenario 2).

Deletion of Business Object Instances. Besides the unexpected increase of the
total workload, an unexpected decrease of the latter may occur as well, e.g., after
cancelling orders or work assignments. Scenario 2 shall help us to find the most
suitable solution for adjusting progress measures in such cases.

Scenario 2: Order cancellation

Due to a more favourable price development of a competitor’s product,
unexpected cancellations are made throughout the working day. Conse-
quently, the overall workload is reduced.

In Fig. 2, for Option A and B the respective progress with respect to Scenario
2 is depicted. For both options the progress determination evolves the same way
until reaching 50%. Then, for A it grows significantly faster up to 80%, due to
a first unexpected order cancellation. For Option B, with the order cancellation
the progress jumps immediately from 50% to 70%, and is then growing up to
80% with the same speed as before. When reaching 80%, another unexpected
cancellation occurs. For Option A the progress determination is then growing
even faster up to 100%, whereas for Option B with the cancellation the progress
immediately jumps from 80% to 90%, and is growing up to 100% with the same
speed as before.

Replacement of Business Object Instances. During process execution, multiple
unexpected events might occur, which affect the overall progress determination.
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Scenario 3: Robot failure and replacement by another robot

Assume that a robot fails when reaching 60% of the calculated progress
due to technical reasons. Adding a replacement robot takes some time as
the failed robot has to be removed and the new one needs some time to
be ready for use. Assume further that is not possible to predict whether
the replacement robot will be ready for use before completing the entire
process.

In Fig. 3, for both options the respective progress determination is shown.
The latter are the same until reaching 60%. Then, for Option A the progress
is growing slower due to of the unexpected robot failure, whereas for Option B
the progress drops immediately to 45%. Afterwards, for Option B the progress
is growing from 45% to 70%, whereas for Option A the progress is growing from
60% to 70% in the same time. When activating the backup robot, the progress
determination readopted adapts again. For Option A, the progress is growing
significantly faster, whereas for Option B it jumps from 70% to 85% with the
same speed as before.

Fig. 3. Progress adjustments in Option
A and B after the unexpected robot
failure and provision of a backup robot
(cf. Scenario 3).

Fig. 4. Progress adjustments in Option
A and B when jumping back to a pre-
vious form (cf. Scenario 4).

Progress Jumps Within a Form. As shown in Sect. 2, in the PHILharmonicFlows
approach the end-users interact with forms to collect data. After filling out the
current form, it is possible to activate the next one. However, it is also possible to
jump back to a previous form to review and update the input added previously
with the respective form. The input data of all forms is preserved.
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Scenario 4: Jumping back to a previous form

This scenario switches to the customer’s perspective. During an order
process, multiple forms are displayed to the customer one following the
other. These forms and their order are as follows: Shopping cart → Enter
address → Payment method → Confirm → Done (end of order process).
Assume that before confirming the customer jumps back to the Shopping
cart and re-checks it. In this context note that the input data of the
previously filled forms Enter address and Payment method persists.

In Fig. 4, for both options the progress determination is shown. Both pro-
gresses evolve the same way until 90%. For Option A the progress is growing
slower due to the backward jump in the form, whereas for Option B the progress
immediately drops to 10%. After the backward jump, for Option B the progress
is growing from 10% to 100% in the same time as it is growing from 90% to
100% in Option A.

Time- or Work-Based. In general, there are two metrics that can be used to
determine the progress of a business process. First, the progress calculation can
be based on the total execution time. Assume, for example, that a business
process needs from its start five days upon completion. Accordingly, on the
second day at 6am the progress reaches 25% (presuming a duration of 5 days
with 24 h). Alternatively, progress calculation can be based on the completion
of work packages, which results in progress of 20% on the second day at 6am
as only the work of the first day has been completed so far (assuming working
hours from 8am to 5 pm).

Scenario 5: Time- or work-based

If there are planned breaks during process execution in which no active
work is done, this affects the progress determination of the process.
Assuming that the following sequence of work packages and breaks,
together with the time required for them, is given.
Work package A: 3 hours + 15 minutes break
Work package B: 1 hour + 15 minutes break
Work package C: 4 hours + 30 minutes break
Work package D: 2 hours

Figure 5 depicts the determination for progress time- and worked-based sce-
nario. For Option A, there is no progress growth in the three breaks, whereas
for Option B the progress is growing continuously from 0% to 100%.

Outlook Section of the Questionnaire: The last section of the question-
naire concludes the study by asking general questions about progress determi-
nation and presentation. The aim is to get insights into the accepted duration
for progress determination and further fundamental monitoring components.
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Fig. 5. Progress adjustments in Option A based on work and B based on time (cf.
Scenario 5).

Ideally, progress determination is accomplished in real-time. However, the
calculations take time, and the more comprehensive the process is, the greater
the delay due to the continuous progress calculation will be. For this reason, we
investigated what delay in progress determination is acceptable for the users of a
process monitoring tool. For this investigation, we defined four process duration:
one hour, one day, one week, and one month. For each process duration, the
participants gave the maximal acceptable delay of progress determination.

Besides the progress determination, many more monitoring components exist,
e.g., Risk Management, Resource Management, Process Performance Measure-
ment, Alarm Trigger and Error Warnings, and Numbers of running processes.
Therefore, the participants were asked which components shall be part of a pro-
cess monitoring tool and which of them is the most important.

3.4 Data Analysis Method

All collected data are analysed and evaluated in a structured way to answer the
research question defined in Sect. 3.1. For this purpose, the methodology from
[8] is used. In a first step, the answers of all participants are analysed. In a
second step, an expert group among the participants is defined based on the
answers given in the demographic section of the questionnaire, e.g., experience
in modelling processes. The answers of these experts are then compared with the
ones of the first step. Pearson and Spearman Correlation are used to evaluate
the correlation between the data of the questionnaire.

4 Evaluation

Demographic Questions: Overall, more male (110 | 56.7%) than female (84 |
43.3%) participants took part in the study. The majority of the participants are
between 18 and 25 years old (152 | 78.4%); 36 participants are between 26 and 35
years old (36 | 18.6%). The number of participants with an age between 36 and
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65 (6 | 3.0%) is negligible. Most participants work in economy and administration
(89 | 45.9%) or information technology (76 | 39.2%). More than two third (133 |
68.6%) of the participants have experiences with process models or process mod-
elling. Much fewer participants (28 | 14.4%) use process monitoring tools in the
context of their professional activities. Participants with both modelling experi-
ence and professional familiarity with monitoring tools (24 | 12.8%) are considered
as the experts in our study. In the following, the study results of the experts (E)
are compared with the ones of the non-experts (NE) to enable a profound analysis.
The non-experts are composed of all participants expect the experts. Finally, the
satisfaction score of 3.3/5 rated by the experts is slightly above a neutral rating,
which indicates that existing monitoring tools are not perceived as satisfaction by
users.

Intuitive View of Progress: This section of the study deals with the intuitive
view users have on the progress determination of a process. For this purpose, they
are confronted with eight different progress variants, which they shall evaluate
with respect to suitability and usability. Table 1 describes the considered progress
determinations of Videos 1–8 as well as the average rating received from experts
and non-experts, respectively. For Videos 1, 3, and 6 the scores of the non-experts
and experts are almost the same (≤0.10). For Videos 2, 5, 7, and 8, the scores
are slightly different (≤0.38). The biggest difference (0.50) occurs for Video 4.

In a nutshell, adjustments (cf. Videos 2 and 7) are perceived as more suitable
and usable compared to progress jumps (cf. Video 1 and 3). Concerning the
latter, forward progress jumps (cf. Video 1) are considered being more intuitive
compared to backward progress jumps (cf. Video 3). The non-experts and experts
rate slow and fast progress speed adjustments differently. Non-experts prefer
progress that, from a certain point during process execution, is growing faster (cf.
Video 2) as more intuitive than progress growing slower (cf. Video 7). The experts
evaluate this the other way round. Note that the same observations can be
made for the permanently increased (Video 6) and decreased (Video 4) progress.
In practice, an unexpected more workload is more common, e.g., due to staff
absence (illness) or defect tools. This might be one reason why experts perceive
this as more intuitive, as they are used to such scenarios. Unexpectedly, the 90%
problem is rated slightly above neutral (cf. Video 8). With the experts rating it
even better than the non-experts. This might be related to the aforementioned
habitual practice. Finally, the progress variant considered being the least usable
by both groups is illustrated by Video 5, where the progress finished at 80%.
Consequently, progress representations should utilise the full progress spectrum
between 0% and 100%.

Scenario View of Progress: Due to the additional information provided (cf.
Sect. 3.3), participants get a better understanding of when and for what reason
process changes become necessary. In the following analysis, first of all, Scenarios
1 to 3 are considered together, followed by an individual analysis of Scenarios 4
and 5.
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Table 1. Average evaluation of intuitive progress view for each video (#) by non-
experts (NE) and experts (E).

# Description ØNE ØE

1 Recalculation of progress at 60% and forward jump in progress 3.02 3.04

2 Adjustment of progress speed at 60% and faster growing progress 4.05 3.79

3 Recalculation of progress at 60% and backward jump in progress 2.14 2.21

4 Progress becoming slower and slower over the entire process duration 3.21 3.71

5 Progress growing equally, but finishing at 80% 1.92 2.30

6 Progress becomes faster and faster over the entire duration 3.52 3.42

7 Adjustment of progress speed at 60% and slower growing progress 3.53 3.88

8 Progress growing uniformly up to 90% and then becoming slower and slower 3.13 3.33

Scenarios 1 to 3. In a nutshell, in the context of Scenario 1 (creation of instances),
Scenario 2 (deletion of instances), and Scenario 3 (replacement of instances) we
investigated whether progress speed adjustments (Option A) or progress jumps
(Option B) are preferred by users. In all three scenarios progress speed adjust-
ments without jumps are preferred more than progress jumps:
Scenario 1: overall (140 | 72.2%), experts (17 | 70.8%), non-experts (123 | 72.4%);
Scenario 2: overall (124 | 63.9%), experts (14 | 58.3%), non-experts (110 | 64.7%);
Scenario 3: overall (158 | 81.4%), experts (20 | 83.3%), non-experts (138 | 81.2%).
Moreover, for all three scenarios the answers are analysed in detail. Table 2 gives
an overview of the eight possible answer sequences for Scenarios 1 to 3. The
sequences constitute all possible combinations of preferences regarding progress
jumps and are grouped by their number: none, 1, 2, and 3. Half of the experts
(12 | 50.0%) and almost half of the non-experts (78 | 45.9%) vote for Option
A in all three scenarios, i.e., they prefer progress speed adjustments (without
jumps). Furthermore, one third of the non-experts (57 | 33.5%) preferred Option
B (i.e., progress jumps) in one of the three scenarios as opposed to only 4 experts
(16.7%). Additionally, only 23 non-experts (13.5%) and 7 experts (29.1%) choose
Option B in two of the three scenarios. Finally, 12 non-experts (7.1%) and
1 expert (4.2%) prefer progress jumps instead of progress speed adjustments
for all scenarios. Figure 6 depicts the distribution of the preferred options for
both non-experts and experts. In summary, progress speed adjustments (with-
out jumps) are significantly more preferred than progress jumps even thought
there are some opposing opinions.

Moreover, Scenario 3 reflects the real world most accurately. Usually, more
than one unexpected event happens during run-time. In this case, Option A (no
progress jumps) is preferred by 138 (81.8%) non-experts. The experts, in turn,
show similar results (20 | 83.3%). The latter can be further divided into two
subgroups: computer scientists who are developing process monitoring tools and
professionals from economy, administration, transport, or logistics who use these
tools in their daily business. Of the latter, 100% agreed that avoiding progress
jumps is the better option for Scenario 3. This confirms the previous result.
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Table 2. Percentage of possible answer
sequences for Scenario 1–3 (S1–S3) are
given by non-experts and experts.

S 1 S 2 S 3 %NE %E

A A A 45.9 50

A A B 5.3 0

A B A 17.0 16.7

B A A 11.2 0

A B B 4.1 4.2

B A B 2.3 8.3

B B A 7.1 16.6

B B B 7.1 4.2

Non-Expert Expert

Fig. 6. Associated pie diagram for
percentage distribution of Table 2.

Scenario 4. Previously entered data are still available when jumping back to an
already completed form. For Option A, progress is determined on the basis of
the already entered data. Therefore, a backward jump to a previous form sheet
does not affect the progress of the process. For Option B, however, the progress
is correlated with the currently edited form. Consequently, progress drops when
jumping back to an already completed form. The non-experts (102 | 60.0%) and
experts (14 | 58.3%) rate this scenario similarly and prefer the first progress
determination without dropping progress.

Scenario 5. Progress is determined based on the calculated time (Option A) or
work-based (Option B). Non-experts (101 | 59.4%) and experts (13 | 54.2%)
preferred the work-based approach for this scenario. Especially the results of the
experts, however, have revealed no clear preference. This scenario will therefore
be re-considered in a more detailed study in future.

Outlook Section of the Questionnaire: This part of the study helps us to
define the accepted delay due to the progress determination of process moni-
toring tool and gives an overview of other possible monitoring components. In
the following, the maximum accepted delay due to progress determination is
investigated. In the first step, outlier detection is conducted. When a partici-
pant specifies a maximum accepted delay of the progress determination, which is
larger than total the process duration, all for possible answers of this participant
related to delay of the monitoring tool (i.e., hour, day week and month accepted
delays) are omitted. Additionally, if the accepted delay for a process lasting an
hour is bigger than for a process lasting a day (the same applies to: hour > day >
week > month) from one participant, it can be assumed that this participant has
misunderstood the given format for this question. For this reason, answers from
such participants are omitted as well. This results in a total of 186 participants
(164 non-experts and 22 experts) for the following analysis.
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In the second step, a Pearson Correlation is performed, due to the
expected linear dependency. Table 3 shows the results of this analysis. Note that
the result correlation may be between −1 and +1. The larger the absolute value
of the coefficient is, the stronger the relationships between the variables are.
However, in all relations there is only a moderate correlation (0.40 − 0.69)
or strong correlation (0.70 − 0.89) and not, as expected, a very strong
correlation (0.90 − 1.00) [10].

Table 3. Analysis of Pearson and Spearman correlation with N = 186. Moderate,
Strong, and Very strong.

Relation Pearson Spearman

NE E NE E

Hour & Day 0.748 S 0.637 M 0.816 S 0.835 S

Hour & Week 0.631 M 0.621 M 0.708 S 0.644 M

Hour & Month 0.646 M 0.499 M 0.687 M 0.520 M

Day & Week 0.807 S 0.622 M 0.859 S 0.846 S

Day & Month 0.729 S 0.429 M 0.835 S 0.729 S

Week & Month 0.809 S 0.849 S 0.891 S 0.890 S

Using the results of the Pearson Correlation, the following hypothesis can
be established and investigated in a third step: The longer the total duration
of a process is, the smaller the percentage share of accepted delay from the total
process duration is. Having a closer look at the average accepted delay due to
progress determination we perceive the hypothesis backed up with 9.1% for the
one-hour process, about 5% for both a one-day-process and a one-week-process,
and 0.6% for a one-month-process. Furthermore, for some participants it can be
observed that the longer the process duration is, the more similar the accepted
delays become. These results indicate the existence of an absolute upper limit for
the accepted delay caused by the determination of the progress. This assumption
is further supported by the different delays accepted by the experts and non-
experts. For this reason, an additional Spearman Correlation is performed (cf.
Table 3), which is suitable for monotonic functions. As opposed to the Pearson
Correlation, the Spearman Correlation results in significantly more strong
correlations as expected.

In the fourth step, the maximum accepted delay caused by progress deter-
mination is visualised with the boxplot diagrams as shown in Fig. 7. For each
of the four given total process duration’s (hour, day, week, and month) a box-
plot, which represents the accepted delay by the quartiles and the average of the
experts and non-experts are depicted. All values are given in seconds (for better
visibility, the scale of time (y-axis) is individual for each process duration). In
summary, the smaller quartiles of the experts indicate that they have a very sim-
ilar understanding of progress delays. In contrast, the results of the non-experts
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Fig. 7. Boxplot diagram showing the accepted delay caused by progress calculation for
the different process duration’s in seconds for non-experts and experts.

show significantly more outlier points and a larger span of the boxplot. Except
for the one-hour process, the average of the accepted delays are smaller for the
experts in comparison to the non-experts.

The last question investigates which monitoring component should be covered
by a process monitoring tool (Question A) and which should be implemented
next (Question B). No distinction is made between experts and non-experts. For
Question A, five possible additional components are given and multiple answers
are allowed. Figure 8(a) shows the answers to this question. Note that all five
options are equally distributed (about 20%). To conclude all components seem to
be relevant. Moreover, participants may name further components of a process
monitoring tool. Proposed components include Completed sub-processes, Early
warning through pattern recognition based on machine learning, and Heat and
failed tasks.

For Question B, the most important monitoring component besides progress
determination should be chosen. The distribution is shown in Fig. 8(b). This
indicates, that Alarm Trigger and Error Warnings is preferred by the majority
(38,7%) of the participants.

5 Related Work

To the best of our knowledge there exist no works dealing with progress deter-
mination in process monitoring tools. In participant, this applies to object-aware
BPM, as there exists no comparable approach that offers the same flexibility as
PHILharmonicFlows does (e.g. ad-hoc changes of running process instances) [2].
Consequently, no monitoring rules for processes being subject to ad-hoc changes
in object-aware BPM approaches exist.
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Number of running processes (robot, work packages, workers, ...)

Alarm Trigger and Error Warnings

Process Performance Measurement

Fig. 8. Evaluation of which components of a monitoring shall be part of a process
monitoring tool (a) and realised next (b).

Concerning data-centric BPM, only few approaches offer this flexibility dur-
ing process execution. In artifact-centric BPM, for example, process executions
are driven by business data [11]. Moreover, a tool for designing and modelling
artifact-centric processes exists. There is no intuitive tool support for executing
and monitoring corresponding instances in the large scale (as in the case of our
PHILharmonicFlows engine) [12].

A second approach for data-centric BPM is case handling, which is based on
the idea what can be done to achieve a business goal [13]. With Flowers a tool
exists, which supports the design, implementation, and execution of data-centric
processes, but does not provide comprehensive monitoring support [12]. Note
that other data-centric approaches to BPM are available. However, all of them
are limited compared to the artifact-centric BPM and case handling paradigms
[12]. In summary, no related works of dynamic process changes exist.

Furthermore, there exists research emphasising the importance of progress
indicators. The study presented in [14] shows that progress representation can
influence perception of a user concerning the duration of a task. This progress
representation influences the decision whether a task (e.g., in form of a online
questionnaire) is abandoned or continued. Thereby, progress representation is
displayed with different progress speed throughout the total questionnaire. As a
result, this study shows that the slower the progress is in an early stage of the
questionnaire the higher abandonment rates are [14]. Furthermore, the experi-
ment presented in [15] shows that progress representations are important and
useful for user-interaction tools. Additionally, [15] underlines that users prefer
tools with progress visualisation.
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6 Summary and Outlook

All the defined research questions could be addressed. Progress determination
and visualisation should always end up with 100% progress upon process termi-
nation (SR1). When ad-hoc changes occur, progress speed adjustments without
jumps are considered being more suitable and usable by the majority of the users
(SR2). 100% of the experts with a profession in economy, administration, trans-
port, or logistics agreed that no progress jumps are the best option, particularity
when facing more than one ad-hoc change (SR3). The well-known 90%-problem
(i.e., progress needs significant more time for the last 10% of the work than
for the first 90%) is evaluated slightly more suitable than neutral. Previously
entered data are still available when jumping back to an already completed form
the majority of the participants preferred progress speed adjustments without
jumps (SR2). Additionally, work-based progress calculation is favoured com-
pared to time-based one by a small majority (SR3). Furthermore, the study
evaluation indicates, which components are essential for monitoring tools and
should therefore be considered in further tool releases.

The conducted study confirms a generally accepted understanding of process
progress (Main Research Question). However, further research is needed to gain
a deeper understanding of progress in data-driven processes aware information
systems and its perception by end-users. For example, a Delphie study with a
focus on experts might provide additional insight into prediction needs.
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the European Regional Development Fund and the Ministry of Science, Research and
Arts of Baden-Württemberg, Germany (F.No. 32-7545.24-17/12/1).

References

1. Andrews, K., Steinau, S., Reichert, M.: Enabling runtime flexibility in data-centric
and data-driven process execution engines. Inf. Syst. 101, 101447 (2021)

2. Andrews, K., Steinau, S., Reichert, M.: Enabling ad-hoc changes to object-aware
processes. In: 2018 IEEE 22nd International Enterprise Distributed Object Com-
puting Conference (EDOC), pp. 85–94 (2018)

3. Steinau, S., Andrews, K., Reichert, M.: Executing lifecycle processes in object-
aware process management. In: International Symposium on Data-Driven Process
Discovery and Analysis, pp. 25–44 (2017)

4. Steinau, S., Andrews, K., Reichert, M.: The relational process structure. In: Inter-
national Conference on Advanced Information Systems Engineering, pp. 53–67
(2018)

5. Steinau, S., Künzle, V., Andrews, K., Reichert, M.: Coordinating business processes
using semantic relationships. In: Conference on Business Informatics, pp. 33–42
(2017)

6. Arnold, L., Breitmayer, M., Reichert, M.: Towards real-time progress determi-
nation of object-aware business processes. In: Proceedings of the 13th European
Workshop on Services and their Composition, vol. 2839, pp. 14–18 (2021)



Progress Determination of a BPM Tool with Ad-Hoc Changes 123

7. Arnold, L., Breitmayer, M., Reichert, M.: A one-dimensional Kalman filter for
real-time progress prediction in object lifecycle processes. In: 2021 IEEE 25th
International Enterprise Distributed Object Computing Workshop (EDOCW), pp.
176–185 (2021)

8. Wieringa, R.: Design Science Methodology for Information Systems and Soft-
ware Engineering. Springer, Heidelberg (2014). https://doi.org/10.1007/978-3-
662-43839-8

9. Yin, R.K.: Case Study Research: Design and Methods. Sage, Thousand Oaks (2009)
10. Schober, P., Boer, C., Schwarte, L.A.: Correlation coefficients: appropriate use and

interpretation. Anesth. Analg. 126, 1763–1768 (2018)
11. Cohn, D., Hull, R.: Business artifacts: a data-centric approach to modeling business

operations and processes. IEEE Data Eng. Bull. 32, 3–9 (2009)
12. Steinau, S., Marrella, A., Andrews, K., Leotta, F., Mecella, M., Reichert, M.:

DALEC: a framework for the systematic evaluation of data-centric approaches
to process management software. Softw. Syst. Model. 18(4), 2679–2716 (2018).
https://doi.org/10.1007/s10270-018-0695-0
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Abstract. In object-aware process management, processes are repre-
sented as multiple interacting objects rather than a sequence of activi-
ties, enabling data-driven and highly flexible processes. In such flexible
scenarios, however, it is crucial to be able to check to what degree the
process is executed according to the model (i.e., guided behavior). Con-
formance checking algorithms (e.g., Token Replay or Alignments) deal
with this issue for activity-centric processes based on a process model
(e.g., specified as a petri net) and a given event log that reflects how
the process instances were actually executed. This paper applies confor-
mance checking algorithms to the behavior of objects. In object-aware
process management, object lifecycle processes specify the various states
into which corresponding objects may transition as well as the object
attribute values required to complete these states. The approach accounts
for flexible lifecycle executions using multiple workflow nets and confor-
mance categories, therefore facilitating process analysis for engineers.

Keywords: Data-centric process management · Conformance
checking · Process analysis · Object lifecycle processes

1 Introduction

Activity-centric approaches to business process management focus on the
control-flow perspective of business processes, i.e., the order in which individ-
ual activities shall be executed. Consequently, activity-centric processes consist
of activities that must be executed in a pre-specified order. While activities
may require data during their execution, their actual specification (i.e., the data
provided during activity execution) is considered as a black-box. Alternative
paradigms such as data-centric and -driven process management [21] represent
a process in terms of multiple interacting objects, allowing for greater flexibil-
ity through the use of declarative rules and generated forms. The individual
behavior of an object is usually data-driven and described in terms of lifecycle
processes. A lifecycle process specifies the states an object may transition during
its lifecycle and the data required to complete each state. It, therefore, enables
a white-box approach regarding process data. Examples of object-centric and
data-driven process management approaches include artifact-centric processes
[11], case handling [5], and object-aware process management [16]. Despite the
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inherent flexibility of object-centric and data-driven approaches, the problem of
not always executing a lifecycle process according to its pre-specified behavior
applies to this paradigm as well. Deviations may be caused by users behaving
differently than expected, ad-hoc behavioral changes [7], or errors introduced
during the modeling or deployment of the lifecycle processes. Dynamic behav-
ioral changes, for example, enable a variety of runtime adaptations of the lifecycle
process model of a particular object. Examples include the insertion, reordering
and deletion of lifecycle states, the insertion or deletion of object attributes, or
objects in general. Furthermore, dynamic changes may be applied to individual
objects and lifecycle instances (i.e., ad-hoc changes), respectively, as well as to
lifecycle models in general (i.e., lifecycle evolution).

Another layer of complexity for checking conformance of object-centric and
data-driven processes is their inherent flexibility. In a nutshell, the lifecycle
process modeled for each business object describes its guided behavior, while
accounting for tolerated state transitions. Nevertheless, there exist additional
executions, which deviate from the modeled behavior, but correspond to correct
executions of a lifecycle process as well. Moreover, the latter may occur within
individual lifecycle states (i.e., when setting the attributes by filling correspond-
ing form fields) as well as at transitions between them.

Assume a Student submits a solution to an exercise using a form. As long as
all required form fields are set, the submission may be handed in. The order in
which the form is filled, however, is arbitrary allowing for deviations from the
underlying lifecycle model that was used to generate the form and its logic (i.e.,
its guided behavior). In a nutshell, the execution of object lifecycle processes
operates within implicitly defined boundaries, and, therefore, tolerates certain
deviations during lifecycle execution.

The approach presented in this paper is capable of identifying which object
lifecycle process executions conform with the guided behavior of lifecycle pro-
cesses, which executions are tolerated due to the built-in flexibility of lifecycle
processes, and which executions constitute deviations from the lifecycle process.

The paper is structured as follows: Sect. 2 introduces PHILharmonicFlows,
our approach to object-centric and data-driven process management. Section 3
describes the problem addressed by the paper. Section 4 describes the granular-
ity and flexibility of object lifecycle processes and discusses how we can formally
represent the latter through various workflow nets. In Sect. 5, we introduce con-
formance categories derived from conformance checking results in the context of
object lifecycle processes. Section 6 evaluates our approach using multiple event
logs. In Sect. 7, we relate our work to existing approaches for conformance check-
ing. Section 8 summarizes the paper and provides an outlook.

2 Fundamentals

PHILharmonicFlows enhances the concept of object-centric and data-driven pro-
cess management with the concept of objects. Each real-world business object is
represented as one such object. The latter comprises data, represented in terms
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of attributes, and a state-based process model describing object behavior in terms
of an object lifecycle model (cf. Fig. 1).

The data- and process-aware e-learning system PHoodle, a sophisticated
application implemented with PHILharmonicFlows, for example, includes
objects such as Lecture, Exercise, and Submission. For the Submission object (cf.
Fig. 1), attributes include Exercise, E-Mail, Files, and Points. The correspond-
ing object lifecycle process is shown in Fig. 1. It describes the object behavior in
terms of states (e.g., Edit, Submit, Rate, and Rated) as well as state transitions.
Furthermore, each state may comprise several steps (e.g., steps Exercise, E-Mail,
and Files in state Edit), with each step referring to exactly one object attribute.
In other words, the steps of a lifecycle process define which attributes need to
be written before completing the state and transitioning to the next one.

At runtime, a lifecycle allows for the dynamic and automated generation of
forms (cf. Fig. 1). Accordingly, data acquisition in PHILharmonicFlows is based
on the information modeled in both states and steps.

The lifecycle of a Submission object (cf. Fig. 1) can be interpreted as follows:

Edit is the initial state of the Submission object as it has no incoming transi-
tions. After a student has provided data for steps Exercise, E-Mail and Files,
the Submission may transition to state Submit.
State Submit, in turn, shall enable students to alter their submission prior to the
exercise deadline by following the backwards transition. This allows returning
back to state Edit, hence enabling changes to attributes Exercise, E-Mail and
Files. A Submission automatically transitions from state Submit to Rate once
the exercise deadline is reached, and tutors may then rate the final submission.
In state Rate, a Tutor may read the provided attribute values from previous
steps, provide data for step Points, and transition the submission to state
Rated. Rated is the end state in which students may check their points.

This simple example emphasizes the importance of data executing an object
lifecycle process. While an object instance may only be in one active state at a
time, we also support choices [7,20].
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Fig. 1. Example object lifecycle process of object Submission
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Generally, a business process not only comprises one single object, but
involves multiple objects (e.g., Submissions, Lectures or Exercises) and their
corresponding lifecycles. In PHILharmonicFlows, these objects are captured in
a conceptual data model together with their semantic relations (including cardi-
nality constraints) [16]. A semantic relation denotes a logical association between
two objects (e.g., a relation between a Lecture and an Exercise implies that mul-
tiple exercises may be related to a single lecture). At runtime, each object may
be instantiated multiple times, each representing an individual object instance
[7]. The lifecycle processes of different object instances are then executed concur-
rently. Additionally, relations (e.g., between a Lecture instance and an Exercise
instance) are instantiated enabling associations between two object instances.
This results in novel information (e.g., one Exercise instance belongs to another
Lecture instance), and intertwines the executed instances [16].

3 Problem Statement

Conformance checking leverages information from process event logs to correlate
a process model with reality in order to assess its quality with respect to the
behavior documented in the event log [2]. Thus, conformance checking measures
how the recorded behavior of a process fits to its modeled representation by, for
example, calculating a corresponding fitness value. Fitness measures to which
extend a model can represent the behavior documented in an event log. This
requires different representations of a process with respect to the recorded (e.g.,
an event log) and modeled behavior (e.g., a Petri net of a lifecycle process).

For activity-centric processes, where activities are mostly considered as black-
boxes, existing conformance checking algorithms relate a process model to an
event log. Deviations from the process model are identified reducing the cal-
culated fitness value between event log and process model. In the context of
object-aware process management, where the behavior of objects is modeled
using a white-box approach (i.e., object behavior is explicitly modeled) and the
execution of object lifecycle processes is data-driven (i.e., based on the availabil-
ity of data) this problem is of great importance as well. However, due to the
object-centric and data-driven processing of object lifecycles and the flexibility
offered in this context [7], conformance issues are more challenging to address.

When processing object lifecycles, executions may deviate from the mod-
eled lifecycle process, but still remain correct executions, due to the built-in
flexibility of lifecycle processes. For example, the attributes of the form gener-
ated for state Edit in Fig. 1 may be filled in any order to complete the state
(though there is a guidance in which order the form fields shall be filled accord-
ing to the pre-specified sequence of steps within a state) or attribute values may
be changed after having been set before. Additionally, Submission objects may
return to previous states using backwards transitions (cf. Fig. 1). Both scenarios
reflect tolerated execution behavior, but also deviations from the guided lifecycle
behavior (cf. Tables 1 and 2).
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Consequently, conformance checking of object lifecycle processes must
account for both the guided and the tolerated lifecycle executions for individual
states as well as the transitions between states. Tolerated executions are speci-
fied with respect to the order of states (i.e., the order in which single forms shall
be processed) as well as the order of the steps within a state (i.e., the order in
which fields within a form are organized). Tables 1 and 2 illustrate the differ-
ent behavioral categories on two granularity levels for object lifecycle processes.
Process engines capable of executing object-centric processes such as PHILhar-
monicFlows [16] or FLOWer [5] may generate all three behavior categories at
runtime through the use of advanced concepts such as dynamic changes [6].

Conformance checking for object-aware lifecycle processes is multi-
dimensional. On one hand, several levels of granularity exist at which fitness
needs to be measured (state- and step-level, cf. Section 4). On the other, for
each granularity level, it needs to be distinguished between guided and toler-
ated behavior to identify actual deviations. Consequently, a single fitness metric
might not be sufficient to cover both dimensions.

Table 1. State level behavior

Behavior Description Example (cf. Fig. 1)

Guided The lifecycle reaches its end state
without following any backwards
transitions during lifecycle execution.

<Edit, Submit, Rate,
Rated>

Tolerated The lifecycle reaches its end state, but
backwards transitions were chosen during
lifecycle execution.

<Edit, Submit, Edit, Submit,
Rate, Rated, Rate, Rated>

Deviating The lifecycle transitions to a
non-reachable or unspecified state during
its execution.

<Edit, Submit, Edit, Rated>
<Edit, Submit, NewState,
Rate, Rated>

Table 2. Step level behavior

Behavior Description Example (State Edit of
Fig. 1)

Guided All fields of the form of a lifecycle state
are filled according to the pre-specified
order of steps.

<Exercise, E-Mail, Files>

Tolerated All mandatory fields of the form have
been filled prior to state completion.

<E-Mail, Exercise, Files>
<Files, E-Mail, Exercise>

Deviating Required steps have been skipped or
additional steps (i.e., attributes) have
been added.

<Files> <Files, Exercise,
Points>
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4 Granularity and Flexibility of Lifecycle Processes

When analyzing object lifecycle executions, we need to account for the granu-
larity (i.e., state and step level), while distinguishing between guided, tolerated
and deviating behavior (cf. Tables 1 and 2). We, therefore, transform an object
lifecycle process into a set of workflow nets, while accounting for granularity as
well as the various degrees of flexible execution.

4.1 Granularity of Object Lifecycle Processes

To account for the granularity of object lifecycle processes, we analyze the behav-
ior of each lifecycle process on two granularity levels, i.e., state and step level (cf.
Fig. 2). Concerning the state level, we focus on the transitions between states
(e.g., state Edit must be completed before state Submit may be activated). On
step level, we analyze the logic of the steps within a state. Note that this logic is
used to guide users through a form. Figure 2 depicts the two granularity levels.
The transformation of an object lifecycle process into a set of workflow nets of
different granularity allows checking the conformance with respect to different
levels of an object lifecycle (i.e., state and step level) separately. Furthermore,
we are able to categorize deviations with respect to their origin, i.e., we can
analyze whether a deviation results from unplanned state changes or from the
flexible processing of a single state (i.e., the processing of its form). In turn, this
allows for a more fine-grained conformance checking enabling data-driven pro-
cess improvement. By solely considering the granularity, we are able to identify
the origin of a deviation. However, we are unable to distinguish whether or not
the latter are tolerated due to built-in flexibility. We therefore need to consider
flexibility on both levels as well.

SubmitSubmit

SubmissionSubmission

RateRate RatedRated

E-MailE-Mail FilesFilesExerciseExercise PointsPoints

EditEditState level

Step level

ObjectObject
StatesStates

StepsSteps

Granularity

Fig. 2. Granularity of Object Lifecycle Processes (derived from Fig. 1)

4.2 Flexibility in Object Lifecycle Processes

In general, object lifecycle processes define the guided behavior of an object and
provide corresponding user guidance during lifecycle execution. However, due
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to their flexible execution nature [20], object lifecycle processes allow for devi-
ating behavior at both granularity levels (cf. Tables 1 and 2). When checking
the conformance of an object lifecycle process with an event log, differentiating
between these categories offers promising perspectives for lifecycle improvement
on one hand, but introduces additional challenges on the other. Note that con-
formance checking of object lifecycle processes must therefore account for both
the granularity levels and the flexible execution behavior.

We address this challenge by distinguishing between guided and tolerated
behavior. Accordingly, we use multiple workflow nets that can be derived from
lifecycle processes on both granularity levels. This allows distinguishing between
guided, tolerated, and deviating behavior on both granularity levels.

Definition 1. Workflow Net [1]
A Workflow Net is a Petri net N = (P,T,F, i, o) where:
P constitutes a finite set of places and T a finite set of transitions, P ∩T �= ∅,
F ⊆ (P × T ) ∪ (T × P ) represents a set of directed arcs, called flow relation.
i is the source place (•i = ∅) and o constitutes the sink place (o• = ∅)
All other nodes are on a path from i to o.

Note that the workflow net depicted in Fig. 3 contains 6 places, 5 transitions,
and 10 arcs. We use multiple workflow nets as representations of the lifecycle pro-
cess behaviors described in Tables 1 and 2. This, in turn, allows us to distinguish
between guided, tolerated, and deviating behavior.

4.3 Flexibility on State Level

On the state level, guided behavior is affected when backwards transitions are
followed during lifecycle execution (cf. Table 1).

Guided state level behavior corresponds to activate the states of the lifecy-
cle process exactly according to its specified order (cf. Fig. 1 and Table 1). By
following a backwards transition, one may return to a preceding state, which
has already been passed. In turn, this indicates that this state has not been
properly processed such that object attribute changes become necessary (e.g.,
by uploading an updated file and assigning it to attribute Files in state Edit).
In one such scenario of the submission lifecycle process (cf. Fig. 1), students may
alter their submission by jumping back to state Edit following the corresponding
backwards transition. When checking conformance, such backwards transitions
still correspond to tolerated, but not to guided behavior (cf. Table 1). Regarding
the lifecycle process from Fig. 1, the guided behavior on the state level translates
to the workflow net displayed in Fig. 3. Each state is translated to a place in the
workflow net, external and automatic state transitions are translated to tran-
sitions between these places, whereas backwards transitions are neglected (i.e.,
they correspond to tolerated behavior). Note that choices between states may
be represented as well.

Tolerated state level behavior covers backwards transitions, which allow
returning to a previous state to account for foreseeable exceptions during life-
cycle process execution as well. While these (still planned) deviations are not
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Source Edit Submit Rate RatedSource to Edit Edit to Submit Submit to Rate Rate to Rated Rated to Sink Sink

Fig. 3. Guided state level Workflow Net for Object Submission

covered by the guided state behavior (cf. Fig. 3), their execution at runtime is still
tolerated. Considering the Submission lifecycle process (cf. Fig. 1), for example,
tolerated behavior allows returning from state Submit to state Edit as well as
from state Rated to Rate. This enables two additional scenarios. First, students
may return their submission to state Edit, which allows them to change their
previous submissions (e.g., update uploaded files). Second, tutors may return
submissions to state Rate, which allows changing the value of the lifecycle pro-
cess step Points, e.g., if the tutor overlooked mistakes in a previously rated
submission. While the lifecycle model from Fig. 1 accounts for such scenarios,
the latter indicate that previous state completions were incorrect (e.g., upload
of a wrong file). We generate the “tolerated net” (cf. Fig. 4) similar to the guided
behavior, but do not neglect backwards transitions. Algorithm 1 describes the
generation of both guided and tolerated nets on state granularity in pseudo code.

Source Edit Submit Rate RatedSource to Edit Edit to Submit Submit to Rate Rate to Rated Rated to Sink Sink

Backwards: 
Submit to Edit

Backwards: 
Rated to Rate

Fig. 4. Tolerated State Level Workflow Net for Object Submission

Algorithm 1. Workflow Net Generation Algorithm on State Level Granularity
Require: OLP, NetType � Object lifecycle process, guided or tolerated behavior

PetriNet ← new
PetriNet.addP lace(source)
PetriNet.addP lace(sink)
for all states in OLP do

PetriNet.addP lace(state)
end for
for all t in OLP do � Transitions of OLP

if t.source.state �= t.target.state then � Transition is external or backwards
if NetType = guided AND t.type = backwards then

//Do Nothing
else

PetriNet.addTransition(t)
PetriNet.addArcs(t.source, t.target) � Arcs to connect t with in- and output places

end if
end if

end for
PetriNet.makeWFN() � Connect sink and source to places of first and last states
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4.4 Flexibility on Step Level

As opposed to the state level, step level behavior covers intra-state behavior, i.e.,
the steps of a specific state and the order and constraints for their execution.

In PHILharmonic Flows, the behavior on step level is reflected by the control
flow logic for processing the corresponding form. The behavior on step level is
therefore directly connected to the actual data acquisition, i.e., steps of a state
and their order are used to automatically generate role-specific forms at runtime.

Each step of a state corresponds to a single attribute that may be set while
the state is active. A state may only be completed once all mandatory attributes
have been set, i.e., its corresponding form has been properly filled. Note that the
transitions between the steps of a given state are used to organize fields in the
generated forms (and cursor control). For the step level, guided behavior means
obeying the pre-specified execution logic of the steps when setting the attributes
(cf. Table 2). Each attribute may be changed any number of times when pro-
cessing the respective form field, and conditional attributes are possible as well.
Considering the generated forms, guided behavior corresponds to the form being
filled according to the pre-specified order of steps (cf. Table 2). Figure 5 depicts
the guided net derived for state Edit of the Submission object.
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Rela ona ribute: 
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Completed Sink
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Exercise

Set: 
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E-Mail
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Fig. 5. Guided step level Workflow Net for State Edit

For the tolerated state level behavior there only exist two constraints. First,
an attribute (i.e., a step) needs to be set before it may be changed. Second, a
state may only be completed once all mandatory attributes have been set. The
workflow net depicted in Fig. 6 represents this behavior for state Edit of the
Submission object (cf. Fig. 1).
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Fig. 6. Tolerated step level Workflow Net for State Edit
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On step level, conditional steps (e.g., suppose a statement would be required
if step Points in state Rate is below a certain threshold) may be represented
through choice constructs and corresponding, additional state completion tran-
sitions. Algorithm 2 generates both the guided and tolerated workflow net (cf.
Fig. 6) on step level in pseudo code.

Algorithm 2. Workflow Net Generation Algorithm on Step Level Granularity
Require: OLP, NetType, OLPstate � object lifecycle process, guided/tolerated, selected state

PetriNet ← new
PetriNet.addP lace(source)
PetriNet.addP lace(sink)
for all step in OLP.getSteps(OLPstate) do

PetriNet.addBehavior(step, NetType) � one or two places & transitions (Set & Change)
end for
if NetType = tolerated then

PetriNet.addAndConnect() � Use tolerated syntax to connect places with Sink and Source
else

for all t in OLP do � Transitions of OLP
if t.source.state = t.target.state AND t.source = OLPState then

PetriNet.connectSteps(t) � Connect steps according to transition of OLP
end if

end for
end if
PetriNet.makeWFN() � Add & connect one place (guided), connect sink and source

5 Conformance Checking of Lifecycle Processes

After having shown how to generate the workflow nets for each granularity level
while at the same time accounting for lifecycle flexibility, we utilize these nets
to check conformance for each level individually. On both granularity levels,
however, using workflow nets that reflect guided behavior (e.g., Figs. 3 or 5)
only enables us to check whether an object lifecycle was executed according to
the guided behavior (i.e., both states and steps are executed based on the order
described by the guided behavior). Deviations from this behavior may, in turn,
be tolerated by the object lifecycle process due to its built-in flexibility.

A similar scenario arises when only using workflow nets representing tolerated
behavior (e.g., Figs. 4 or 6), which represents all lifecycle executions that may
be realized without any interventions from process supervisors (i.e., all correct
executions). Based on the fitness value between the workflow nets representing
tolerated behavior on one hand and an event log on the other, we are only
able to check whether an object lifecycle process instance changed states, or
a state was processed according to the tolerated behavior. We are unable to
figure out which object lifecycle process instances were executed according to
guided behavior (i.e., whether states were transitioned, or steps were processed
according to the guided behavior).

When considering both nets of a granularity level in combination (e.g., Figs. 3
and 4 or 5 and 6), we can calculate two fitness values for both the state and
the step level (i.e., for each state). One fitness value corresponds to the fitness
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regarding guided behavior, the other to tolerated behavior for a selected level
of granularity (i.e., state or step level). In combination, the two fitness values
allow categorizing each lifecycle process instance according to the behavior and
granularity levels described in Tables 1 and 2. Furthermore, we can distinguish
whether deviations from the guided behavior are due to exceptions or due to the
flexibility inherent to object-aware processes.

Note that we use Alignments [3] to calculate the resulting fitness values
- alignments are the de-facto standard approach to evaluate fitness [12] and
are able to cope with log entries unrelated to the lifecycle process model (e.g.,
executing an unmodeled step or state). Alignments connect execution traces
with a valid execution sequence from a process model through log, model or
synchronous moves [3,10]. Fitness is then calculated using costs of identified log
and model moves. Other algorithms (e.g., Token Replay [8]) may be used as well.

5.1 Conformance Categories

When categorizing lifecycle process executions, we either focus on the state
changes (i.e., state level) or individual states (i.e., step level) recorded in the
event log. Usually, event data are recorded during the execution of a process and
consist of cases and activities [2]. In the context of object lifecycle processes,
we use cases to identify individual object instances. A case comprises informa-
tion on object lifecycle process states and steps (i.e., on whether the form field
corresponding to a step has been set, changed or an object instance has tran-
sitioned to another state) in terms of activities. Note that this allows for the
use of existing conformance checking algorithms (e.g., alignments) to lifecycle
processes. During conformance checking, we consider event log subsets based on
the granularity levels of each lifecycle process. Figure 7 depicts an example event
log from the Phoodle scenario.

Case ActivityFilter TimestampAttribute ValueUser

Fig. 7. Event Log Example for State Edit of Object Tutorial (anonymized due to
GDPR)

Concerning the state level, we consider those event log entries that are related
to state changes (i.e., the transitions in Figs. 3 + 4). In contrast, the step level
conformance checking considers events related to the writing of object attributes
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(i.e., the transitions in Figs. 5 + 6). Consequently, an event log subset either
documents how object instances transitioned between object states or how indi-
vidual states were processed (i.e., in which order the fields of its corresponding
form, i.e., object attributes, were set). Aligning a log subset with the two cor-
responding workflow nets (cf. Figs. 3 + 4 for the state level of object lifecycle
Submission or Figs. 5 + 6 for state Edit), we obtain two fitness values. Based
on the latter, we can categorize each lifecycle process instance into one of the
following categories, depending on the behavior captured in the event log:

– Guided behavior: The fitness value obtained for the guided net equals to
1. The tolerated fitness also equals to 1 as it generalizes the guided behavior.

• State level: the state changes of the object lifecycle process instance
fully comply with the guided behavior.

• Step level: the steps of a state were executed according to the guided
behavior (i.e., the generated form was filled in from top to bottom).

– Tolerated behavior: The fitness from the guided net is below 1, but the
fitness from the tolerated net still equals 1. Deviations from the guided behav-
ior model captured in this category are correct executions due to the built-in
flexibility. However, process improvements might be possible.

• State level: the object lifecycle process instance changed states correctly,
though its execution utilizes the built-in flexibility of lifecycle processes
(e.g., by following backwards transitions)

• Step level: the steps were executed correctly with respect to the built-in
flexibility of the generated forms (e.g., the form was filled in any order).

– Deviating behavior: Both fitness values are below 1. Deviations occurred
that are not tolerated by the built-in flexibility of object lifecycle processes.

• State level: deviations include, but are not limited to states not being
reachable from the currently active state, to ad-hoc (i.e., not pre-specified)
backwards transitions, or to state changes not allowed by the object life-
cycle process.

• Step level: deviations may result from states that are completed while
not all required attributes (i.e., steps) are set, steps not being part of
the lifecycle process state are set, steps are changed after the state is
completed or steps are changed before being set.

5.2 Leveraging Conformance Categories for Process Analysis

When analyzing object-centric and data-driven processes, the introduced con-
formance categories provide useful insights for process engineers into potential
model improvements. In turn, this facilitates problem detection through the dis-
covery of actual deviations and tolerated behavior. To identify whether object
lifecycle instances deviate from the lifecycle model (e.g., through ad-hoc changes
executed by process supervisors) or are executed according to the tolerated
behavior yields useful information for improving and evolving lifecycle processes.

Deviating behavior on the state level, for example, indicates that ad-hoc
changes were required during lifecycle process execution. In this scenario, the
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lifecycle model does not allow for all the behavior required in practice, i.e., is has
turned out to be too restrictive during the processing of certain state transitions.

Furthermore, tolerated behavior in the processing of a certain state may
indicate that the ordering of the steps within this state might not be optimal.

Conformance categories are capable of prioritizing improvement efforts. On
both granularity levels, tolerated behavior captures behavior inherently sup-
ported by the built-in flexibility and, thus, not requiring any interventions by
process supervisors. This indicates improvement potential with respect to usabil-
ity (i.e., forms may be optimized by reordering steps of a state with highly
tolerated behavior). Deviating behavior, in turn, covers behavior due to either
implementation mistakes or explicit interventions by process supervisors (e.g.,
through ad-hoc changes at runtime). As a result, when analyzing object lifecycle
processes, deviating behavior should be investigated with higher priority. Our
approach provides guidance for process engineers in analyzing and improving
lifecycle processes.

6 Experimental Evaluation

To demonstrate the applicability of our approach for checking the conformance
of lifecycle processes, we implemented a proof-of-concept prototype1. The latter
includes a translator that enables the generation of the different workflow nets
based of an object-aware process [16]. The implementation of this translator
uses python and the pm4py framework [9]. The implemented algorithms are
illustrated in terms of pseudo-code in Algs. 1 and 2. To evaluate the conformance
checking approach described in Sect. 5, we used multiple event logs to check
their conformance with each of the derived workflow nets. First, we generated
event logs using the extended Petri net playout feature of pm4py for the derived
workflow nets to simulate all allowed process executions. For this purpose, we
generated all traces that are allowed according to each workflow net, up to a
trace length of 10. However, any other trace length would be possible as well.
The resulting event logs contain 6 (tolerated state level), 1 (guided state level),
8334 (tolerated step level) and 56 (guided step level) traces respectively.

Table 3. Object submission - playout

% of traces State Level Step Level (State Edit)

Guided log Tolerated log Guided log Tolerated log

Guided behavior 100 % 16.66 % 100 % 0.6719

Tolerated behavior 0 % 83.34 % 0 % 99.3281

1 All event logs are provided at https://www.researchgate.net/project/Lifecycle-
Conformance-Checking-RCIS.

https://www.researchgate.net/project/Lifecycle-Conformance-Checking-RCIS
https://www.researchgate.net/project/Lifecycle-Conformance-Checking-RCIS
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The results from Table 3 show that we are able to distinguish between tol-
erated and guided behavior using the described workflow nets for conformance
checking. The generated event logs, however, do not contain actual deviations
(cf. Section 5) as they represent all allowed playouts of the derived workflow nets.
All simulated traces, therefore, belong to either guided or tolerated behavior. On
state level (cf. Table 3), 16.66% of the tolerated traces fit the guided behavior
(i.e., Category Guided Behavior State Level for Tolerated Log). Concerning the
step level granularity of state Edit (cf. Table 3), only 0.6719% of the tolerated
traces fit to the actual guided behavior (i.e., Category Guided Behavior Step
Level for Tolerated Log). This indicates the high degree of flexibility an object
lifecycle process allows for a state with only 3 steps and a trace length up to 10.

To evaluate whether the approach is able to identify deviating behavior in an
event log, we generated an additional event log that contains deviating behavior
as well. For this purpose, we randomly simulate behavior within an event log
that may not only represent tolerated and guided, but also deviating behavior,
by randomly picking from the set of transitions. In practice, such behavior can
be observed in the context of ad-hoc changes or implementation mistakes (e.g.,
while collecting event logs). Algorithm 3 indicates how we generated the event
logs used for checking conformance. We generated event logs with 1000 traces
of random length between 5 and 8 in order to group traces according to the
categories presented in Sect. 5.

Algorithm 3. Algorithm to Generate Event Logs with Deviations
Require: PetriNet, TraceNumber, TraceLength � Petri net, number of log traces and length

OriginalTransitions = PetriNet.transitions.copy()
for trace = 0 to TraceNumber do

Transitions = OriginalTransitions
Eventlog.add(Initial State) � Activate State or Source to first state
for i = 0 to TraceLength do

Transition = random.choice(Transitions) � Pick random transition from net
if Transition = ”Set:” then � Probibit, that one step is set multiple times in a trace

Eventlog.add(Transition)
Transition.remove(Transition)

else
Eventlog.add(Transition)

end if
end for
Eventlog.add(FinalState) � State completed or last state to sink

end for

Table 4 shows the categories into which the randomly generated traces are
assigned according to their behavior documented in the event log. We are not
only able to differentiate between guided and tolerated behavior but can also
identify deviating behavior with the approach. However, note that the event
logs used in the sketched evaluation constitute two edge cases of object lifecycle
process executions, as they either contain no deviations (cf. Table 3) or a high
ratio of deviations (cf. Table 4).

We further evaluated the approach using an event log we collected from a
real-world deployment of Phoodle (cf. Section 2) in which 133 students used the
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Table 4. Categories for object submission - random

% of traces (#) State level Step level (state Edit)

Guided behavior 0.1 % (1) 0.4 % (4)

Tolerated behavior 0.2 % (2) 7.0 % (70)

Deviating behavior 99.7 % (997) 92.6 % (926)

system during a university course over a period of 4 months (cf. Fig. 7). When
applying the approach, all 51 lifecycle process instances of object Tutorial showed
deviating step level behavior for state Edit (cf. Table 5). Upon closer inspection,
according to the event log, attribute Lecture was set in state Edit (cf. lines 3
and 14 in Fig. 7), while the lifecycle process required attribute Tutor. In the
next step, we repaired the event log to set the correct attribute, and thus 28 of
51 tutorial lifecycle process instances corresponded to guided and 4 to tolerated
behavior. Note that the remaining 19 instances had additional deviations not
related to the repaired deviation (e.g., attributes were changed after the state
had been completed using ad-hoc changes [7]).

Table 5. Phoodle Log Tutorial - State Edit

% of traces (#) Initial Repaired

Guided step level behavior 0 % (0) 54.90 % (28)

Tolerated step level behavior 0 % (0) 7.85 % (4)

Deviating step level behavior 100 % (51) 37.25% (19)

Overall, the evaluation has shown that we are able to pinpoint which gran-
ularity level of an object lifecycle process is non-conforming (i.e., deviations
regarding state transitions or individual states). Additionally, we can account
for the flexible (i.e., tolerated) execution of object lifecycle processes through
the use of multiple workflow nets, therefore enabling sophisticated and holistic
deviation detection.

7 Related Work

This work is related to two research areas: conformance checking and object-
/data-centric process management. In [19], conformance checking is presented
as multidimensional quality metrics for processes and their corresponding event
logs. Furthermore, best-effort metrics to assess the different quality dimensions
are introduced. One algorithm to check conformance is Token Replay [19], which
can identify those parts of the process model and event log that fit together.
Furthermore, it enables diagnostics related to deviations by replaying the event
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log on a Petri net covering the execution behavior of the process model. Addi-
tional algorithms have emerged that enable conformance assessment by aligning
process model and event log [3]. Alignments have already been adapted to var-
ious scenarios, e.g., large processes [18] or declarative processes [17]. Recently,
another token replay approach emerged [8]. Finally, first approaches for discov-
ering object-centric Petri nets have been proposed [4].

Some conformance checking approaches exist for artifact-centric conformance
checking [13–15] as well. To some degree these approaches are similar to ours.
However, differences arise due to the fact that we focus on business objects
instead of proclets, artifacts, or UML diagrams. Compared to [13], our approach
does not use UML state and activity diagrams to generate the Petri net. While
[14] uses conformance checking, the presented approach is able to identify behav-
ioral and interaction conformance with respect to proclets (Petri nets, including
communication ports). As a result, no translation from proclets to Petri nets is
required. The work presented in [15] focuses on the interaction between multiple
artifacts rather than the behavior of object lifecycle processes in isolation. Fur-
thermore, to the best of our knowledge, none of the existing approaches accounts
for flexibility during conformance checking of data-centric and -driven processes.

8 Summary and Outlook

This paper presented an approach for checking the conformance of single object
lifecycle processes. We introduced two granularity levels for enacting lifecycle
processes granularity levels as well as built-in flexibility concepts. We then incor-
porate them during conformance checking to differentiate between guided, tol-
erated, and deviating behavior. Checking conformance with multiple nets allows
categorizing each lifecycle execution based on the behavior captured in the event
log. Furthermore, we are able to account for the flexible nature of object lifecy-
cles through conformance categories that allow us to distinguish between devi-
ations tolerated due to the flexibility of object lifecycles and actual deviations.
Additionally, we can account for flexibility regarding transitions between states,
and the behavior of individual states. When analyzing data-centric and -driven
processes, conformance categories provide guidance for process engineers with
respect to which parts of object lifecycle processes are of particular interest.

In future work, we plan to extend the presented approach in a two-fold man-
ner: First, we plan to incorporate constraints between object lifecycle processes.
This will allow us to further improve conformance checking of object-centric
processes regarding the inter-object granularity level. The latter considers con-
straints between different object lifecycle processes, rather than lifecycle pro-
cesses in isolation. Second, we want to provide detailed information on the origin
of the deviation to further facilitate process improvement.

Acknowledgments. This work is part of the SoftProc project, funded by the KMU
Innovativ Program of the Federal Ministry of Education and Research, Germany (F.No.
01IS20027A).
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Abstract. Business process simulation is a methodology that enables analysts
to run the process in different scenarios, compare the performances and con-
sequently provide indications into how to improve a business process. Process
simulation requires one to provide a simulation model, which should accurately
reflect reality to ensure the reliability of the simulation findings. This paper pro-
poses a framework to assess the extent to which a simulation model reflects reality
and to pinpoint how to reduce the distance. The starting point is a business sim-
ulation model, along with a real event log that records actual executions of the
business process being simulated and analyzed. In a nutshell, the idea is to simu-
late the process, thus obtaining a simulation log, which is subsequently compared
with the real event log. A decision tree is built, using the vector of features that
represent the behavioral characteristics of log traces. The tree aims to classify
traces as belonging to the real and simulated event logs, and the discriminating
features encode the difference between reality, represented in the real event log,
and the simulation model, represented in the simulated event logs. These fea-
tures provide actionable insights into how to repair simulation models to become
closer to reality. The technique has been assessed on a real-life process for which
the literature provides a real event log and a simulation model. The results of the
evaluation show that our framework increases the accuracy of the given initial
simulation model to better reflect reality.

Keywords: Business process simulation · BPMN model · Decision tree ·
Declarative language · Event log comparison

1 Introduction

Business process simulation refers to techniques for the simulation of business pro-
cess behavior on the basis of a process simulation model, a process model extended
with additional information for a probabilistic characterization of the different run-time
aspects (case arrival rate, task durations, routing probabilities, resource utilization, etc.).
Simulation provides a flexible approach to analyse and improve business processes.
Through simulation experiments, various ‘what if’ questions can be answered, and
redesigning alternatives can be compared with respect to some key performance indi-
cators. The main idea of business process simulation is to carry out a significantly large
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. Guizzardi et al. (Eds.): RCIS 2022, LNBIP 446, pp. 142–158, 2022.
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Fig. 1. The framework of the proposed approach.

number of runs, in accordance with a simulation model. Statistics over these runs are
collected to gain insight into the processes, and to determine the possible issues (bottle-
necks, wastes, costs, etc.). By applying different changes to the simulation model, one
can assess the consequences of these changes without putting them in production, and
consequently can explore dimensions to possible process improvements.

A successful application of business process simulation for process improvement
relies on a simulation model that reflects the real process behavior; conclusions are
drawn on an unrealistic simulation model lead to process redesigns that may not yield
improvements, or even may worsen the performances.

This paper puts forward a framework to assess and improve the accuracy (i.e., the
realism) of a simulation modelM starting from the differences figured out by our frame-
work.

Along with M , the framework requires an event log Lr that records executions of
the process modelled by M . The framework is based on the idea that many process runs
are carried out using M , thus generating a simulated event log Ls. If Ls is similar to Lr,
then M is accurate. To compute the similarity, the framework builds a decision tree that
classifies the traces of Lr or Ls. If the two logs are similar, the decision tree is unable
to discriminate and, hence, correctly classify. The decision tree features encode the
behavior observed in traces, such as whether two casually dependent activities follow
in traces, activity durations, or certain declarative rules based on Linear Temporal Logic
(LTL) formula.

Section 2 further introduces the framework, using an intuitive example. Section 3
introduces the basic concepts that are used throughout the paper. Section 4 reports on
the discriminating features used to create the decision tree model from the two logs, and
on a final data preprocessing step before training the model. Section 5 discusses on the
use of decision trees for event logs discrimination. Section 6 illustrates the results of our
evaluation, while Sect. 7 discusses related work. Section 8 summarizes the contributions
and outlines future work directions.

2 Overall Idea and Motivation

The framework proposed in this paper can be summarized as in Fig. 1. The starting
point is an initial simulation model and a real event log. The simulation model can
be drawn by process analysts on the basis of insights from stakeholders, or it can be
discovered using combinations of Process Mining techniques [9,11]. The simulation
model is used to generate the traces composing a simulated log. After generating the
simulating model, the framework aims to compare the two logs for differences; to do
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Fig. 2. BPMN model of process order.

Fig. 3. Decision trees obtained from the comparison between the real log and the simulation log
originated from the simulation model over the BPMN in Fig. 2.

so, a decision tree is built that highlights the differences and indicates how close our
simulation model represents reality. If the decision tree indicates that the simulation
model accurately reflects reality, the application of the framework concludes, and the
model is deemed as appropriate. If the decision tree highlights significant differences,
the model is modified, using the differences as guidelines for improvement. The new
simulation model can be used to generate a new simulation log and compared with the
real log for the difference. It follows that the simulation model is improved iteratively
through a sequence of improvement steps: the framework more and more improves the
accuracy of the simulation model, until the differences are considered negligible.

As an example, let us consider the BPMN model in Fig. 2, which refers to a
purchase-order process composed of five activities. In particular, the exclusive gate-
way routes the control flow of the process based on the result of the previous activity
Check Credit. If the Check Credit is successful, the order is carried; otherwise, the
order is canceled. Let us suppose to have a real event log Lr. The simulation model,
composed by the BPMN in Fig. 2 and the simulation parameters (e.g., case arrival rate,
branching probabilities), is simulated as many times as the number of traces in Lr in
order to generate a simulated event log Ls. The framework builds a decision tree that is
trained via a multiset of feature vectors, one vector for each trace in Lr and Ls. Let us
suppose to obtain the decision tree in Fig. 3a. The root of the tree contains the feature
CheckCredit→CancelOrder. For a given trace σ, this feature value is equal to
the number of times that the activity Check Credit is followed by the activity Cancel
Order and the opposite never happens in σ. Traces of Lr and Ls are then associated to
decision tree leaves, depending on the values of the features that appear in the traces.
Each leaf of the tree is represented as a pie chart, which describes the fractions of the
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traces inside the leaf that belong to Lr and Ls. The right leaf in Fig. 3a contains the
traces with the root feature equal to 1, i.e., the traces containing the activity Check
Credit followed by Cancel Order. This leaf contains the traces for orders that are can-
celed, while the left for completed orders. The pie chart of the right leaf contains more
traces from Ls log with respect to Lr log, which indicates that the simulation model
sets a too high probability to cancel more orders than the real process. Starting from
this rule, we can improve and fix the simulation model in order to have the same per-
centage of completed orders. In this case, the mistake is very likely associated with the
branching probability of the exclusive gateway Check Credit. We can hence improve
the model by better tuning the probability at the gateway. The new simulation model
is run to obtain a simulated log to repeat the comparison based on the decision tree
construction. The new decision tree is, e.g., as in Fig. 3b: now the leaves almost contain
the same numbers of traces from Lr and Ls. It follows that the decision tree model is
not able to well discriminate whether a trace belongs to the real or simulated event log,
thus positively confirming the accuracy of the simulated model.

3 Preliminary

This section introduces the preliminary concepts to later illustrate the technique’s
details. First, we present the concepts of events, traces and event logs, and some related
notations.

Definition 1 (Events). Let A be a set of activity labels. Let T be the universe of
timestamps. Let I = {start, complete} be the life-cycle information. An event
e ∈ A×T ×I is a tuple consisting of an activity label, a timestamp of occurrence, and
the life-cycle information.

In the remainder, given an event e = (a, t, i), act(e) = a returns the activity label,
time(e) = t returns the timestamp, and life(e) = i is the information whether e refers
to the starting or completion of an activity. In practice, several event logs are composed
of events where the life-cycle information is not present. In this case, we assume that
those events refer to the completion. There might be events other than related to the
starting or completion of activities: those events are simply ignored. Events also carry
a payload consisting of attributes taking on values: they are also ignored.

Definition 2 (Traces and Event Logs). Let EA the universe of the events defined over
a set A of activity labels. A trace σ = 〈e1, . . . , em〉 ∈ E∗

A is a sequence of events, with
the constraint that, for all 0 < i < j ≤ m, time(ei) ≤ time(ej). An event log LA is a
set of traces, namely LA ⊂ E∗

A.

In the remainder, we use the shortcut e ∈ LA to indicate that there is a trace σ ∈ LA
such that e ∈ σ. Also, we drop the subscript A when it is clear from the context. Finally,
given a trace σ, the notation complete(σ) refers to the sequence of events in σ after
removing the events referring to the starting of activities, and retaining the same order,
i.e. complete(σ) = {e ∈ σ| life(e) = complete}. Table 1 shows an example of an
event log related to the management of order requests.
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Table 1. A fragment of an event log of a process about dealing with orders.

Case ID Activity Timestamp Life-cycle

12 Receive order 16-08-20 08:30 Start

12 Receive order 16-08-20 08:45 Complete

13 Receive order 16-08-20 10:30 Start

13 Receive order 16-08-20 10:45 Complete

12 Check credit 17-08-20 12:27 Start

12 Check credit 17-08-20 12:32 Complete

12 Fulfill order 17-08-20 14:40 Start

12 Fulfill order 17-08-20 14:50 Complete

13 Check credit 17-08-20 16:40 Start

13 Check credit 17-08-20 17:40 Complete

13 Cancel order 17-08-20 17:56 Start

Case ID Activity Timestamp Life-cycle

14 Receive order 17-08-20 18:00 Start

14 Receive order 17-08-20 18:45 Complete

13 Cancel order 17-08-20 18:56 Complete

12 Send invoice 18-08-20 10:40 Start

12 Send invoice 18-08-20 10:42 Complete

14 Check credit 18-08-20 13:11 Start

14 Check credit 18-08-20 13:32 Complete

14 Fulfill order 18-08-20 14:25 Start

14 Send invoice 18-08-20 14:27 Complete

14 Send invoice 18-08-20 14:40 Complete

14 Fulfill order 20-08-20 10:50 Complete

Table 2. List of DECLARE constraints used in our techniques.

Constraints Description

Init(a) a should be the first activity in a trace

End(a) a should be the last activity in a trace

CoExistence(a, b) If one of the activities a or b is executed, the other one also has to be executed

Response(a, b) When a is executed, b has to be executed after a

AlternateResponse(a, b) When a is executed, b has to be executed after a and no other a can be executed in between

Precedence(a, b) b has to be preceded by a

AlternatePrecedence(a, b) b has to be preceded by a and another b cannot be executed between a and b

Succession(a, b) a occurs if and only if it is followed by b

Some of the differences can be given as constraints of DECLARE, i.e., a declara-
tive process modeling language [1]. This language indeed defines the behavior of the
business process as a set of constraints. An example of DECLARE constraint is Init(a)
and it states that every instance must start with the execution of activity a. Another
example can be Precedence(a, b), and it imposes that the activity b occurs only if pre-
ceded by the activity a. The full list of DECLARE constraints can be found in [1]. The
list of constraints and the related descriptions that are used in this paper are listed in
Table 2. Given this framework, we can notice that each DECLARE constraint can be
formally defined as a LTL formula, which can ultimately be represented as a final state
automaton over the alphabet of activities.

Definition 3 (DECLARE Constraint as Final State Automaton). Let A be a set of
activity labels. The DECLARE constraint can be formulated as a final state automaton
C = (A, Q, q0, δ, E) over a set A of activities, where: (i) A is the activity labels; (ii) Q
is a finite, non-empty set of states; (iii) q0 ∈ Q is an initial state; (iv) δ ∈ Q ×A → Q
is the state-transition function; (v) E ⊆ Q is the set of final states.

The automaton that represents a DECLARE constraint accepts all and only those log
traces that satisfy the constraint. Note how the state-transition function is total: log
traces can always be replied on the automaton.
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Fig. 4. This figure shows the automaton for the DECLARE constraint CoExistence(Receive Order,
Fulfill Order), where A is the who set of activity labels.

Example 1. Given the set of activity labels related to the event log in the Table 1.
Figure 4 shows the automaton C = (A, Q, q0, δ, E) for the DECLARE constraint CoEx-
istence (Receive Order, Fulfill Order). This DECLARE constraint states that if one of the
two activities, Receive Order or Fulfill Order, is executed, then the other also has to be
executed. As an example, the trace with the CASE ID = 12 in the Table 1 is accepted
by the automaton, while the trace with CASE ID = 13 is not accepted.

4 Our Framework

Our framework requires a simulation model and a real event log Lr as input. The basic
idea is to verify the quality of the simulation model by generating an event log Ls from
the latter and find the event log features that discriminate Lr and Ls. These features can
range from the occurrences of activities and their sequencing to DECLARE constraints,
and temporal features i.e. the activity durations. The discriminating features pinpoint
the differences between the two event logs and provide valuable insights into repairing
the simulation models.

In this structure, we employ decision tree learning to find the discriminating fea-
tures. Given a set of features F , and their potential values V . Decision trees are learned
from a multiset of pairs (x, y) where x ∈ F → V is a function that assigns values to (a
subset of) the features, and y is the class value. The label y is whether the trace belongs
to the real or simulated event log. In our framework, the feature function is extracted
from an event log via a customizable mapping function:

Definition 4 (Trace-to-Feature Mapping Function). Let L be an event log. Let F
be a set of features. Let V be the set of potential values. A trace-to-features mapping
function is a function ρL : L → (F → V) such that, for each trace σ ∈ L, it returns
a feature-to-value function z = ρL(σ) that assigns a value z(f) ∈ V to each feature
f ∈ F .

With these concepts at hand, given a real event log Lr and a simulated event log Ls

the training set TLr,Ls
of the decision tree is constructed as follows where real and

sim denote the two possible class values for respectively real and simulated log trace:1

1 Symbol � indicates the union of multisets where duplicates are retained.
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TLr,Ls
=

⊎

σr∈Lr

(ρL(σr),real) 	
⊎

σs∈Ls

(ρL(σs),sim) (1)

In the remainder, from Sects. 4.1 to 4.3, we introduce several trace-to-features map-
ping functions supported in our implementation to construct the training sets for the
decision tree algorithm, i.e., Basic Features, Extended Features for Declare Rules and
Temporal Features.

4.1 Basic Features

In this section, we describe the features related to the control-flow perspective. First
of all, we define the features related to the activities occurrences, i.e., if an activity is
performed in the given trace or not.

Definition 5 (Activity Function). Let L be an event log over the set A of activities.
Let define a trace-to-function mapping function ρL

activity : L → (F → V) in which the
set of features F is A. For each trace σ ∈ L, it returns a function z = ρL

activity(σ) that
assigns a value z(f) ∈ V for each activity feature f ∈ F . The value z(f) is the number
of times an activity a is executed within the trace, i.e. |e ∈ complete(σ) : act(e) = a|.
Example 2. Let σ the trace with the CASE ID = 12 in the Table 1. Let fix the set
of features F equal to the set A, i.e. F = {ReceiveOrder, CheckCredit,
FulfillOrder, SendInvoice, CancelOrder}. Given the trace σ, the func-
tion ρL

activity maps the trace into a function z that assigns for each f ∈ F a value in
{0, . . . , n}. The trace contains the activities: Receive Order,Check Credit, Fulfill Order,
and Send Invoice. Therefore we have that z(ReceiveOrder) = 1,
z(CheckCredit) = 1, z(FulfillOrder) = 1, z(SendInvoice) = 1, and
z(CancelOrder) = 0.

In the following, we define the second type of features related to the control-flow
perspective, i.e., these features encoded the causality relation between activities:2

Definition 6 (Causality Relation). Given an event log L defined over a set A of activ-
ities. a →L b is a causality relation in L iff there is a trace σ = 〈e1, . . . , em〉 ∈ L s.t
〈ei, ei+1〉 ⊆ complete(σ) | act(ei) = a ∧ act(ei+1) = b and �σ′ = 〈e′

1, . . . , e
′
m〉 ∈ L

s.t 〈e′
i, e

′
i+1〉 ⊆ complete(σ′) | act(e′

i) = b ∧ act(e′
i+1) = a.

Definition 7 (Causality Relation Function). Let L be an event log defined over a set
A of activities. We introduce a trace-to-feature mapping function ρL

→ : L → (F →
V) in which the set of features F coincides with the set of causality relation in L.
The causality relation function ρL

→(L) returns a function z(f) that, to each causality
relation f = (a →L b) ∈ F , assigns the numbers of times an event for activity a is
followed by an event for activity b in L.
Example 3. Let σ the trace with the CASE ID = 12 in the Table 1. Let fix the
set of features F equal to the set of all possible causality relation in L, i.e. F =
{ReceiveOrder → CheckCredit, . . . ,CheckCredit → CancelOrder}. In this
case we have for instance that z(CheckCredit → FulfillOrder) = 1, and
z(CheckCredit → CancelOrder) = 0.
2 Given two sequences s and s′, s′ ⊆ s indicates that s′ is a sub-sequence of s.
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4.2 Extended Features for Declare Rules

We also want to support more complex features related to the control-flow perspec-
tive using the DECLARE constraints. Given a real event log Lr and the simulated event
log Ls as in our framework, we compute the sets of DECLARE constraints over these
two event logs via MinerFul Miner [8]. We denote these constraint sets are Dr and
Ds respectively. As mentioned in Sect. 3, we only support the constraints in Table 2,
excluding the constraints already covered or extended by the Basic Features discussed
in Sect. 4.1. For instance, the Activity Features already cover the constraint Partici-
pation(a) and AtMostOne(a). The first constraint requires that the activity a occurs
at least once and the other that the activity a occurs at most once. However, the
Activity Feature related to the number of occurrences of the activity a is certainly
more detailed. Also, we decide to remove the negative DECLARE constraints because
they might be overly complex and not give useful insight. After removing these con-
straints, we perform the symmetrical difference between the two sets of constraints, i.e.,
(Dr ∪ Ds)�(Dr ∩ Ds) = Dt, obtaining the final set of constraints to consider. In fact,
the constraints in common cannot pinpoint differences. Note also that for each dj ∈ Dt

we have the corresponding constraint automaton Cj = (Aj , Qj , qj
0, δ

j , Ej).

Definition 8 (DECLARE Function). Let L be an event log over a set A of activities.
Let define a trace-to-function mapping function ρL

declare : L → (F → V) in which
the set of feature F is the set of DECLARE constraints Dt. For each trace σ ∈ L, it
returns a function z = ρL

declare(σ) that assigns a value z(f) ∈ V to each DECLARE

constraint f ∈ F . The value z(f) ∈ {True,False} corresponds to the evaluation of
the trace complete(σ) on the respective automaton, i.e. set to True if the automaton
of the DECLARE constraint accepts the trace, and False otherwise.

Example 4. Let σ the trace with the CASE ID = 12 in the Table 1. Let fix the set of
featuresF equal to the set of the DECLARE constraintsDt. For instance, let take the DE-
CLARE constraint CoExistence(Receive Order, Fulfill Order) represented in the auto-
maton in the Fig. 4. In this case we have that z(CoExistence(ReceiveOrder,
FulfillOrder) is equal to True.

4.3 Temporal Features

In this section, we describe the features related to the time perspective. For each a ∈ A,
we define the activity duration feature pa that represents the duration of the activity a
in the trace. Let define with P the set of all the activity duration features related to A,
i.e., P =

⋃
a∈A pa .

Definition 9 (Activity Duration Function). Let σ a trace in L. Let define a trace-to-
function mapping function ρL

duration : L → (F → V) in which the set of features F
is equal to the set of activity duration P . For each trace σ ∈ L, it returns a function
z := ρL

duration(σ) that assigns a value z(f) ∈ V for each feature f ∈ F . The value
z(f) ∈ [−1,∞) corresponds to the activity duration.
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Table 3. The corresponding training set of the fragment event log in Table 1.

time:Fulfill Order Check Credit→Cancel Order CoExistence(Fulfill Order, Send Invoice) Class Label

10min ... 0 ... true ... real

-1 ... 1 ... false ... sim

25min 0 true real

Fig. 5. The framework of the proposed iterative approach. The inputs are the real and the sim-
ulated event logs. We have two phases, related to the control-flow and the time perspectives
respectively. The blacks-box refer to the framework in Fig. 1.

Example 5. Let σ the trace with the CASE ID = 12 in the Table 1. Let fix the set of fe-
atures F equal to the set P , i.e. F = {time:ReceiveOrder,time:Check
Credt,time:FulfillOrder,time:SendInvoice,time:CancelledOr-
der}. Therefore, for example, we have that z(time : ReceiveOrder) =
15 minutes, and that z(time : CancelledOrder) = −1 due to the absence
of the activity Cancel Order in the trace.

Using these trace-to-features mapping functions, we can construct the multiset
TLr,Ls

as in Eq. 1. Table 3 represents an example of the resulted multiset for the traces
contained in the Table 1.

4.4 Application of the Framework Using Different Features

As mentioned in Sect. 2, our framework improves the simulation model by repeatedly
comparing the same real event log with different simulated event logs obtained via
more and more accurate simulation models. Since the control-flow of the simulation
models (the activities, events, gateways, etc.) is tightly correlated to the temporal fea-
tures (e.g., the time elapsed between the execution of two non-consecutive activities),
we separately employ the framework using control-flow and temporal features.

The framework is firstly applied to consider the Basic and Extended features for
Declare rules (cf. Sects. 4.1 and 4.2). Subsequent iterations are carried out to improve
the simulation model, until a decision tree is constructed that shows an accurate model
(namely the tree is unable to distinguish the traces of the simulation log from those
of the real event log), as in Fig. 5. Then, we reapply the framework, focusing on the
temporal features discussed in Sect. 4.3. Section 6 discusses a case-study assessment
where we indeed employ the framework where we first focus on the control flow of the
simulation model, and then on the temporal features.
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4.5 Feature Selection and Normalization

The multiset TLr,Ls
obtained from the Eq. 1 encoding basic, extended and/or temporal

features is used to train a decision tree model. As last step beforehand, we preprocess
TLr,Ls

to improve the quality of the trained decision tree. Initially, we perform feature
selection and remove those features do not show sufficient variability. Features over
discrete and numerical domains (e.g., the number of occurrence of activities in a trace)
are filtered out if more than X% of the set elements take on the same value, where
X is customizable and typically is around 90%. Any feature defined over continuous
domains (e.g., temporal features) is removed if the mean and standard deviation con-
sidered for the multiset elements related to the real event-log traces are distant less
than (1 − X)% from the mean and standard deviations for the elements related to the
simulated event-log traces, with X customizable. Then, we normalize the values of the
features of the elements of the multiset, using a traditional z-score normalization [2]:
the values are transformed into distribution with a mean of 0 and a standard deviation
of 1, i.e., a common scale. For each value, we subtract the mean value and divide it
by the standard deviation of the respective feature. Normalization may be useful when
learning a decision tree because the learning algorithms tend to give more weight and
importance to features characterized by larger values.

5 Discussion

Our technique aims at a business simulation model that is able to generate traces that
exhibit all and only the behavioral characteristics of the traces of the real event log. The
behavioral characteristics of interest can be customized, such as with those in Sect. 4.
Note that, however, the real event log does not need to contain every potential trace, but
it is enough to just contain traces that exhibit these behavioral characteristics. It follows
that the simulation model does not need to generalize beyond the real event log. This
explains why we use the entire feature vector multiset for training: the tree needs to just
classify the traces in the real and simulated event log, and can ignore potential future
traces that exhibit characteristics not observed in the real and simulated event log. We
however acknowledge the importance to have simulated models that generalize beyond
the real event log, and we aim to investigate the generalization question as future work.

Training on the entire dataset might lead to an overfitting decision-tree model,
namely with an excessive number of nodes and with leaves associated to single traces.
We implemented decision-tree pruning by limiting the maximum depth of the tree and
the maximum number of leaves, in order to mitigate overfitting. Pruning also improves
the decision-tree clarity and readability.

Recall that we aim at a decision tree that cannot distinguish traces of the two event
logs. Considering the real and simulated event log have the same number of traces, the
most favourable tree is such that each leaf is associated to the same number of real
and simulated log traces. This leads to a metrics for log similarity that considers the
weighted average of the distribution of the classes in the leaves. The metric can take on
values between 0 and 1. Value 0 means that the decision tree is able to distinguish each
trace of the real-life event log from each trace of the simulated one, i.e., the simulation
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Fig. 6. The initial BPMN model for the simulation of an order purchase process [5], used in our
case study.

model does not reflect the real process behavior. In the opposite case, Value 1 means
that the two event logs are indistinguishable.

Definition 10 (Log Similarity). Let B = {β1, . . . , βn} the set of all leaves in the
decision tree model DT . Let be ηr ∈ TLr,Ls

instances of multiset with the class label
equal to real and ηs ∈ TLr,Ls

instances with sim as class label. For each βi ∈ B,
mβi

is the total number of instances in βi, of which ηri
and ηsi

are the percentage of
instances with real and sim label, respectively. The similarity of Lr,Ls with respect
the decision tree DT is the follow:

Log Similarity(DT Lr,Ls) = (1−|ηr1−ηs1 |)·mβ1+...+(1−|ηrn−ηsn |)·mβn

mβ1+···+mβn

Example 6. The log similarity related to the decision tree model in Fig. 3a is:

Log Similarity(DT Lr,Ls) = (1−|0.58−0.42|)·11679+(1−|0.37−0.63|)·8321
11679+8321 = 0.80

Note how the above-defined metrics is tightly coupled with the typical decision-tree
accuracy metrics: the higher is the log-similarity metrics, the lower is the accuracy.
Indeed, less accuracy means that the decision tree has lower capabilities to classify
traces. This implies that simulated and real logs are similar, and consequently the sim-
ulation model is capable to generate all and only the traces in the real event log.

6 Implementation and Experiments

Our approach has been implemented as a Python command-line tool.3 Python language
provides the main libraries and frameworks for process mining and machine learning.
In particular, the libraries scikit-learn and PM4py are used to implement our approach.4

3 https://github.com/francescameneghello/A-Framework-to-Improve-the-Accuracy-of-
Process-Simulation-Models.git.

4 scikit-learn: https://scikit-learn.org/stable/, PM4py: https://pm4py.fit.fraunhofer.de/.

https://github.com/francescameneghello/A-Framework-to-Improve-the-Accuracy-of-Process-Simulation-Models.git
https://github.com/francescameneghello/A-Framework-to-Improve-the-Accuracy-of-Process-Simulation-Models.git
https://scikit-learn.org/stable/
https://pm4py.fit.fraunhofer.de/
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Fig. 7. The initial BPMN model for the simulation. The elements colored with green represent
the changes derived from the first iteration, while those colored with purple are derived from the
second iteration. The last, third iteration produced no change.

As input, the tool takes the real and the simulated event logs in XES format, together
with the respective declare-constraints set in CSV format. These sets were discovered
via MinerFul Miner [8]. The output of our implementation is a decision tree model such
as those in Fig. 8. In order to test the applicability of our approach, we conducted a case
study related to an order purchase process. We used a real event log and an existing
accordant simulation model coming from literature by Camargo et al. [5].5 The latter
is composed of the BPMN model in Fig. 6 and several simulation parameters. Hence,
we run this simulation model to obtain the simulated event log. In the remainder, we
iteratively apply our technique to further improve the existing simulation model.

First Step: Control Flow Perspective. The first step of the improving iterative process is
the analysis of the control-flow perspective using the Basic Features and the Extended
Features for Declare Rules. Figure 8a shows the first comparison result a Log Similarity
equal to 0.38, which illustrates the need to improve the simulation model. We leveraged
on the rules discovered by the decision tree model in Fig. 8a. The CoExistence con-
straint in the root highlights that for 374 traces in the real log, the activities Settle Con-
ditions With Supplier and Analyze Purchase Requisition do not coexist while the model
requires both activities to occur. In fact, by analyzing the real log, we observed that
the Analyze Purchase Requisition activity is not always executed. Hence, an exclusive
gateway is introduced before this activity to make it optional (see Fig. 7). When both
activities are performed, the decision tree pinpoints via the node of the AlternatePrece-
dence constraint that the activity Release Supplier’s Invoice is more often preceded
by Analyze Request For Quotation in the simulated log, compared with the real event
log. This is actually caused by having more traces in the real event log where Analyze

5 The event log is available at http://fluxicon.com/academic/material/ while the accordant simu-
lation model is available at https://github.com/AdaptiveBProcess/Simod.

http://fluxicon.com/academic/material/
https://github.com/AdaptiveBProcess/Simod
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(a) The decision tree obtained at the first iteration (Log Similarity 0.38).

(b) The final decision tree obtained at the third and last iteration (Log Similarity 0.91).

Fig. 8. Decision trees generated at the first and last iteration of the framework, using the Basic
Features and the DECLARE features.

Request For Quotation is not followed by the other activity. This might trigger at a first
glance to make Release Supplier’s Invoice optional via an exclusive gateway. We tried
to do so, and we saw that an alternate-precedence constraint remained in the decision
tree between Analyze Request For Quotation and any of the other activities following
it (e.g., Send Invoice). We thus concluded that the real process allows for termination
after Analyze Request For Quotation: therefore, we added an exclusive gateway before
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Fig. 9. Decision trees are generated at the first iteration of the second step of our iterative frame-
work, using the Activity Duration Features.

Send Request for Quotation to Supplier to the model, along with a BPMN’s end event
(see Fig. 7).

We iterated once more the procedure. Space limitation prevents us from showing
the new decision tree and discussing it. The new iteration led to some changes in the
routing probabilities, as shown with purple in Fig. 7. This second iteration was followed
by a third associated with the decision tree in Fig. 8b: even if the decision tree contains
a few branches, one can see that the distribution of traces at leaves is well balanced.
Indeed, the Log Similarity is 0.91. So, we proceeded with the second phase regarding
the analysis of the time perspective through the Activity Duration Features.

Second Step: Time Perspective. The first iteration of time analysis produced the deci-
sion tree in Fig. 9 with Log Similarity equal to 0.42, so we tried to improve the simula-
tion model. The root’s feature time:AnalyzeRequestForQuotation evidences
that only in the real log the activity Analyze Request For Quotation takes more than
26min to complete. The remaining nodes pinpoint several deviations also about the pro-
cessing time of the activity Create Request for Quotation. Moreover, each node presents
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Fig. 10. Decision trees are generated at the last iteration of the second step of our iterative frame-
work, using the Activity Duration Features.

a histogram that underlines the variations in the distribution of processing times for both
logs. For the first activity, we changed the distribution of activity duration from a uni-
form distribution to a custom discrete distribution, that assigns a sample of points to
the corresponding probability. For the second one, we retained the same normal distri-
bution and we only adjusted the mean and standard deviation. After two iterations, we
obtained the decision tree in Fig. 10 with Log Similarity equal to 0.94.

7 Related Works

Our technique is centered around comparing a real and a simulated event log to pin-
point common, behavioural differences. Several approaches exist for the comparison of
two event logs from the same process [3,4,6,10,12]. Bolt et al. propose an approach
where pairs of event logs are shown as automata and statistically-significant differences
are highlighted through different colors [4]. Since transitions systems explicitly repre-
sent all the interleavings of execution of activities, differences are usually captured at
low level. Low-level differences are also returned by the technique Nguyen et al. [10],
where a differential graph of the differences between two event logs is constructed. As
also highlighted in the evaluation presented in Taymouri’s work [12], the two aforemen-
tioned research works yield an explosion of differences, which provide few actionable
insights into how to improve a simulation model. In contrast, a decision tree model is
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able to detect the main differences between the logs, i.e., differences affecting a signif-
icant number of traces, and to return them in form of compact and high-level behav-
ioral rules, which help process analysts to improve a simulation model. Beest et al. [3]
present a method for diagnosing the differences between two event logs via natural lan-
guage statements capturing behavior present in one log but not in other, but they only
consider differences related to the ordering of activities and to branching probabilities.
Taymouri et al. [12] proposed a hybrid machine learning approach for process vari-
ant analysis based on Discrete Wavelet Transformation (DWT). This approach uses a
Support Vector Machine (SVM) to extract the features that provide enough information
to discriminate the two process variations, and they are plotted using directly-follows
graphs. The above-mentioned research stop at considering the Basic Features as intro-
duced in Sect. 4.1, thereby ignoring DECLARE features, which allow one to capture and
compare more complex behavioral patterns. Cecconi et al. [6] is the only work that con-
sider DECLARE features when comparing two event logs. However, it does not consider
the Temporal Features, nor does it attempt to filter out non-discriminating DECLARE

rules. The latter also implies that a DECLARE miner may potentially mine redundant
and inconsistent rules, which are subsequently returned (see [7]).

8 Conclusion

A successful application of process simulation to analyze and improve a process passes
through a realistic simulation model, namely which accurately represents the potential
real process executions. This enables analysts to improve the real process and not the
supposed one. This paper has proposed a framework to assess and improve the accuracy
of a simulated model to reflect the real behavior. The input is the simulation model
and an event log that records real process executions. The simulation model is run
to generate simulated event logs that are compared with the real log for differences.
Differences are shown in form of a decision tree that classifies traces from the real
event log and those from the simulated log. The tree provides actionable insights into
how to modify the model to be more accurate. By repeatedly comparing with more and
more accurate models and by using different behavioral dimensions of comparison, the
framework aims to obtain an accurate simulation model which analysts can rely on.

The framework has been applied on a purchasing process, for which a simulation
model and event log were available from literature. Our framework was able to fur-
ther improve the accuracy of the simulation model, thus illustrating the benefits of the
framework proposed.

There are multiple directions of future work. First, we want to investigate the ques-
tion of simulation-model generalizability (cf. Sect. 5). Second, we aim to extend the set
of decision tree features available in our operationalization of the framework, which
now refers to control-flow and time: we also want to explicitly consider the resource,
cost, and data perspectives. Second, we want to investigate how statistical approaches
determine the number of traces in the event log: we presently simulate as many traces
as the real event log, but it is possible to a small number would be statistically suffi-
cient. Fourth, we want to extend the framework to provide concrete recommendations
on how to modify the simulation model: the current framework focuses on providing
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insights, but the effort of transforming those insights into actual modifications is left to
the process analysts.
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Abstract. Digital transformation often entails small-scale changes to
information systems supporting the execution of business processes.
These changes may increase the operational frictions in process exe-
cution, which decreases the process performance. The contributions in
the literature providing support to the tracking and impact analysis of
small-scale changes are limited in scope and functionality. In this paper,
we use the recently developed Digital Twins of Organizations (DTOs) to
assess the impact of (process-aware) information systems updates. More
in detail, we model the updates using the configuration of DTOs and
quantitatively assess different types of impacts of information system
updates (structural, operational, and performance-related). We imple-
mented a prototype of the proposed approach. Moreover, we discuss a
case study involving a standard ERP procure-to-pay business process.

Keywords: Business process · System update · Impact · Digital twin

1 Introduction

Process-Aware Information Systems (PAIS), such as ERP and CRM, play a
key role in modern organizations, underpinning the execution of business pro-
cesses [8]. As the environment surrounding an organization dynamically changes
and the competition becomes more intensive, a demand to accordingly change
the implementation of PAIS may arise.

Modern digital transformation often involves frequent and small-scale
changes, or updates, to information systems, which are vital to enable continuous
adaptation to dynamic business environments [16]. The need for such capabil-
ities is illustrated by the measures needed to handle the Covid-19 pandemic.
For instance, organizations had to devise measures to adapt to varying degrees
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of home-working workforce, or to variations of sales and orders that deviate
extensively and unexpectedly from the usual seasonality.

PAIS updates affect the operations of an organization. However, due to the
complex design and deep operational pervasiveness of modern PAIS, it is chal-
lenging to assess the impact of PAIS updates. Contributions in the PAIS litera-
ture in this direction are limited. Existing approaches mainly take a model-driven
view on impact analysis [6,17,20], and concrete implementations are missing.
Taking a design science standpoint [22], we address this research gap by devel-
oping (software) artifacts supporting the impact analysis of PAIS updates.

In this work, we distinguish specifically among three types of impacts: struc-
tural, operational, and performance impacts. At the structural level, it is impor-
tant to assess the magnitude of the scope of a proposed update, such as the num-
ber of business objects and business functions that it affects. At the operational
level, the impact of a PAIS update concerns the running instances of business
processes involving the business objects and functions subject to change. For
instance, removing the need to collect some customer information for privacy
reasons may affect those customers for whom the information has been collected
already. Most importantly, PAIS updates may impact on diagnostic measures
of business processes: for instance, decreasing the level of tolerated mismatch
between invoices and payments may slow down the processing of procurement
cases, which in turn decreases the throughput of the procurement process.

To analyze the structural/operational/performance impact, we rely on Digi-
tal Twins of Organizations (DTOs). A DTO is a digital replication of an organi-
zation’s operations, providing a transparent view to the business processes of the
organization and enabling process analysts to analyze existing operational fric-
tions and identify improvement opportunities. Moreover, DTOs allow to monitor
business processes and trigger management actions, e.g., adding more resources
and configuring business rules if improvements are available.

Specifically, we use a Digital-Twin Interface Model (DT-IM) [18] that (i) rep-
resents PAISs based on Object-Centric Petri Nets (OCPNs) [1] and (ii) models
PAIS updates with the notion of actions. We compute the impact of a PAIS
update with the DT-IM by analyzing the elements of the OCPN that it mod-
ifies (structural impacts), current states affected by the update (operational
impacts), and the new value of diagnostic measures after the update (perfor-
mance impacts).

From a design science standpoint, the practical relevance of the problem that
we address lies with the increasing relevance of digital transformation for modern
enterprises [16]. The rigor of the design process is ensured by extending a sound
conceptual model of DTOs already published in the literature, i.e., DT-IMs.
The design search process is inspired by the existing literature on ERP post-
implementation change management [17], from which we draw ideas to model
system updates and evaluate their impact. In this work, we limit the evaluation
of the artifact to the feasibility of the proposed approach. To this aim, we have
built a Web-based impact analysis software artifact and conducted a case study
based on a procure-to-pay process loosely modeled following the standard one
of the SAP ERP system.
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The remainder is organized as follows. We discuss the related work in Sect. 2.
Then, we present the preliminaries in Sect. 3. Next, we introduce the DT-IM
in Sect. 4 and an approach to impact analysis based on the DT-IM in Sect. 5.
Afterward, Sect. 6 introduces the implementation of a web application and a case
study using the web application. Finally, Sect. 7 concludes the paper.

2 Related Work

Digital twins enabled by increasingly powerful data modeling and analysis capa-
bilities have been envisioned by Gelernter in the 1990s [10] and have found
widespread adoption in engineering in the last few years [9]. The idea of digi-
tal twins of organizations has emerged recently [4] as a means to address the
challenges of information processing in modern digital transformation.

Mendling et al. [16] recently have highlighted an ongoing tension between
business process management and digital transformation (DT): processes must
be flexible to adapt to the continuously changing requirements of DT, while
DT must rely on some process compliance to avoid a continuous disruption of
business operations.

Business processes and the information systems supporting them can evolve
to support changing business requirements through configuration and adapta-
tion [7,13]. The former entails that all the possible evolution options are known a
priori and can be captured into configuration tables, whereas adaptation involves
ad-hoc modification of the process models or systems. Configuration is obviously
more agile, but often it cannot address unexpected situations.

Business process flexibility can also be achieved through run-time adaptation.
Along this direction, van Beest et al. [2] have proposed an approach for repairing
processes at run-time when they interfere, e.g., when inconsistent writing oper-
ations occur. Marrella [15] have proposed to use automated planning techniques
to support process adaptation to changing environments.

An issue closely related to process and system adaptability is the tracking of
their evolution over time, understanding, in particular, the impact of proposed
updates. In the context of cross-organizational information systems [6] or multi-
tenant cloud systems [12], the evolution of systems and processes can be tracked
by the evolution of Service Level Agreements (SLAs), which are updated by
changing business requirements.

In the context of ERP systems, Soffer et al. [20,21] have proposed an ERP
modeling language and a related methodology to align the ERP system capabil-
ities with the enterprise requirements. The modeling language allows to express
dependencies between business processes and objects, but it does not allow to
express changes of them and their impact. Parhizkar and Comuzzi [5,17] have
proposed a methodology and initial tool support to characterize the impact of
ERP post-implementation changes inspired by the engineering change manage-
ment literature. Lin et al. [14] have proposed a method that supports users
during the execution of ERP post-implementation changes but which does not
support the evaluation of the impact of such changes.



162 G. Park et al.

In summary, methods and tools to holistically support the tracking of infor-
mation systems updates, understanding, in particular, their impact, remain
limited in scope, functionality, and degree of automation. This paper tackles
this research gap by proposing to use DTOs to develop tools that can (semi-
)automatically support the assessment of PAIS updates.

3 Background and Preliminaries

This section introduces a conceptual model of PAISs (Subsect. 3.1) and the
OCPNs, which we use later to formally model PAISs (Subsect. 3.2).

3.1 Process-Aware Information Systems (PAISs)

Figure 1 introduces a meta-model of PAIS entities, updates, and impacts of PAIS
updates considered in this work. This is inspired mainly by the work of Parhizkar
and Comuzzi [17] in the context of ERP systems.

Fig. 1. A meta model of PAISs as a UML 2.0 class diagram

PAIS Entities. The meta model separates entities concerned with the
configure-time from entities related with the run-time. At configure-time, a PAIS
is constituted by a set of business processes, which in turn orchestrate a set of
business functions that manipulate, using CRUD operations, business objects.
At run-time, a PAIS instantiates instances of processes, functions, and objects.

PAIS Updates. A PAIS may be modified by creating, updating, or deleting
an existing entity, i.e., an object, function or process. In this work, we focus
on updates to business functions and objects. Creating a new entity has no
impact on the business operations since it extends the functionality of a system
and it only applies to new instances of business processes, functions, or objects.
Deleting an entity can be seen as a special case of updating it. Updates to
business processes, such as modifications of their control flow, are left out of
scope.
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A PAIS update is associated with an updatable entity, i.e., business functions
and objects. First, an update of a business function is achieved by changing
business rules and functionalities defining it. For instance, a place order function
in an ERP system can be updated by changing the minimum price to create
orders (i.e., a business rule) or changing a set of attributes that the function will
update in a business object (i.e., a functionality). Such updates not only affect
the business function, but also instances of the business function.

Second, an update of a business object is achieved by adding or removing
attributes to it. For instance, the order business object can be updated by adding
payment terms to specify the conditions of the payment, e.g., received by the end
of the month, within seven days or through monthly installments. The update
affects both business objects and their instances.

Impacts of PAIS Updates. A PAIS update results in an impact to the system.
Below are the three types of impacts that we consider.

– Structural impacts concern configure-time entities, i.e., business objects and
functions. They include:

• structural object impact : the impact on business objects, e.g., the number
of impacted business objects, and

• structural function impact : the impact on business functions, e.g., the
number of impacted business functions.

– Operational impacts concern run-time entities, i.e., the instances of business
objects and functions. They include:

• operational object impact : the impact on object instances of business
objects, e.g., the number of object instances of impacted business objects,
and

• operational function impact : the impact on object instances of business
functions, e.g., the number of objects of impacted business functions.

– Performance impacts concern changes in diagnostic measures of business
objects and functions. They include:

• object performance impact : the performance impact on business objects,
e.g., difference in the avg. service time for a business object before/after
updates, and

• function performance impact : the performance impact on business func-
tions, e.g., difference in the avg. waiting time for a business function
before/after updates.

3.2 Object-Centric Petri Nets (OCPNs)

In this work, we model a PAIS introduced in Subsect. 3.1 with a DT-IM that
uses an OCPN as its core formalism. This subsection introduces OCPNs. First,
a Petri net is a directed bipartite graph of places and transitions. A labeled Petri
net is a Petri net with the transitions labeled.

Definition 1 (Labeled Petri Net). Let Uact be the universe of activity
names. A labeled Petri net is a tuple N=(P, T, F, l) with P the set of places,
T the set of transitions, P ∩ T=∅, F ⊆ (P × T ) ∪ (T × P ) the flow relation, and
l ∈ T �→ Uact a labeling function.
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A marking MN ∈ B(P ) is a multiset of places. A transition tr ∈ T is enabled
in marking MN if its input places contain at least one token. The enabled transi-
tion may fire by removing one token from each of the input places and producing
one token in each of the output places.

Each place in an OCPN is associated with an object type to represent inter-
actions among different object types. The variable arcs represent the consump-
tion/production of a variable amount of tokens in one step.

Definition 2 (Object-Centric Petri Net). Let Uot be the universe of object
types.An object-centric Petri net is a tupleON=(N, pt , Fvar )whereN=(P, T, F, l)
is a labeled Petri net, pt ∈ P → Uot maps places to object types, and Fvar ⊆ F is
the subset of variable arcs.

Figure 2 shows an OCPN describing a part of the peer review process
for an academic conference. There are two types of places associated with
two object types, i.e., conf (denoted in red) and subm (cyan). For instance,
pt(p1)=pt(p2)=conf , pt(p3)=pt(p5) = subm, and (p3, t2), (t2, p5), and (p7, t5)
are variable arcs.

Fig. 2. An example of object-centric Petri nets

Definition 3 (Marking). Let Uoi be the universe of object identifiers.
Let ON=(N, pt , Fvar ) be an object-centric Petri net, where N=(P, T, F, l).
QON={(p, oi) ∈ P ×Uoi | type(oi)=pt(p)} is the set of possible tokens. A mark-
ing M of ON is a multiset of tokens, i.e., M ∈ B(QON ).

For instance, marking M1=[(p4, c1), (p7, s1), (p7, s2)] denotes three tokens
where place p4 has one token referring to object c1 of type conf and p7 has
two tokens referring to objects s1 and s2 of type subm.

A binding describes the execution of a transition consuming objects from
its input places and producing objects for its output places. A binding (tr, b)
is a tuple containing a transition tr and a function b mapping the object
types of the input/output places to sets of object identifiers. For instance,
(t5, b1) describes the execution of transition t5 with b1 where b1(conf)={c1}
and b1(subm)={s1, s2}.

A binding (tr, b) is enabled in marking M if all the objects specified by b
exist in the input places of tr. For instance, (t5, b1) is enabled in marking M1

since c1, s1, and s2 exist in its input places, i.e., p4 and p7.
A new marking M ′ is reached by executing an enabled binding (tr, b) at

marking M , denoted by M
(tr,b)−→ M ′. For instance, by executing (t5, b1), c1 is
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removed from p4 and added to p8, while s1 and s2 are removed from p7 and
added to p9, leading to the new marking M ′=[(p8, c1), (p9, s1), (p9, s2)].

Finally, a relation function rel ∈ T → P(P ) maps a transition to a set of
places associated with the transition. It is defined recursively: for any tr ∈ T ,
(1) rel(tr)=∅ if •tr=∅ and (2) rel(tr)= • tr ∪ ⋃

p∈•tr,tr′∈•p rel(tr′), where •tr
is a set of input places of tr, i.e., •tr={p ∈ P | (p, tr) ∈ F}. For instance,
rel(t2)={p1, p2, p3} and rel(t5)={p1, . . . , p7}.

4 Modeling PAISs: Digital Twin Interface Model

In this work, we use a digital twin interface model to model PAIS entities along
with PAIS updates introduced in Subsect. 3.1.

4.1 Modeling PAIS Entities

A digital twin interface model consists of 1) an OCPN, 2) valves, 3) guards, and
4) operations. A valve is a system configuration, e.g., minimum required quantity
to place orders. A guard is a formula composed of attributes, including valves,
with relational operators (e.g., ≤,≥,=) and logical operators (e.g., conjunction ∧,
disjunction ∨, and negation ¬). F (X) denotes the set of such formulas defined
over a set of attributes X. An operation describes a business operation, e.g.,
updating the quantity and price of an order.

Fig. 3. An example of digital twin interface models

Definition 4 (Digital Twin Interface Model (DT-IM)). Let Uvalve be the
universe of valve names. Let Uattr be the universe of attribute names. A digital
twin interface model, denoted as DT, is a tuple (ON , V, A,G,O) where

– ON=(N, pt, Fvar ) is an object-centric Petri net, where N=(P, T, F, l),
– V ⊆ Uvalve is a set of valve names,
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– A ⊆ Uattr is a set of attribute names,
– G ∈ T → (F (V ∪ A) ∪ {true}) associates transitions with guards, and
– O ⊆ OT � P(A) is a set of operations associating an object type to a set of

attributes to be updated, where OT={pt(p) | p ∈ P}.
The transitions in the OCPN of a DT-IM represent business functions,

whereas the object types associated with places indicate business objects.
Guards and operations represent the business rule(s) and functionality (writ-
ing operations) of business functions, respectively. Figure 3(a) shows an DT-
IM, DT 1=(ON 1, V1, A1, G1, O1), representing a PAIS supporting a simple order
management process. It involves three object types: item, order, and package.
First, an order is created with multiple items. Next, the item is packed and the
packaged is delivered to the customer. Valves are depicted using red italic fonts,
and guards are described in squared brackets. Operations are described in the
gray box. For instance, op2 ∈ O1 describes a business operation writing weight
of package, i.e., op2(package)={weight}, op2(item)= ⊥, and op2(order) =⊥.

A configuration defines the semantics of a DT-IM by determining the value
of valves and the assignment of operations to transitions.

Definition 5 (Configuration). Let Uval be the universe of attribute val-
ues. Let DT=(ON , V, A,G,O) be a DT-IM with ON=(N, pt, Fvar ) and
N=(P, T, F, l). A configuration conf DT ∈ (V → Uval) × (T → O) is a
tuple of a valve assignment va and an operation assignment oa. We denote
ΣDT=(V → Uval) × (T → O) to be the set of all possible configurations of DT.

Given conf DT=(va, oa)∈ΣDT , πva(conf )=va and πoa(conf )=oa. Moreover,
we denote the configuration of digital twin interface model DT at τ ∈ Utime

as conf DT ,τ . Figure 3(b) describes a configuration of DT 1 at τ1 ∈ Utime , where
πva(conf DT1,τ1)(min-quantity)=5, πoa(conf DT1,τ1)(t2 )=op2, etc.

An operational state describes the current status of a business process, i.e.,
which objects reside in which parts of the process, using the marking of OCPNs.
Moreover, it represents the various diagnostics about the performance of the
process, e.g., the average waiting time of activity in the last seven days. We
denote ΔDT to be the set of all possible diagnostics of the digital twin interface
model DT .

Definition 6 (Operational State of A DT-IM). Let Uvmap=Uattr �

Uval be the set of all partial functions mapping a subset of attribute names
to values. Let DT=(ON , V, A,G,O) be a DT-IM with ON=(N, pt , Fvar ) and
N=(P, T, F, l). An operational state of DT is a tuple osDT=(M, ovmap, dmap)
where

– M ∈ B(QON ) is a marking of ON ,
– ovmap ∈ OI → Uvmap is an object value assignment where OI={oi ∈ Uoi |

∃p∈P (p, oi) ∈ M}, and
– dmap ∈ ΔDT � R is a diagnostics assignment such that, for any diag ∈

ΔDT , dmap(diag) =⊥ if diag /∈ dom(dmap).
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Given osDT=(M, ovmap, dmap), πM (osDT )=M , πovmap(osDT )=ovmap, and
πdmap(osDT )=dmap. Figure 3(c) describes an operational state of DT 1 at τ1 ∈
Utime , i.e., os1DT1

=(M1, ovmap1, dmap1). In the remainder, we denote the oper-
ational state of the digital twin interface model DT at time τ as osDT ,τ .

We define the semantics of DT-IM by extending the semantics of OCPNs
with configurations and operational states. To this end, we use the notion of
digital twin bindings.

Definition 7 (Digital Twin Binding). Let DT=(ON , V, A,G,O) be a DT-
IM with ON=(N, pt , Fvar ). A digital twin binding of DT is a tuple ((tr, b), w, τ)
where (tr, b) is a binding of ON , w ∈ Uot → P(Uattr ) is a write function, and
τ ∈ Utime is a timestamp. A digital twin binding ((tr, b), w, τ) is enabled with
conf DT ,τ and osDT ,τ if the following conditions are satisfied:

– (tr, b) is enabled at πM (osDT ,τ ),
– guard G(tr) evaluates to true w.r.t. valve assignment πva(conf DT ,τ ) and

object value assignment πovmap(osDT ,τ ), and
– w corresponds to the assigned operation of tr, i.e., w=πoa(conf DT ,τ )(tr).

Digital twin binding ((t2 , b), w, τ1), where b(item)={i1 , i2}, b(order)={o1},
b(package)={pk1}, and w(package)={delivery-date}, is enabled with the con-
figuration of Fig. 3(b) and the operational state of Fig. 3(c) since (t2 , b) is
enabled at πM (osDT1,τ1), G1(t2 ) evaluates to true, and w corresponds to
πoa(conf DT1,τ1)(t2 ).

4.2 Modeling PAIS Updates

Next, we model the PAIS updates introduced in Subsect. 3.1 using the notion
of actions in DT-IMs. An action updates the configuration of a DT-IM. First,
updating valve assignments of the configuration corresponds to the update of
business functions, e.g., updating the value of min-quantity changes the busi-
ness rule of the function pack items. Second, updating operation assignments of
the configuration corresponds to both 1) the update of business functions, e.g.,
updating the operation of pack items from op2 to op3 changes the functionality
of it (by updating the attribute status of items in addition to weight of pack-
ages), and 2) the update of business objects (by modifying items to have a new
attribute status).

Fig. 4. A configuration of DT 1 at τ1 and new configurations after applying ai1 and
ai2
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Definition 8 (Action). Let DT be a DT-IM. An action act ∈ ΣDT → ΣDT

updates the configuration. ADT is the set of all possible actions defined over DT.

An action instance describes the application of an action. An action is applied
at a certain start time and, in principle, the configuration change that it entails
can remain in place for the foreseeable future until a condition, e.g., on perfor-
mance metrics, is met or until a specific end time. For simplicity, in this work,
we consider only the latter case.

Definition 9 (Action Instance). Let DT be a DT-IM. An action instance
ai ∈ ADT × Utime × Utime is a tuple of an action, start timestamp, and end
timestamp. AIDT is the set of all possible action instances defined over DT.

For instance, ai1=(act1, τ1, τ2) ∈ AIDT1 describes the application of act1 ∈
ADT1 to the configuration of DT 1 at τ1 (Fig. 4(a)) leading to the configuration
depicted in Fig. 4(b) until τ2. ai2 = (act2, τ1, τ3) ∈ AIDT1 describes the applica-
tion of act2 ∈ ADT1 to to the configuration of DT 1 at τ1 (Fig. 4(a)), producing
the configuration shown in Fig. 4(c) until τ3.

The application of actions results in different effective changes, depending
on the configuration at the start of the action instance. An effective change of
an action instance denotes the valves and transitions whose values and activity
assignments are changed due to the action.

Definition 10 (Effective Change). Let DT be a DT-IM and ai=(act , st, ct)
∈ AIDT an action instance. An effective change of ai is a tuple of a
set of valves and a set of transitions, i.e., δai=(Vc, Tc) with Vc={v∈V |
πva(conf DT ,st)(v)�=πva(act(conf DT ,st))(v)} and Tc={tr∈T | πoa(conf DT ,st)
(tr)�=πoa(act(conf DT ,st))(tr)}).

As noted in Fig. 4(b) and (c) with red fonts, the effective change by ai1 is
valve min-quantity, i.e., δai1=({min-quantity}, ∅), and the effective change by
ai2 is the operation assignment of t2 , i.e., δai2=(∅, {t2}).

5 Impact Analysis

Fig. 5. An overview of the proposed impact analysis using digital twin interface models
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This section introduces an approach to impact analysis of PAIS updates based
on digital twin interface models. Figure 5 shows an overview of the proposed
approach consisting of three components: structural/operational/performance
impact analysis. Using a DT-IM representing a target PAIS, we analyze struc-
tural and operational impacts of an action instance, i.e., PAIS updates, at its
execution and performance impacts at its completion.

5.1 Structural Impact Analysis

Structural impact analysis identifies the structural object/function impacts of an
action instance. To this end, we identify the object types, i.e., business objects,
and transitions, i.e., business functions, affected by an action instance. First, an
object type is considered to be impacted if the operations newly assigned by an
action instance introduce new attributes to update or remove existing attributes
for the object type.

Definition 11 (Impacted Object Types). Let DT be a DT-IM and
ai=(act , st, ct) ∈ AIDT an action instance. IOTDT (ai) ⊆ Uot denotes the set of
the object types impacted by ai, i.e., IOTDT (ai)={ot ∈ Uot | δai=(Vc, Tc) ∧ tr ∈
Tc∧πoa(conf DT ,st)(tr)(ot)�πoa(act(conf DT ,st))(tr)(ot) �= ∅}}, where � denotes
a symmetric difference of sets.

For instance, IOTDT1(ai2)={item} since the effective change of ai2 (i.e.,
(∅, {t2})) in the operation assignment of t2 introduces the new attribute status of
item, i.e., πoa(conf DT1,τ1)(t2 )(item)�πoa(act2(conf DT1,τ1))(t2 )(item) �= ∅ (i.e.,
{status}�∅ �= ∅).

Next, the transitions of a DT-IM are considered to be impacted if they are
associated with the effective change in valve assignments and operation assign-
ments. First, changes in the valve assignment influence transitions by chang-
ing the meaning of the guard associated with them, e.g., changing the valve
min-quality affects the guard of pack items. Second, changes in the operation
assignment affect transitions by changing their functionality.

Definition 12 (Impacted Transitions). Let DT=(ON,V,A,G,O) be a DT-
IM with ON=(N, pt, Fvar). Let ai ∈ AIDT be an action instance. ITDT (ai) ⊆ T
denotes the set of the transitions impacted by ai, i.e., ITDT (ai)={tr ∈ T |
δai=(Vc, Tc) ∧ ((∃v∈Vc

v ∈ G(tr)) ∨ tr ∈ Tc)}.
For instance, ITDT1(ai1)={t2} since the effective change of ai1 (i.e.,

({mi n-quantity}, ∅)) in valve min-quantity affects the guard associated to
t2 . Moreover, ITDT1(ai2)={t2} since the effective change by ai2 (i.e.,
δai2=(∅, {t2})) change the functionality of t2 .

Once the impacted object types/transitions are identified, various structural
object/function impact scores can be measured. In this work, we focus on basic
count-based measures, e.g., how many object types and transitions are impacted.
These measures can be absolute or relative, i.e., normalized by the total number
of respective entities.
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Additional measures can be obtained by applying filtering or prioritizing
to count-based measures. For instance, by filtering financial objects, such as
invoice, we can measure the absolute/relative impact on objects that are relevant
for the finance department. Prioritizing refers to weighting differently the impact
on different types of entities. For instance, a higher weight can be given to the
impacts on verification-related activities in a process.

5.2 Operational Impact Analysis

Operational impact analysis aims to analyze operational object/function impacts
of an action instance. To that end, we identify the existing objects of the
impacted object types (for the former) and the objects related to the impacted
transitions (for the latter) in a DT-IM. First, to identify the existing objects of
the impacted object types, we use markings from the operational states of the
DT-IM.

Definition 13 (Objects of Impacted Object Types). Let DT=(ON,V,
A,G,O) be a DT-IM with ON=(N, pt, Fvar). Let ai=(act , st, ct) ∈ AIDT be an
action instance and IOTDT (ai) the impacted object types by ai. ÎOTDT (ai) ⊆
Uoi denotes the set of objects of IOTDT (ai), i.e., ÎOTDT (ai)={oi ∈ Uoi | p ∈
dom(pt) ∧ pt(p) ∈ IOTDT (ai) ∧ (p, oi) ∈ πM (osDT ,st)}.

For instance, ÎOTDT1(ai2) is a set of objects associated with all tokens in
item places, i.e., i1 , i2 , . . . of marking πM (osDT1,τ1).

Next, we identify objects related to impacted transitions. An object is related
to a transition if it may perform the transition in the future.

Definition 14 (Objects of Impacted Transitions). Let DT be a DT-IM.
Let ai=(act , st, ct) ∈ AIDT be an action instance and ITDT (ai) the impacted
transitions by ai. ÎTDT (ai) ⊆ Uoi denotes the set of objects of ITDT (ai), i.e.,
ÎTDT (ai)={oi ∈ Uoi | tr ∈ ITDT (ai) ∧ p ∈ rel(tr) ∧ (p, oi) ∈ πM (osDT ,st)}.

For instance, ÎTDT1(ai1) is a set of objects associated with all tokens in
rel(t2 )={i1 , i2 , o1 , pk1} of marking πM (osDT1,τ1).

Based on the objects of impacted object types/transitions, we measure oper-
ational object/function impact scores. As for the operational impact analysis,
in this work, we focus on basic count-based measures, e.g., how many objects of
impacted object types/transitions are impacted by an update.

Also in this case, we can apply filtering or prioritizing to define new measures.
For instance, objects can be filtered based on the value of specific attributes or
the stage of their lifecycle, e.g., orders higher than a certain amount or from
premium customers, or objects for which payments have been cleared. Regarding
objects of impacted transitions, we can filter or prioritize objects that lie directly
in the queue for the impacted transition, e.g., giving a higher weight to objects
currently waiting for the impacted transition.
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5.3 Performance Impact Analysis

Performance impact analysis aims at analyzing object/function performance
impacts. First, to analyze the former, we compare diagnostics related to impacted
object types before and after applying an action instance.

We define the object performance impact analysis as follows. Let
ai=(act , st, ct) be an action instance and iot ∈ IOTDT (ai) an impacted object
type. Let diag iot ∈ ΔDT be a diagnostics relevant to iot , e.g., the average total
service time of iot . We measure the performance impact of ai on iot w.r.t. diag iot

as follows: πdmap(osDT ,ct)(diag iot) − πdmap(osDT ,st)(diag iot).
Next, we analyze function performance impacts by comparing diagnos-

tics associated with impacted transitions before and after applying an action
instance. Examples of relevant diagnostics are the average service time of the
transition, or the average waiting time of the transition.

We formally define the function performance impact analysis as follows. Let
ai=(act , st, ct) be an action instance and it ∈ ITDT (ai) an impacted transition.
Let diag it ∈ ΔDT be a diagnostics relevant to it , e.g., the average service time
of it . We measure the performance impact of ai on it w.r.t. diag it as follows:
πdmap(osDT ,ct)(diag it) − πdmap(osDT ,st)(diag it).

In this work we consider general purpose diagnostics, such as the average
total service time of impacted object types, or the average total waiting time
of impacted object types [19]. Other diagnostics can be defined applying the
filtering and prioritizing principles introduced earlier, e.g., considering the aver-
age total waiting time of objects of a certain type, or giving more weight to the
waiting time of certain types of objects. Diagnostics can also be defined on a
domain-specific basis, e.g., process-specific KPIs.

6 Evaluation

This section presents the implementation of the approach presented in this paper
and evaluates its feasibility by applying it to a simulated PAIS.

6.1 Implementation

We have implemented a cloud-based Web service to support the impact analysis
with a dedicated user interface. Sources, manuals, and a demo video are available
at https://github.com/gyunamister/impacta. The service comprises the follow-
ing four functional components:

Designing DT-IMs. This component supports the design of DT-IMs based
on event data and domain knowledge. The input is event data of the standard
OCEL [11], valves, guards, and operations in a JSON-based format. The event
data are used to discover an OCPN using the technique introduced in [1], and
valves, guards, and operations enhance the discovered OCPN, completing the
design of a DT-IM.

https://github.com/gyunamister/impacta
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Updating Configurations and Operational States. This component
updates the configuration and operational state of a DT-IM in sync with the
updates in a target PAIS. To this end, it is connected with the PAIS, specifying:
1) the source of the current setting of the PAIS and 2) the source of the stream-
ing event data from the PAIS. Using the current setting, the configuration of
the DT-IM is updated. Then, the operational state is updated by replaying the
streaming event data using the token-based replay technique described in [3].

Defining and Executing Actions. The goal of this component is to 1) define
actions based on the available valves and operations and 2) instantiate them
as action instances by specifying start and completion times. To this end, the
service provides visual information to support the definition of actions and action
instances. Once executed, an action instance changes the configuration setting
of the system and, accordingly, the configuration of the DT-IM.

Fig. 6. Screenshot of the implementation (Color figure online)

Analyzing Structural/Operational/Performance Impacts. This compo-
nent evaluates the impact of action instances. Figure 6 shows a screenshot of
the Web service’s interface. The timeline in the upper part shows the current
status, including the current timestamp (yellow vertical line) and the overview
of the action instances. Specifically, five action instances (horizontal bars) of
three different actions (distinguished by colors) are scheduled to be executed.
For instance, the first action instance named Decrease Inflow to IGR is effective
from 26-12-2021 to 31-12-2021. Note that we compute structural/operational
impacts at the start of action instances and performance impacts at the end of
them.



Impact Analysis Using Digital Twins of Organizations 173

6.2 Case Study

Using the implementation, we have conducted a case study on an artificial PAIS
that supports a procure-to-pay process. The system is developed to reflect a
real-life SAP ERP system supporting a procure-to-pay processes by using the
same business objects, functions, and rules found in SAP. Using the artificial
PAIS, we simulate the procure-to-pay process with 24 resources with different
capacities and performance. Purchase orders are created by following the expo-
nential distribution; the business hours are set as 9–17 from Monday to Friday;
work assignments are scheduled using the First-in-First-out rule.

Figure 7(a) shows the DT-IM representing the PAIS (DTp2p). The process
involves five object types. First, a purchase requisition is created with multiple
materials. Next, a purchase order is created based on the purchase requisition
and material. A goods receipt is produced after receiving the materials of the
purchase order. Afterward, the material is verified and issued for various pur-
poses, and concurrently the invoice for the purchase order is received. Finally,
the invoice is cleared. Figure 7(b) shows the default configuration of the system.

Fig. 7. A digital twin interface model of the PAIS supporting a procure-to-payment
process and its configuration

Using the DT-IM and configuration, we define actions, A1 and A2, as follows:

– A1 increases valve min-quantity to 10 to reduce the inflow to create purchase
order, i.e., for any confDTp2p

∈ ΣDTp2p
, A1(confDTp2p

)=confA1
DTp2p

such that
πva(confA1

DTp2p
)(min-quantity)=10, and

– A2 changes the operation of verify materials to op5 to additionally update qual-
ity of materials, i.e., for any confDTp2p

∈ ΣDTp2p
, A2(confDTp2p

)=confA2
DTp2p

such that πoa(confA2
DTp2p

)(t4)=op5, where op5(material)={verified, quality}.
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Using the actions, we define the following action instances: AI1=(A1, 1, 5)
and AI2=(A2, 10, 15). Note that, for the ease of the simulation, we abstract
the timestamp to time steps each of which has the scale of 24 h, starting from
09:00 20-12-2021. For instance, AI1 is effective from 09:00 21-12-2021 to 09:00 25-12-2021.

Table 1. Results of the impact analysis on AI1 and AI2

Impact Metric AI 1 AI 2

Structural object impact Total number of impacted business objects 0 1

Structural function impact Total number of impacted business functions 1 1

Operational object impact Total number of object instances of the impacted
business objects

0 254

Operational function impact Total number of object instances of impacted
business functions

51 153

Object performance impact Difference in avg. total service time for purchase
orders

−4 m

Object performance impact Difference in avg. total service time for materials 1.4 h

Function performance impact Difference in avg. sojourn time of create purchase
order

−9 m

Function performance impact Difference in total number of purchase orders −13

Function performance impact Difference in avg. sojourn time of verify material 1.6 h

Table 1 shows the result of the impact analysis on AI1 and AI2. The action
instance AI1 affects one transition, i.e., create purchase order and 51 running
objects related to it. As a result of the action, the average total service time of
purchase orders has been improved by 4 min, while the average sojourn time of
create purchase order has been reduced by 9 min. This is due to the decrease
in the queue for the activity, resulting from the new business rule setting the
higher minimum quantity for creating purchase orders. Moreover, the number of
purchases has been reduced by 13 during the execution of the action.

The action instance AI2 affects one object type and one transition, i.e., mate-
rial and verify material. Besides, 254 running objects of material and 153 objects
of verify material have been affected by the action. As a result of the action, the
average total service time of purchase orders has increased of 1.4 h, while the
average sojourn time of verify material has increased of 1.6 h.

7 Conclusions

In this paper, we proposed an approach to impact analysis of PAIS updates
based on a DT-IM. PAIS updates are modeled as updates of the configuration
in a DT-IM. Next, we identify PAIS entities impacted by PAIS updates and
measure the structural/operational/performance impacts based on such entities.
We have implemented the approach as a Web application and discussed a case
study on a standard Procure-to-Pay process.



Impact Analysis Using Digital Twins of Organizations 175

The proposed approach has several limitations. First, the identification of
objects related to impacted business object types and transitions is limited to
existing objects in the process and the future objects entering the process are not
considered. Second, we identify objects related to impacted transitions, includ-
ing all objects that potentially execute the transition. However, some objects
may bypass the transition, e.g., a patient expected to perform surgery may die
before it, or a doctor may decide for an emergency treatment at the last moment.
Finally, the performance impact analysis does not isolate the objects subject to
action instances to evaluate the performance impact, instead indirectly evaluat-
ing changes in diagnostics over all existing objects in the process.

Besides addressing the above limitations, as future work, we plan to extend
the approach to predict the performance impact to provide timely and accurate
information before the execution of any update. Another direction of future work
is to improve the performance impact analysis such that it completely isolates
the instances affected by changes to provide more realistic performance impact
measures. Finally, we also plan to evaluate the proposed approach’s ease of use
and usefulness with business analysts in real-world situations.
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Abstract. Process mining techniques transfer historical data of organi-
zations into knowledge for the purpose of process improvement. Most of
the existing process mining techniques are “backward-looking” and pro-
vide insights w.r.t. historical event data. Foreseeing the future of processes
and capturing the effects of changes without applying them to the real pro-
cesses are of high importance. Current simulation techniques that benefit
from process mining insights are either at detailed levels, e.g., Discrete
Event Simulation (DES), or at aggregated levels, e.g., System Dynamics
(SD). System dynamics represents processes at a higher degree of aggre-
gation and accounts for the influence of external factors on the process.
In this paper, we propose an approach for simulating business processes
that combines both types of data-driven simulation techniques to gener-
ate holistic simulation models of processes. These techniques replicate pro-
cesses at various levels and for different purposes, yet they both present the
same process. SD models are used for strategical what-if analysis, whereas
DES models are used for operational what-if analysis. It is critical to con-
sider the effects of strategical decisions on detailed processes. We introduce
a framework integrating these two simulation models, as well as a proof of
concept to demonstrate the approach in practice.

Keywords: Process mining · Discrete event simulation · Hybrid
process simulation · Scenario-based predictions · System dynamics

1 Introduction

After bringing transparency into processes, the process mining mission is to find
data-supported ways to improve the processes in different aspects, e.g., per-
formance metrics. In [2], the capability of process mining techniques to design
realistic simulation models is discussed. Process mining supports designing the
simulation models by capturing all the aspects of the process in detail. However,
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Fig. 1. General idea of designing comprehensive simulation models for business pro-
cesses. We update the detailed simulations (DES) by the aggregated simulation (SD)
results to take the high-level/strategical effects into account. The dotted arrows rep-
resent the optional steps in the approach, e.g., SD models can be given as inputs or
can be derived from SD-Logs (left). The different aggregated levels of data used in or
generated by DES and SD simulations (right).

some influential factors remain undiscovered. These undiscovered factors even-
tually affect the simulation results. For instance, the efficiency of resources or
the effect of workload on the speed of resources is not taken into account when
a discrete event simulation model for a process is designed.

The presented approach in [12] is based on using process mining and System
Dynamics (SD) to tackle these types of problems. System dynamics techniques
model a system and its boundary, i.e., environmental variables which influence
the system and capture these influences over steps of time. The advantage of
this approach is that the process variables are designed based on event logs at
higher levels, i.e., not a matter of single instances. For instance, the average
waiting time of customers in the process per day has a more significant influence
on the number of allocated resources per day than a long waiting time of a sin-
gle customer. It should be noted that high-level simulation techniques such as
SD ignore the provided details, which improves the accuracy of the simulation
results to some extent. On the contrary, detailed simulations in process mining,
i.e., Discrete Event Simulation (DES), lack the high-level effects of process vari-
ables on each other as well as quality-based variables, e.g., the effect of tiredness

Table 1. The general comparison of Discrete Event Simulation (DES) and System
Dynamics (SD) techniques in process mining.

DES in PM SD in PM

Goal – Detailed simulation of processes
– Mimicking processes
– Operational

– High-level simulation of processes
– Policy and decision-making
– Strategical

Usage Operational Strategical

Data Detailed event logs – Coarse-grained process logs:
– aggregated process variables over time

Simulation step Events Time steps, e.g., day

Weakness Not capturing external factors Evaluation of results
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of resources on the execution time of cases. The overview of the comparison of
DES and SD techniques in process mining simulation is shown in Table 1. Note
that standard event logs and aggregated process variables (higher level logs) are
referred to as detailed event logs and coarse-grained process logs, respectively.
Figure 1 (right) depicts the data granularity level in process mining for both
designing and re-generating simulation results, i.e., events in DESs are trans-
formed into aggregated process variables such as v1 and v2 at each time step tw
in SDs.

The raised concerns for simulation in process mining as mentioned specifi-
cally for discrete event simulation in [1] show that only DES models in process
mining for simulating processes are not sufficient. A comprehensive business pro-
cess simulation should be able to exploit the detailed process steps, i.e., workflow
and resources for every single case, and the strategical perspective, and external
factors at the same time. DES and SD are at different levels and for different
purposes, yet, represent the same process with two views. Therefore, exploiting
these two techniques in process mining makes designing a comprehensive simu-
lation of a business process possible. The direction of interaction between these
two techniques is based on business processes and scenarios [5]. The direction
can be one model updating the second model or both models updating each
other, resulting in bi-directional interaction.

In this paper, we propose a framework to generate comprehensive simulation
models for business processes. The framework aims to combine the advantages
of both simulation techniques as shown in Fig. 1. Using an event log of a pro-
cess that can also be generated by the process DES model, we extract possible
aggregated process variables, e.g., average arrival rate per day. The event log can
be achieved by a DES model of the business process using approaches such as
[17]. SD models are designed based on the generated coarse-grained process logs,
i.e., SD-Logs, out of event logs [14]. The preprocessing step of our framework is
generating an event log, the corresponding SD-Log, and two models at different
levels. Using the provided input from the preprocessing step, we design a method
to define and discover the overlapping variables between two process simulation
models since they are at different levels. The transformation phase to update
the DES model using the updated variables from the SD model is the critical
step of our approach, in which we use the designed detailed simulation models
in process mining and a list of possible variables in an SD-Log. For instance, the
efficiency of resources, in reality, is not 100%, therefore, using an SD model, we
can incorporate the effect of tiredness, workload per day on the resources’ effi-
ciency, or the effect of their expertise and then update the resource service time
in the DES model. With the continuation of DES execution with the updated
variables, a new event log is generated, which includes the simulated effect from
the SD model.

The remainder of this paper is organized as follows. In Sect. 2, we present
related work. In Sect. 3, we introduce background concepts and notation. In
Sect. 4, we present the proposed approach, which we evaluate in Sect. 5. Section 7
concludes this work.
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2 Related Work

Employing Discrete Event Simulation (DES) in process mining is a common app-
roach to simulate business processes. The provided insights by process mining help
the traditional business process simulation techniques to generate more accurate
results based on the history of the business processes. In [17], all the aspects of a
process from control-flow, organizational, performance status, and decision points
are discovered from process mining techniques and considered in designing the
simulation model. Colored Petri Net (CPN) models help in capturing both the
activity-flow of processes as well as other aspects. CPN Tools [15] offers a plat-
form for designing and simulating the CPN models. In [16], an approach for the
automatic generation of CPN models for running on the CPN Tools is presented.
Other approaches in the area of business process simulation exploit the process
models based on the BPMN notation and improve the quality of the models using
the provided information on the corresponding event logs [4].

Conducting high-level simulation models for processes is proposed in [12].
The feature extraction from event logs with a given period of time, e.g., one day,
is performed before designing a model and the exploited modeling technique is
System Dynamics (SD). The variables are captured with their relations and the
generated model is used for simulating the process on the given time window.

These two approaches have weaknesses that can be covered by each other
[6]. Using only aggregated level modeling, the details of process instances are
neglected. At the same time, in detailed simulation techniques, external factors,
as well as aggregated influences are ignored. In different simulation areas, the
combination of DES and SD are exploited [7]. To connect two simulation models,
three directions are specified [5]: (1) DES results update SD model, (2) SD
results update the DES before simulation, and (3) both update each other in
different phases. According to [3], the first sort of interaction is more common.
It is usually more important to capture the influence of high-level decisions on
detailed systems. In [19], the combination is used to perform simulation for a
case study in the healthcare area where the number of newly infected patients
is predicted using SD and inserted into the DES model of the serving patients
in the hospital.

In process mining, both simulation techniques are proposed to be used indi-
vidually on processes based on event logs. In our approach, we propose to exploit
high-level simulation results for strategical scenarios and consider detailed sim-
ulation modeling of processes. These two types of modeling are supported by
event data and the generated models are valid due to the existence of the previ-
ous executions of processes, event logs. To the best of our knowledge, this is the
first time that both high-level and detailed simulation techniques for business
processes are taken into account together.

3 Preliminaries

In this section, we define the concepts and notations used in process min-
ing and system dynamics simulation including coarse-grained process logs, i.e.,
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Table 2. A part of an event log for a sample process inside a hospital. Each row repre-
sents a unique event indicating a specific case ID, activity, resources, and timestamps.

Case ID Activity Start timestamp Complete timestamp Resource

154 Registration 01.01.2021 11:45:00 01.01.2021 11:57:00 Resource 1

155 Admission to the ward 01.01.2021 11:57:10 01.01.2021 12:40:52 Resource 1

154 Registration 01.01.2021 11:47:17 01.01.2021 12:05:01 Resource 2

156 Registration 01.01.2021 12:51:23 01.01.2021 13:02:47 Resource 1

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.

aggregated process variables over time. Since these coarse-grained logs are uti-
lized for SD simulation, they are referred to as SD-Logs.

3.1 Process Mining

The stored event data of processes in the form of event logs are used for process
mining techniques. The form of logs which we use in our approach is defined in
Definition 1.

Definition 1 (Event Log). Let C be the universe of cases, A be the universe
of activities, R be the universe of resources and T be the universe of times-
tamps. We call ξ=C × A × R × T × T the universe of events. The event e is a
tuple e=(c, a, r, ts, tc), where c∈C is the case identifier, a∈A is the corresponding
activity for the event e, r∈R is the resource, ts∈T is the start time, and tc∈T
is the complete time of the event e, where ts ≤ tc. We assume that events are
unique and an event log L is a set of events, i.e., L⊆ξ.

We also define projection functions, πC : ξ → C, πA : ξ → A, πR : ξ → R,
πTS

: ξ→T and πTC
: ξ→T for attributes of events. A sequence of events w.r.t.

timestamp with the same case identifier represents a process instance (trace).
Consider Table 2 where the first row is the event e=(c, a, r, ts, tc) for the patients
with case ID “154” as c, the activity “admission to the ward” as a which was
started at timestamp “01.01.2021 11:45:00” as ts by resource “resource 1” as r
and was completed at timestamp “01.01.2021 11:57:00” as tc.

Fig. 2. A simple example stock-flow diagram.
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Table 3. A part of an SD-Log for the sample hospital event log. The columns represent
the process variables and the rows represent the steps.

Time window
daily

Arrival rate Finish rate
(release rate)

Avg service time
(time in the hospital)

Avg waiting time
in process

1 180 180 0.3590 0.6099

2 147 140 0.4156 0.5409

3 160 162 0.4011 0.5961

4 116 119 0.4455 0.4908

..

.
..
.

..

.
..
.

..

.

3.2 System Dynamics

System dynamics techniques model complex systems and their environment at
a higher level of aggregation over time [18]. The causal-loop diagram and the
stock-flow diagram are the essential diagrams in system dynamics by which the
relations between all the influential factors in/outside a system in both concep-
tual and mathematical ways are represented, respectively [18]. Figure 2 shows a
simple stock-flow diagram where the number of patients in the ward in each day
is calculated as follows: number of patients in the ward = number of patients alreay

in the ward + today infected people− todaty intensive cure − today release. The values of
stock-flow elements get updated in each step based on the current/previous values
of the other elements that influence them.

SD-Logs In order to design system dynamics models for processes, event logs
should be transformed into the SD-Logs. SD-Logs are required for generating
simulation models as well as populating them using the values of variables with
the purpose of validation [9].

Definition 2 (SD-Log). Let L ⊆ ξ be an event log, let V be a set of process
variables, and let δ∈N be the selected time window. An SD-Log of L, given δ,
sdL,δ is sdL,δ∈{1, . . . , k}×V → R, s.t., sdL,δ(i, v) represents the value of process
variable v∈V in the ith-time window (1≤i≤k) where k=� (pc(L)−ps(L))

δ �.

If L and δ are clear from the context, we exclude them from the generated
SD-Logs and write sd instead. Definition 2 also indicates the format of generated
outcomes as an SD model simulation in which the values of the variables in the
simulation are generated. Table 3 is a part of a sample SD-Log which shows the
generated SD-Log with δ = 1 day that includes different process variables, e.g.,
in the first time window (day) 180 cases arrived at the process.

4 Approach

Figure 3 represents the framework including three main components: DES, SD
simulation, and developing and updating interface variables. Components (1)
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and (2) each have two steps: discovering/designing simulation models and exe-
cuting the discovered simulation models. Given an event log, and the discovered
DES simulation model, the process can be simulated (1). The generated event
log is inserted into the SD-Log generator and the output is used to populate
the SD model (2). Having both models populated with the data and ready to
run, it is time to design the connection to update DES based on SD results
(3). We use DES models in the form of Colored Petri Net (CPN) models. In
the second component, event logs are transformed automatically into multiple
variables describing the process (SD-Logs) over a specific period of time, e.g.,
per day, as introduced in [9].

Fig. 3. The framework starts with the design and simulation of DES models (MDES)
and generates an event log (1). The event log is transformed into SD-Logs for generat-
ing/populating the SD model (MSD) (2). Possible interaction interfaces between two
models are discovered (3), e.g., simulation parameters in both models (VDES ∩ VSD).
Then, the detailed simulation model parameters for execution (VDES) get updated by
the results of the high-level simulation model. Dashed lines indicate the optional steps
in designing DES and SD models.

To systematically address the connection between two models, we consider
designing detailed simulation models based on the process mining insights. Fur-
thermore, we define and extract a collection of possible variables for designing
high-level simulation models from an event log [9]. The next step is to use the
provided framework to update the interface variables, i.e., variables that exist in
both detailed and high-level models, see Fig. 3 (part 3). Consider that the target
scenario is to measure the influence of advertising investment on the acquisition
rate of new customers (cases) in the process in two months. The DES model
used to generate the event log is designed to simulate a specific number of cases
per day. The corresponding SD model is developed based on the event log and
the relevant scenario, and the new arrival rate value is predicted, e.g., as a result
of viral marketing or the effects of billboard sites. When the new DES model is
run with the new arrival rate, the event log is updated. The updated event log
clearly reveals whether the process is capable of handling the additional cases in
terms of resources.
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4.1 DES Simulation

Simulation parameters such as arrival rate and average service duration of vari-
ous activities for regenerating the process should be initialized before running a
DES model. As a result, the first component considers the DES model discovery
and execution steps separately.

Fig. 4. Using process mining to generate simulation models of processes at different
levels. Detailed process simulation models (bottom) include process activities, their
performance metrics, resources, and all the possible design choices for handling the
cases in the simulation, e.g., queue strategies. Our proposed framework for using pro-
cess mining and system dynamics together in order to design valid models to support
the scenario-based prediction of business processes at higher levels (up). Discovery and
conformance techniques in process mining provide insights into the processes in differ-
ent aspects, e.g., a set of activities, which are the potential design choices for aggregated
simulation models.

4.1.1 Designing DES Model
The process of designing a detailed simulation model of a process using process
mining is started with discovering a process model and enriching that with other
aspects. For instance, for the simulation environment, often the arrival process is
sampled from a negative-exponential distribution. To capture possible executable
aspects of processes, we design process simulations based on the process mining
insights as shown in Fig. 4 (bottom). In this work, we consider the designing
process of the DES simulation model starting from an event log or designed
based on the highlighted parameters in Fig. 4 by domain knowledge.

4.1.2 Executing DES Model
While simulating a process, all the mentioned aspects in the process simulation
model can be changed for simulating different scenarios. Parameters such as the
arrival rate function and performance parameters of activities in the process such
as duration, number of resources can be changed as well as changing the serving
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queuing strategy and the flow of activities for applying different scenarios to
the process. The designed DES simulation using process mining enables us to
discover the change points in the process which can be updated by high-level
simulation models of the process. In the DES execution step, the parameters
require to be initialized. We refer to the set of simulation parameters in a DES
model as VDES .

Definition 3 (DES Simulate). Let ξ be the universe of events, n ∈ N,
and MDES be the universe of discrete event simulation models. SimDES :
MDES × N → 2ξ. Given simulation model mDES, its set of initial values of
paramters VDES, the specified period of time n and the start time of the simula-
tion, SimDES(mVDES

DES , n)=L ⊆ ξ simulates the process.

Table 4. List of possible process variables generated from coarse-grained event logs
[9]. The variables can be generated at different levels, e.g., the whole process or single
activity level. The table shows the possibility of applying different aggregation functions
(AF) on top of the performance indicators (IN) for different aspects (AS). The valid
combinations provide process features, which along with the selected design choices
form process variables [9].

Validator IN

Value Count Service time Waiting time Time in
process

AS

AF Numerical
variable

Categorical
variable

Numerical
variable

Case Resource Activity Case Resource Activity Case Resource Activity Case

Sum True False True False False False True True True True True True True

Average True False True False False False True True True True True True True

Median True False True False False False True True True True True True True

Null False True False True True True False False False False False False False

Function SimDES illustrates the simulation process for a given DES model of
a process at an abstract level. Note that, in the approach, the KPIs are measured
over simulated event logs in a specific period of time. Therefore, in SimDES , we
consider the simulation duration, e.g., one day, to be a given input by the user.

4.2 SD Simulation

The second component aims to deliver data-driven SD simulations of processes
in order to integrate detailed and high-level simulations. To accomplish this, we
use event logs of processes to extract a number of performance parameters from
the current state of the process and provide an interactive platform for modeling
the performance metrics as system dynamics models. The models that are built
can address what-if queries.
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4.2.1 Designing SD Model
The advantage of the introduced approach in [12] for generating high-level sim-
ulation models is that the variables, i.e., simulation elements, are directly gen-
erated based on real values and can be validated. The relations that form the
models are also supported by the detected behavior in event logs as shown in
Fig. 4 (top). To define aggregated process variables over steps of time on the
specified part of the process for simulation, the performance indicators (IN),
process aspects (AS), and aggregation functions (AF) are required. The list of
possible process variables given the three criteria for the selected focus of sim-
ulation is determined using the valid combinations in Table 4. For instance, the
average (AF) number (IN) of resources (AS) is a process variable that can be
measured over steps of time, e.g., daily. The provided list will eventually be
used to facilitate the integration phase of two simulation models for determining
interface variables for updates. We refer to the generated values of the possible
process variables (V) over time steps as SD-Logs (Definition 2).

Definition 4 (SD-Log Generation). Let L ⊆ ξ be an event log, δ ∈ N be the
selected time window, and LSD be the universe of SD-Logs defined in Definition 2.
sdGen : 2ξ × N → LSD, such that, for the given L and δ, sdGen(L, δ)=sdL,δ

generates the corresponding sdL,δ ∈ LSD.

In Definition 4, we define a function to generate SD-Logs based on event logs.
Given event log L and time window δ, function sdGen generates the correspond-
ing SD-Log sdL,δ. The size of the time window used to generate the SD-Logs
is critical. In [13], multiple time series models are trained, and the SD-Logs are
generated using the one with the smallest error.

4.2.2 Executing SD Model
The SD models are designed with the help of extracted SD-Logs along with users
and high-level target scenarios. For a process, SD simulation is performed for the
given time step (δ) using function SimSD. The generated SD-Log (sdL,δ) of the
process and the designed SD model (mSD) are the inputs. The set of simulation
variables in an SD model is referred to as VSD. The future values of variables
are produced in the form of SD-Logs as a result of SD simulations.

The set of SD simulation variables (VSD) can include all or some of the pro-
cess variables (V) in the generated SD-Log from an event log, as well as a set of
external variables (VEX), i.e., VSD ⊆ V ∪ VEX . The SD models should be pop-
ulated with the values and equations to be executable and generate simulation
results in the form of SD-Logs. Consider the model in Fig. 2, where variable daily
infected people should be populated, e.g., from the SD-Log, in order to create
future values of variable the number of patients in the ward over time. It should
be noted that the number of patients in the ward in the model is derived using
an equation and does not need to be directly supplied. For variable v ∈ VSD ∩V,
there are multiple possibilities of initializing and populating the SD model. For
instance, for every simulation step, the value of v is taken from the corresponding
row in the SD-Log, or generated by a random generator function. The random
generator function is based on the distribution of values of variable v over time.
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Definition 5 (SD Simulate). Let LSD be the universe of SD-Logs, MSD be
the universe of system dynamics models, and j ∈ N be the number of time steps.
SimSD : LSD × MSD ×N → LSD. For instance, SimSD(sd,mSD, j)=sd

′∈LSD

simulates the given mSD ∈ MSD over j time steps using the provided values in
the sd and the simulation result is represented as an SD-Log (sd′).

The defined sdGen and SimSD enable the main steps in simulating the pro-
cess models at higher levels for the focused parts of the processes as the targets
of high-level simulation. These functions are used later in our framework for inte-
grating high-level simulations and detailed simulations for business processes.

4.3 Designing and Updating the Interface Variables

The activity flow of a process, duration of each activity, batching, or queuing
strategies can be updated based on high-level decisions derived from simulation
models. The provided list of the changeable parameters in the detailed simula-
tion models and the presented process variables in SD models are the baseline of
finding the interfaces between these two types of models for interactions. Exploit-
ing the simulation parameters in the detailed simulation models, we discover the
ones which can be changed or get influenced by external factors or high-level
decisions. In DES models of processes, all the shown process mining insights in
Fig. 4 are considered to be simulation parameters that can be changed in order
to perform different simulation scenarios of the processes. The changes of the
DES simulation parameters can be driven from the high-level simulation model
of the process, e.g., the flow of activities, the policy of handling the queues in
activities, or resources based on the designed SD models. However, our goal is
to automate the interaction between the two simulation models. Therefore, we
focus on the parameters that can be found directly in the SD-Logs and not rely
on the design choices of SD models.

Table 5. The sample mapping table for finding the interface variables in SD-Logs and
DES parameters, which enables interaction of the two models of processes possible.
The table is generalized, e.g., type of cases (categorical and numerical attributes),
organizations and type of resources, and activities follow the same mapping table.

DES process insights SD Process Variables

Simulation parameters execution configuration Simulation aspects

Case Number of cases (Case intervals) = Number of cases Case

Activity Processing time = Service Time Activity

Resource Processing time = Service Time Resource

Number of resources = Number of resources

Table 5 shows the overview of a sample interface variables that can be found
in both the DES model and the SD model of a process. These parameters and
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aspects enable the automatic updating of their values in one of the models based
on the other. They can get extended w.r.t. designed models and used parameters.
To eliminate the development details of the interaction from SD results to the
DES model, the process is considered as a general method. The method looks
for all the existing variables in the SD simulation results (VSD) which are in
the form of SD-Logs. Afterward, it updates the values of the corresponding
simulation parameters in the DES model (VDES) with the last values in the
simulated SD-Log, i.e., the predicted values of variables in the last simulated
steps. For instance, for the variable average service time of resources from sells
department, i.e., v, a new DES model is generated in which the value of v is
replaced by the last values of v in the simulated SD-Log. As a result, if the time
window is one day and the SD model is run for 30 days, the value of v is taken
from sd(30, v).

Algorithm 1 presents the interaction between two simulation models as
described. The algorithm starts with simulating the DES model for a specific
period of time with the real values of the simulation parameters from process
mining insights. Considering δ as the time window, the simulation duration is
derived from k ∗ δ where k is the number of steps (window of time) for simula-
tion, e.g., k = 20 and δ=1 day, the simulation duration is 20 days. The simulated
event log with the same time window δ is used to generate an SD-Log, which
is used to populate the SD model. Note that δ for generating SD-Logs can be
different. After the SD model refinement, i.e., adding external factors, the values
of interface variables in the DES model are updated by their new values as SD
model simulating results. Running the DES model, a new event log is generated
in which the KPIs can be measured and the effects of high-level changes can be
tracked.

Algorithm 1: General algorithm of updating process mining detailed sim-
ulation based on the changed in the gateway variables.

Input: Detailed process simulation model mVDES
DES initialized withe a set of

parameters VDES , High-level simulation model mSD and its variables
VSD, time window δ, and k the number of time steps

Output: updated event log using the SD results L
′

1 L=SimDES(mVDES
DES , k ∗ δ);

2 sd=sdGen(L, δ);

3 sd
′
=SimSD(mSD, sd, 1 ∗ δ);

4 foreach v in VDES ∩ VSD do

5 Set value of v in mDES to be sd
′
(k, v)) ;

6 end
7 Return updated mDES as m′

DES ;

8 L
′
=SimDES(m

′VDES
DES , k ∗ δ);

9 return L
′
;



Hybrid Process Simulation Models 189

5 Proof of Concept

We designed a scenario to demonstrate the need for hybrid simulation of pro-
cesses and how to address that using the proposed data-driven approach. A
process is designed using CPN Tools in the form of a Colored Petri Net. We sim-
ulate the process and generate simulated event logs. The corresponding SD-Logs
are extracted from the simulated event logs, and finally, both CPN models and
SD models are considered as inputs of the approach. The SD models are used to
update the CPN models for the next simulation step. In each step of simulating
the process, specific process KPIs are calculated. These KPIs represent the effect
of high-level simulation models on the detailed process.

5.1 Implementation

As a proof of concept, the platform for running and updating a DES model of
a process (CPN model) based on the results of simulating the corresponding
SD model is developed. The platform is in the form of a Jupyter notebook,
which includes the instructions for re-running the experiments and performing
additional analysis. The designed CPN model, the SML1 file, the SD-Log, the
SD-model, and the python platform are publicly accessible.2 The supplied tool
in [10] enables producing a ready-to-execute CPN model in the CPN Tools from
an event log3 for the purpose of defining different processes and scenarios. The
presented tool and approach in [11] can also be used to evaluate the quality of
the generated simulation model. The automatically generated models are able
to generate event logs following various changes, e.g., incorporating the effects
of high-level simulation models as presented in this paper. In addition, given an
event log, the presented tool in [8] supports the data-driven SD model generation.

Fig. 5. The designed CPN simulation model using CPN Tools for handling the requests
in one of the departments in the sample company.

1
Standard ML.

2
https://github.com/mbafrani/PMSD.

3
https://cpn-model-process-discovery-1.herokuapp.com/generate-cpn-model/.

https://github.com/mbafrani/PMSD
https://cpn-model-process-discovery-1.herokuapp.com/generate-cpn-model/
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5.2 Designed Process and Scenario

We created a process within a process mining firm that offers customer sup-
port by handling two types of requests in two departments, namely new client
inquiries and current customer support. Working days are from Monday to Fri-
day and the working hours are from 9:00 am to 5:00 pm (including 1-hour
lunchtime). The process is modeled using the CPN Tools, as partly shown in
Fig. 5. On average, every 5 min, one new request is received by the company.
The request arrival is modeled as a negative exponential distribution. The num-
ber of requests in the queue is limited to 20 and more upcoming requests will be
automatically rejected. The service time spent by the resources in each depart-
ment for executing requests is derived from a normal distribution. We designed
the process model, such that resources perform the process of the request faster if
the number of requests in the line is higher. This effect, i.e., the queue length on
the processing time of requests, is modeled as an exponential nonlinear relation
between the number of people in the queue and the service time.

In the current scenario, the company is looking to increase the number of
handled requests, decrease the rejected requests, and have a more realistic simu-
lation of their process. In the detailed simulation model, the resources considered
working with full efficiency, e.g., %100 of the available time during the day. It is
also considered that all the resources have the same level of expertise, e.g., the
same speed in handling requests. One of the potential actions is to increase the
expertise level of resources by means of training. To capture the effects of training
and resource efficiency on the process KPIs, a higher-level simulation model is
required. This model should have aggregated time since training requires time to
eventually appear in the service time of handling cases, e.g., not all the resources
get trained at once.

Fig. 6. The designed stock-flow diagram based on the generated event log using the
CPN model in Fig. 5. The model extended by capturing the effect of training over three
months on the resource efficiency, which shows the actual service time considering their
efficiency per day.
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Fig. 7. A part of the process KPIs in 4 months. The number of successfully handled
requests, rejected request and average service time of handling the requests by resources
for the base CPN model and the updated ones with SD model results, i.e., the dashed
lines.

5.3 Hybrid Simulation of the Sample Process

Running the detailed simulation model for 30 days, we calculate a set of impor-
tant KPIs, such as the number of addressed requests and rejected requests. Using
the generated event log of the CPN model, we generate SD-Log for daily process
variables and generate the SD model using the tool presented in [8]. As shown
in Fig. 6, the SD model includes the external factors of efficiency and training
into account. In this scenario, after a specific amount of training, e.g., 300 h, the
resources become more experts, and they are able to handle more requests in
less time, e.g., %20 faster on average. The training hours per month and the
percentage of resources that receive the training affect the resources’ efficiency,
the number of finished and rejected cases over time. To capture these effects on
the DES model of the company, we run the SD model for a couple of months,
e.g., 4 months. The result of changing the efficiency of resources on the available
time and number of handled requests is derived from running the SD model.
The SML function, in the CPN model, checks for new updates on the average
service time, i.e., the interface variable which is common in two simulation mod-
els, before execution. For instance, Eq. 1 presents the SML function that reads
the values of variables and their function from “CurrentValues.sml” and check if
the new updates are available in the updated “UpdatedValues.sml” for the exe-
cution. The average service time gets overwritten by the execution of SD models
in the corresponding SD-Logs.

fun checktime() =
if OS.FileSys.compare(OS.FileSys.fileId(”CurrentV alues.sml”),
OS.F ileSys.fileId(”UpdatedV alues.sml”)) = EQUAL
then use ”CurrentV alues.sml”
else use ”UpdatedV alues.sml”;

(1)

Using our framework, we update the average duration of handling requests
by resources with the new value of service time from the SD model. Variables
such as training and expertise of the resources are not easy to be captured and
included in the discrete event simulation, i.e., the aggregated timing simulation
is required to reflect the effect of changes such as training as well as defining the
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effect quantitatively is not a straight-forward step. System dynamics modeling
enables us to handle such effects in detailed simulation models of processes.
As illustrated in Fig. 7, the impact of training on average service time and,
eventually, the number of handled cases are obvious after about 2 months. The
impact of efficiency and training is considered, resulting in more accurate KPIs.

6 Discussion

The primary goal of this paper is to demonstrate the importance of comprehen-
sive data-driven process simulation modeling at various levels and their inter-
action for businesses. Furthermore, the potential of creating various simulation
models from event logs and applying results of higher-level and what-if analy-
ses on the specific operational process is demonstrated by means of a sample
scenario. It should be noted that providing a general framework for automati-
cally combining and executing both DES and SD models at the same time is a
challenging task. Moreover, even if the bases of models are built automatically
using process mining insights, human domain knowledge is still crucial. We do
not focus on eliminating the role of the user in the modeling phase, as it is
an essential component of any effective simulation model design, specifically in
strategical simulation models, e.g., SD. There are further considerations such as
defining and locating interface variables. This issue can also be mitigated using
the simulation parameters in DES and the provided set of process variables in
SD-Logs. There are a few steps that will be needed in the future to make the
technique more effective. For instance, (1) predefined scenarios that are simple
and restricted to the variables in the extracted SD-Logs, or (2) substituting
the DES Engine with a simple yet powerful engine that requires less expertise of
modeling, e.g., SML programming in this work, will improve the framework. The
assessment is a simple version of a real-world scenario with a synthetically con-
structed process, intended primarily to highlight the necessity and practicality
of integrating two simulation-driven processes based on event data.

7 Conclusion

Simulating business processes enables organizations to examine the consequences
of changes on their processes without implementing them directly. However, most
simulation models are unable to capture reality. Although forward-thinking pro-
cess mining techniques such as discrete event simulations attempt to address the
accuracy issue of simulation models by leveraging process mining insight, there
are a few unexpected issues such as the effects of external factors in the process or
the role of quality-based variables. In this research, we suggested a strategy that
takes advantage of both discrete event simulation approaches in process min-
ing and high-level simulation techniques such as system dynamics simulation to
mimic processes at a detailed level while applying high-level decisions. We sim-
ulate the processes with both models, and the interplay of the models results
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in simulation models including detailed and high-level aspects. Using common
scenarios in businesses, we demonstrated the use of our technique, including the
evaluation of simulation findings.
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Abstract. Organizations act in dynamic and constantly changing business envi-
ronments, as the current times unfortunately illustrate. As a consequence, business
processes need to be able to constantly adapt to new realities. While the dynamic
nature of business processes is hardly ever challenged, the complexity of processes
and the information systems (IS) supporting them make effective business pro-
cess management (BPM) a challenging task. Process mining (PM) is a maturing
field of data-driven process analysis techniques that addresses this challenge. PM
techniques take event logs as input to extract process-related knowledge, such as
automatically discovering and visualizing process models. The popularity of PM
applications is growing in both industry and academia and the integration of PM
with machine learning, simulation and other complementary trends, such as Digi-
tal Twins of an Organization, is gaining significant attention. However, the success
of PM is directly related to the quality of the input event logs, thus the need for
high-quality event logs is evident. While a decade ago the PM manifesto already
stressed the importance of high-quality event logs, stating that event data should be
treated as first-class citizens, event logs are often still considered as “by-products”
of an IS. Even within the PM research domain, research on event logs is mostly
focused on ad-hoc preparation techniques and research on event log management
is critically lacking. This paper addresses this research gap by positioning event
logs as first-class citizens through the lens of an event logmanagement framework,
presenting current challenges and areas for future research.

Keywords: Event log management · Process Mining · Requirements
engineering · Artifact network · Data quality

1 Introduction

The digitization of business processes and the subsequent explosion of available event
data to organizations is rapidly changing the business process management (BPM) dis-
cipline. Nowadays, BPM researchers and practitioners face the challenge of extracting
valuable insights from large volumes of data regarding business process execution and
their environments. Process mining (PM) emerged as a research field to address this
challenge, bridging the gap between data science, which is often process agnostic, and
process science, often more focused on modelling rather than data analysis [3].
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PM techniques enable the (semi-) automatic extraction of process knowledge, such
as the discovery of process models, from process execution data, called event logs,
generated by an information system (IS). PM is able to answer crucial BPM question
and can be applied to manage and improve processes based on data-driven insights
rather than stakeholder’s idealized view on reality [3]. However, other applications of
PM have been reported extensively as well [21] and the integration of PM techniques
with trends such as Digital Twins (DT) [37], process simulation and prediction [9, 34]
and Robotic Process Automation (RPA) [28] is gaining significant attention. Strikingly,
current methodologies for PM are primarily focused on project-based applications of
PM [4, 6, 15] providing little to no guidance on the recurrent or continuous application
of PM in organizations.

The extent to which PM techniques can be applied and relied upon is directly related
to the quality of the input event log: i.e. garbage in-garbage out. However, a general
definition of what constitutes event log quality is lacking [46]. In this paper we adopt
a semiotic view on event log quality that next to a syntactic and semantic perspective
includes a pragmatic perspective on quality as well, i.e. the applicability of the event
log for PM techniques and the usefulness of the results constitute its quality [38].

A decade ago, the PM manifesto already stressed the importance of high-quality
event logs, stating that event data should be treated as first-class citizens [4]. Since then,
the field of PM has matured but research on event log preparation and quality has not
gained significant attention [21]. With the increasing popularity of PM in both research
and practice, the need to continuously produce high-quality event logs will increase as
well [32, 46]. Therefore, the goal of this paper is to position event logs as first-class
citizens and forward research on event logs by answering the research question: What
are the requirements for Event Log Management, from a Process Mining perspective?

In order to answer this question, we present an event log management (ELM) frame-
work by adapting a data management (DM) framework to the context of PM. We dis-
cuss the ELM framework in light of current PM research literature to identify research
opportunities and challenges. In doing so, we elaborate on how managing event logs
differs from managing (business) data in general. We adopt a scenario-based require-
ments engineering approach as this provides an effective method for eliciting initial
design requirements for the framework as well as a means of communicating the design
rationale and goal [41].

The remainder of this paper is structured as follows: Sect. 2 provides some prelimi-
naries on process mining and event logs. Section 3 introduces a general PM application
scenario and corresponding artifact network. Section 4 presents the event log manage-
ment framework. Section 5 discusses the framework and presents some limitations.
Section 6 concludes this paper and presents future research challenges.

2 Preliminaries

2.1 Process Mining

PM is amaturing research field inwhichmany algorithms aimed at various analysis goals
have been proposed to extract process knowledge from event logs. Traditionally, three
types ofPMcanbedistinguished:process discovery, aimedat discovering andvisualizing
process models from event logs without prior information, compliance checking, aimed



Towards Event Log Management for Process Mining 199

at comparing a normative processmodel with the behavior seen an event log, and process
enhancement, aimed at repairing or improving a process to better achieve its goal by
means of data-driven performance analysis [4].

However, as PM is gaining significant attention in both research and practice, other
applications of PM techniques have been reported as well. For example, PM techniques
aimed at discovering organizational structures, detecting concept drift (i.e. changes in the
process over time), discovering process decision points, optimizing resource allocation
and predicting the duration of-, or next activity in, a process instance [21]. In fact, PM is
not limited to the analysis of business processes only. In many other application domains
the added value of PM has been demonstrated, such as clinical path- or patient treatment
analysis in healthcare, incident and change management in ICT, analysis of production
processes and industrial machines in manufacturing, behavioral analysis of student’s
learning processes in education, risk analysis in finance and many more [21, 30]. In fact,
activities within any context that can be defined as a process and of which event data is
recorded can be analyzed using PM techniques.

2.2 Event Logs

An event log consists of data regarding the execution of activities in a business process
(i.e., events) and can be seen as a multiset of traces. Each trace in an event log describes
the sequence events within the lifecycle of a particular process instance, called a case
(e.g., an order). Each unique sequence is called a variant. The events within a case
are usually ordered by a timestamp, which is required to discover causal dependencies
within a process model [3]. Thus, the minimum data required to construct an event
log are: a unique identifier for the process instance (i.e., case id), activity executions
(i.e., events) and their timestamps. Additional information such as the resource that
performed the activity or other attributes associated with the case or event, e.g., order
size, can be added as well. These attributes allow for additional insights or perspectives
on the process execution.

Event data constituting an event log is often generated as a by-product of an IS
for purposes such as recovery or debugging [4]. While there are ISs, such as BPM or
workflow systems, that (can) intentionally generate process logging, in most cases an
event log is not readily extracted from an IS but created through manual or (semi-)
automatic preparation of event data from one or multiple sources [2].

3 Method

In systems development, scenario-based requirement engineering (SBRE) is a technique
that is used to analyze system requirements or for user-designer communication, i.e., to
present a vision or to motivate a design rationale. Scenarios can range from informal
narratives and use cases, e.g., descriptions of a system’s use including its technical and
social environment, to more formal models [41]. In this paper we use both ends of the
spectrum as we present a descriptive narrative on the application of PM and derive a
formal artifact network from this narrative. The scenario serves both as a design inspi-
ration to elicit requirements, as well as highlight the need for an event log management
system.
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3.1 Narrative

As a scenario, consider the application of PM in an organization to monitor and manage
a business process. The organization has implemented a PM tool that supports common
PM activities including discovery and conformance checking, as well as the creation
of process monitoring dashboards. John is a process analyst and has been trained to
properly the use the PM tool and interpret its results. John reports directly to the process
owner Jane, who is responsible for the proper execution of the process and adherence
business rules. While John is able to use the PM tool and analyze its results, he has no
experience in data preparation. He therefore goes to the IT department to ask for help in
creating an event log. Robert, a data engineer, works together with John to identify the
required event data and desired abstraction level of the process activities they represent.
Robert then designs and creates a data pipeline, in which the required event- and business
data are extracted, transformed (e.g., clustering events) and finally loaded into a data
structure suited for the PM tool. The data pipeline runs at regular intervals so that John
is able to report regularly on the process execution performance to Jane.

At some point in time, John discovers that an activity in the process is not being
executed that is required to adhere to new law and regulations. He presents his findings
to Jane, who then decides to add the activity to the process design and derive a new
business rule. Jane then asks the system administrator to implement the new business
rule in the system to enforce the execution of the mandatory activity. However, John
complains to Robert that the activity is still not present in the PM results, despite the
rule being implemented and enforced in the system. Robert checks the system’s logging
and confirms that events related to the new activity are being recorded. He then checks
the data pipeline that creates the event log and realizes that his initial code to extract
and transform events has to be updated to include the new activity’s events as well. He
updates the event log’s design and the code of the data pipeline. With the updated event
log John is now able to check the conformance on the newly added activity. In doing so,
he discover that the addition of the new activity has introduced some inefficient process
behavior. He reports these results to Jane who addresses the involved employees on their
behavior and uses the PM results to monitor the process performance.

Having heard about the promising results of PM Jennifer, the owner of different
process, enthusiastically reaches out to John to ask for a process monitoring solution as
well. John discusses the new event log requirements with Robert, who then creates a
new data pipeline to continuously produce the second event log, which John again uses
to create the process monitoring dashboard for Jennifer. As word keeps spreading on the
benefits of PM, the number of requests for event logs increases, and as the adoption of
PM in the organization grows, so does the dependence on high-quality event logs. John
and Robert quickly realize that they need a system to manage the increasing number
of event logs, as well as define policies and rules on who is in charge of guarding the
quality and proper use of event logs. They already heard a colleague with a data science
degree talk about the exciting possibility of event logs for process prediction or process
for simulation…

3.2 Artifact Network

As the narrative shows, event logs often do not serve a direct practical goal for end-users
(e.g., process owners) but are intended to be components of a larger whole, i.e., the event
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log is part of a PM application. This implicates that creating an event log always involves
the integration of the event log into a network of artifacts, which is an ongoing process as
artifacts continuously evolve over time. An artifact network specifies the dependencies
and relationships in a network of imbricating artifacts [45]. Figure 1 presents an artifact
network for the context of a PM application and positions event logs as design artifacts
into their social and technical context. The artifact network highlights that managing an
event log is no trivial task and that event log quality is dependent on the network as a
whole. OntoUML is used to model the network in Fig. 1, as it is a well-founded language
for ontology-driven conceptual modeling.

The scope of the network is limited to technological objects and related artifacts
required for the application of PM in an organizational context. While it is a good
practice to specify a provider and customer for each activity, we have only modeled the
most important ones to limit the size and complexity of the network for the purpose of this
paper. It is assumed that an event log is sourced fromoneormore ISs that are implemented
in an organizational context to support the execution of one ormore (business) processes.
The business process execution creates business data and event data. The event log
serves a particular PM analysis goal and is created via a data pipeline performing certain
preparation tasks, e.g., data integration, transformation and/or enrichment. Furthermore,
the event log is used in a PM tool, in which a PM algorithm is implemented that produces
a certain result type (e.g., process model or rules) to fulfill the analysis goal of the
agent(s). The PM tool is assumed to be “naïve” in a sense that the underlying PM
algorithm does not take the quality of the input into account. Finally, it is assumed
that business rules are used for compliance checking and that these business rules are
built and maintained separately. Note however that sometimes business rules are used
in the event log transformation, e.g., to aggregate events, so changes in one can have an
impact on the other. This is one example of the artifact network being an imbricating
and adaptive system. The artifact network is intended to serve as reader companion for
Sect. 4, to specify and highlight the artifacts involved in managing event logs.

Fig. 1. General event log artifact network in the context of PM
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4 Event Log Management Framework

In order to discuss the functionalities of event log management we adopt the DAMA-
DMBOK data management functions framework, as depicted in Fig. 2 [13]. Data man-
agement focusses on managing the production and use of data as a valuable asset for
organizations. In the context of event logs, we define event log management as the devel-
opment, execution, and supervision of plans, policies, programs, and practices to deliver-,
control-, protect- and enhance the value, and thus quality, of event logs throughout their
lifecycle.

Event log management activities can be divided into three main categories, namely
the event log lifecycle, event log foundation, and event log governance activities. The
event log lifecycle involves all the activities and processes related to the design, creation,
storage, usage, maintenance and/or enhancement, archival and finally deletion of event
logs. Throughout the event log lifecycle, foundational activities are performed to ensure
the security, privacy, compliance andquality of event logs.Event loggovernance focusses
on how decisions are made about event logs and how people and processes are expected
to behave in relation to event logs. The governance activities guide both the lifecycle and
foundational management activities. The next sections discuss each category in more
detail, relating to current PM research literature and the artifact network depicted in
Fig. 1.

Fig. 2. Event log management framework

4.1 Event Log Lifecycle

A recent systematic literature review within the PM domain shows that research is
mainly focused at the development, enhancement and application of PM techniques
[30]. Research on event log preparation is scarce and mainly addresses the gathering
and cleaning of event logs [21]. However, from a management perspective, the lifecycle
of an event log is broader than “preparing” as it involves all the activities to manage
an event log from the initial design to final deletion. The following subsections discuss
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each lifecycle activity and present the state of the art in PM research, from which the
functionalities and future research challenges to perform event log management are
derived.

Design
Existing methodologies for applying PM, such as the PM2 methodology [15], do not
explicitly design an event log, rather they consist of activities to plan, i.e., determine the
scope and goal, extract and prepare the data required to construct an event log. However,
considering event logs as first-class citizens, entails that they should be treated as artifacts
and objects of design. This implicates that the first activity in the lifecycle of an event
log is to create an explicit design for an event log.

The artifact ontology point of view [45]makes a distinction between technical objects
and artifacts. Humans create many technical objects every day, but not all of them
instantiate an explicitly designed artifact. Event logs that are a by-product of an IS
without a PM use-context in mind are technical objects. An artifact universal has at least
a use plan (e.g., PM for auditing), and a consistent make plan. The make plan describes
the structure of the artifact (e.g., the XES data structure standard) and its components
[45], for instance, that each record must contain a case id. Only when a technical object
(i.e., dataset) is realized through themake plan specifications, it can produce the intended
use effect and be considered an instance of the artifact (i.e., event log).

Considering an event log as a design artifact implicates that its quality can be mea-
sured in terms of adherence to the design requirements. For example, the desired level
of abstraction of events should be specified in the event log’s use plan, from which the
required clustering or transformation steps can be derived in the make plan [12]. Only
when a dataset is created via the transformation steps of the make plan, it adheres to the
event log’s design and can realize its intended use effect and thus be considered of good
quality.

The advantage of making an explicit design is that it inherently abstracts from the
implementation, so independent of a specific coding language or tool. From a man-
agement perspective, this is beneficial as the artifacts affecting the event log, e.g., IS,
can change over time and can cause the implementation of the design to be updated or
recreated. Furthermore, the underlying design assumptions of the event log itself may
evolve over time, as highlighted by the current trend towards an object-centric event
log (OCEL) in which the set of objects related to the event execution are taken into
account as well [20]. Consequently, the OCEL design rationale significantly affects the
downstream lifecycle activities, i.e., creation, storage and use, and artifacts as well.

Having an explicit design is also necessary in order to effectively communicate and
manage all the involved stakeholders and their goals, i.e., customers of the event log.
The event log design creates transparency on what data is used, for what purpose and
what logic or manipulation takes place. Thus, making an explicit design also contributes
to responsible and FAIR data science.

Create
Current research on event log preparation mostly focusses on a specific PM technique,
application domain, data source or quality issue(s) [18, 32]. A recentDelphi study reports
that complex data preparation and poor data quality are still considered as extremely
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relevant challenges for PM applications [33]. However, in existing PM methodologies,
present event log preparation as a manual, ad-hoc activity [4, 6, 15], providing little
guidance on how to continuously create an (high-quality) event log.

Fromamanagement perspective, having a repeatable and transparent event log prepa-
ration method is imperative. This could be realized by operationalizing the event log’s
design requirements into a systematicmethod to create the event log, e.g., a data pipeline.
We argue that data pipelines for event logs will become important in the future as organi-
zations applying PM require a reliable and automated system that continuously provides
high-quality event logs.

An important developmentwould be a tool, as part of anELMsystem,whose function
is to manage the data pipeline on the basis of a control cycle that includes continuous
process monitoring from a data quality perspective. Such a tool could be achieved by
separating the rules and logic into a separate repository from the execution code. Having
a separate logic repository creates a transparent, auditable andmanageable data pipeline.

As depicted in Fig. 1, several artifacts and their stakeholders, are involved in the
creation of an event log, namely an IS, a logging system and a data pipeline artifact,
for which we envision a repository with data preparation and transformation rules that
are executed by a separate script [12]. And finally an artifact to store the event log.
Furthermore, these artifacts are connected to other artifacts that indirectly influence the
event log creation, namely the process design (i.e., process model and/or business rules)
and PM application (i.e., the intended use of event log). This implicates that designing
and creating a data pipeline for an event log creation is a multidisciplinary activity that
requires close collaboration between a several stakeholders, e.g., a data engineer, a data
curator, a PM analyst and the IS- and process owner(s).

Store
The XML-based eXtensible Event Stream (XES) log format is the current de-facto
standarddata structure for storing event logs, requiring an explicit case-notion to correlate
events to provide a single view on the process [29, 43]. However, in reality a single
unifying case notion often cannot be defined in a process, as it involves various objects
that interact which each other, e.g., orders, invoices and packages. Selecting one of the
objects as a case notion forces a specific view on the process which “flattens” the event
log and can lead to divergence and convergence problems and even incomplete process
models [23]. Thus, transforming multi-dimensional data into a flat event log introduces
redundancy and a variety of data quality issues [27, 29]. Recent developments have been
made to address this challenge, such as the XOC format [29] or the OCEL standard [23].
These data structures sit between object-centric databases and flat event logs, allowing
for flexibility and multiple perspectives on the process based on which object is selected
as a case notion [29].

While standardization of data formats improves the interoperability of event logs
between various PM techniques, it does not address the challenge of extracting and
creating an event log. The misalignment between data sources and event log formats
highlights the fact that a data pipeline to provide high-quality event logs for PM is to be
treated as a design task in its own. As data structures for event logs have been shown
to evolve over time, an effective data storage artifact should be data structure agnostic,
meaning that it can support multiple formats for event logs and multiple views. The
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concept of data independence for event logs could be investigated, as this addresses the
abstraction of data on a physical, logical and view level. Alternative storage artifacts such
as graph databases [19], enabling direct PM on databases rather than materializing event
logs [14], or to simplify event log creation for the end-user by means of ontology-based
data access [10] are all interesting areas that are being actively researched to address the
challenge of data creation and storage for PM.

Use
Since its inception in the early 2000s, research on PM has mainly focused on the devel-
opment of technical - rather than organizational aspects of PM [25]. Since event data
and process are not limited to a specific application domain these techniques have been
adopted in a variety of organizations across domains. Furthermore, PM is increasingly
being adopted in other applications as well, e.g., RPA, digital transformation or Digital
Twins [22, 28, 37]. However, research on organizational adoption or maturity models
for PM is very scarce [25, 26, 42]. It must be noted that in several cases, such as Digital
Twins, adoption of PM mainly amounts to the use of event logs.

The increasing popularity of PM outside of academia is illustrated by growing num-
ber of PM tool vendors [1]. A current trend is the shift from PM being a tool for a data
scientist in a process improvement project to continuous process monitoring being a
service to various enterprise-wide applications. Event log management and monitoring
will therefore become a goal on its own as PM use matures in organizations. PM will
be one of the event log’s users, but so may be automated process execution, or continu-
ous auditing. We therefore urge for more research dedicated to event logs as these will
become first-class citizens for organizations using them for multiple purposes.

Maintain, Enhance and Version Control
Since business processes, the artifacts involved, as well as the goals of stakeholder
change over time, so should the event log. Since PM currently is treated as a project, not
as a continuous application, the maintenance and enhancement (M&E) of event logs is
often not considered or seen as a part of the iterative nature of conducting PM projects.
From an event log management perspective, we define M&E as a distinct activity that
manages the adaptability of the event log and monitors changes in the artifact network
and the stakeholder goals that influence the event log design. An implementation of a
version control system would enable organizations to keep track of current and previous
versions of the event log design, and even roll-back when necessary.

In order to perform this monitoring task, the metadata of the event log itself needs
to be recorded, as well as metadata of related artifacts such as the process design and
IS. A minor change in an artifact (e.g., a IS version update) could lead to some minor
maintenance on the event log design and data pipeline. A major change, e.g., the new
legislation as presented in the scenario, leads to a new iteration of the lifecycle as this
severely impacts the event log design and hence all downstream lifecycle activities.
Thus, in order to maintain event logs a version control system is required.

Archive and Delete
The final activity in the event log lifecycle is the archival and deletion of the event log,
which has been neglected in current research. An event log archive has the function
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to store obsolete event logs, on which no maintenance or general usage occurs. While
organizations would like to save all of their data, in practice this is often not feasible as
the volume of archived event logs inevitably grows, or it is legally not allowed. Thus,
storage costs and regulatory retention periods require organizations to properly destroy
their event logs at some point. However, we argue that an event log archive should not
be considered solely as an expense to organizations. Historical event logs can form a
rich source of information for the analysis of business process evolution, e.g., concept
drift, and can be used for (internal) auditing applications.

4.2 Event Log Foundation

Event log foundational activities include, but are not limited to, the management of event
log quality, metadata, security and privacy. These activities are performed throughout
all the lifecycle management activities to ensure the trustworthiness, reliability and
usefulness of the event log.

Quality
Sincemany PM techniques do not take the quality of an event log into account, determin-
ing the reliability of thePMresults highly depends on transparencyof the data preparation
and the ability to assess the quality of the event log. However, in order to measure event
log quality (ELQ), one must define it first. While ELQ has been widely recognized as
a major challenge in the application of PM, extensive research on ELQ and its impact
on PM results is scarce. A recent systematic mapping study of PM research classifies
only 2.56% of the publications as covering broader data preprocessing activities such as
gathering, transforming and cleaning event logs [21].

As in the case of general research on DQ, no unified definition of ELQ exists within
the PM domain [46]. The distinct characteristics of event logs, such as temporal con-
straints and correlation among events, give rise to unique ELQ issues [40]. Furthermore,
PM techniques assume that the behavior recorded in an event log reflects reality and are
unable to distinguish between traces showing infrequent behavior or incorrect logging,
such as traces missing events or incorrect timestamps, i.e., noise [11, 44]. While some
approaches to define ELQ have been presented, such as the framework in [8] or imper-
fection patterns in [40], a solid theoretical foundation for ELQ is critically lacking [46]
as these approaches are based on the author’s experience and intuitive understanding on
what constitutes quality.

From an ELM perspective, ELQ is dependent on the adherence to the design require-
ments. This implicates that explicit quality criteria can be derived or included in the event
log’s design. We argue that the design specification of an event log resembles the semi-
otic view on DQ, which specifies three levels quality, namely syntactic, semantic and
pragmatic quality. Syntactic quality defines quality as the degree to which data conforms
to integrity rules based on a data-, system- or domainmodel of an application, e.g., adher-
ence to the XES or OCEL standard. Semantic quality describes the degree to which data
objectively corresponds to represented external phenomena, e.g., the real world event
that took place. Pragmatic quality describes the degree to which data is suitable to per-
form a certain task, e.g., interpretable process discovery results. Furthermore, in order
to meaningfully measure ELQ, the hierarchy of data should be taken into account when
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operationalizing quality criteria, e.g., Completeness can be interpreted differently on a
log, case or event (record) level, requiring different metrics at each level.

Metadata
An important prerequisite to manage and hence measure the lifecycle and foundational
ELM activities is the recording of metadata [16]. For example, in order to measure an
event log’s quality dimension Completeness, metadata of the IS- and process design,
the logging system as well as the data pipeline execution is required as these artifacts
(in)directly affect the event log design and creation as shown in Fig. 1.

Metadata from the IS can be used to check whether all business objects, e.g., order,
that are stored in the database are represented in the event log by a case identifier.
Process design metadata can be used to check whether all activities are represented in
the event log, as the narrative example illustrates via missing events of the newly added
process activity. Metadata of the logging system itself can provide information on the
trustworthiness of the event log, i.e., has the logging of events been executed without
errors. Finally, metadata on the data pipeline enables a quality assessment of the data
preparation, e.g., the number of cases before and after transformation remains the same.

Security and Privacy
The exploitation of event logs for security audits [5] and other security challenges,
such as anomaly or intrusion detection [35], have been demonstrated before. However,
research onmethods to secure or encrypt the event log itself is scarce [39]. Since business
processes often involve multiple independent organizations, analyzing event data from
inter-organizational business processes is very interesting for improving operational
performance. However, sharing inter-organizational event logs gives rise to confiden-
tiality and privacy concerns which have been largely neglected by current research [17].
We argue that sharing event logs with third parties not only requires proper security
techniques and methods, but also requires dedicated management attention to ensure
compliance to law and regulations, such as the GDPR and HIPAA. Preferably, sensitive
event logs are not copied, but instead the interorganizational analysis is performed with
a decentralized algorithm.

Privacy concerns of the information captured by event logs do not apply to an inter-
organizational context only. Within an organization, analyzing event logs can expose
sensitive information that may reveal personalized information too. However, the impact
of privacy regulations, such as the GDPR, on the technical design and application of PM
techniques in organizations requires more research attention [31]. Only as of recent,
privacy preserving event log preparation and PM techniques are being researched [20,
31]. Having an explicit event log design and separating the data pipeline logic from the
execution code will increase the transparency and auditability of these artifacts, enabling
effective compliance monitoring to privacy law and regulation.

4.3 Event Log Governance

As organizations increasingly adopt PM for BPM and other applications, their depen-
dency on event logs increases. Hence, organizations applying PM continuously not only
face a technical- but also managerial challenge. Since business processes cut across
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functional siloes, systems, and even organizations, managing an event log can prove a
challenging task. In order to address these managerial challenges, organizations have to
govern their event logs. Adopting the DAMA-DMBOK definition of data governance,
we define event log governance as the exercise of authority and control (e.g., planning,
monitoring, and enforcement) over the management of event log assets [13].

Event log governance guides all other event log activities though the planning, mon-
itoring and enforcement of both the event log lifecycle- and foundational activities. It
focusses on how decisions are made about event logs and how people and processes
are expected to behave in relation to event logs. This is realized through the creation
of a strategy, policies, standards and cultivating stewardship and ownership of event
logs. Effective governance requires an ongoing effort to ensure that organizations get
value from event logs while reducing related risks. While established frameworks and
mechanisms for corporate, IT and data governance exist, research on event log- or PM
governance is very scarce [7, 24].

Strategy
Having a project perspective on PM implicates that the use of event logs and application
of PM lacks a clear organizational goal and direction for the long term. Developing a
strategy reduces the risk that organizations apply PM fragmented and hence do not use
PM and event logs to their full potential. Furthermore, a strategy should exist to ensure
that PM is applied to help achieve the goals of the organization. As event logs can be used
for a diverse set of PM applications and analysis goals, a central vision is required on
how to reach the organizational goals and improve upon them. Amaturity model for PM
adoption could aid organizations in creating a strategy to develop their PM capabilities.
However, in current PM literature research on governance or organizational adoption is
critically lacking.

A recent work presents a first step towards event log governance by establishing
a theoretical data quality governance framework for event logs [24]. Consistent with
Fig. 1, this framework identifies IT and Process management as two key capabilities
for ELQ management. However, the framework still considers PM application from a
project, rather than continuous perspective. Furthermore, the framework focusses on
quality while the scope of event log governance is much broader.

Since PM sits between data- and process science we theorize that the maturity of an
organizations in these areas influences the maturity of PM adoption strategies as well.
Future research could look into combing existing maturity models for IT, DM and BPM
in order to develop a maturity model specific for PM adoption.

Stewardship and Ownership
FromanELMperspective, the role of a data stewardor curator needs to be implemented in
organizations, who is charged with the responsibility of preserving the quality, privacy,
confidentiality and adherence to law and regulations of the event log and its use. As
shown in Fig. 1, the data curator has to manage all stakeholder goals, such as the process
and system owner, the PM analyst and data engineer, as well as be able to check the
compliance of the event log and data pipeline artifact to security-, privacy requirements
and other regulations. That this is no trivial task is highlighted by the Siemens case
reported in [36], in which the project decided to exclude any event data transformations
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or filtering in order to urge “front-end users”, i.e., PM users, to improve the master data
of the IS to fully benefit of the PM results.

Next to event log stewardship the ownership, i.e., accountability on the effective
and efficient use of event logs, should be embedded in organizations. Depending on
the organization’s data- or process management maturity, event log ownership could
be assigned to either an existing data (domain), process- or analytics solution owner.
However, we theorize that because event logs bridge the gap between data-, process- and
analytics, assigning effective ownership will prove a challenging task to organizations
who have not yet implemented effective governance on any of these topics.

Policies, Standards, Monitoring and Enforcement
Similar to data- and processmanagement, effective ELM requires organizations to define
policies and standards for the creation, access and use of event logs. However, crucial
prerequisites to ensure, or sometimes enforce, adherence to these policies and stan-
dards are proper monitoring, e.g., through metadata, and implemented stewardship and
ownership.

5 Discussion and Limitations

The aim of this article is to present a vision on event log management and an initial
design of the functionalities of ELM. The goal of the framework design is to provide a
useful starting point for further research, not necessarily to provide the ‘best’ or ‘most
exhaustive’ framework, as this cannot be defined and, in fact, may be a moving target.
In design science literature, the problem of not being able to find an optimal solution
is described as ‘design being a search process’. We hope that by highlighting current
research challenges on ELM, the search process for effective and useful ELM solutions
continues beyond this work as it opens various avenues for further research.

Furthermore, the realization of these functionalities calls for further research, dis-
cussing the implementation choices and technical design(s). For example, is it better
to create a single ELM system that supports all the functionalities or is a network of
applications more realistic?We posit that existing solutions for data management should
be investigated on the suitability for event log management, as from data perspective,
event logs can be considered as a dataset. However, event data poses some unique chal-
lenges as compared to “traditional” DM that is focused on managing transactional and
business data. Therefore, we argue that, similar to PM, event log management should
bridge the gap between data and process management, as event data is highly dependent
on the system and process design and thus requires close collaboration between these
disciplines.

The scope of this study is limited to a systematic presentation of event log manage-
ment, embedded in the PM literature, but without empirical evaluation. The narrative
scenario and artifact network presented are a realistic, but single view on the application
and adoption of PM in organizations. This poses the threat of confirmation bias, i.e.,
the scenario reflects the authors preconception of event log management requirements.
However, we argue that reasoning with both an abstract example as well as concrete
model addresses this threat as it links the specific (narrative) with the general (model).
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In light of the goal of this paper, the scenario-based approach provides an effective
mean to communicate the need for, and vision on event log management. Even our in
relatively simple scenario where an event log is sourced from a single IS, ELM quickly
becomes a complex and challenging task that involves multiple artifacts and stakehold-
ers. We therefore argue that in realistic real-world scenarios where multiple systems and
more stakeholders are involved, ELM only becomes more complex and hence requires
dedicated attention in order for organizations to effectively and continuously apply PM.

6 Conclusion and Future Research

This article positions event logs as first-class citizens and discusses the what activities
constitute event log management. The results can be read as both a research agenda, as
well as a guideline for organizations to identify and implement event log management
activities. First of all, event logs should be considered as design artifacts with an explicit
design. This design can be used to communicate andmanage stakeholder goals, aswell as
measure the quality of the event log as adherence to the design’s requirements. Secondly,
in order to consistently and continuously create event logs a data pipeline is required.
From a management perspective, it is desired to separate the transformation logic and
rules from the execution code tomake this data pipeline transparent and auditable. Third,
data independence for event log storage is required to separate the physical storage from
the logical structure and views. This will ensure flexibility and adaptability of the event
log data structure for future applications. Fourth, version control for event logs is required
to maintain event logs in constantly changing business environments. Finally, archival
of event logs is required to store event logs for historical analysis and compliance to
regulatory retention periods.

Several avenues for future research on foundations for event log management are
identified, such as the security and privacy of event logs, the quality of event logs as well
as an event log metadata system to measure and manage these foundational activities.
Finally, research on event log governance aspects is required, such as an adoption strategy
and maturity model for PM and future application of event logs, as well as research on
event log policies, procedures and the cultivation of stewardship and event log ownership
in organizations adopting PM.
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Abstract. Organizations have a vital interest in continuously improv-
ing their business processes. Process analysts can use process mining
tools that provide data-driven discovery and analysis of business pro-
cesses to achieve this. Current research has mainly focused on creating
and evaluating new tools or reporting process mining case studies from
different domains. Although usage of process mining has increased in
industry, insights into how analysts work with such methods to identify
improvement opportunities have consequently been limited. To reduce
this gap, we conducted an exploratory interview study of seven pro-
cess analysts from different domains. Our findings indicate that process
analysts assess improvement opportunities by their impact, the feasibil-
ity of required implementation, and stakeholders’ input. Furthermore,
our results indicate that process mining tools, when used to identify
improvement opportunities, do not provide sufficient support for analy-
sis, requiring process analysts to use additional tools. Lastly, analysts use
storytelling to frame and communicate their findings to various stake-
holders.

Keywords: Process mining · Business process analysis · Business
process improvement

1 Introduction

Organizations engage in business process management (BPM) to continuously
improve their business processes. In doing so, process analysts model the busi-
ness processes, use a variety of methods to analyze them, and then, based on
the results of the analysis, propose and implement changes to the processes [10].
In recent years, process analysts have begun using data-driven methods, such
as process mining, to improve processes [8,24]. Therefore, process analysts have
begun to incorporate commercial process mining tools, such as Disco1, Celonis2,
and Apromore3 in their continuous BPM work [24]. Process mining tools use
1 https://www.fluxicon.com/disco/.
2 https://www.celonis.com.
3 https://apromore.org.
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event logs, i.e., data recorded from process executions, to enable automated dis-
covery of business process models and process analysis [1]. With such data-driven
tools, process analysts gain a more complete and accurate understanding of the
process execution and save time when discovering and analyzing the business
processes [1].

The benefits of process mining for improving business processes have been
demonstrated in different industries [24,29], such as logistics [16], manufacturing
[27], telecommunication services [20], and auditing [15]. To this end, method-
ologies for applying process mining, such as PM2 framework [30], have been
proposed. Similar methodologies have also been proposed for specific industries,
such as for healthcare [23]. While such methodologies can help process analysts,
the analysis conducted to identify improvement opportunities is still manual.
Furthermore, methods for applying process mining tools stipulate steps to take
and what to analyze, but not how to analyze. Some studies explore practical
aspects of process mining, such as process managers’ perception of adopting,
using, and managing process mining [13] and how process mining is used by
organizations [29]. However, the majority of works mainly consider technical
aspects, i.e., development and improvements of process mining techniques [6].
Few studies explore how process analysts use and work with process mining in
process improvement initiatives, although the need to research teams and skills
needed for successful process mining projects has been highlighted [22]. Thus,
there is a gap in how analysts use process mining to identify improvement oppor-
tunities, assess which improvement opportunities to pursue, and communicate
analysis results to relevant stakeholders.

This paper explores how process analysts working with business process
improvement, incorporate and use process mining solutions to discover, analyze,
and communicate improvement opportunities. Therefore, this paper’s research
objective is to explore “how process analysts work with process mining when
engaged in process improvement initiatives?” In addressing this research objec-
tive, we specifically explore three research questions. The first relates to how
process analysts use process mining to identify improvement opportunities and
which improvement opportunities to address. Process analysts also use process
mining to present the findings of their analysis to stakeholders. Therefore, the
third research question concerns how process analysts use process mining to
communicate their findings to stakeholders. To this end, we explore the follow-
ing research questions.

RQ1. How do process analysts use process mining to identify improvement
opportunities?
RQ2. How do process analysts use process mining to select improvement
opportunities to address?
RQ3. How do process analysts use process mining to communicate their find-
ings?

To address these research questions, we conducted an exploratory interview
study. We interviewed process analysts who use process mining to discover, ana-
lyze, and identify improvement opportunities in their daily work. We present
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findings on how analysts use process mining when working with business pro-
cess improvement. More specifically, we describe the strategies analysts employ
when using process mining to identify improvement opportunities, compare and
assess such opportunities, and communicate their findings. Thus, our findings
add to our understanding of process mining solutions use and utility in practice.

The derived insights can be useful for process analysts and researchers in
the field of process mining. Process analysts can gain a broader understand-
ing of how to use process mining tools to identify improvement opportunities.
Insights on how process analysts use process mining tools to identify improve-
ment opportunities can help researchers develop data-driven discovery of such
opportunities, especially for efficiency gains. Finally, our findings can possibly
be insightful for developers of process mining tools since they can improve their
tools to accommodate process analysts’ needs better.

The remainder of this paper is structured as follows. Section 2 presents the
background and related work. Then, in Sect. 3, we present the research method,
while Sect. 4 presents the results. The findings are discussed in Sect. 5, and finally,
we conclude the paper in Sect. 6.

2 Background and Related Work

Process analysts benefit from using process mining to analyze event logs, i.e.,
data recorded from the process executions [1]. To this end, a set of methodologies
have been proposed that aid the implementation of process mining in process
improvement initiatives. For instance, Bozkaya et al. [4] and Rojas et al. [25]
propose process mining methodologies that address the specific needs of business
process analysis in healthcare. The PM2 framework [30], on the other hand, is
industry agnostic and includes planning, extraction, and processing of event log
data, mining and analysis of data, and evaluation of results. Other frameworks,
such as Process Diagnostics Method [4] and the L∗ life-cycle model [1] support
analysts with structuring their work when employing data-driven methods for
process discovery and analysis. Thus, the common denominator of such work
is that they present an overall methodology for process mining projects. Our
work is complementary as we focus on a specific step of such methodologies
by exploring how process analysts use process mining to identify and assess
improvement opportunities.

Process mining has been applied to real-life event logs for discovery and anal-
ysis. Such case studies have been conducted in different domains, such as the
customer fulfillment process of a telecommunication company [20], IT manage-
ment services [31], library information systems [19], agile software development
[21], and the cargo release process of a logistic company [16]. Such studies focus
on reporting the results obtained by applying process mining and illustrate the
value of process mining in industry [7]. In this paper, we provide insight into
how such results were obtained by exploring how analysts use process mining to
identify improvement opportunities.

Grisold et al. [13] studied organizational and managerial aspects of process
mining while Thiede et al. [29] reviewed 144 research papers to understand the
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use of process mining by organizations. In a similar vein, in Emamjome et al. [12],
152 case study papers were reviewed to assess the maturity of process mining
in practice by using diffusion of process mining and thoroughness of their appli-
cation as criteria. Syed et al. [28] focus on identifying challenges and enablers
of process mining by interviewing stakeholders of one particular organization.
Similarly, Klinkmüller et al. [17] reviewed 71 process mining analysis reports
to examine the information needed to solve domain-specific problems with pro-
cess mining tools. These works primarily focus on the organizational perspective
for usage of process mining. Our contribution, however, focuses on how process
analysts came to the results summarized in the above mentioned case studies
and reports. Furthermore, in our work we consider additional aspects besides
information needs of process analysts.

3 Empirical Method

To understand how process analysts identify (RQ1) and select improvement
opportunities (RQ2), and how they communicate their findings to different
stakeholders (RQ3), we conducted an exploratory interview study. This app-
roach is suitable because our aim was to explore a phenomenon – how analysts
utilize process mining to improve processes – and gain insights into “how” it takes
place from the perspective of the individuals that are involved. We chose semi-
structured interviews because they enable a more open conversation between
interviewer and interviewees which allows for novel topics to emerge while at the
same time providing sufficient structure for a focused conversation on specific
topics related to our research focus [11]. In the following, we will elaborate on the
specifics of our study setup (Sect. 3.1), data collection, and analysis procedure
(Sect. 3.2).

3.1 Study Setup

We recruited a total of seven participants for our study (see Table 1). We selected
them across two main dimensions: (1) internal process analysts and consultants,
and (2) experience as a process analyst. We chose this differentiation as it can
be expected that approaches to identify improvement opportunities vary among
individuals familiar with the processes they are tasked to improve (internal pro-
cess analysts) and those brought in as external experts (consultants) as well as
their job experience. Moreover, we also selected our participants from different
domains and companies to cover a variety of contexts and use cases. Having con-
ducted six interviews, we noted data saturation, i.e., no new information being
provided by additional interviews. We, however, sought and conducted one more
interview to ensure we had enough interviews [14]. We conducted individual
online interviews with each of the seven selected participants. The interviews
lasted between 29 and 46 min each.
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Table 1. Study participants

Code Domain Project Study role
(experience)

I-01 Electrical engineering Improving order-to-fulfillment
process across multiple countries

Internal process
analyst (2 years)

I-02 Insurance Improving claim-to-resolution
process (esp. customer notification)

Internal process
analyst (1 year)

I-03 Public services Improving application-to-approval
process for immigration (esp.
waiting times)

Internal process
analyst (1 year)

I-04 Data science Improving application-to-approval
process (esp. reworks)

Consultant (4 years)

I-05 Auditing Analyzing claim-to-resolution
process at a regional paying agency

Consultant (2 years)

I-06 Process mining Analyzing standardization and
harmonization of processes

Consultant (5 years)

I-07 E-commerce Improving order-to-cash process
(esp. manual tasks)

Internal process
analyst (1 year)

3.2 Data Collection and Analysis

Prior to conducting the interviews, we developed an interview guide4 based on
our three main research questions. Thus, the guide included questions related
to how interviewees identified process improvement opportunities (e.g., What
was the specific improvement opportunity identified?, What were the crite-
ria/measures to identify the improvement opportunities/bottlenecks?, c.f. RQ1),
and how they decided which opportunity to proceed with (e.g., How was it
decided which one to select?, Who made this decision?, c.f. RQ2). We also specif-
ically asked each interviewee how they communicated those opportunities they
deemed reasonable to implement (e.g., Who were the results presented to?, How
did you present your results?, c.f. RQ3).

During the interviews we also asked interviewees to provide us with doc-
uments, such as frameworks, screenshots of process models, and data tables
pertinent to their projects. The interviewees conditioned the interviews on the
materials not being made publicly available due to the sensitivity of the contents
though. We started each interview by asking the interviewee to think about a
recent process improvement initiative they conducted. We proceeded to ask the
questions included in the interview guide in the context of this particular project.
During the interviews, we did not always stick to the sequence of questions as
included in the interview guide, but rather followed the flow of the interview
while making sure to cover all aforementioned topics.

4 Link to the full interview guide and the coding scheme: https://doi.org/10.6084/m9.
figshare.19071206.v1.

https://doi.org/10.6084/m9.figshare.19071206.v1
https://doi.org/10.6084/m9.figshare.19071206.v1
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To analyze the interviews, we first transcribed them by using the transcrip-
tion tool Otter.ai5. After manually reviewing and correcting the transcriptions,
we conducted a thematic analysis [5] of interview transcripts and documents.
Thus, we first familiarized ourselves with the data and created an initial set
codes based on our research questions which included codes such as “improve-
ment opportunity” and “analysis methods” to discover how the interviewees iden-
tified improvement opportunities (RQ1). Moreover, we utilized codes such as
“improvement opportunity impact” to identify how improvement opportunities
were selected (RQ2) and “communication media” to identify how improvement
opportunities were reported (RQ3). One researcher then applied these codes to
the interview transcripts before we discussed the coding results in the research
team. The discussion subsequently yielded additional codes such as “context”,
“process data”, “communication strategies”. The updated coding scheme was
then applied to the transcripts by the same researcher before we again discussed
the coding results in the team. We iterated this procedure three times until we
did not discover any new codes. The final coding scheme included 14 distinct
codes (See footnote 4). During the previously described procedure, we used the
documents provided by the participants as additional context information to aid
our understanding of the responses.

4 Findings

Here, we present the results of our study. We begin with RQ1 on how improve-
ment opportunities are identified, followed by RQ2 on how analysts determine
which opportunities to address. Finally, we present the results on how process
analysts communicate their findings (RQ3).

4.1 Identifying Improvement Opportunities

The first research question considers how process analysts use process mining
to identify improvement opportunities. Our study shows that analysts take a
structured approach when using process mining tools. Analysts identify improve-
ment opportunities by visually analyzing discovered process models, use process
mining tools to filter event-logs, and produce process variants for analysis and
comparison. In so doing, analysts rely on their combined domain knowledge and
process mining skills.

F1. Study participants identify improvement opportunities in a structured
manner. For instance, one consultant stated that s/he “follows the Celonis app-
roach mostly” (I-04)6. An internal analyst (I-01) shared that they follow a
high-level framework (doc.7) with four steps (select, mine, implement, confirm).
Another internal analyst, however, stated that “I don’t use a framework but
simply try to find out what each project needs” (I-02). S/he also confirmed that
5 https://otter.ai/.
6 https://www.celonis.com/ultimate-guide.
7 We use “doc.” to mark findings that are based on documents shared.

https://otter.ai/
https://www.celonis.com/ultimate-guide
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“obviously, there is always a part of extracting, cleaning, and analyzing data,
interviewing process members, and concluding insights” (I-02). Similarly, one
consultant expressed that “we don’t have a formalized methodology” (I-05), but,
at the same time, “the way we work is very much like the PM 2 methodology” (I-
05). Thus, process analysts we interviewed follow a structured approach, either
iterative or sequential, even if the approach is not explicitly stated.

Table 2. Summary of the findings

# Finding

RQ1. How do process analysts use process mining to identify improvement
opportunities? (Sect. 4.1)

F1 Approaching improvement opportunities identification using structured
methods (e.g., process mining frameworks, guidelines)

F2 Dividing the big problem into sub-problems to investigate them separately

F3 Visually analyzing discovered process models, particularly, through
filtering and variants analysis and comparison

F4 Finding a compromise between the domain knowledge and process mining
outlook of the problem

RQ2. How do process analysts select improvement opportunities to
address? (Sect. 4.2)

F5 Assessing the impact of the finding on the process in terms of its location
and number of cases and variants involved

F6 Analyzing the dependency on entities outside of the process or the
organization

F7 Assessing the financial gain of the finding

F8 Using other tools rather than process mining tools for advanced view into
the analyzed data and visualizations

RQ3. How do process analysts communicate their findings? (Sect. 4.3)

F9 Using storytelling to present the finding(s) and selecting visual
representations according to the story

F10 Adjusting the communication to the client needs’ (i.e., including more
technical or business details)

F11 Relieving the findings of process mining details and communicating the
results and implications

F2. The analysts interviewed, be it explicitly or implicitly, use an overall
framework for applying process mining to identify improvement opportunities.
However, identifying improvements requires an in-depth analysis of the pro-
cesses. To this end, analysts employ different tactics. We observed that analysts
decompose the problem into smaller and less complicated parts. For instance,
one consultant found “simplification of the problem” (I-06) to work. S/he stated
that “dividing the problem into smaller chunks to make it manageable is some-
thing which I believe works” because “you [...] do not want to start with a very
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complex process, so we start [with thinking] what is the best candidate to start
with?” (I-06). Similarly, an internal analyst expressed that “I think it’s better to
define one or two improvement areas and just help to improve there” (I-01).

F3. Study participants also identify improvement opportunities from the
discovered process models. As one interviewee confirmed, “I use like the actual
process visualizations to find bottlenecks” (I-07). More specifically, the analysts
interviewed examine the process performance. For instance, an internal analyst
focused on waiting times by visually examining the process model to understand
“what kind of steps are involved [...], how long time between steps [...], how
many times do the users call” (I-03). One consultant uses the models to analyze
whether “there are any bottlenecks around the approvals” (I-05). The analysts
studied also combine usage of process mining tools with other analytical tools.
For instance, one interviewee conveyed that process maps are useful but “much
more valuable when you have business intelligence capabilities” (I-03). Similarly,
a consultant expressed that for complex things, it is easier to “move the data
out” and use Python scripts because “you can do it better with the script” (I-05).
Thus, interviewed process analysts use process models to identify improvement
opportunities, such as bottlenecks.

The interviewed analysts filter and compare process models by attributes to
identify improvement opportunities. For instance, one interviewee “showed the
differences in process performance for different types of claims” (I-05). Other
internal analysts “compared it across countries” (I-01) or considered different
years (I-02). What to filter for depends on the business input. According to
one consultant, “before, we used to show the simple variant explorer, but they
didn’t really work [...] therefore, we are not using the algorithmic grouping of the
different variants, but from the business domain, what does make sense to make
this grouping” (I-06). When filtering and comparing, the participants specifically
use process mining tools. For instance, one interviewee expressed that “I mostly
used like all of the different types of filterings and, and graphs that you can make
in Apromore” (I-07). Therefore, process analysts seem to discover variants that
are compared to identify improvement opportunities. The variants, however,
should be defined according to what is sensible from the business perspective.

F4. The visualized process models that analysts use can be misunderstood
if one does not understand the data or the business underlying the models. For
example, one interviewee said: “if you don’t understand how the data is generated
and where the data comes from, you might misinterpret the visualization of the
process mining software and, oftentimes, if you don’t understand the business
process, you might overreact to exceptions that are shown on the process map”
(I-05). Another interviewee, when asked about the same issue, emphasized the
importance of domain knowledge. As s/he expressed it, “I think the most impor-
tant thing in doing projects like this would be to really understand the process
from the people who work with it every day; so like talking to the domain experts,
because that’s where I think I got the most valuable insights.” (I-07). The reason
is that the process model does not provide all the information needed to identify
improvement opportunities.
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At the same time, knowledge about process mining is essential for identi-
fying improvement opportunities. The implications of lacking process mining
knowledge is that it makes it difficult to evaluate the credibility of the finding
as “okay, you have a finding, but is it a false positive, is it there, do you see it,
how do you see it, is it important from the process mining view?” (I-06). These
results suggest that understanding of process mining and the domain are neces-
sary for identifying improvement opportunities. One consultant expressed that
they ensure that the process mining team has the necessary domain knowledge.
Likewise, one consultant emphasizes the necessity to understand both the data
underlying the process visualization and the business processes being analyzed.

Overall, results indicate that process analysts we interviewed follow a struc-
tured approach when using process mining to identify improvement opportuni-
ties. Such improvement opportunities are identified by manually examining the
process models. Analysts look for specific improvement opportunities, such as
waiting times, and explore the process models to identify previously unknown
connections. Analysts also filter the event log to produce variants that are com-
pared, from which improvement opportunities are detected. Finally, our findings
show that both domain knowledge and process mining skills are required to
identify relevant and credible improvement opportunities.

4.2 Selecting Improvement Opportunities

Here, we present the results concerning the second research question of how pro-
cess analysts prioritize improvement opportunities to select the one(s) address.
Our results show that process analysts consider the impact the improvement
opportunity has on the process, the feasibility of the changes, and the potential
savings that can be achieved if the improvement opportunity is addressed.

F5. The interviewees assess the impact the identified improvement opportu-
nities have on the overall process. The impact can be assessed by considering the
location of the improvement opportunity in the process. For instance, an internal
analyst said that it is vital to “see in the process where this would actually have
an impact on” (I-02). The impact can also be considered by considering if the
improvement opportunity “involves a large population of the process” (I-06). For
instance, in one case involving variants, a consultant expressed that the impact
is considered “with the total number of variance that we see, what is the ratio
between the total number of variances and ratio of the process population” (I-
06). Thus, studied process analysts assess improvement opportunities by their
impact on the business process.

F6. Another parameter used to determine which improvement opportuni-
ties to address is the dependency of the required changes. The dependency is
assessed by considering whether the changes require involving external processes
or other departments. As one consultant, when discussing a particular improve-
ment opportunity, put it, “but that’s external to the process, so you can’t do
anything with that.” (I-05). Another aspect that impacts the dependency is the
input of process experts, subject-matter experts, and end-users. For example, an
internal analyst said that “I presented to them everything that I found based on
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the data, [...] and then they gave me feedback about what they would implement
and would not implement and why.” (I-07).

F7. The main measure used to assess and prioritize improvement opportu-
nities is its financial gain. In the end, “it’s always about the money” (I-01). The
savings that can be realized must be estimated. As one internal analyst put it,
“we build some sort of a business case on how much we can save” (I-01). The
improvements that produce the greatest gains are prioritized “based on where
we can gain the most, and where the biggest problems are” (I-01). If the finan-
cial gain is not sufficient, the improvement opportunity is rejected. One internal
analyst stated that “90% of them are rejected and we [...] want to focus on the
ones that will bring us a lot of savings. For example, [...] working on 100 orders
is not really saving, it’s like someone spends five minutes on this, we’re not going
to spend all our efforts and time to tackle this problem” (I-01).

F8. A standard view among the participants was that additional tools, such
as Python or Tableau, are needed for visualization. For instance, one consultant
shared that s/he uses both Python and Tableau (doc.) because the visualization
of process mining software provides “general statistics, which is really, really,
really cool, but oftentimes, if you want to go into more details, you need some-
thing more, and that is why I use Tableau” (I-05). The same reason was given by
an analyst expressing that “[I] use Disco for process mining and write Python
scripts when [I] need additional visualizations” (I-02). Another analyst applied
the same tactics but with Excel (doc.) For instance, regarding the process min-
ing tool limitation, “I also used just Excel for kind of correlation visualization
and percentage analysis, because that’s not what you can do [with process mining
tool].” (I-07).

In summary, these results show that improvement opportunities are assessed
by their impact on the process and their ratio of other cases. Besides, the fea-
sibility of the required changes, input from process and subject-matter experts
are also considered. Process analysts also require visualization and advanced
data analysis which is not provided by existing process mining tools. Therefore,
analysts rely on additional tools, such as Python and Tableau, to analyze and
visualize process data.

4.3 Communicating Results

The final research question concerns how process analysts use process mining
to communicate their findings. Interviewed process analysts communicate their
findings by developing a story that is supported by data and visualizations.
Furthermore, analysts simplify the results to suit the audience.

F9. The interviewed process analysts communicate their findings by framing
them as a story. In the words of an internal analyst, communicating the findings
is “like storytelling for managers with process mining” (I-02). For instance, one
consultant explained that “when presenting something to management, you don’t
have time, and they don’t have the attention span to listen to the whole thing
and to understand all the details” (I-05). To this end, to make the findings
digestible and relatable, “you take that piece of information or data and try
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to put it in a simplified context that works as a narrative and easy enough to
understand” (I-05). Given that all the information cannot be shared, a story
facilitates putting “away your technical geeky part and think with a business
mind” (I-05) to consider if “from a business point of view, this one might have
an impact, this one makes sense, and this is strong enough to make a change”
(I-05).

Similarly, a story guides the analysts in what visualizations to use. For
instance, one interviewee said that “when it comes to additional visualizations
for reporting, I use outputs from Disco thinking what screenshots exactly would
fit what I want to tell” (I-02). The types of visualizations used vary (doc.), but
often, they are “basically just a screenshot from the system” (I-01). However,
analysts also use process mining to communicate their findings. One internal
analyst reported that “typically, I show them [end-users] things interactively
while explaining in parallel” (I-03).

F10. The communication of findings should be adjusted to the client. For
instance, one consultant said that “different clients have different modes of com-
munication. Some clients require very formal approaches” (I-04). Regardless of
audiences’ preferences, process analysts modify the contents by simplifying and
adding clarifications. For instance, one consultant creates new visualizations
when communicating the findings. “I tend to use overly complex visuals because
I understand them because I created them. But since I’m not sure anybody else
would understand it, [...] then I create another one that is very specifically tar-
geted to communicating a message” (I-05). The same interviewee expressed that
“the ideal process mining software would allow you to be focused on the ana-
lytic visuals, but also would let you make or parameterize simplified visuals for
communications” (I-05).

F11. The importance of simplifying is because if the target audience “would
see a process and a very complex process, but then the next question for them
would be, So, what shall I do with this?” (I-06). To simplify, an internal analyst
frequently changes the names of the activities when communicating the findings
“when I need to report to some managers who do not understand the names of
the activities” (I-02). The layout of the process diagrams can also matter. The
internal analyst who compared the process model for two different years noted
that “the process maps for two different years had different layouts which caused
the management to think that one step disappeared, whereas it was just arranged
differently” (I-02).

In summary, analysts we interviewed frame their findings as a story and
select data and visualizations according to the storyline. In selecting visualiza-
tions, analysts use screenshots and use the process mining tools interactively.
Furthermore, the findings’ contents are often simplified, and, if needed, custom
visualizations are used.
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5 Discussion

Our findings provide indications on how analysts identify improvement opportu-
nities with process mining (RQ1), what aspects influence the assessment of such
opportunities (RQ2), and finally, how the findings are communicated (RQ3).

With regards to RQ1, our findings suggest that process analysts take a
structured approach when using process mining for improving processes. This
is according to the previous results that confirm the need for a structured app-
roach to process mining projects [1,4,23,30]. Process analysts seem to develop
methods based on their experiences. This might be due to standard methodolo-
gies describing general activities rather than defining more detailed guidelines
and specific steps for process analysts to follow [2]. However, we note that such
methods are similar to standards ones, such as the PM2 [30].

Our findings also suggest that process analysts use process mining to find
specific weaknesses, such as waiting times, in business processes by, for instance,
filtering the event-logs along various dimensions. Also, analysts identify improve-
ment opportunities by exploring the processes with process mining. When explor-
ing, analysts use filtering and variant analysis to find connections between vari-
ous process parameters that suggest potential improvement opportunities. These
findings are aligned with experiences reported in process mining case studies,
such as [16,20,31]. However, analysts do not seem to use thematic analysis tem-
plates such as those proposed in Djurica et al. [9]. This might be due to such
templates not being commonly integrated with process mining tools or that
analysts are unaware of them. Our findings on the tactics of process analysts to
decompose process issues and apply business-driven rationale for defining vari-
ants provide insights not commonly discussed in process mining studies.

Our findings indicate that process analysts use additional tools besides pro-
cess mining tools. Process mining tools are predominantly used for the discovery
of process models and filtering. However, such tools seem to lack the function-
alities that process analysts need for visualization. Therefore, process analysts
use other tools for visualization techniques not specific to process mining tools.
In this regard, our finding is consistent with that of Klinkmüller et al. [17]. In
contrast, our findings provide insights as to the reasons why process analysts use
other tools.

As to RQ2, expectedly, process analysts use the relative financial gain as
the main criterion for assessing which improvement opportunities to address.
However, it is interesting to note that process analysts consider process impact,
the feasibility of implementation, and input from other stakeholders, such as
process experts, subject-matter experts, and end-users, when prioritizing and
determining which opportunities to address. These findings, besides the financial
gain as primary criterion, have not previously been extensively discussed.

Furthermore, we note that dependency on entities outside of the process or
the organization is also considered. This finding is aligned with that of Thiede
et al. [29] who found that process mining is mainly concerned with a single
process in a single organization. Process managers find it challenging to select
which process to analyze [13]. Restrictions on access and use of relevant and
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required data [13] might constrain process selection to a single process whereas
the analysis could provide more value if cross-system and cross-organizational
processes are analyzed with process mining. Therefore, we found that expanding
the scope beyond the process being analyzed with process mining is relevant,
but process mining tools do not support it sufficiently.

As to (RQ3), our findings indicate that analysts frame their findings as a nar-
rative when communicating their results. Such narratives determine what data
and aspects to emphasize. Furthermore, process analysts simplify the analysis
and the visualizations when presenting them. Analysts could use process pat-
terns [3] and anti-patterns [18] to facilitate the communication of the improve-
ment opportunities. However, analysts do not seem to use them. Similarly to
redesign patterns [9] discussed earlier, this might be due to analysts not being
aware of them or that they are not integrated as visualization aids in the process
mining tools and, therefore, not feasible to use.

Finally, process analysts use process mining tools to communicate their find-
ings, either by using such tools interactively or by taking screenshots. Our find-
ings shed additional insights on the process behind the results presented in case
studies of process mining, such as [16,19,21,31]. However, such studies do not
use a story to select and frame the data when presenting their results.

5.1 Implications

Our research has implications for process analysts and developers of process
mining tools. More specifically, our findings can be useful for practitioners by
providing them with insights on how process analysts work with process mining
when engaged in business process improvement initiatives. In addition, providers
of process mining solutions can improve their solutions by considering and incor-
porating visualizations that better cater to the needs of practitioners.

Out findings can be helpful for practitioners. Practitioners manually analyze
the output of process mining solutions and, therefore, improvement opportunities
can remain undetected. Analysts might overlook an opportunity, or detection
might require analysis that is not feasible or possible with existing process mining
tools. As a first step, a set of process mining analysis templates can be developed
that help analysts to identify common improvement opportunities. While there
are a few available, such as discovering rework8, there are no validated collection
of such templates. However, as the next step, insights into how analysts use
process mining tools to identify improvement opportunities can help researchers
develop algorithms for data-driven discovery of improvement opportunities.

Our findings also have implications for developers of process mining tools.
Understanding how analysts use process mining tools to analyze and identify
improvement opportunities can help developers to develop process mining tools
to serve their end-users better. For instance, such tools can be enhanced to
use visualization and patterns to identify opportunities, facilitate analysis of

8 https://fluxicon.com/blog/2017/03/how-to-identify-rework-in-your-process/.

https://fluxicon.com/blog/2017/03/how-to-identify-rework-in-your-process/
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dependencies of a process with other processes, improve visualizations for com-
munication purposes, and incorporate support for financial implications of the
processes. Frameworks that aid developers with choosing visualization methods
for process mining outputs have been proposed [26]. However, such frameworks
focus on descriptive process mining and do not extend beyond process discovery
and implicit analysis. Our findings provide insight into what should be consid-
ered when developing visualizations for process improvement opportunities.

5.2 Limitations

Our study aimed to explore how analysts use process mining when working with
process improvements. These aspects have received limited attention in research
so far. It is, thus, appropriate to conduct an exploratory interview study for
the given research context. However, there are inherent limitations related to
such study designs. We studied seven process analysts who worked on a specific
process improvement project within a specific company that operates within a
specific domain and utilized specific process mining tools. While we made theo-
retically motivated selections and selected participants across different domains
working in different companies, it can be expected that other study participants
working on various process improvement initiatives in different companies, uti-
lizing different process mining, might yield different results.

Moreover, our study population only contained one senior analyst. This can
be expected, though, since process analyst commonly is a junior position. We
also did not conduct all interviews in the same way, which could inhibit compa-
rability. Our interest was on discovery rather than comparison or prioritization.
We also further mitigated this threat by ensuring that we would cover the same
topics related to our research questions in all interviews. Another limitation may
be related to the number of interview participants. We noted data saturation
[14] after six interviews but conducted one more to ensure we had not missed
anything. However, we acknowledge this may still remain a limitation to how
generalizable our findings might be.

Additionally, a single researcher’s coding of the interview transcripts might
induce interpreter bias. We attempted to mitigate this bias by ensuring that we
followed an established analysis procedure and collaboratively discussing findings
at multiple points during the analysis. We also abstain from making causal claims
and prioritizing specific findings or interpretations. Instead, we provide a detailed
description of how different participants utilized process mining to identify and
select improvement opportunities and reported their findings.

6 Conclusion

This paper presented findings from an exploratory interview study on how ana-
lysts use process mining to improve business processes. The study specifically
aimed at exploring how process analysts use process mining to discover pro-
cess improvement opportunities, select which ones to address, and communicate
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their findings. We conducted seven interviews with process mining practitioners,
namely internal process analysts and consultants.

Our findings provided tentative insights on the usage of specific method-
ologies in process improvement projects and the application of process mining.
To this end, process analysts follow standardized methods such as PM2 but
also develop their own methods catered to specific organizational needs. When
implementing the projects, they do not use process mining tools in isolation but
combine them with other analytical tools, such as Tableau, for deeper insight into
data. Additionally, we discuss the criteria that process analysts use when prior-
itizing improvement opportunities, among which are financial gain and depen-
dency on external entities. Our findings also provide indications on how process
analysts communicate their findings from process improvement projects, with
storytelling being a common method.

Our findings also indicate the importance of visualization of data and process
models to identify improvement opportunities. Therefore, for future work, we
aim at exploring how visualization can be used to facilitate the identification of
improvement opportunities.
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Abstract. Batch processing reduces processing time in a business pro-
cess at the expense of increasing waiting time. If this trade-off between
processing and waiting time is not analyzed, batch processing can, over
time, evolve into a source of waste in a business process. Therefore, it is
valuable to analyze batch processing activities to identify waiting time
wastes. Identifying and analyzing such wastes present the analyst with
improvement opportunities that, if addressed, can improve the cycle time
efficiency (CTE) of a business process. In this paper, we propose an
approach that, given a process execution event log, (1) identifies batch
processing activities, (2) analyzes their inefficiencies caused by different
types of waiting times to provide analysts with information on how to
improve batch processing activities. More specifically, we conceptualize
different waiting times caused by batch processing patterns and identify
improvement opportunities based on the impact of each waiting time
type on the CTE. Finally, we demonstrate the applicability of our app-
roach to a real-life event log.

Keywords: Process mining · Batch processing · Cycle time efficiency

1 Introduction

Companies seek to continuously improve their business processes by incremen-
tally addressing process weaknesses, such as process wastes [33]. Waiting time
is a waste in business processes [13]. Waiting times are inevitable in real-life
processes, but they can be reduced to improve process efficiency. For instance,
waiting times occur with batch processing, i.e., accumulating cases to process
them collectively as a group [31]. While batch processing reduces processing time
and cost by exploiting economies of scale [32], it also introduces increased waiting
times due to case accumulation [7,16,19,32]. Therefore, an optimal batch pro-
cessing strategy can efficiently balance the processing and waiting times asso-
ciated with batching. In this regard, practitioners use Cycle Time Efficiency
(CTE) to measure the ratio of processing time to the total cycle time [14]. CTE
measures the value-adding part, i.e., the processing time compared to the wait-
ing time [14]. As such, CTE-driven process improvements focus on increasing
the value-adding part of the process by reducing the waiting time [14,37].
c© The Author(s) 2022
R. Guizzardi et al. (Eds.): RCIS 2022, LNBIP 446, pp. 231–247, 2022.
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Modern systems log execution data that can be used in process mining tech-
niques. Such techniques use event logs to enable discovery, analysis, and identifi-
cation of improvement opportunities in business processes [1]. For instance, pro-
cess mining techniques enable the discovery of wastes, such as hand-offs between
process resources [6], over-processing [38], and waiting times [1]. Process mining
techniques have also been used to discover batch processing [19,24,25,39,41].
However, existing techniques focus on batch processing discovery. Therefore,
there is a gap in using process mining for batch processing analysis, i.e., to pro-
vide analysts with information on how batch processing, for instance, impacts
the CTE. More specifically, there is a gap in how much different types of wait-
ing times associated with batch processing contribute to process inefficiencies.
To address this gap, we ask (RQ1) What types of waiting times are associated
with batch processing?, (RQ2) How can waiting times caused by batch processing
be identified from event logs?, and (RQ3) How can improvement opportunities,
expressed as inefficiencies due to batch processing, be identified from event logs?

We propose a process mining-based approach for the discovery and analysis
of inefficiencies caused by batch processing. In our approach, we first identify
batch processing from an event log. Then, we analyze the incurred waiting times
per type. For this step, we first define the types of waiting times incurred by
batch processing. Finally, we identify improvement opportunities by analyzing
how each type of waiting time contributes to CTE inefficiencies. As such, the
contribution of this paper is an approach for the discovery and analysis of inef-
ficiencies due to batch processing. The approach enables process analysts to
identify improvement opportunities in processes that have the batch processing.
We apply our approach to a real-life case using an event log of a production
process of a manufacturing company to identify batch processing inefficiencies.

The rest of the paper is structured as follows. Section 2 provides the back-
ground and related work. In Sect. 3, the approach is presented. Section 4 covers
the evaluation of the approach, and Sect. 5 concludes the paper.

2 Background and Related Work

Batch processing is when a resource accumulates cases to process them together
as a group [31]. Batch processing is often used to solve scheduling prob-
lems [34], reduce processing times and costs [32,34] by executing multiple cases
together. However, introducing batch processing requires accumulating cases,
which increases waiting time [7,16,19,32]. As such, batch processing implies
a trade-off between processing and waiting time [19,25]. As batch processing
impacts processing and waiting times, we can use the CTE metric to measure
batch processing efficiency. CTE calculates the ratio of the processing time rela-
tive to the cycle time of batch processing activities. CTE ratio close to 1 indicates
that the process has comparatively low waiting to processing time and, thus, lit-
tle room for improvement. However, low CTE indicates a comparatively high
waiting time to processing time. Therefore, there is an improvement opportu-
nity [14]. CTE is used to identify time-related process inefficiencies [4,18,20].
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For instance, in [20], it has been applied for measuring time-related performance
in factories to detect inefficiencies. Ignizio [18] reports that CTE is the most
efficient metric in identifying workstation instability in production processes.
Furthermore, CTE has been used to assess the efficacy of process redesigns [37].
We, therefore, use the CTE metric to analyze batch processing (in)efficiencies.

Process mining techniques enable the discovery of batch processing behav-
ior from event logs. For instance, Nakatumba et al. [26] address the problem of
accurately reproducing batch processing behavior in simulation models. Wen et
al. [41] propose a process mining technique to discover batch processing from
events logs. Pufahl et al. use event logs to enhance process models with batch
processing [31]. Andrews et al. [2] propose an approach to identify and quantify
shelf time, i.e., idle time that exceeds acceptable duration, in business processes.
Pika et al. [27] propose an approach for discovering batch processing from event
logs and discusses, in particular, how to identify batch processing from multiple
perspectives of a business process such as activity, resource, and data perspec-
tives. Martin et al. [24] focus on identifying rules that trigger a batch processing
activity. Similarly, Martin et al. [25] use batch processing metrics, such as fre-
quency of batch processing, batch size, duration of activity instances, and waiting
time in a batch, to describe batching behavior. This paper focuses on discovering
and analyzing the waiting times associated with batch processing. Thereby, we
build on existing research to identify batch processing inefficiencies.

Process mining techniques have also been applied to assess batch processing
performance and explore their impact on process performance. Thus, in addition
to batch discovery, in [39] batch processing behavior is visualized and quantita-
tively analyzed to identify specific patterns such as detecting outliers. Similarly,
Klijn [19] propose quantifying batch processing performance using measures such
as intra-batch case inter-arrival time, case inter-arrival time, batch interval, batch
size, and batch frequency. Pufal et al.[31] examine how overall process perfor-
mance can be improved in terms of time and cost by simulating batch processing.
While these studies use event logs to analyze various performance dimensions
of batch processing, they do not consider the different types of waiting times
associated with batch processing. Furthermore, their focal point is on batch-
processing performance measures. We extend existing work by identifying the
different types of waiting times related to batch processing and their impact on
process performance to identify potential improvement opportunities.

3 Identification of Batch Processing Inefficiencies

In this section, we present the proposed approach for discovering batch process-
ing inefficiencies. First, we present an overview of the approach and then provide
a more detailed description of each step.

The approach for identifying batch processing inefficiencies consists of three
steps (see Fig. 1). First, given an event log, the batch processing activities —i.e.,
the activities that are executed in batches— are discovered. The output of this
stage is a report listing such activities, as well as the frequency of their execu-
tion being part of a batch. The second step is to analyze their batch processing
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Fig. 1. Overview of the proposed approach

behavior, i.e., type of batch processing, batch size distribution, and batch acti-
vation rules. The result of the step is a report describing the batch processing
behavior per activity. The final step is to analyze the time that the cases spend
waiting before they are batch-processed. This includes an analysis of how batch
processing and their associated waiting times impact the CTE. The final output
is a report presenting results on batch-processing activities that, based on CTE,
can be used to identify improvement opportunities.

3.1 Batch Processing Discovery

For the discovery of batch processing activities, we use the approach proposed
by Martin et al. [23] that identifies different types of batch processing activities.
They use the resource, start, and end time data to detect when an activity
instance is being executed as part of a batch, i.e., by the same resource, and
either in sequence, concurrently, or in parallel w.r.t. other activity instances
in the batch. Thus, the necessary requirement for the event log is to have the
data on the resources, start and end timestamps. In this paper, we focus on
batches intentionally processed as such, i.e., the activities were not executed once
they were enabled (available for processing) but accumulated and processed as
a group. If a case becomes available for processing after the start of the batch,
it is excluded as it was not accumulated for batch processing. Accordingly, we
extend the definition of a batch with the constraint that all cases part of a batch
must be enabled before the batch starts. Therefore, we filter the results obtained
by Martin et al. [23] technique to remove such cases.

To perform such filtering, we need to calculate the enabled time of each activ-
ity instance. For cases where this information is not available in the event log, we
set the enabled time as the end time of the previous activity if no concurrency
relation exists. To obtain the concurrency relations between the activities, we
use the concurrency heuristics from the Heuristics Miner [40], as their sensibility
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to outliers provides more robust results than other näıve techniques.1 As part of
this filtering, we also allow the analyst to define a minimum batch size, i.e., the
minimum number of cases that should be accumulated and processed as a group
for it to be considered a batch (see Inputs in Fig. 1). The analyst can also define
a maximum time gap between the end of processing of a particular case and the
start of the next one within one batch (max in-batch gap). This input allows
for the discovery of batch processing when interruptions occur. Such interrup-
tions are common for processes executed by human resources [27], e.g., when a
resource needs a break or a set-up for particular cases is required [23].

The output of this step is a report listing the activities where the batch
processing occurs. For these activities, we identify their case frequency (i.e., the
number of cases in which an activity is processed w.r.t. the total number of
cases of the process) and batch processing frequency (i.e., the number of times
an activity is processed as part of a batch w.r.t. its total number of executions).
The list of batch processing activities is sorted by the batch processing frequency
in descending order. An analyst can decide which batch processing activities to
analyze further based on the frequencies. For instance, the list might have an
activity with only 60% batch-processed cases, but the case frequency might be
close to 100%. Therefore, the improvement of such batch processing would tar-
get 60% of all cases. On the other hand, the improvement of the activity with
batch processing frequency close to 100% (all cases are batch-processed) and case
frequency of 5% would affect a relatively small number of cases and thus, the
overall impact would be negligible. Therefore, a combination of batch processing
frequency and case frequency indicates the impact of the batch processing activ-
ity. Based on this information, the analyst can determine which batch processing
activities to analyze further.

3.2 Batch Processing Behavior Analysis

For each identified batch processing activity, we discover its behavior, i.e., the
characteristics of how the batch is processed. We describe batch processing
behavior with batch processing frequency, type, size, and activation rule/-s.
Batch processing frequency indicates the proportion of cases of an activity that
are processed in a batch w.r.t. its total executions. Batch size illustrates the
number of cases processed in a batch. The batch size can be constant (e.g.,
batch size = 5 cases in 100% of cases) or variable (e.g., batch size = 5 in 40%
of cases, batch size = 6 in 60% of cases). Batch processing type describes how
the cases are batch-processed. In this research, we discover five batch processing
types defined by Martin et al. [23]. Parallel batch processing is when all cases
are processed at the same time. In a sequential task-based batch processing, one
activity is executed for all the cases in the batch, one after another. In sequential
case-based batch processing, a set of activities are sequentially executed for each

1 We note that other notions of concurrency have been proposed in the field of process
mining. An in-depth treatment of concurrency notions in process mining is provided
in Abel Armas-Cervantes et al. [3].
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case in a batch. Concurrent task-based batch processing is when one activity is
executed for all cases, but with a partial overlap in case processing. In concurrent
case-based batch processing, multiple activities are performed for each case with
partial processing time overlap [23].

We also identify batch activation rule, i.e. the condition(s) that trigger the
batch processing [24]. In the batch activation rule discovery, we follow the app-
roach and batch activation rule types proposed by Martin et al. [24]. The activa-
tion rules can be volume-based (batch processing is triggered when a certain vol-
ume, weight, or number of cases are accumulated [5,11,17,22,29,30]), time-based
(batch processing is time-triggered, e.g., by scheduled date and time [17,36],
when a case reaches a waiting time limit [17,28]), resource-based (batch pro-
cessing activation is dependent on the resource attributes, e.g., the batch is pro-
cessed when the resource workload allows processing this amount of work [24]),
case-based (batch processing is initiated based on the case-related attributes,
e.g., arrival of the case of a particular type such as emergency or high-priority
case [28]), or context-based (rules embracing other aspects out of the process
scope such as meteorological conditions [24]).

Batch can be activated with a single rule, multiple rules, or on an ad-hoc
basis. A single rule consists of one condition to be fulfilled to initiate batch
processing, e.g., accumulated orders are shipped on scheduled date [17]. Multiple
rules present a combination of different types of rules are used to activate a batch
processing [28,35], e.g., the combination of volume and time-based rules [9,10,
17]: accumulated orders are shipped based either on the scheduled date or when
certain weight, volume, or number of cases are collected [17]. However, when
no specific pattern that confidently correlates with the start of batch processing
can be identified (i.e., no activation rule is assigned [31]), it is assumed that the
batch processing is determined by the resources, i.e., executed ad-hoc. In our
approach, the batch activation rules are elicited using the RIPPER technique2.
The quality of the discovered batch activation rule is measured by support and
confidence parameters. The output of this step is a report detailing the behavior
of each selected batch processing activity. This information serves as an input for
the next step and can be used later by the analyst to identify what parameters
to alter to improve batch processing.

3.3 Waiting Time Analysis of Batch Processing Activities

In this section, we describe the characteristics of the five batch processing types
considered by our approach, and the waiting times they might induce. We deter-
mine three types of waiting times associated with the batch processing – waiting
time for batch accumulation, waiting time of a ready batch, and waiting time to
process other cases of the batch.

Parallel Batch Processing. In parallel batch processing, a resource starts
and completes processing all cases of a batch at the same time [23]. First cases

2 https://github.com/imoscovitz/wittgenstein.git.

https://github.com/imoscovitz/wittgenstein.git
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Fig. 2. Waiting times in parallel batch processing

are accumulated, and once accumulated, they can be processed. There are two
waiting time types in parallel batch processing (Fig. 2). The first is waiting time
for batch accumulation, i.e., the time it takes to build up a batch (WTaccum in
Fig. 2). When all the cases are accumulated, a batch is ready to be processed.
But a batch might not be processed as soon as it is ready. Thus, there is a second
waiting time - waiting time of a ready batch (WTready in Fig. 2).

To identify these waiting times from the event log, we need enabled time
(when a case becomes available for processing), start time (when a case starts
being processed), and completion time (when a case processing is finished) [12].
The enabled time is often the same as the completion time of the preceding
activity. However, they might differ where parallel activity execution occurs.
Therefore, when there are two parallel activities, both of which must be com-
pleted before the processing can continue, enabled time is the completion time
of the latter activity [8]. Thus, once enabled time is recorded, the case is ready
to be processed (tenabled in Fig. 2).

Waiting time for batch accumulation is the time cases wait before a batch is
accumulated and ready to be processed. A batch is accumulated when all the
included cases are available for processing. Therefore, a batch is accumulated
when the last-arriving case in the batch is enabled. Until the enablement of the
last case, all earlier cases wait for the batch to be accumulated. Thereby, waiting
time for batch accumulation (WTaccumC1, WTaccumC2 in Fig. 2) is calculated as
the difference between the enabled time of the cases in a batch and the enabled
time of the last-arrived case. In Fig. 2, a batch is activated when three cases have
been accumulated. Cases (see Cases C1, C2) wait until the batch is ready to be
processed (accumulated). Their waiting time is, therefore, from their enabled
times (see tenabledC1, tenabledC2) until the enabled time of the last case included
in the batch, i.e., the third case (see tenabledC3). The earlier a case arrives, the
longer it waits. The last-arriving case (see Case C3) has no waiting time for
batch accumulation since its arrival marks the batch as ready to be processed.

Waiting time of a ready batch (see WTreadyC1−C3 in Fig. 2), on the other hand,
is the time from when the cases are ready to be processed (batch accumulated)
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Fig. 3. Waiting times in sequential task-based batch processing

until they are processed (batch processing starts). Therefore, it is calculated as
the difference between the enabled time of the last-arrived case (tenabledC3) and
the start time of the batch processing (tstart).

Sequential Batch Processing. In sequential batch processing, a resource accu-
mulates a group of cases and processes them one after another. In sequential
task-based batch processing (Fig. 3), the same activity is executed for all cases,
one by one. However, in sequential case-based batch processing (Fig. 4), several
activities are performed for each case in a batch [23].

Sequential task-based (Fig. 3) and case-based (Fig. 4) batch processing have,
similar to parallel batch processing, waiting time for batch accumulation and
waiting time of a ready batch. But sequential task-based and case-based batch
processing also have waiting time for other cases to be processed within the batch
processing, i.e., the time when a case waits while work is done on other cases in
the same batch. This waiting time occurs when the resource is processing some
case/-s in the batch (e.g., Case C1 in Fig. 3), other cases have to wait for their
turn (WTotherC3 for Case C2 and WTotherC3 for Case C3 in Fig. 3).

Fig. 4. Waiting times in sequential case-based batch processing
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Fig. 5. Waiting times in concurrent task-based batch processing

Waiting time for other cases to be processed is calculated as the difference
(interval) between the start time of the first case/-s (tstartC1 in Fig. 3) in a
batch and the start time of the other case/-s (tstartC2 and tstartC2 in Fig. 3). In
a sequential case-based batch processing (Fig. 4), several consecutive activities
are performed for each case of a batch [23]. Waiting time types in sequential
case-based batch processing correspond to those in sequential task-based batch
processing (see Fig. 4).

Concurrent Batch Processing. Concurrent batch processing is when cases
are processed sequentially but with partial time overlap. Concurrent task-based
batch processing (Fig. 5) is to execute the same activity for all cases in the batch
with an overlap in processing time. In contrast, for the case-based type (Fig. 6),
multiple activities are performed for each case with an overlap in processing
time [23]. In concurrent task-based (Fig. 5) and case-based (Fig. 6) batch pro-
cessing, the waiting times are the same as sequential batch processing. Although
there is an overlap in processing time, the cases still have to wait for their turn to
be processed. Therefore, waiting time for other cases to be processed occurs (e.g.,
WTotherC2, WTotherC3 in Fig. 5). Given the similar activity processing times, the
difference between these batch processing types lies in a shorter waiting time for
other cases to be processed due to processing time overlaps.

Waiting Time Analysis. We analyze discovered waiting times to identify inef-
ficiencies. We, first, determine how long cases wait on average before they are
batch-processed. Then we examine the batch processing efficiency by calculat-
ing its CTE, i.e., the ratio of the processing time to the cycle time of the batch
processing activity/-ies. Finally, we measure the impact of each waiting time
type on batch processing efficiency. We express the impact as the potential CTE
improvement, i.e., how much improvement of the CTE can be obtained if a
particular waiting time type is eliminated.

The first step is to examine the average waiting time per type. We measure,
for each waiting time type, the average waiting time for batch accumulation,
average waiting time of a ready batch, average waiting time for other cases to be
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Fig. 6. Waiting times in concurrent case-based batch processing

processed, and average total waiting time. These metrics depict how long cases
wait during batch accumulation and processing.

The analysis of waiting times provides the input required to assess the impact
of discovered waiting time types on the batch processing CTE. It enables the
discovery of batch processing inefficiencies from event logs. The impact of each
waiting time (CTE im) on the batch processing CTE is measured as the differ-
ence between the CTE of the batch processing activity/-ies and the CTE if that
particular waiting time is eliminated. Thus, this metric illustrates the potential
CTE improvement if that particular waiting time is eliminated. Thus, if the CTE
of a batch processing activity is 50% and, for instance, after eliminating its wait-
ing time of a ready batch, the CTE increases to 70%, the potential improvement
opportunity of addressing this activity is CTEim = 40%.

The output of this step is a report that presents discovered waiting times per
type and their impact on the batch processing activity CTE (CTEim). Process
analysts can use the obtained results to identify batch processing inefficiencies
and from where (what particular waiting time type) the inefficiencies stem. Thus,
the results can aid the analyst in identifying which batch processing activities
to focus on in their improvement initiatives and how they can be improved.

4 Evaluation

In this section, we present the evaluation of our approach. First, we use a syn-
thetic event log with artificially injected batches. With this experimentation, we
validate the ability of our technique to discover batching behavior and analyze
the different types of waiting times. Second, we apply our approach to a real-life
event log to demonstrate its applicability in real-life scenarios. The implemen-
tation of the approach, as well as the event logs and results of the experiments,
are available on GitHub3.
3 https://github.com/AutomatedProcessImprovement/batch-processing-analysis.

https://github.com/AutomatedProcessImprovement/batch-processing-analysis
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4.1 Experiments with Synthetic Data

For the synthetic evaluation, we artificially added batches to a simulated event
log of a loan application process with the specific purpose of evaluating if our
technique was able to detect them. To do this, we first grouped the activity
instances of three activities of the process. Then, we assigned a new resource to
each group to ensure that the activity instances of a batch did not share their
resource with other activity instances. Finally, we delayed the start and end
timestamps of the activity instances of each group (as well as the timestamps of
succeeding activity instances) to force their execution as a batch.

To increase the variety in the synthetic evaluation, we added batches of dif-
ferent sizes (10, 12, and 14) and types (parallel, sequential, and concurrent) to
three different activities. We left some activity instances unaltered, so not all
their executions were processed in a batch. Furthermore, for some batches, we
designed the batch activation to be performed based on temporal rules, e.g., at
a specific time of a specific day of the week. Finally, the waiting times were also
altered to create batches with different characteristics, e.g., with or without the
waiting time of a ready batch.

We evaluated our approach with this event log, resulting in the discovery of
all artificially added batches. Moreover, due to the displacement of the batch
processing activities and their successors, batch processing was also detected in
other activities. The discovered activation rules corresponded to the designed
temporal constraints, indicating the day of the week and hour of activation.
Finally, the performance analysis detected the correct waiting times and CTE,
accurately reporting cases in which some waiting times were set to 0.

4.2 Experiments with a Real-Life Log

This section demonstrates how batch processing inefficiencies can be identified
by applying our approach to a real-life event log of a manufacturing production
process [21]. This event log has 225 traces, 26 activities, 4953 events, 48 resources
and does not contain multitasking (i.e. the resources do not work in more than
a task at the same time) [15].

Batch Processing Discovery. We applied our approach to a real-life event log.
First, we discovered batch processing activities from the event log. We set the
minimum batch size threshold to two cases with no in-batch time gaps (intervals
between the case processing within a batch) allowed. The output of this step is
a report showing each batch processing activity, their case frequency, and batch
processing frequency (see Table 1). From the report, we see that, for this event
log, 12 activities had batch processing. The activities are sorted in descending
order based on batch processing frequency. For each activity, the report shows
the case frequency and the batch processing frequency. From the report (Table 1),
we note that activities “Lapping”, “Packing”, and “Turning Rework”, have high
batch processing frequencies (91.07%, 83.75%, and 66.67% respectively). These
cases are predominantly processed in batches and, therefore, relevant for batch
efficiency analysis. However, the “Turning Rework” activity is executed for a
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Table 1. Batch processing discovery results.

Activity Case frequency Batch processing frequency

Lapping 58.67% 91.07%

Packing 77.78% 83.75%

Turning rework 1.33% 66.67%

Turning & Milling 72.00% 45.78%

Final Inspection Q.C. 78.22% 35.64%

Turning & Milling Q.C. 75.11% 27.78%

Grinding rework 14.67% 23.71%

Laser marking 74.22% 18.25%

Round grinding 49.33% 14.08%

Turning Q.C. 12.00% 10.91%

Flat grinding 26.22% 7.02%

Turning 10.67% 2.35%

comparatively negligent amount of cases (for 1.33% of total cases) and, there-
fore, has little impact on the process efficiency and is not considered for further
analysis. Thus, the report shows that “Lapping” and “Packing” have high batch
processing and case frequencies, and therefore, an analyst might decide to select
these as an input for the next step.

Batch Processing Analysis. The next step is to analyze the behavior of
selected batch processing activities. The output of this step is a report that cap-
tures batch processing type, activation rules, and batch size distribution for each
batch processing activity (see Table 2). As can be seen from Table 2, the batch
processing activity named “Lapping” follows parallel, sequential task-based, and
concurrent task-based batch processing types, i.e., in this activity cases can be
processed at the same time, sequentially one after another, with or without an
overlap in processing time. It indicates that there is no specific style of activity
execution. The activity “Packing”, on the contrary, follows only a parallel batch
processing type, i.e., cases in a batch are processed simultaneously.

Next, we discover the batch activation rules. For instance, for “Lapping”,
batch processing occurs from 4 to 6 h. This rule has a confidence of 0.94 and a
support of 0.12. Finally, the report (Table 2) also captures the discovered batch
size distribution per activity. Batch size distribution describes the number of
cases that are processed in one batch. In this case, for “Lapping”, the batch size
distribution is 2 to 4 cases. Most commonly, in 85% of batch processing, batches
include 2 cases.

Waiting time analysis. Having discovered the batch processing behavior, we
focus on quantitatively analyzing the waiting times. The output for this step is a
report that measures average waiting times per type and their impact on batch
processing CTE (Table 3). For each activity, the average processing time (PT



Data-Driven Analysis of Batch Processing Inefficiencies 243

Table 2. Batch processing analysis results.

Batch Processing
Activity

gnikcaPgnippaL

Batch Processing
Type

Parallel, Sequential task-based,
Concurrent task-based

Parallel

Activation Rules [hour = 4.0 − 5.0] [hour ≤ 5.0]

Activation Rules
Quality

Conf. = 0.94, Supp. = 0.12 Conf. = 0.92, Supp. = 0.34

Batch Size
Distribution

in Table 3) and the average waiting times per type are calculated (WTaccum,
WTready, WTother in Table 3).

The waiting times show how long, on average, cases wait for the batch to
be accumulated and then processed. For instance, cases wait on an average of
4d,5h,7m while the batch is accumulated for “Lapping”. Then, once the batch is
accumulated, the cases wait for 2d,14h,20m before the batch processing starts.
When cases are processed sequentially or concurrently, these cases wait for an
additional 34m on average while other cases are processed. The existing batch
processing strategy, therefore, results in a CTE of 1.10% (CTEb). The CTE value
for this activity indicates a potential improvement opportunity. Table 3 shows the
impact on the CTE if the waiting times are eliminated. For instance, for “Lap-
ping”, if the waiting time for other cases to be processed is eliminated, a slight
improvement will be achieved, but the CTE will remain at 1.1% (CTEim3 =
0.0%). However, if analysts focus on reducing the waiting time of a ready batch,
the CTE could be increased up to 1.78%, which corresponds to an improvement
of CTEim2 = 62%. The most significant CTE improvement can be achieved
if the efforts are focused on reducing the waiting time for batch accumulation
(WTaccum) that could improve CTE up to 2.78% (CTEim1 = 153%).

Table 3. Waiting time analysis results.

Batch processing
activity

PT WTaccum CTEim1 WTready CTEim2 WTother CTEim3 CTEb

Lapping 0d,1h,50m 4d,4h,39m 153% 2d,15h,31m 62% 34m 0% 1.1%

Packing 0d,1h,0m 10d,8h,34m 267% 3d,17h,56m 33% 0d,0h,0m 0% 0.3%
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The analysis demonstrates that attempts to reduce WTother by changing the
batch processing type (e.g., use only parallel batch processing in “Lapping”) will
not add much value. The analysis also shows the reason, i.e., that almost all the
waiting time is related to the accumulation and waiting time of a ready batch.
We also note from the analysis that the greatest improvements can be achieved
by addressing the waiting times for accumulation for “Lapping” and “Packing”.
This is due to, as the analysis shows, cases being processed relatively fast w.r.t.
the time they spend waiting in for accumulation. Based on the analysis, the
analyst can consider discarding batch processing in favor of processing cases
individually when they are available for these two activities.

5 Conclusion

In this paper, we propose an approach for analyzing event logs to identify
improvement opportunities in processes with batch processing activities. In
addressing RQ1, we define three types of waiting times associated with batch
processing, namely waiting time for batch accumulation and waiting time of a
ready batch in parallel, sequential, and concurrent batch processing, and waiting
time for other cases to be processed in sequential and concurrent batch process-
ing. We use these definitions to identify waiting times from event logs.

In our approach, we first discover different types of batch processing from
an event log. For this, we extend existing research by also considering the wait-
ing times associated with batch processing and discovering their impact on the
CTE of batch processing activities (RQ2). Finally, we identify batch processing
inefficiencies by measuring the impact of batch processing waiting times on the
activity CTE. This enables analysts to identify where there are improvement
opportunities and where to target the process changes (RQ3). We evaluated the
approach with synthetic data and a real-life event log. The evaluation indicates
that our approach can provide analysts with insights on potential batch process-
ing inefficiencies. Thus, the analysts can take a data-driven approach to improve
batch processing efficiency.

As a result of the experimentation, we detected potential improvements in
the approach. Our approach uses all observations available per batch for the
discovery of batch activation rules and reports on confidence and support. This
process can be improved by establishing training/test partitions to discover and
validate the rules. The approach applicability is, however, limited to the event
logs that have data on the resources, start and end timestamps. If the log miss
any of these data, the approach cannot be executed and the analyst is informed
accordingly. In addition, the non-working periods of resources are currently part
of the measured waiting times. Our approach could be extended by adding cal-
endar information to improve the accuracy of both measures. Finally, the eval-
uation could be extended by including other synthetic event logs and a larger
real-life event log with multitasking.

As future work, we plan to implement a what-if simulation analysis for batch
processing activities to identify the impact of particular changes on the CTE.
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This would allow analysts to change the parameters of batch processing activities
and explore what changes would improve batch processing performance and by
how much.
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Abstract. Anomaly detection in process mining focuses on identifying
anomalous cases or events in process executions. The resulting diagnos-
tics are used to provide measures to prevent fraudulent behavior, as well
as to derive recommendations for improving process compliance and secu-
rity. Most existing techniques focus on detecting anomalous cases in an
offline setting. However, to identify potential anomalies in a timely man-
ner and take immediate countermeasures, it is necessary to detect event-
level anomalies online, in real-time. In this paper, we propose to tackle
the online event anomaly detection problem using next-activity predic-
tion methods. More specifically, we investigate the use of both ML models
(such as RF and XGBoost) and deep models (such as LSTM) to pre-
dict the probabilities of next-activities and consider the events predicted
unlikely as anomalies. We compare these predictive anomaly detection
methods to four classical unsupervised anomaly detection approaches
(such as Isolation forest and LOF) in the online setting. Our evaluation
shows that the proposed method using ML models tends to outperform
the one using a deep model, while both methods outperform the classical
unsupervised approaches in detecting anomalous events.

Keywords: Process mining · Event stream · Anomaly detection

1 Introduction

Information systems, empowered by blockchain [6] and IoT systems [10], allow
an enormous amount of event data to be generated and logged in real-time. The
data analytic techniques, such as process mining, are developed to manage the
big volume of recorded real-time data. Process mining is a technique to iden-
tify and acknowledge the recorded events and gain insights to improve process
execution [1]. Recently, process mining has focused on process management and
analysis on online settings including process discovery [3], conformance check-
ing [2], and process monitoring techniques [13].

Anomaly detection in process mining aims to detect anomalous behavior in
event data [5,12]. Such techniques have been used to identify potential fraudulent
behavior to prevent compliance violations [2]. In addition, they are also used to
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detect log quality issues to improve data quality [14]. Most existing unsupervised
anomaly detection techniques focus on the case-level or are situated in offline
settings [5], i.e., they take as input of a batch event log that contains a set of
completed cases.

In practice, detecting anomalies in online streaming settings has many advan-
tages, such as being able to take action and timely counter measures. Timely
detection also helps dealing with concept drift. At the same time, online anomaly
detection also faces many challenges. Unlike an offline setting, which only deals
with completed cases, online detection should be able to continuously handle
incomplete, ongoing cases. Moreover, online detection should pinpoint anomalies
at event-level to allow timely, concrete reactions. For example, if credit card fraud
is established, the techniques should immediately detect and pinpoint which pur-
chase events are suspicious.

In this paper, we propose to tackle unsupervised anomalous event detection
by predicting which activity is next, assuming an ongoing case. More specifically,
we first learn a predictive model to predict next activities by preprocessing the
completed cases into feature vectors and using machine learning-based classifica-
tion algorithms (such as Random Forest, XGBoost, LSTM). When a new event
of an ongoing case arrives, we apply that predictive model to predict the possible
activities and their probabilities using the previous events. The less likely that
an activity occurs, the more likely it is an anomaly.

We conduct an evaluation and compare our approach to other approaches
that simply encode the events and apply unsupervised anomaly detection algo-
rithms (including Isolation Forest, LOF, OCSVM). The results show that our
approach performs better in terms of F1 scores. Therefore, this seems a promis-
ing direction for online anomaly detection, which raises many new research chal-
lenges.

The paper is organized as follows. Related work is discussed in the next
section. Section 3 describes the preliminary knowledge for easy understanding
on the proposed method. Section 4 introduces the proposed method and setup
of evaluation is described in Sect. 5. The experimental results are reported in
Sect. 6, while conclusions and challenges are drawn in Sect. 7.

2 Related Work

In this section, we discuss the event anomaly detection techniques that are
related to our approach, listed in Table 1. We categorize existing approaches
along two dimensions, (1) offline versus online and (2) case-level versus event-
level. We discuss them accordingly. Then, our contributions in relation to related
works are presented.

The classical approach to detect anomalies in process data is aimed at ana-
lyzing an offline event log, which has a fixed number of events. Regarding offline,
case-level anomaly detection algorithms, existing works try to discover anoma-
lous cases in an event log, which have infrequent patterns [5,18] or statistically
deviate to an event log [8]. Sani et al. [18] suggested an outlier filtering method
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Table 1. Comparison of related anomaly detection approaches

Online/Offline Target status Algorithm

Ghionna et al. [5] Offline Case-level Markov cluster

Sani et al. [18] Occurance probability

Khatuya et al. [8] Ridge regression

Nguyen et al. [14] Event-level Autoencoder

Savickas and Vasilecas [19] Bayesian belief network

Nolle et al. [15] LSTM

Tavares et al. [20] Online Case-level Process model conformity check

Ko and Comuzzi [9] Leverage score calculation

Neto et al. [22] Autocloud

Van Zelst et al. [23] Event-level Automaton processor

based on observed subsequence, in which the activity below the threshold is
classified as outlier according to the succeeding activity probability. Khatuya et
al. [8] proposed to use ridge regression to estimate an anomaly score of the indi-
vidual case by obtaining a statistical distribution of event log features. Although
some events in the anomalous case may be normal, these methods are focused
on the case rather than individual events.

In case of offline, event-level anomaly detection, a probabilistic process model
has been proposed [19]. Savickas and Vasilecas used Bayesian Belief Networks
to detect an anomalous event. An event with a low probability according to the
obtained table is classified as an outlier. To improve detector performance, some
methods use a deep neural network [14,15]. Nguyen et al. [14] have proposed
anomalous event detection and reconstruction framework, which uses Autoen-
coder to extract normative features from an event log. Nolle et al. [15] recently
introduced a framework to detect case and event anomalies by obtaining the
probability of the next event with the deep neural network LSTM. The model
based on deep neural networks outperforms existing anomaly detection tech-
niques. However, the works that detect anomalous events assume a constant
process distribution in an event log.

Regarding online, case-level anomaly detection, statistical leverage and data
clustering models are used. Ko and Comuzzi [9] have proposed to use a sliding
window with a recent event feature vector to calculate the statistical leverage
score of the coming trace. When the sliding window is updated, a trace with a
higher leverage score is classified as anomalous. Neto et al. [22] have described
how to use Autocloud to detect anomalous cases from a stream of events. The
model updates the data cluster and classifies anomalous data which is deviated
from the existing cluster. To provide a process model, Tavares et al. [20] have
proposed a framework that classifies an anomalous case by checking conformity
between discovered model and the target case. The proposed methods are able
to detect outliers in a streaming event log with a normative process change.
Nevertheless, a streamed event is not simultaneously classified and the works
are limited in taking into account case-level detection.
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Specifically for online, event-level anomaly detection, Van Zelst et al. [23]
have proposed automaton based filtering that uses a sliding bucket with a finite
number of events. The model learns the probability of activity sequences. The
advantage of this approach is that the model classifies a streaming event as
soon as the event arrives. However, the detector performance may be limited,
considering that the training data takes only activity occurrence and only one
or two consecutive event sequence is used.

In summary, we see an opportunity in online, event-level anomaly detection
to deal with process change and possible performance improvements. The tra-
ditional anomaly detection methods are not designed to cope with a streaming
event log. The detector assumes a steady process and is not updated. In the
case of anomaly detection in a streaming event log, existing works have mainly
focused on case-level detection that are capable of catching anomalous data after
the case is finished. In addition, the work for event-level detection uses a simple
probabilistic model. In this paper, we propose an approach for online anomalous
event detection. The proposed approach is based on the machine learning model
for performance. The arrived event is classified by a retrained model taking into
account possible process change.

3 Preliminaries

Before discussing the steps of the proposed approach in detail, let us explain
some required preliminaries. This involves notations for the event log, the key
components of pre-processing, and some detection mechanisms. The concepts
discussed in this section are implemented to develop our anomaly detection app-
roach, which is discussed in Sect. 4.

3.1 Event Log

An event log contains cases, which consist of a sequence of events. An event
consists of multiple attributes including case id, activity, and timestamp. Let
Gatt = {D1,D2, ...,Dn} be a set of all possible attributes and Di be a set of all
possible values for the attribute i. Attributes could be numerical or continuous
values. For example, a timestamp takes a numerical value within an interval from
beginning to end of an event log. The categorical attribute takes a value from a
given set, e.g., an activity with a string data type is assigned within the labels
{a1, a2, ..., an}. Therefore, we can express an event as a tuple e = 〈c, act, tst〉,
where c, act, tst are case id, one label from set of activity, and a point of time
in an event log for timestamp, respectively.

3.2 Next Activity Prediction

Next activity prediction is one of the techniques in process mining to predict a fol-
lowing activity of running case. Predictions are made using a classifier that takes
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a fixed number of independent features as input. The classifier learns mathemat-
ical function to estimate target variables. This means that a classifier extracts
features and predicts a probability of following activity from previous events of
a case. The data in an event log and previous events of a target case are used as
input for training and testing of the classifier, respectively. Both input data are
pre-processed and encoded to a feature vector of equal size. The output from
the classifier consists of possible activity labels and probability of the candidates.
The activity with the highest probability is selected as a prediction.

3.3 Unsupervised Anomaly Detection

The models used in unsupervised anomaly detection extract information from
the data and map input matrix to a feature space. During a classifier training
phase, the data in an event log is transformed and allocated to feature space. The
classifier takes events from a running case, including target event, and calculates
a distance between the running case and training data mapped into the feature
space. If the target event sufficiently deviates from the training data, above the
anomaly threshold, the event is denoted as anomalous. Otherwise, the event is
normal.

4 Approach

This section presents in detail the proposed approach for detecting anomalous
activities in streaming event logs: predictive anomaly detection. The steps of the
proposed approach are shown in Fig. 1. We first explain our approach in an off-
line setting in Sect. 4.1. Next, we discuss how the approach can be adapted in
an online setting in Sect. 4.2.

4.1 Predictive Anomaly Detection (PAD)

The proposed approach uses machine learning classification methods to predict
next activities for detecting anomalous events. We divide the approach into five
steps, as shown in Fig. 1. In the first two steps, we pre-process the event log
and train a model to predict next activity for an event. In the step 3–5, we
classify an event e to be an anomaly or not by first retrieving its previous event
e′. Next, using the trained model, we predict the next activities of e′ and their
probabilities. We then detect whether the probability of e is above a threshold.
In the following, we explain the approach in depth.

Step 1 and 2: Pre-processing and Model Training. To deploy machine
learning techniques, which requires feature space in regular format, we transform
the finished cases into a training dataset. The dataset is suitable for model
training by using prefix-bucketing and feature encoding. Since our approach relies
on the output of a next activity prediction approach, pre-processing methods are
adopted from existing predictive process monitoring approaches [21].
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Fig. 1. Online anomalous event detection procedure: Proposed approach

Cases used for model training may have a different sequence of events. A
common choice is to group cases into buckets by the same prefix length and
separately pre-process the bucket for individual anomalies detector [11]. Multiple
classifiers are trained to learn features from respective bucket which contains
cases. Prefix bucket n contains events from first to nth event of each case.

For example, let us consider two cases in an event log, both of which have
3 events (see Fig. 1A). Two prefix length buckets are obtained, one with all
prefixes of length 1, and the other with all prefixes of length 2. For each event in
the buckets, its next activity is used as output label, Y, for training a classifier
(Fig. 1B).

In order to train a classifier, the collected events in the buckets are required to
be modified as feature vector with fixed size. For feature encoding, we transform
the attributes (e.g., activity and timestamp) into suitable features with index-
base encoding method to maintain the order of events. The categorical attribute,
such as activity label, is encoded using a one-hot encoding scheme by considering
the order of events [11]. An encoded activity label a for case c at event i is:

ci,act =

{
1 if ci,a = Act.i a

0 Otherwise

Regarding a timestamp attribute, a point of the event occurrence is trans-
formed into duration and cumulative duration of an event and a case, respec-
tively (see Fig. 1B). Event duration Dur.i is elapsed time between a preced-
ing event i − 1 and a current event i, while cumulative duration CumDur.i
at event i is aggregated event duration since the start of the case. Given an
event timestamp, the obtained duration and cumulative duration respectively
are: Dur.i = etst,i − etst,i−1 and CumDur.i =

∑i
n=1 Dur.n

After prefix-bucketing and feature encoding, the pre-processed rows and
columns are concatenated together as an input feature matrix for model training.
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The objective of this phase is to learn a model (i.e., a classifier) that uses
previous events to predict the activity of next event. In addition to the possible
next activities, we also retrieve the probabilities of each possible activity from
the model to determine how likely or unlikely the next activity is. Note that
we use the completed cases for training a model. We then apply the model to
predict the next coming event of running cases in step 3–5.

Step 3-5: Retrieve, Predict, and Detect. We have trained a model that
predicts the next possible activities. When a new event e of a running case arrives
(Fig. 1C), we first retrieve its previous event e′ (Fig. 1D) and the encoded event
(Fig. 1E). We use this encoded event as input for the trained model to predict the
possible next activities and their probability, which we wrapped into an output
matrix (Fig. 1F).

We then use this output matrix to classify the new event e. If the activity
of event e is listed on the possible activities and its probability is above a suffi-
cient level, i.e., the anomaly threshold, this means that the target event occurs
commonly after e′ and, therefore, is classified as normal. Otherwise, we classify
e as an anomaly.

As an example, let us assume the anomaly threshold is 0.15. Event e8 in
Fig. 1 arrives as the second event of Case 3 and has an activity label D. We
first retrieve the previous events of Case 3. We then apply the trained model to
predict the possible next activities. According to the output matrix of the trained
model, the probability of e8 being activity D is only 0.1. Due to this probability
lower than the anomaly threshold, this event classified as anomalous.

4.2 Online PAD Using Sliding Window and Retraining Interval

We have explained the proposed approach in an offline setting. In this section,
we explain how the approach handles streaming events.

A sliding window is one approach to learn features from new observations of
sequential data via updated window [7]. Before the pre-processing step, a sliding
window collects a number of most recent completed cases from the streaming
events and manages the data to be transformed. As a newly finished case from
event streams arrives, a sliding window takes it as an input and places it at the
beginning of the window. A case located at the end of the window is removed to
maintain the fixed sliding window size (W ). As long as W is relatively small to
the total number of cases, this procedure allows the machine learning model to
be agilely retrained considering possible normal behavior changes of the dataset
by collecting the information from more recent observations. However, a small
sliding window size may be insufficient to properly train due to the lack of
information on normal behavior. As well as issues on size for model training, a
small sliding window size requires frequent retraining on the model, which leads
to unnecessary recalculation of the outcome. We apply multiple parameters to
investigate the sensitivity of window size to detect the optimal performance of
the proposed approach in our evaluation.
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Besides using the sliding window, we implement a parameter called retraining
interval R to control the retraining frequency of the model. In essence, after
retraining the model at a certain point in time t, we pause to retrain the model
again until R number of new cases are completed and updated in the sliding
window. For example, if the absolute value of R is 1, then the model is retrained
after each case is completed. If R = W , then the model is retrained after all the
cases in the sliding window are updated. For such a retraining interval, we use a
relative size to a sliding window, e.g., R = 10% of W . If the number of new cases
inserted into the sliding window satisfies the retraining interval size condition,
the anomaly detection model is retrained.

case1
case2

case3
case4

case5
case6

case7

Window 1

Window 2

Window 3
Retraining 

interval

Retraining 
interval

Fig. 2. The architecture of sliding window and retraining interval

Figure 2 exemplifies how the sliding windows are updated along with a
retraining interval. Let us assume there are 30 cases in an event log and 10% of
sliding window size with 66.7% of retraining interval size. The sliding window
takes 3 cases to train a classifier. The window is updated when 2 newly finished
cases are inserted which satisfies retraining interval size. Window 1 contains
case1 to case3. The window is updated after two new cases, case4 and case5, are
inserted into a window. After updating the window, we retrain the model and
use the model for detecting anomalies in newly arrived events (e.g., case6 and
case7).

5 Empirical Evaluation

The objectives of the evaluation are twofold. Firstly, we investigate how well our
approach performs to detect anomalies in comparison to classical unsupervised
anomaly detection as baseline. Secondly, we investigate the influence of the param-
eters on the detection performance, specifically the anomaly threshold, slidingwin-
dow, and retraining interval. For these objectives, we implemented the proposed
approach and the experiments in Python. The code to reproduce the experiments
is publicly available on Github1. The reader can also check additional results with

1 https://github.com/ghksdl6025/streaming anomaly detect.

https://github.com/ghksdl6025/streaming_anomaly_detect
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different performance measurements of the proposed method that have been omit-
ted due to the lack of space. In the following, we first explain the experiment set-
tings, which include the dataset used, the chosen techniques, and the parameter
settings. Subsequently, we discuss the results of our evaluation.

5.1 Setup of Evaluation

We have used synthetic logs with anomalous events that were used in [23]. The
event logs are generated from the gathered event streams based on the 21 vari-
ations of the loan application process [4]. Then 6 anomalous event logs are cre-
ated by randomly injecting the infrequently occurred events in various proba-
bility [23]. Each log follows a different probability range from 2.5% to 15% in
steps of 2.5%. In this paper, the probability of generated anomalous events is
denoted as Noise level. Each log comprises 500 cases and approximately 7600
to 8600 events depends on the noise levels. Every log has 18 different activity
labels. Table 2 shows descriptive statistics of the used event logs.

Table 2. Descriptive statistics of the noise imputed event log

Noise level Cases Events Activity labels

2.50% 500 7410 18

5% 500 7630 18

7.50% 500 8542 18

10% 500 7922 18

12.50% 500 7888 18

15% 500 8159 18

As discussed in Sect. 4, sliding window and retraining interval are parameters
to respectively control the size of the training data and the retraining rate in the
streaming setting. Figure 3 shows evaluation settings to check the influence of the
sliding window and the retraining interval size. We consider 5%, 10%, and 20%
as a ratio to the total number of cases in the log as sliding window size. For the
retraining interval, we tested with 6 different parameters from 0% to 50% in steps
of 10% as a ratio of retraining interval size to the sliding window. The influence
of the sliding window is examined through changing sliding window sizes with
fixed retraining interval, and vice versa. The threshold level is a proportion of
anomalies in the dataset, which is used as a criteria in the anomaly detection
phase. We experiment with 6 different thresholds, which have a range from 0.01
to 0.25, to investigate the influence of threshold on detection performance.

In this evaluation, we consider both a machine learning model and a deep
neural network to classify anomalous events, which are typically adopted in
data mining field. As a detection model for the proposed approach, we experi-
ment with two machine learning models and one deep neural network typically
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R: 20%
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Fig. 3. Evaluation settings used in the empirical evaluation, where the window size
W indicates the percentage of total number of cases and the retraining interval R the
percentage of sliding window.

adopted in next activity prediction [21]: random forest (RF), extreme gradient
boosting (XGB), and long short term memory (LSTM). For the baseline, we
experiment with isolation forest (IForest), local outlier factor (LOF), one-class
support vector machine (OCSVM), and autoencoder (AE), which are unsuper-
vised anomalous data detection algorithms. For machine learning models, we use
the classifiers provided by the Python packages Scikit-learn [17].

For the deep neural network based detection model, the experiment is con-
ducted with the Python package Pytorch [16] with different layer sizes and a
number of layers by LSTM and AE. Regarding the LSTM model for the pro-
posed method, two LSTM layers are stacked to obtain hidden feature vectors.
Multiple linear layers are followed to predict next activity labels. We imple-
ment autoencoder structure including multi-linear layers for latent variables as
presented in [14].

To performance of the anomaly detection task is separately evaluated using
the F-score, ranged from 0 to 1, for both normal and anomalous events. The
F-score is a classification model accuracy indicator calculated from precision
and recall, i.e., correct rate among positive predictions and correct decision rate
among true items, respectively. The high f-score, close to 1, indicates accurate
identification of the events.

5.2 Baseline - Unsupervised Anomalous Event Detection

We propose to use classical unsupervised anomaly detection as the baseline app-
roach. The approach is shown in Fig. 4. We perform the same pre-processing step.
However, the model detects the anomaly of an arrived event without predicting
the next activity. This way of anomalous event detection is close to traditional
outlier classification in data mining as explained in Sect. 3.3. The same pre-
processing method is applied to encode input feature vector, as well as sliding
window mechanism for streaming data. In the detection step, the classifier takes
events of the running case with the target event as input and calculates deviated
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distance to the feature space. The model distinguishes the anomaly of an arrived
event using an anomaly threshold.
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Fig. 4. Online anomalous event detection procedure: Unsupervised method

6 Result and Discussion

Detection Performance of Proposed Approach. Figure 5 shows the F-score
of normal and anomalous events detection for the proposed approach and the
baseline. From the results, we find that (i) the proposed approach outperforms
the baseline on every noise level and (ii) the deep neural network shows a lower
performance than machine learning models.

The proposed approach detects anomalous events more effectively than
baseline for all every noise levels. Deep neural network based models in both
approaches show lower performance than other classifiers. One possible reason
for the performance gap is an issue on training data size. The sliding window
size may not be big enough for proper deep learning model training.

Effects of Different Anomaly Threshold. Figure 6 shows the F-score of
anomalous event detection for the proposed approach by different anomaly
threshold levels. According to Fig. 6a, the F-score of both normal and anoma-
lous event decreases with the high threshold in next activity prediction, i.e., all
classifiers perform the highest capability on detection at a 0.01 threshold level,
except high noise level with RF. We can observe that each classifier requires a
separate threshold level for optimal performance. Moreover, RF shows the high-
est performance at a 0.05 threshold with high noise event log, unlike the other
classifiers.

In case of the unsupervised approach, we observe two remarkable points
from the analysis in Fig. 6b. These are (i) different performance patterns among
implemented algorithms and (ii) the influence of high threshold on anomalous
event detection. Regarding performance volatility within models for unsuper-
vised approach, the detection ability of IForest and LOF increases with high
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(a) Proposed approach f-score

(b) Unsupervised method f-score

Fig. 5. F-score of normal and anomalous events detection by noise level

threshold while OCSVM and AE are relatively stable at all noise levels. In con-
trast to the first proposed approach, low threshold to distinguish anomalies could
not be applied to the unsupervised method.

Effects of Sliding Windows and Retraining Intervals. We evaluate the
anomaly detection performance of the proposed approach by different training
windows and retraining interval sizes.

We find that (i) the sliding window size has a positive influence on bet-
ter model performance, (ii) the proposed approach is more sensitive to window
size change than the unsupervised approach, and (iii) the performance change
slope is getting flattened with window size. Figure 7a and 7b show the F-score
of normal and anomalous event detection for the proposed approach and the
unsupervised approach with sliding window change, respectively. Despite that,
if both approaches were trained using the same window size, the sliding window
size does not influence the performance improvement for the unsupervised app-
roach. More specifically, the results regarding OCSVM seem to show that the
increase of training window size even has a negative impact on detecting the
anomalies.
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(a) Proposed method

(b) Unsupervised method

Fig. 6. Performance comparison by anomaly threshold

The performance of the proposed approach improves for both normal and
anomalous events detection with a large window, i.e., more useful information
is collected with a bigger window size. Along with the positive relation between
model improvements and training data size, we also observe a marginal effect
of increasing training window and detecting ability improvements. As in Fig. 7a,
the slope between sliding window size and F-score is not linear, i.e., the obtained
useful information for detecting anomalous by increasing training dataset is lim-
ited. Therefore, the efficiency of managing the training window depends on a
balance between information gain and the cost of increasing the dataset.

Retraining interval size does not influence the anomaly detection ability for
either the proposed approach or unsupervised method. Figure 8a and 8b show
the F-score of normal and anomalous event detection for the proposed approach
and the unsupervised algorithm with retraining interval changes, respectively.
Generally, we can observe that the retraining interval is irrelevant to the model
training phase. The performance lines across all detecting models are stable over
noise level.
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(a) Proposed approach

(b) Unsupervised method

Fig. 7. Performance comparison by sliding window size

(a) Proposed method

(b) Unsupervised method

Fig. 8. Performance comparison by retraining interval size
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7 Conclusion and Challenges

We have presented an approach for online event anomaly detection via next
activity prediction using machine learning models. The proposed approach uses
a sliding window to (re)train the model with the recently recorded cases on the
event stream. The probability of possible next activities obtained from the ML
models is used to classify a new event as anomalous or not.

The method uses well-known machine learning and deep learning algorithms,
which can give flexibility by changing into other models later. Even though the
performance of deep neural networks is lower than machine learning models, we
have shown that the next activity prediction method outperforms the classical
unsupervised anomaly detection method when applied to event logs.

As a relatively new research area, anomalous event detection in event streams
has open challenges in several perspectives. We identify multiple challenges on
online anomaly detection that still need to be addressed. Firstly, in an online
setting, an event classified as (potential) anomalous may be changed into nor-
mal behavior later after the model update or after new events arrives. (RC1)
How and when can we confirm that a potential anomalous event is a definitive
anomaly? The approach proposed in this paper is designed to not updating the
prediction. Nevertheless, taking such changes into account may be very infor-
mative for suggesting user actions and is a challenge itself and worthy of further
investigation. Another interesting challenge related to changes is (RC2) how
can anomalies be detected while taking into account concept drift? Finally, the
online detection of potential anomalies leads to the possibility of building an
online decision-making system that suggests follow-up actions for the detected
anomalies. This possibility leads to the third research challenge: (RC3) how
can we build a decision-making system with the domain experts for the further
investigation of the potential anomalies?

The work presented here can be extended in several ways. In addition to
solving the research challenges, we will study the post-hoc analysis on the online
anomaly detecting model to provide an explanation of the cause of anomalous
events. Finally, we are planning to develop the interactive online detecting model
by implementing the feedback from users who select anomalous events. The col-
lected feedback would help the model to give concrete reasoning on the predicted
anomalies and improve the model performance.
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Abstract. In the last years, process mining has significantly matured
and has increasingly been applied by companies in industrial contexts.
However, with the growing number of process mining methods, practi-
tioners might find it difficult to identify which ones to apply in specific
contexts and to understand the specific business value of each process
mining technique. This paper’s main objective is to develop a business-
oriented framework capturing the main process mining use cases and the
business-oriented questions they can answer. We conducted a System-
atic Literature Review (SLR) and we used the review and the extracted
data to develop a framework that (1) classifies existing process mining
use cases connecting them to specific methods implementing them, and
(2) identifies business-oriented questions that process mining use cases
can answer. Practitioners can use the framework to navigate through
the available process mining use cases and to identify the process mining
methods suitable for their needs.

Keywords: Business process management · Process mining · Use
cases · Systematic Literature Review · Business value

1 Introduction

A business process is a set of activities executed in a given setting to achieve
predefined business objectives [25]. Since business processes constitute the opera-
tional foundation of organizations, companies seek to manage and improve them.
Business processes are commonly supported by information systems that record
data on the executions of the processes. These records are referred to as event
logs. An event log consists of traces that capture the execution of a business
process instance (a.k.a. a case). A case consists of a sequence of time-stamped
events, each representing the execution of an activity. Process mining is a family
of methods that analyze business processes based on their observed behavior
recorded in event logs.

In the past two decades, research on process mining has made advances
resulting in the generation of a large corpus of academic literature [63]. However,
c© The Author(s) 2022
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the number of studies on process mining methods might be disconcerting when
companies seek to understand how process mining can be applied for improv-
ing business processes. More specifically, companies might find it challenging to
understand (1) which prominent process mining use cases are available and (2)
what business-oriented questions such use cases answer.

As such, the objective of this study is to develop, based on a Systematic
Literature Review (SLR), a business-oriented framework that classifies exist-
ing process mining use cases relating them with specific methods and with the
business-oriented questions they can answer. Therefore, the framework can aid
practitioners that seek to use data-driven approaches to manage their business
processes in exploring how process mining methods can add value to their busi-
ness and what process-related analysis such methods can support. Thus, the
main research questions we seek to examine in this paper are What are the
main use cases for existing process mining methods? and What business-oriented
questions do existing process mining use cases answer?. We conducted the SLR
following the guidelines proposed in [45], retrieved 2293 papers using a keyword-
based search from electronic libraries, and filtered them according to predefined
inclusion and exclusion criteria. We finally identified a corpus of 839 relevant
papers that we reviewed. Then, we used the review and the extracted data to
develop a business-oriented a framework that could represent a valid instrument
to guide companies in how process mining can support their business.

The remainder of the paper is organized as follows. In Sect. 2, we position our
work against related work. Section 3 presents the SLR protocol. Section 4 sum-
marizes the results, and Sect. 5 presents and discusses the framework. Finally,
we conclude the paper in Sect. 6.

2 Related Work

In this section, we position our work against existing reviews within the process
mining field. More specifically, we consider systematic mapping studies, process
mining reviews in specific industrial sectors, and reviews on how process mining
is applied in industry.

In [63], dos Santos Garcia et al. present a systematic mapping study providing
an overview of the main process mining branches, algorithms, and application
domains. A similar study is discussed by Maita et al. in [54]. These studies
highlight that most of the process mining publications can be associated with
process model discovery. This is in line with our findings. However, while these
mapping studies focus on the current state of the process mining research, we
examined empirically validated process mining methods to elicit how they might
deliver value to companies. Thus, we take a business-oriented perspective allow-
ing practitioners to link the everyday issues they have to deal with in their
organizations with the process mining techniques that can help them solving
these issues. Furthermore, Maita et al. classified process mining techniques into
3 main branches, i.e., process model discovery, conformance checking, and pro-
cess model enhancement as proposed in [1]. This classification is also applied
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in other studies, such as [18]. However, the application of process mining has
evolved in recent years. Therefore, our framework extends this classification by
incorporating more recent process mining use cases.

Several reviews have also been conducted within specific industry sectors.
For instance, literature reviews have been conducted with focus on healthcare
[6,29,33,36,61], educational processes [34], and supply chain [41]. While these
reviews focus on a specific application domain, we consider business-oriented
questions that are answered at a domain-agnostic level.

Finally, reviews have also been conducted on how organizations use pro-
cess mining. For instance, Thiede et al. [70] show with their study that process
mining is not sufficiently leveraged in the context of cross-system and cross-
organizational processes. Corallo et al. [16] primarily provide an overview of
software tools that support process mining analysis in industry. Eggers and Hein
[27], instead, examine capabilities and practices required to enable the realization
of value using process mining in an organization. These studies provide valuable
insights on different aspects of how process mining is applied in industry, but
they do not guide practitioners in selecting use cases and methods to answer
common business-oriented questions.

3 Systematic Literature Review

Our research objective is to develop a framework for classifying process mining
use cases and the business issues they might address. This objective is achieved
by answering two research questions (RQ). The first research question (RQ1)
aims at identifying and categorizing process mining use cases, such as con-
formance checking and predictive monitoring. Therefore, RQ1 is formulated as
What are the main use cases for existing process mining methods? The second
research question (RQ2) aims at eliciting the business-oriented questions that
the outputs of process mining methods can answer. Therefore, RQ2 is formu-
lated as What business-oriented questions do existing process mining use cases
answer? To answer these questions, we employ the SLR method as it allows
us to collect relevant studies and, based on the review of existing research, to
develop a framework for classifying them [15]. We followed the guidelines pro-
posed by Kitchenham [45] according to which an SLR has three consecutive
phases: planning, execution, and reporting.

Our SLR is composed of two parts. The first one (SLR review) aims at
identifying other SLR studies on specific process mining use cases (e.g., [5] for
process model discovery and [26] for conformance checking). The list of final
papers in each of these SLR studies was extracted. However, as not all process
mining use cases have a dedicated SLR study, we conducted a second review (PM
review) targeting papers that have applied process mining techniques to real-life
event logs. The lists of final papers retrieved from each SLR study identified with
the SLR review was combined with the hits obtained with the PM review. The
merged list of candidate papers was subjected to content screening. We followed
the same guidelines for both parts, i.e., we developed search strings, identified
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search sources, filtered the results according to predefined criteria, identified
additional relevant papers through backwards referencing, and extracted data
according to a predefined form. Below, we provide a summary of these steps.
The review protocol1 and the list of final papers2 are available online.

The planning phase of our SLR includes developing search strings, identify-
ing search sources, defining selection criteria, and defining the data extraction
strategy. We derived the search strings from our research questions as suggested
in [45]. For the SLR review, the aim was to capture SLR studies on process
mining. Therefore, we used the search string “process mining” AND “systematic
literature review”. The search strings for the PM review were, instead, derived
from the research questions and included the terms “process mining”, “workflow
mining” (as this term is sometimes used interchangeably with “process mining”),
“real-life”, “real-world”, and “case study”. Then, we applied the search strings
to electronic databases. We selected Scopus and Web of Science for both parts
as they index the venues where most research on process mining is published.

We then defined the selection criteria to identify relevant studies. These cri-
teria, expressed as exclusion (EC) and inclusion (IC) criteria, allowed us to filter
the initial list of papers to keep only those that are relevant to answer the research
questions. For the SLR review, duplicate papers (EC1), papers not written in
English (EC2), and papers inaccessible via the digital libraries subscribed by the
University of Tartu, or otherwise unavailable (EC3) were excluded. In addition,
with the first inclusion criterion (IC1), we filtered out studies that were not
specifically about process mining and the second one (IC2) served to identify
studies that applied SLR to identify relevant papers for specific process min-
ing use cases. Thus, studies focusing on, for instance, evaluating process mining
algorithms, such as [57] were excluded.

We applied the three exclusion criteria above also for the PM review. In
addition, papers having less than five pages were discarded (EC4). The list
of candidate papers was then filtered based on the inclusion criteria. We first
excluded papers not within the domain of process mining (IC1). Then, we identi-
fied papers that apply process mining to real-life event logs (IC2). This criterion
was included for two reasons. The first one is to identify methods that are applica-
ble to real-life, often challenging, business settings. The second one is to identify
papers that address business process aspects existing in real business contexts.
The third inclusion criterion (IC3) was aimed at excluding papers that consider
process mining for applications unrelated to business, such as [59], where discov-
ery algorithms for managing noisy event logs are compared. Finally, the fourth
inclusion criterion filters out papers that do not provide sufficient information
to elicit business-oriented questions (IC4).

The final step of planning an SLR is data extraction. The objective of this
step is to define the data extraction form to reduce the opportunity for bias.
We developed the data extraction form according to the suggestions provided in
[31,60]. The data extraction form consists of two parts. The first part was used to

1 https://doi.org/10.6084/m9.figshare.17099462.
2 https://doi.org/10.6084/m9.figshare.12933239.
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extract the metadata of the papers, i.e., paper id, title, authors, and publication
year. In the second part, the data extracted concerned process mining use cases
(such as process model discovery or performance analysis) and the questions
being answered by the process mining methods.

We conducted both searches in February 2020. A summary of the detailed
procedure applied is depicted in Fig. 1. For the SLR review, the application
of the search string to the electronic databases returned 132 hits from Scopus
and 61 from Web of Science, making it a total of 193 candidate papers. After
having applied the exclusion criteria, 60 papers remained. Of these, 15 were
removed as they did not meet IC1, resulting in 45 papers. The application of IC2
filtered out additional 26 papers, resulting in 19 papers left. Finally, backward
and forward referencing identified two additional papers, resulting in a final list
of 21 relevant studies. The data extraction for this part consisted in exporting all
studies included in the final lists of all 21 relevant SLR publications. These were
merged with the hits resulting from the search conducted for the PM review.
From the 21 SLR studies, a total of 702 papers were extracted.

Fig. 1. Application of the SLR protocol.

For the PM review, applying the search strings resulted in 1021 hits from
Scopus and 570 from Web of Science, making it 1591 hits in total. With the 702
papers added from the first part, the total number was 2293. We discarded 91
papers that were unavailable, 889 duplicates and 109 short papers. A total of
1204 papers remained. The first inclusion criterion (IC1) resulted in the removal
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of 80 papers. In the second filtering, where IC 2-4 were considered, 316 papers
were removed, resulting in 808 papers left. Additional 31 papers were identified
from the backward and forward referencing. Thus, the final list consists of 839
relevant papers.

4 Results

In this section, we first present the identified use cases of empirically validated
process mining methods. Then, we relate them to the business-oriented questions
they answer.

4.1 Process Mining Use Cases

The most common use case identified in the process mining literature is process
model discovery (see Fig. 2). Business processes are commonly supported by
information systems that log information on the process executions. When such
logs are available, they can be used to discover process models automatically.
Process model discovery takes such event logs as input and produces a process
model. Process model discovery is, therefore, used to build procedural process
models (e.g., using BPMN or Petri nets) [43], declarative process models (e.g.,
using the Declare language) [22,51], or hybrid [53] process models containing
both a procedural and a declarative part. Use cases related to social network,
goal, and rule mining focus on discovering other aspects of the process executions.
Social network mining analyzes processes from an organizational perspective,
i.e., discovers the performers involved in a case and their relations [2]. Goal
mining, on the other hand, focuses on the process goals [74]. While process
model discovery is activity-oriented, goal modeling seeks to discover the process
actors’ intentions related to the execution of these activities [20]. Finally, rule
mining [62], also referred to as decision mining, examines the data attributes in
an event log to elicit the rules behind the choices made in the process.

Event logs hold information on the actual process executions, which is not
necessarily aligned with process models. Therefore, models can be enhanced
using process model enhancement techniques. In particular, process models can
be repaired to better represent the process executions [30,50] or extended with
additional data recorded in the event logs [64].

Concept drift identifies changes in the process behavior. The discovery of
process models from event logs implicitly assumes that the process model remains
stable throughout the time period recorded in the event log. However, this is not
always true, as the process might change during the recorded period. Thus, the
concept drift use case focuses on detecting changes in the process behavior over
time [49].

The second most common use case is predictive monitoring. Such use case
aims at predicting the outcome of active cases, i.e., cases that are uncompleted
and, therefore, still ongoing [24]. Learning from an event log of historical cases,
predictive monitoring techniques are able to predict the remaining time of an
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Fig. 2. Process mining use cases.

ongoing case [73], delays [65], next activities [66], waiting times [7], outcomes
[68], risks [14], costs [72], or performance indicators [17]. Since hyperparameter
configuration in predictive process monitoring is crucial and often difficult for
users, some works provide methods to support hyperparameter optimization in
predictive process monitoring [23]. Prescriptive monitoring can be viewed as an
extension of predictive monitoring. While predictive monitoring forecasts the
likelihood of a case ending up with a desirable/undesirable outcome, it does not
suggest the interventions that can increase/reduce the probability of such an
outcome. Prescriptive monitoring, on the other hand, seeks to identify specific
interventions, such as next activities to be executed [71], resource allocation [75],
resource selection [44] to improve the likelihood of a favourable outcome, or when
an intervention is needed based on the trade-off cost-gain [69].

The third most common use case we identified is conformance checking. Con-
formance checking aims at examining if the behavior of a process execution, as
derived from an event log, conforms with the expected behavior (represented as
a process model) [13]. This can be done by simply showing to the user where
the process execution deviates from the process model [12,42], or by providing
a way to align the deviant process execution with the closest compliant case
[3,19,46]. Compliance monitoring follows the same principle as conformance
checking. However, while conformance checking is applied to completed pro-
cess cases, compliance monitoring checks whether the behavior of active cases is
compliant with predefined rules and constraints [48].

The fourth most common use case we found is variant analysis. Executions of
a business process commonly include variants, i.e., cases that follow the same path
(characterized by the same sequence of activities) [67]. Variant analysis enable
identifying these variants in an event log. Variant analysis can also be applied
for identifying differences and similarities between different variants [10,38].
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Deviance mining, instead, aims at explaining why a certain variant deviates from
the most frequently taken path [8,55].

A last use case concerns assessing process performance [56]. The performance
measured can be the duration of a process execution [40], the resource utilization
[39], or the quality of the products/services provided [4]. The performance of
several connected processes can also be assessed [28] and the process performance
trends over time [21].

4.2 Business-Oriented Questions

Some process mining methods answer questions that are descriptive. For
instance, process model discovery answers the question How are the cases of a
procedural, a declarative, or a hybrid process executed? The answer is expressed
as a process model representing the process behavior as recorded in the event
log. Process cases can commonly grouped into variants. Therefore, some pro-
cess mining methods answer the question What are the main variants of a pro-
cess? Other process mining methods answer, instead, questions to quantitatively
describe processes. For instance, process mining can answer questions such as
What is the duration-, resource-, quality-related performance of a case?

There are also methods answering comparative questions to compare two or
more process cases. For instance, variant analysis methods might be used to
compare different variants of a process thus answering the questions What are
the similarities between two or more variants of a process? and What are the
differences between two or more variants of a process? Similarly, conformance
checking seeks to compare the prescribed behavior of a process with the observed
behavior, i.e., comparing what a process model stipulates and how the process
is executed in reality. Therefore, conformance checking answers questions such
as Where does a case differ from a process model? Another type of comparative
questions are the ones related to how the process behavior changes over time
such as How has the process behavior, or its performance changed over time?

Process mining also answers questions that seek explanatory answers, i.e.,
providing information that explains relations among different entities. For
instance, some process mining methods answer questions such as How is the per-
formance of a case affected by other factors? Likewise, deviance mining provides
explanatory information by answering the question Why do some cases deviate
from the normal flow? Methods that compare a model with historical (confor-
mance checking) or live (compliance monitoring) cases could provide explanatory
information by answering questions such as Given a non-compliant case, what
is closest compliant case? Predictive monitoring methods answer (forecasting)
descriptive questions such as What are the predicted remaining times, delays,
next activities, waiting times, outcomes, risks, costs, or performance indicators
of an ongoing case?

Finally, there are process mining methods aiming at providing suggestions on
how to redesign a process model to improve understandability, or optimize the
likelihood of a favourable outcome of ongoing process executions. For instance,
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model repair techniques provide input for improving a process model by answer-
ing the recommendatory questions How can a process model be repaired to better
reflect the actual execution of the process? and How can the understandability of
the mined process models be improved? On the other hand, prescriptive monitor-
ing methods provide recommendations on how an ongoing process case should
be executed to reach a positive outcome. For instance, recommendations can be
given on which variant to follow thus answering the question What is the rec-
ommended execution path of an ongoing case? Recommendations also extend to
resources and their allocation by answering questions such as What is the recom-
mended resource allocation? and Who is the recommended process performer?

5 Framework

This section introduces our business-oriented framework that categorizes the
identified process mining use cases. The framework can be used by practitioners
to be guided in the selection of the process mining methods that are the most
suitable for their needs. It consists of two parts: a categorization of the main pro-
cess mining use cases (RQ1) and the elicitation of the business-oriented questions
that these use cases can answer (RQ2). Our categorization draws on the value-
driven business process management (VBPM) proposed in [32]. According to
VBPM, organizations need BPM techniques to realize at least one of the six val-
ues: efficiency, quality, compliance, agility, integration, and networking. In order
to realize these values, transparency is required. Transparency is creating visi-
bility of how processes are executed. Commonly, this is achieved with business
process models. Therefore, transparency lies at the core of VBPM.

Organizations, engaging in BPM to gain in efficiency, take an internal orga-
nizational viewpoint and focus on improving the performance of their processes.
Efficiency gains are achieved by, for instance, eliminating waste in the processes,
reducing redundancies, and removing rework. On the other hand, organizations
can focus on the outputs of the processes and on improving their quality. Orga-
nizations that hold quality as a core value, engage in BPM to explore the corre-
lation between process characteristics and product/service quality.

Compliance as an expected value of BPM emphasizes reducing variability and
increasing standardization. Financial institutions, for instance, are subjected to
regulatory requirements. Therefore, such organizations gain value from design-
ing and executing processes that comply with predefined standards. However,
organizations might also gain value from having agile processes, i.e., flexible and
adaptable processes. For instance, an insurance company experiencing a sharp
increase in claims during severe weather conditions, would switch to a different
process execution that caters to the increased volumes. Other values of BPM
are integration and networking. Integration concerns the creation of business
value by increasing awareness and accessibility of process models to internal
stakeholders. Conversely, networking focuses on involving external stakeholders
in the processes.
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We use VBPM as the basis for categorizing process mining use cases for
two reasons. Firstly, VBPM is derived from surveys and interviews with com-
panies and, therefore, captures the main reasons why companies engage with
BPM. Our framework is business-oriented, i.e., categorizes use cases and ques-
tions that, when answered, aim at delivering value to organizations. Therefore,
using VBPM allows us to categorize process mining methods while aligning them
with the business values companies seek from BPM. Secondly, process mining
is applicable in different BPM lifecycle phases such as process discovery, moni-
toring and analysis [25]. Likewise, process mining can be applied to support the
execution of different methodologies such as Six Sigma [35]. Since VBPM focuses
on business value rather than on specific BPM methodologies, using VBPM as a
basis, our business-oriented framework can be used to show how process mining
techniques can contribute to generating value to organizations instead of framing
these techniques in the context of specific BPM lifecycle phases or methodologies.

5.1 Framework Instantiation

Our framework categorizes the main process mining use cases into categories
transparency, efficiency, quality, compliance, and agility. Transparency encom-
passes use cases that aim at discovering process models (process model discov-
ery), discovering the interaction between resources in a process (social network
mining), adjusting process models to capture the process executions better (pro-
cess model repair), enriching the process models with additional data (process
model extension), detecting the decision rules embedded in the process deci-
sion points (rule mining), and identifying the process objectives (goal mining).
Efficiency includes process mining use cases concerning the analysis of the per-
formance of a process (process performance), Quality encompasses use cases
for the identification and comparison of process variants (variant analysis) and
analyzing the reasons for deviations in a process case (deviance mining). Compli-
ance includes use cases comparing a process model with some observed behavior
(conformance checking), or predefined rules or constraints with an ongoing case
(compliance monitoring). Agility encompasses use cases about the predictions on
how ongoing process executions will unfold in the future (predictive monitoring),
the description of how the process behavior changes over time (concept drift),
and the prescription of actions to take, for an ongoing case to achieve a certain
desired outcome (prescriptive monitoring).

We have excluded integration and networking in our framework. Integration
focuses on improving the availability and accessibility of process models to inter-
nal resources, for instance, to raise their engagement in the processes. However,
although process mining methods can discover process models, the distribution
and accessibility of such models are beyond the scope of this field. Networking,
instead, focuses on incorporating external parties within the scope of a process.
Although event logs of several parties can be merged together, process mining
methods treat such logs in the same way as a single internal event log. Therefore,
we also excluded networking from our framework.
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Table 1. Framework instantiation.

Business-Oriented Questions Answered by Process Mining Use Cases Sample Reference

T
R

A
N

S
P
A

R
E

N
C

Y

Process Model Discovery

How are the cases of a procedural process executed? [43]

How are the cases of a declarative process executed? [51]

How are the cases of a hybrid process executed? [53]

Process Model Enhancement

How can a process model be repaired to better reflect the actual execution of the process? [30]

How can a process model be extended with additional information recorded in the event logs? [64]

How can the understandability of the mined process models be improved? [11]

Social Network Mining

What are the relationships among the resources involved in a process? [2]

Goal Mining

What are the process goals? [74]

Rule Mining

What are the decision rules that determine which path a case takes? [62]

E
F
F
IC

IE
N

C
Y

Process Performance

What is the duration-related performance of a case? [40]

What is the resource-related performance of a case? [39]

What is the quality-related performance of a case? [4]

How is the performance of a case affected by other factors? [37]

What is the performance of multiple connected processes? [28]

How can the performance of a case be optimized? [76]

How does the performance of a case change over time? [21]

Q
U

A
L
IT

Y

Process Variant Analysis

What are the main variants of a process? [67]

What are the similarities between two or more variants of a process? [38]

What are the differences between two or more variants of a process? [10]

Process Deviance Mining

Why do some cases deviate from the normal flow? [55]

C
O

M
P

L
IA

N
C

E

Process Conformance Checking

Where does a case differ from a process model? [42]

Given a non-compliant case, what is closest compliant case? [3]

Process Compliance Monitoring

Is an ongoing case compliant with some predefined rules and constraints? [52]

What are the causes of non-compliance in an ongoing case? [9]

A
G

IL
IT

Y

Predictive Monitoring

What is the predicted remaining time of an ongoing case? [58]

What are the predicted delays of an ongoing case? [65]

What are the next activity/activities of an ongoing case? [66]

What is are the predicted waiting times of an ongoing case? [7]

What are the predicted outcomes of an ongoing case? [47]

What are the predicted risks of an ongoing case? [14]

What are the predicted costs of an ongoing case? [72]

What are the predicted performance indicators of an ongoing case? [17]

Concept Drift

How has the process behavior changed over time? [49]

Prescriptive Monitoring

What is the recommended execution path of an ongoing case? [71]

What is the recommended resource allocation? [75]

Who is the recommended process performer? [44]

When should interventions be made to increase the probability of a positive outcome? [69]
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At the highest level, our framework categorizes process mining use cases into
transparency, efficiency, quality, compliance, and agility. Each of these categories
is then organized in sub-categories. For instance, transparency consists of process
model discovery, repair, enhancement, social network mining, goal mining, and
rule mining (see first column of Table 1). Then, we define the questions that each
use case of a certain sub-category can answer, and provide a sample reference3

(see second column of Table 1). For instance, for concept drift under agility, we
have defined the question How has the process execution changed over time?

The questions specified in the transparency category are, as expected,
descriptive, while questions specified in the efficiency category are quantitative
or comparative. The questions specified in the quality and in the compliance
categories are, instead, descriptive, comparative, or explanatory. Finally, the
questions defined in the agility category are descriptive, recommendatory, com-
parative, or explanatory. Thus, we can observe that descriptive questions lie at
the foundation of other questions, just as transparency constitutes the founda-
tion of the other categories.

5.2 Limitations

The main limitations of SLR studies are selection bias and data extraction inac-
curacies. These threats, although not eliminated, were reduced by adhering to
the guidelines proposed by [45]. More specifically, we used well-known databases
to find papers, performed backwards referencing to avoid excluding potentially
relevant papers, and ensured replicability by providing access to the SLR proto-
col. Another limitation concerns the fact that we relied on the results reported
in the literature and we did not empirically verify or assess the extent to which
the use cases impact the business processes, or if they led to effective process
improvements (we considered methods using real-life event logs but not nec-
essarily tested in industrial contexts). Although this could represent a limita-
tion for the generalizability of the results, the proposed framework still provides
practitioners with valuable insights on how process mining might be applied in
industry, and represents an easy-to-use instrument to understand what types of
analysis can be conducted with the existing process mining methods.

6 Conclusion

Process mining methods have been growing fast in the last decades. While such
methods help manage business processes, it can be challenging for practitioners
to readily understand how they can deliver value, or what business-oriented ques-
tions they can answer. To fill this research gap, we propose a framework that clas-
sifies existing process mining use cases using categories transparency, efficiency,

3 Due to space limitations, only sample references are included. The complete frame-
work can be accessed at https://doi.org/10.6084/m9.figshare.17099402.

https://doi.org/10.6084/m9.figshare.17099402
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quality, compliance, and agility. Furthermore, within each of the above cate-
gories, process mining use cases can answer descriptive, comparative, explana-
tory, or recommendatory questions.

The SLR we conducted also highlights that several studies in the process min-
ing literature support the discovery of process models (transparency), predictive
monitoring (agility), the analysis of process performance and variants (efficiency
and quality), and conformance checking (compliance). In this respect, the frame-
work also represent an instrument allowing researchers and/or process mining
companies to understand which use cases in the process mining field have already
been largely explored and which ones, instead, need further investigations.

Acknowledgments. This research is funded by the European Research Council (PIX
Project) and by the UNIBZ project CAT. We thank Apromore for suggesting the
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Abstract. In recent years, the increasing market pressure and disruption have
driven firms to undertake digital transformations to create value and deliver better
products for customers. Large corporations frequently face difficulties to digitalize
their internal processes. They have well-established and mature routines that are
hard to change. By contrast, startups are recognized for their innovation capacity
and agile processes. In the quest for speed and innovation, corporations are engag-
ing with startups to match complementary goals. Corporations desire the creative
potential of startups, while startups need resources that are plentiful in corpora-
tions. This paper explores how open innovation is performed from the perspective
of startups and corporations.We conducted an exploratory interview study at eight
startups and five corporations to understand the dynamics of their relationships
during open innovation initiatives.Our results reveal themain drivers, benefits, and
challenges involved in the engagement between startups and corporations. Finally,
we present a set of recommendations to foster startup-corporation relationships.

Keywords: Digital transformation · Open innovation · Startup-corporation
relationship · Empirical study

1 Introduction

Firms from different industries have seen dramatic and disruptive changes in recent
years. To survive under such technological discontinuities and global market pressure,
firmsmust transform their businessmodels rapidly and frequently.Digital transformation
enables firms to create value and deliver better products for customers [1]. A fundamental
shift has occurred on how and where firms create value and innovate. Increasingly, value
has been created from outside the firm and in collaboration with external partners [2].
This is a relevantmove on how strategic information is generated andmanaged by several
players with diverse interests and capabilities.

In line with the open innovation paradigm proposed by Chesbrough [3], large corpo-
rations are leveraging external knowledge sources and establishing a network of partners
to enhance their innovation capacity. A relevant strategy to pursue open innovation ini-
tiatives is the partnership between corporations and startups. The startup-corporation
engagement can be very effective by joining two, apparently, opposing forces. Startups
can create new ideas and test them quickly. On the other hand, corporations have vast
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experience and abundant resources. Recent studies suggest the collaboration between
large corporations and startups is a complementary match [4–6]. They can obtain mutual
benefits from cultivating this type of relationship. Corporations desire the creative poten-
tial and agility of startups. From a startups’ perspective, it is also an interesting strategic
avenue. Engaging with large corporations could be a path to overcome their challenges
regarding business model validation, lack of market experience, and limited financial
resources.

Although previous studies aimed to understand the traditional collaborations via cor-
porate investment funding and startups acquisition, few studies have investigated other
lightweight alternatives of engagement between startups and corporations by means of
open innovation [7]. This paper presents an exploratory qualitative study on how corpo-
rations engage with startups. In particular, we aim to compare and discuss the different
perspectives of both players. We conducted semi-structured interviews at eight startups
and five corporations to understand the dynamics of their relationships during open inno-
vation initiatives. Our results reveal the main drivers, benefits, and challenges involved
in the engagement between startups and corporations.We also present recommendations
to foster startup-corporation relationships. The remainder of this paper is structured as
follows. Section 2 presents a background in digital transformation and open innovation.
Section 3 presents the researchmethod. In Sect. 4we discuss the findings of the empirical
study. Section 5 proposes recommendations. Section 6 discusses related works. Finally,
Sect. 7 presents conclusions, limitations, and future work.

2 Background

2.1 Digital Transformation

The acceleration in the creation of new technologies and the need to adapt to them made
digital transformation increasingly important for companies of different domains and
sizes to stay relevant. According to the Gartner Glossary [8]: “digital transformation can
refer to anything from IT modernization (for example, cloud computing), to digital opti-
mization, to the invention of new digital business models”. In a broader view, Rogers [9]
points out that digital transformation is more than just the implementation of technology,
it is about a holistic change in strategy towards the current market reality. Alstyne and
Parker [2] agree with that view and suggest that digital transformation involves changing
both the business model and changing where value is created in the organization. For
Davenport and Redman [17], digital transformation requires talent in four key domains
of knowledge: technology, data, process people, and organizational change capacity. The
combination of adapting to new technologies, adjusting the mindset of staff to innovate,
and leveraging the company’s capabilities are key to digital transformation. Alstyne and
Parker [2] make this even clearer when they point out that the greatest value of digi-
tal transformation comes from the inversion of value capture, moving the creation of
value solely from within the firm to the outside, where it is necessary to know how to
orchestrate it. In this context, open innovation is very useful mechanism to accelerate
the digital transformation of traditional corporations.
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2.2 Open Innovation

The openness of a corporation’s vision of capturing value inside and outside is directly
connected with Chesbrough’s [3] definition: “open innovation is the use of intentional
knowledge inputs and processes to accelerate internal innovation and expand markets
for external use of innovation, respectively”. According to [10–12], open innovation is
an alternative for firms to stay tuned to new market trends, protect themselves from dis-
ruptive innovation and loss of market share. Gassmann [13] suggests that industries are
more prone to engage in open innovation if they are characterized by technology inten-
sity, technology fusion, new business models, and knowledge leveraging. Spender et al.
[20] presents a literature review on the role of startups in open innovation projects. For
Dodgson, et al. [14], the process of open innovation redefines the boundaries between
organizations and the environment, making organizations more porous and creating a
wide network of different actors, collectives, and individuals working to co-create and
commercialize new knowledge. The main actors involved in these networks are corpora-
tions, medium-sized companies, startups, universities, consultants, and research centers.
Relationships between corporations and startups can be an effective and collaborative
way to accelerate innovation for corporations and support growth for startups [15]. There
are several models on how corporate-startup relationships can be designed and executed
[6, 7, 11, 15]. Chesbrough andWeiblen [6] conducted a well-known study on how corpo-
rations engage with startups to enhance corporate innovation. They identified a variety
of ways that corporations can engage with startups. Based on their analysis of several
open innovation initiatives, they classify the types of engagement based on two main
criteria: direction of innovation flow (outside-in or inside-out), and presence or not of
equity investment, as presented in Fig. 1. The four types of engagement are: corpo-
rate venturing, corporate incubation, startup program (outside-in), and startup program
(platform). Corporate efforts to connect with startup ecosystems are becoming more
attractive specially in periods of great uncertainty and volatility. These initiatives are

Fig. 1. Typology of corporate engagement models with startups proposed by [6].
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more lightweight and fluid than traditional equity investment. Research on these types
of engagement is still scarce and this paper aims to address this gap.

3 Research Method

In this paper, we aim to investigate how startups and corporations engage in open
innovation initiatives. We formulated the following research questions:

RQ1 -What are themain drivers, challenges, andbenefits involved in startup-corporation
relationships?
RQ2 - What are the key recommendations to improve startup-corporation relationships?

Since our research questions concern a contemporary phenomenon, we conducted
an empirical study by means of semi-structured interviews at startups and corporations
to understand their experiences of engagement. The nature of the research is exploratory
rather than confirmatory. We adopted steps proposed by Merrian and Tisdell to conduct
qualitative studies [16]. To design the research protocol, we were initially inspired by
the typology of engagement model presented in Fig. 1. Our main goal was to explore the
whole journey of startup-corporation relationship. The questionnaire was composed of 5
parts: general context,mapping startup-corporation engagement experiences, identifying
main characteristics of the engagement model, recommendations. We interviewed rep-
resentants from startups and corporations to understand how their relationship began,
what were the main characteristics of the relationship, what they learned during the
relationship and what they would recommend to other organizations based on their
experience. The mapping of the relationship aimed to explore: the goals of startups and
corporations to start these relationships, the approximation sources they adopted, the
main challenges and benefits from these experiences for both actors, and, finally, rec-
ommendations from studied startups and corporations. The complete questionnaire is
available at https://tinyurl.com/m43dpvhh.

The selection of cases was based on the criteria that all organizations were required
to have experience in open innovation initiatives. The first author approached contacts
at accelerators and innovation institutes at the Porto Digital1 Ecosystem to identify
startups that are currently engaging with corporations in joint open innovation projects.
Porto Digital is one of the largest technology hubs in Brazil. In 2020, the revenue was
US$ 531 million. The innovation ecosystem has 339 companies of different sizes, with
180 startups. It has 5 innovation institutes, 7 investment institutions, 5 accelerators, and
partnerships with 4 local universities. We interviewed CEOs and CTOs of 8 startups.
During these interviews with startups, we asked them for contacts in corporations they
are collaborating with.Wewere able to interview staff from 5 large corporations. In sum,
the recruitment criteria were startups and corporations that have relationships with each
other. The interviews were conducted by the first author via videoconference between
March and November 2020. All interviews were recorded and later transcribed. The
interviews lasted on average 38 min and the transcripts were consolidated in Google

1 https://www.portodigital.org/home.

https://tinyurl.com/m43dpvhh
https://www.portodigital.org/home
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Docs to enable collaborative data analysis of the authors. To interpret the data from
interviews, we followed Creswell’s [18] approach to analyze qualitative data. As a first
step, we organized and prepared the data for analysis. Then, we proceeded to reading
all data to start coding. We started using open coding to analyze the transcripts. The
open coding process was done by the first author, that is when themes and descriptions
started emerging. The next step was interrelating themes and descriptions. Finally, we
interpreted the meaning of themes/descriptions. This process was iterative, which was
done multiple times to achieve final results. We associated raw data with low-level codes
that were further refined into categories. Then, we used axial and selective coding to
synthesize the final categories. We usedMindMeister tool to visualize the categories and
respective quotes from the interviews in an intuitive and collaborative manner.

4 Results

4.1 Overview of Studied Startups and Corporations

In Table 1, we present an overview of the 8 startups from the Porto Digital Ecosystem
that participated in our study. The startups were chosen because of their background
and notable partnerships with corporations. All startups have been in business for over
3 years. The oldest one is S6 with 15 years but the startup still explores different business
models, in a context of frequent pivoting. Themajority of startups have very small teams,
with up to 10 employees. The startups operate in different markets, which brings a rich
diversity to the research. Regarding the types of consumers, 7 out of 8 startups adopt the
“B2B” Business to Business model. Regarding the revenue model, all 8 startups use the
software as a service “SaaS” model. All respondents were part of the startup’s “C-level”,

Table 1. Overview of participant startups.

ID Market/Domain Type of
consumers

Business
model

Number of
staff

Year of
creation

Interviewee
role

S1 Construction B2B and
B2B2C

SaaS 2–10 2018 CEO

S2 Fintech B2B SaaS 2–10 2016 CEO

S3 Sales and
communication

B2B SaaS 2–10 2016 CEO

S4 Social impact B2B2C SaaS 2–10 2016 CEO

S5 Human resources B2B SaaS 2–10 2017 CEO and
CTO

S6 Logistics B2B and
B2B2C

SaaS 21–200 2006 CEO

S7 Analytics and big
data

B2B SaaS 11–50 2007 CTO

S8 E-commerce B2B SaaS 2–10 2016 CEO
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which greatly benefited our study, as these people know the entire history and strategy
of innovation and growth of their startups.

Table 2. Overview of participant corporations.

ID Market/Specialty Type of
consumers

Number of staff Year of
creation

Interviewee role in
the corporation

C1 Construction B2B and
B2C

51–200 1995 Commercial
director

C2 Logistics and
supply chain

B2B 501–1.000 1991 C2.1 Project
manager
C2.2 Finance
manager

C3 Wholesaler,
retailer, distribution
and logistics

B2C and
B2B

700–900 1978 CTO

C4 Cosmetics B2C and
B2B

5.000–10.000 1969 C4.1 Marketing
coordinator
C4.2 Innovation
manager

C5 Consumer goods B2B2C 10.001+ 1872 Supply chain
coordinator

The startups were selected by convenience because they are representative cases of
different lifecycle stages of startups and all have experience in open innovation projects
with corporations. When we interviewed participants of S1, S2, S3, S4 and S5, they
mentioned their startups had relationships with corporations C1, C2, C3, C4 and C5,
respectively. We were able to interview staff from these corporations. In summary, 5 out
of 8 startups were portrayed with corporations they are currently engaging with. Startups
S6, S7 and S8 do not have corresponding corporations because we were not able to get
access to the corporations indicated by them. Therefore, these startups answered the
questions taking a broad view of all corporations they had relationships with. However,
we were not able to confirm the findings with the corporations. Table 2 present corpo-
rations’ profiles, they were all selected due to their relationship with the interviewed
startups. They all have a considerable size in terms of staff and revenue and are con-
sidered relevant players in the national market. The corporations operate in different
market segments and all corporation’s interviewees were directly involved in projects
with startups. In particular, we were able to interview two staff in C2 and C4, which
allowed us to obtain a different viewpoint in these corporations.

4.2 Engagement Models Adopted by Startups with Corporations

To understand the context of relationships between startups and corporations, it is impor-
tant to analyze the engagement models used by them. The models presented in Table 3
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were indicated by the participants during the interviews with startups. We classified the
engagement models considering the direction of innovation flow according to proposals
from [6, 11]. Using this initial categorization, we identified the following engagement
models of outside-in innovation flow that studied startups adopt: Proof of Concept,
Direct Services and Co-creation, Mergers & Acquisitions.

Table 3. Types of engagement models.

Direction of innovation flow Engagement model Startup ID

Outside-in Proof of Concept S2, S3, S4, S5, S6

Direct Services and Co-creation S2, S3, S6, S7

Mergers & Acquisitions S8

Inside-out Venture Builders and Spin-offs S1

Startup Acceleration Programs S2, S7

The Proof of Concept model is very popular among the startup community. It con-
sists of a contract (paid or free) to validate the technical capacity and value of the startup
solution. It is generally adopted during early relationships between startups and orga-
nizations, has a short duration (on average 3 months), and focuses on building MVPs
(Minimum Viable Product) to enable the validation of the solution’s value proposition.
We observed that five of the studied startups adopt this model. For example, S4 described
that their relationwith C4 startedwith thismodel, experimenting and validating hypothe-
ses of the product, so they ran a 3-month proof of concept to validate the idea before
investing. Direct Services and Co-creation are a model where services are provided
in a more traditional way. Startups S6 and S7 provide their standard service and get
paid a regular fee, while startups S2 and S3 engage in co-creation initiatives with cor-
porations. The last outside-in engagement model identified is Merge & Acquisitions.
In this model, corporations go after startups, which can represent an interesting part-
ner or a brutal competitor, making the purchase or acquisition a strategic path for the
corporation. For startups, it is an interesting model when their goals change along the
entrepreneurial journey, when they no longer see the possibility of growth or when the
proposal is financially very attractive.

In the inside-out innovation flow, we identified two engagement models adopted
by startups. Venture Builders and Spin-offs are a well-known model where startups
are created inside corporations to serve new markets, and even define different strate-
gies, then startups can leave the corporations to become an independent firm (spin-off).
This is the case of startup S1, which was created by the founders of corporation C1
to diversify their portfolio. The Startup Acceleration Programs involves initiatives that
corporations create a structured entrepreneurship program to share with the startup com-
munity their main challenges, looking for solutions that fit them. Startup S7 mentions
how many startup programs they have participated and how this model supports their
growth: “We’ve already participated in some acceleration programs, where we show our
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product development capacity and it can end up generating new contracts, with greater
scalability, security and growth potential”.

4.3 Drivers Involved in Startup-Corporation Relationships

This section presents the key drivers for startup-corporation engagement. We consider
drivers as triggers or engines to create startup-corporation relationships. In this con-
text, two categories of drivers emerged from the interviews: (i) goals, (ii) sources of
approximation.As presented in Table 4, the startups’ main goals are: (i) Product/service
development, (ii) business sustainability, and (iii) organizational growth. Within the
product/service development category, it was possible to identify the startups’ goal to
improve and further develop their products using corporate resources. The business’s
focus on sustainability was clearly the goal of maintaining the startup’s financial health,
since a very common situation faced by startups is the lack of financial resources. Our
analysis revealed that accomplishing direct sales is a key goal for 7 of the 8 startups.
As states S4: “I had a clear focus on large corporations to make bigger sales, if not, I
would take a long time to reach my breakeven (financial breakeven point)”.

Table 4. Startups’ goals to engage with corporations.

Macro goals Specific goals ID

Product/Service
development

Maturation of the startup’s
technological capacity

S2, S4, S6, S6

Identify relevant opportunities to
develop new features and products

S1, S2, S6

Validate the product-market fit S1, S4, S5, S7

Business sustainability Accomplish a direct sale S2, S3, S4, S5, S6, S7, S8

Find the best revenue streams and
partnership models

S4, S5

Organizational growth Professional evolvement of the startup
team to gain experience with the
corporation

S1, S4, S6, S7

Gain credibility through brand
association with the corporation

S1, S2, S3, S5, S6, S8

Finally, we identified the need for organizational growth, either due to the startups’
short life in the market or because of the young age and limited maturity of the team
members. We also observed that several startups aim to gain credibility from associating
themselveswith the brand of the corporations, 6 startupsmentioned the goal ofmarketing
and brand strength.

From the perspective of corporations, their goals to engage with startups are digital
transformation acceleration, resource optimization, and desire to be at the forefront
of industry, as presented in Table 5. Corporations aim to learn the methodologies and
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mindset of startups to emulate their digital culture. Such methodologies include: agile
methodologies, lean startup, design thinking, etc. Corporations aim to improve their
problem-solving capacity through the discovery and development of technology-based
and innovative solutions that are often skillfully mastered by startups. This goal is even
more critical for traditional corporations, as C3 describes the value of startups on their
digital transformation path: “We value the relation with startups that helps us to iden-
tify and create new solutions to old problems, as well as accelerating our full digital
transformation”.

Table 5. Corporations’ goals for engaging with startups.

Macro goals Specific goals ID

Digital transformation
acceleration

Problem solving through the
creation of tech-based and
innovative solutions

C1, C2, C3, C4, C5

Learn new methodologies and
approaches to adopt the startups
mindset (e.g., lean startup, design
processes, agile methodologies)

C2, C3, C4

Improve the team’s technological
and innovation capabilities

C2, C3, C4

Resource optimization Optimize internal processes by
contracting outsourcing services

C2, C3, C4

Acquire cost-effective services C1, C2, C3

Desire to be at the forefront of
industry

Attract young and talented
personnel

C3, C4, C5

Presence in the startup and
innovation ecosystems

C1, C4, C5

Conquer or accelerate new markets
through new strategic partnerships

C1, C3

Corporations focus on process improvement as part of their robust structure. Another
goal of corporations is to become a reference in their industry by: attracting new talent,
accelerating the entry into newmarkets and having presence at the innovation and startup
ecosystems. By actively engaging with a startup, the corporation uses the partnership to
attract new talent interested in the startup, but seeking the stability of a large corporation
as C5 comments: “through hackathons to create startups or partnerships with existing
startups, we were able to map talents and attract people looking to innovate and work
in our team”.

We observed the most common source of approximation is through events and
networks. Startups and corporations value attending strategic events of Porto Digital’s
ecosystem, these events promote the exchange of ideas between startups and corpora-
tions. Startup S2 points out how strategic it is to build strong networking and participates



294 M. C. C. Jucá and C. F. Alves

in events wisely: “My strategy was to build a strong network of contacts. For that, I
attended many events, knocked on many people’s doors, and received many no’s, but
always with focus, given that this source of approximation is very important”.

Partner scouting is another frequent source of approximation. It is a service that
innovation consultancies and open innovation facilitators promote to actively identify
and seek out startups in communities that are fit with the corporation’s interest. This
service is hired by the corporation in search of solutions that already exist on the market
and works analogously to a startup “headhunting”. This is a very common strategy that
players of Porto Digital adopt to engage with new partners.

Finally, corporate innovation programs were frequently cited both by startups and
corporations as mechanisms to find potential partners. We consider external programs,
those that the corporation opens its problem to the market so that startups come after
the corporation with proposed solutions. It is a very popular format and the operational
flow only happens with proposals from participating startups. Internal programs involve
the creation of an environment to enable experimentation and innovation for the corpo-
ration’s own teams. They may lead to the creation of an internal startup, and eventually,
the startup may leave the corporation as a spin-off.

4.4 Challenges for Startups and Corporations

In this section we discuss the challenges mentioned by startups and corporations when
engaging with each other. The main challenges described by studied startups are: (i)
cultural differences, (ii) complexity of corporate processes and (iii) business model
obstacles.

The cultural differences between startups and large corporations are notable. From
the perspective of startups, dealingwith the lack of credibility in their delivery capacity is
a great challenge, since startups may face great difficulty in transmitting self-confidence
and convincing skeptical corporations, as S1 states: “we must break this barrier that
exists, often due to age prejudice or lack of professionalism, through our delivery of
value”. The basis for startups to deliver value are the innovative methodologies used in
the experimentation process. An important point of resistance is the understanding of
this process by corporations and the need to align their expectations. Corporations often
expect a ready-made product, where in reality the startup is still developing it, sometimes
even in the form of a MVP, as states S7: “Corporations expect to buy a finished product
most of the time, they rarely expect to build a product jointly. It is a great difficulty for us
to manage this misalignment of expectations”. This cultural mismatch creates problems
due to the risk aversion mindset that some corporations have. By not accepting to take
risks, corporations also hinder the experimentation process. Differently, startups are
organizations that live in an environment of uncertainty.When dealing with corporations
that do not embrace the risk inherent of innovation, a lot of friction may be generated
between them.

The complexity of corporate processes is a matter of regulatory laws for that type
and size of company. In addition to the legislation itself, the process of organizing a large
corporation is naturally more complex due to the volume of people, data, and processes.
Therefore, a key discord factor between startups and corporations is speed, this challenge
was mentioned by all interviewed startups, as S4 explains: “The delay in closing the
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contract, payment or other processes is very long, which is generally very different from
the process of a startup”. S2 corroborates this view: “Another challenge is because
they are too rigid to change, to believe in innovation since the processes implemented
there are already so consolidated”. Bureaucracy gains great attention from startups
when several documents and internal assessments are needed to close a deal. Another
perceived challenge involves the de-prioritizing innovation projects. If the project with
startups does not directly provide gains to the corporate core business, it is common
to see it deprioritized, with a smaller team or no corporate staff fully dedicated to it.
For startups, it becomes a major obstacle to access key information for the project, in
addition to slowing down the entire innovation project.

Finally, business model obstacles refer to limited resources and power inequality
in negotiations between startups and corporations. S4 states that it is very risky for
startups to start a new project without sufficient investment: “In some cases, startups
lack resources for adapting to the process of corporations. In our case, we were lucky
to have our own money to invest at that point, otherwise, we wouldn’t be able to run the
project”. It is well-known that corporations have strong market power and a great ability
to negotiate. Therefore, startups often struggle with negotiations so they can equalize
their needs and prove their capabilities when partnering with corporations.

From the perspective of corporations, they reported the main challenges when inter-
acting with startups involve: (i) cultural differences, (ii) managerial priorities, and (iii)
partnership risks. It is interesting to note that cultural differences are challenges men-
tioned by both startups and corporations when interacting with each other. Corporations
praise control, data, and predictability. In particular, corporations are not comfortable
with uncertain results. Corporations C1, C3, and C4mention how the lack of predictabil-
ity on the results of the partnership with startups generate anxiety and bring frustration
for the corporation’s team. In the same context, low failure tolerance is also a major
challenge for corporations. Startups are willing to take risks on experimentation and
understand that errors are part of the innovation process. On the other hand, corpora-
tions are more concerned about the damage of failing projects, as C3 comments: “The
biggest challenge I see today is to be aware, throughout the company, that tolerance
to error is necessary, tolerance to a low level of quality of delivery or performance, in
order to innovate”. Another aspect related to cultural differences is that corporations
have to deal with young entrepreneurs and startups that are often just starting out and
are still very immature, as C4 points out: “Many startups that we interacted with are
very focused on the technical solution and often forget to evolve their management and
preparation in other business issues. It is a challenge for us to deal with this lack of
preparation”.

The challenge managerial priorities refer to the fact that corporations are already
creating an awareness that the issue is internal. Studied corporations pointed out that it
is hard to propose innovative projects with startups and prioritize them with corporate
senior managers. Corporations mentioned the difficulties to raise internal awareness on
the importance of these projects. In addition, corporations already understand the need
to reduce bureaucracy in their processes to meet the speed of startups.

Finally, the challenge of partnership risks was often mentioned by the studied cor-
porations. We identified that it is problematic to obtain an internal budget for innovation
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projects since it is quite complex to measure the ROI (Return on Investment) of initia-
tives with startups. The return is often obtained by employees’ training on innovative
approaches, publicity of engaging with the startup ecosystem, and other indirect results
that are more difficult to measure. The situation is especially challenging on projects
where the construction of the solution fails and, through experimentation, it is proven
that it is better to pivot. In these cases, the partnership risk becomes even more critical.

4.5 Benefits for Startups and Corporations

We observed that fundamental differences between startups and corporations generate
complementary strengths and opportunities during their relationships. The main bene-
fits perceived by startups are: (i) brand reputation and networking with corporations,
(ii) accelerate product growth, (iii) business development. The majority of startups
understand the benefit obtained by the credibility of brand association with a respected
corporation. Increasing the startup reputation by partnering with a corporation is an
important benefit to foster the startup’s image. S2 and S3 agree that having well-known
corporations in their portfolio of partners brings positive financial returns. S1 states that
C1’s great reputation helped break down prejudice barriers that he suffered as a young
entrepreneur among potential clients, especially in a more traditional market. In addi-
tion to brand association, startups also acquire a strong network and possibility to obtain
mentoring from corporate executives and professionals.

Another benefit described by studied startups is accelerate product growth. Startups
evolve and validate their business models through the experience of having as customers
corporations withmany demands and high expectations of quality. Engaging with corpo-
rations enables startups access of real and large data that accelerates the maturity of the
solution. This benefit is perceived by startups S1, S2, S3, and S6. Business development
is also a benefit that startups have when engaging with large corporations. The bureau-
cratic processes of corporations are challenging for startups, as discussed previously. On
the other hand, the same bureaucratic processes can be beneficial when startups identify
the need to learn how mature corporations operate, as they aim to become one in the
future. S2 states: “the processes, legal issues… all the bureaucracy in this relationship
prepares us for the growth of our own business”.

The main benefits observed by corporations during engagement with startups are:
(i) develop new solutions, (ii) stimulate innovation culture, (iii) increase optimization
and efficiency. Startups can develop new solutions that bring value for corporations and
consequently, open the opportunity to expand corporate market position. In this context,
4 out of 5 corporations reported the speed of delivery as a great benefit of engaging with
startups. C2 points out that the speed to start a pilot project with startups is quite high,
and it is a differential compared to partnerships with other more mature organizations.
Engaging with startups increase their productivity and delivery speed of its own team.
Additionally, startups present gains for corporations by being flexible and working with
ease in the customization of their products and solutions. C4 exposes this benefit and
this delivery of value from startups: “The main benefit is having the flexibility to build
together a customized and specialized solution specific to our corporation’s demand”.

A benefit perceived by all corporations is the experimentation of an innovation cul-
ture. This search is closely linked to achieve the goal of digital transformation. In this
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perspective, the relationship with startups provides the benefit of rejuvenating the brand
of the large corporation, which is often considered obsolete or too analogic. Interacting
with startups enable corporations to solve their traditional problems through a fresh and
innovative lookprovidedby startups.Corporationsfind it difficult to clearly identify these
problems within a traditional and routine-driven mindset. Startups are able to contribute
by co-creating new solutions without internal biases and with a culture of radical exper-
imentation deeply founded. Learning through the exchange of experiences is evidenced
by C3: “There is an intangible gain here, which is the development of the employees
involved, we learn methodologies and ways of working to generate innovation”. Finally,
organizations reported the benefit of increase optimization and efficiency. Startups are
service providers and tend to charge very affordable price for corporations. Resource
optimization is also achieved when processes that were previously done manually or
by obsolete systems are updated or implemented by startups’ tech-based solutions. The
automation of analog processes is an important aspect to increase corporate efficiency,
it is a core part of the digital transformation of traditional organizations.

5 Lessons Learned and Recommendations

During the collaboration in open innovation initiatives, startups and corporations may
acquire new capabilities and obtain valuable resources that are internally scarce. In order
to contribute with other startups and corporations to achieve successful open innovation
projects and build win-win relationships, we summarize key recommendations provided
by studied startups and corporations to foster this kind of relationship. The recommen-
dations encapsulate the lessons learned by the participants of the study based on their
own experiences and viewpoints.

5.1 Recommendations for Startups

1. Do not neglect formalities and regulations. At first, formalities and regulations are
seemed as obstacles for startups, but we observed that successful startup-corporation
engagement should comply with these issues. First, it is necessary to be aware of the
principles and premises for the partnership and observe legal regulations. In addition,
formalities help corporations tomaintain their organizational structure andmanage com-
plex processes. Finally, startups should learn formal rules to support their managerial
maturity.

2. Carefully negotiate and define a reasonable pricing strategy. If the relationship
with corporations includes negotiation, reaching suitable agreements is often challeng-
ing for startups. We identified that it is necessary for startups to pay careful attention to
their trading strategies. To gain the first contracts, it is important to keep an attractive
price. Charging too high can get corporations off the table. On the other hand, if startups
charge very low prices, corporations tend to think the startup won’t be able to get the
job done. Furthermore, startups should present their services in a trustful manner and
clearly demonstrate the tangible value they will deliver to corporations.
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3. Build a strong network with corporations. Strategic alliances can foster the
entrepreneurial journey of startups through valuable connections, opening doors for
referrals and growth support. Strengthening the network with respectable corporations
is a powerful guiding process to evolve startups, enabling the connection with key actors
who have valuable expertise and mentoring to share with young entrepreneurs.

4. Build an adequate delivery strategy. Satisfying the high expectations of corpora-
tions is a critical success factor. In thisway, startups should build good planning andman-
age deliveries and deadlines. This practice will help to align expectations and strength
the collaboration between corporations and startups. Carefully balancing the level of
promises is also a great practice to implement, given that the boldness of startups as a
surprise factor is much more alluring than promising deliveries that won’t be executed.

5. Focus on customer satisfaction. Expectations are also directly linked to customer
satisfaction of partnering corporations. Understanding the needs, studying the market
and adapting, whenever possible, its solution to better serve corporations are essential
practices to ensure satisfaction and a prosperous relationship. The flexibility of star-
tups regarding the structure and availability of the corporation’s team should also be
considered.

5.2 Recommendations for Corporations

1. Align expectations with startups. The cultural differences between startups and
corporations generate tensions regarding the level of delivery and commitment expected
by each party. Therefore, to increase the success of the relationship it is important to
seek, from the start, the alignment of delivery expectations with the startup.

2. Identify a relevant problem and seek to solve it with startups. We observed that
corporations often struggle to identify relevant problems by themselves. Corporations
are very immersed in their daily routines, which makes it very challenging to capture
what is the root problem they aim to address. Problem framing is a premise to innovate
when interactingwith startups. If corporations do not understand and clarify the problems
they want to solve, the relationship may lead to a loss of resources that does not generate
any meaningful innovation impact.

3. Adapt bureaucratic processes to fit startup’s speed. Corporations should sim-
plify whenever possible bureaucratic routines to help the startups accelerate their pro-
cesses. When the bureaucratic issue is due to a legal requirement, corporations should
keep it. However, when the bureaucratic process is imposed by old fashionable organi-
zational culture, we recommend developing new processes or making exceptions that
can help to speed up the engagement with startups. It is important to have the basic
infrastructure adapted as soon as possible at the beginning of the relationship. Other-
wise, because of the highly uncertain environment that startups operate in, they run the
risk of not surviving while waiting for corporations’ approvals.
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4. Embrace risk and accept the possibility of failure. Corporations should be pre-
pared to participate in the entire innovation process, starting with the problem framing,
and in an iterative manner, going through several experiments to validate the problem,
explore new ideas, and collaboratively build the solution. The partnership with star-
tups requires a tolerance to risk and awareness of eventual failures. In these situations,
corporations should be prepared to learn from failed innovation experiences.

5. Learn how to identify and measure open innovation project results. It is essen-
tial to define how to measure and show the results of innovation projects carried out
with startups. Defining the return on investment of innovation is not simple, as there
are often intangible returns and unpredictable results involved in most open innovation
projects. This measurement must be directly connected with the goals initially estab-
lished. We recommend sharing the lessons learned from the project with the staff so that
an innovation culture can be spread to different areas of the corporation.

6 Related Work

Differently from previous research [6, 7] that addressed only the corporations’ vision,
we investigated both actors’ perspective so we could analyze a broad vision of their
relationship. In particular, previous research of Chesbrough [6] only covered corpora-
tions from the tech industry, our study investigated corporations from different industries
relating with software-based startups. Our findings show that corporations were seeking
tech innovation and fostering their digital transformation throughout the relationships
with startups. Prior research [19] focused on the selection of partners to conduct open
innovation projects. A clear difference is that we selected the interviewees from corpo-
rations based on their relationships with the selected startups. Our results are consistent
with findings from [21] confirming the growing adoption of lean startup by corporations.
Another specific contribution is that we mapped three phases of the relationship: before
engagement, during engagement and after engagement.

7 Conclusions, Limitations and Future Work

In the face of increasing pressure to pursue digital transformation, large corporations
aim to overcome internal rigidities and leverage innovation capabilities by means of
open innovation projects with startups. In this study, we investigated the dynamics of
startup-corporation relationships from an exploratory interview study of eight startups
and five corporations. We discussed the key drivers, challenges, and benefits involved
in open innovation projects between startups and corporations. The lessons learned
presented by the participants of the interviews were derived into recommendations to
build win-win relationships. The practical contributions of this paper can be valuable
for entrepreneurs and corporate innovators to obtain a complementary view of different
types of engagement models. The results of the study may provide practical orientation,
and actionable insights on how to establish and nurture startup-corporation relationships.
In particular, this paper contributes to the Information Science field by exploring how
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startups and corporations co-create and share strategic information to improve their
business models.

The following limitations were identified during the design and execution of this
study. Since we use interviews as the main data collection technique, our results are
centered on the personal opinions of respondents and may suffer from their prejudice
and bias. The interviews were conducted and transcribed by a single researcher. To
address interpretation bias, data analysis and synthesis were performed by both authors
during several meetings. We were not able to conduct interviews with corporations that
engaged with three of the studied startups (S6, S7, S8). Therefore, we could not confirm
the views of these startups with respective partnering corporations.

In future works, we aim to carry out longitudinal case studies to follow the evolution
of the relationships between startups and corporations to monitor the results, impact, and
performance indicators of open innovation projects. Another future work is to deepen the
analysis of what constitutes a successful and failed collaboration from the perspective of
startups and corporations. Finally, we would like to understand how the flow of strategic
information directs the innovation of business models of both startups and corporations.
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Abstract. Research efforts in various fields related to Smart life increase con-
stantly. There are very well-established fields like Smart home, Smart city, and
Smart grid, and more emergent ones, like Smart farming, Smart university, and
Smart tourism. Smart life intends to enhance human life and serves as an umbrella
term for all Smart topics. However, the research domain of Smart life is very
diverse and multifaceted. Our main goal is to systematize the existing research
work around Smart life to provide direction for the development and maintenance
of Smart artefacts and applications, thus, to move towards Smart life engineer-
ing. To achieve this goal, a mandatory step is to understand and organize all the
different Smart topics studied in the scientific literature by means of a system-
atic mapping study. We analyzed 2341 existing Smart state-of-the-art works and
research agendas. We propose a taxonomy of Smart applications, study their evo-
lution over time, analyze their venues, specific terminology, and driving factors.
The resulting overview is useful to researchers and practitioners to improve the
positioning of their work and to identify the research opportunities in all types of
smartness for humans, organizations, and society.

Keywords: Smart life · Smart application · Systematic mapping study

1 Introduction

The number of research works in “Smart” fields grows continuously. Many related fields
have appeared over the last decades. For instance, Smart home is defined in [1] as “the
integration of different services within a home by using a common communication
system. It assures an economic, secure, and comfortable operation of the home and
includes a high degree of intelligent functionality and flexibility.” In [2], Smart city
is “a city that collects and utilizes data gathered from distributed sensors and video
cameras that connect everything from trash bins to streetlights.” Since then, appeared
new concepts like Smart farming or Smart agriculture [3], Smart university [4], Smart
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tourism [5], and so on. Numerous state-of-the-art works exist in all these fields, as for
the Smart home domain for which we identified almost 180 state-of-the-art and research
agenda papers, for instance [6–8], or [9]. Despite a huge number of works in Smart
fields, works aiming at classification, organization, and systematization of the different
Smart fields are neglected.

We unify all these Smart fields within the concept of Smart life that we define as
“a system of integrated Smart application systems for the purpose of an enriched life
experience”. In our vision, Smart life is a set of different Smart applications (e.g., Smart
home, Smart city, Smart transportation, and so on) which, in their turn, are composed of
different Smart artefacts (e.g. Smart car, Smart ship, Smart railway, etc. for the Smart
transportation application). We believe that optimization could and should be done to
design, develop, and maintain all these various applications in a smarter way. In our
vision, different methodologies, technologies, and tools could be shared and reused
between the Smart fields. This leads us to promote a new field we called Smart life
engineering.

To start to investigate this research direction, we should first analyze the existing
works. In the already published literature on Smart life, we did not identify any detailed
taxonomy on Smart applications. Most of the state-of-the-art works on Smart life deal
with a particular sub-topic within this context: IoT application for energy consumption
[10], Security in Internet-of-Things (IoT) [11], IoT usage in Smart cities with a classifi-
cation of Smart technologies [12], computer technologies from the viewpoint of artificial
intelligence [13], machine to machine usage [14], and an integrative study about IoT
[15]. Only two papers are generic: one source gives a classification of Smart technolo-
gies [16]. The second one suggests a systematic literature review on Smart systems [17].
In addition, [18] reviews Information and Communication Technologies (ICT) within a
“Smart Earth” concept.

In the current work, we focus on a study of Smart applications. We analyzed the
titles and abstracts of 2341 State-of-the-Art- and Research Agenda-oriented papers in
order to establish a taxonomy of Smart applications, analyze their venues, understand the
underlying terminology, and, finally, understand what are driving factors of Smart life.
We used the Systematic Mapping Study method [19] to develop our research approach.

We explain our research approach in Sect. 2. We highlight the obtained results in
Sect. 3. In Sect. 4, we conclude the paper and outline our future research.

2 Research Approach

We used a systematic mapping design [19] to study the Smart life field of research.
Systematic Mapping Studies (SMS) are similar to other systematic reviews (like SLR –
systematic literature review synthesizing the existing research in established fields),
except that they employ broader inclusion criteria to select a wider range of research
papers and are intended tomap out topics with a field classification rather than synthesize
study results. The study presented here covers the existing work in the field of Smart life.
We followed theprocess presented in [19]which includesfive steps: definitionof research
questions, conducting search for primary studies, screening of papers, keywording of
abstract and data extraction and mapping of studies.
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Based on [19], we followed the procedure on SMS summed up in Table 1.We named
differently Steps 2 and 4 as more compliant with our research process.

Table 1. Five-steps procedure of SMS on smart applications.

Number SMS process step Outcome

1 Definition of research questions Review scope

2 Finding papers All papers

3 Screening of papers Relevant papers

4 Keywording using abstracts (classification scheme definition) Classification scheme

5 Data extraction and mapping process Systematic map

Step 1: Definition of research questions. The goal of this SMS is to identify and
structure different Smart applications. To detail this goal, we established the following
research questions:

RQ1.What are thedifferent applications studied in theSmart lifefield and their evolution?
RQ2. In what venues are published research papers on Smart life applications?
RQ3. What is the specific terminology used in Smart life applications?
RQ4. What are the main driving factors of Smart life based on data about Smart
applications?

Step 2: Finding Papers. This step aims at identifying a set of papers based on
a relevant search string. We searched and selected papers in the SCOPUS scientific
database using the SCOPUS Search API in November 2021. (This database includes
all “articles being published in virtually all scholarly journals of any significance in the
world”1). Firstly, we searched for papers containing the term “Smart” only in the title,
and the number of obtained papers was more than 126 000. Thus, we limited our search
to secondary research papers like state-of-the-arts and research agendas. This reduced
search allowed to obtain 2410 sources with DOIs. The inclusion criterion related to the
search string is given in Table 2.

Step 3: Screening of Papers. We analyzed the titles and, if needed, abstracts and
papers content. We excluded 69 sources, not representing research papers or not relevant
to Smart life topics papers. We obtained 2341 papers2. In Table 2 we summarize the
exclusion criteria used to obtain the list of relevant papers.

Step 4: Classification SchemeDefinition.The goal of this step of SMS is to identify
the classification scheme to be applied to the obtained results. To answer the defined
research questions, we classified all relevant papers accordingly to the following criteria:

1 https://www.elsevier.com/__data/assets/pdf_file/0007/917179/Scopus-User-Community-Ger
many-API-final.pdf.

2 The complete list of these papers is available at http://cri-dist.univ-paris1.fr/rcis22/RCIS2022_
Appendix%20A%20-%20references%20list.pdf.

https://www.elsevier.com/__data/assets/pdf_file/0007/917179/Scopus-User-Community-Germany-API-final.pdf
http://cri-dist.univ-paris1.fr/rcis22/RCIS2022_Appendix%20A%20-%20references%20list.pdf
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Table 2. Inclusion/exclusion criteria for the study on smart topics.

Selection criteria Criteria description

Inclusion criteria (2410 sources identified) The title includes the term «smart» and at least
one of the terms “research agenda”,
“state-of-the-art”, “review”, or “survey”: Search
string: TITLE(smart) AND (TITLE(“research
agenda”) OR TITLE(“State-of-the-art”) OR
TITLE(review) OR TITLE(survey))

Exclusion criteria (2341 sources selected) The source is not a research paper (erratum,
retracted, etc.)
The source is related to an abbreviation SMART,
like, for instance, SMART (stroke-like migraine
attacks after radiation therapy) syndrome
The source mentions the term «smart», which is
used in its ordinary sense, like “working smart and
hard”

• Criterion related to Smart topics. Smart life is a set of Smart applications. This
qualification allowed us to establish a detailed taxonomy of Smart life applications:

– Smart Application

• Criteria related to publication venues:

– Year
– Venue
– Type of Venues

In addition, we used the titles and abstracts to provide additional representations.
Step 5: Data Extraction and Mapping Process. For RQ1, the main extraction was

done with relation to the Smart life topics as it required additional work to classify Smart
life applications into a taxonomy. Then, we classified the identified applications into four
Smart domains: Persons, Society, Environment, and Enterprises, and we analyzed the
distribution of publications in these domains over time. For RQ2, the data on years and
issues were already available, we completed them by qualifying the most used issues by
their type (Survey-oriented, Generic, Domain-specific). For RQ3, we created keyword
clouds based on papers titles and papers abstracts to have a visual representation of the
most used terms in the scientific literature related to Smart life and we extracted the
main used terminology. For the two clouds, we deleted the stop words, the numbers,
and the special characters. Moreover, on the second one (set of abstracts), we made a
pre-processing of the data to change plural nouns into singular ones if the two forms
were present in the dataset.

Validity Threats. Qualitative research is based on subjective, interpretive, and contex-
tual data. Thus, we analyzed the potential biases, which could threaten the validity of our
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research. [20] proposes five categories of validity. To minimize the impact of the validity
threats that could affect our study, we present them with the corresponding mitigation
actions in Table 3.

Table 3. Validity threats.

Validity Actions

Descriptive validity refers to the accuracy of
the data

- We unified the concepts and criteria used in
the study and structured the information to be
collected with a data extraction form to
support a uniform recording of data

Theoretical validity depends on the ability to
get the information that it is intended to
capture

- We used a search string and applied it to a
library including the most popular digital
libraries on computer sciences and software
engineering
- A set of inclusion and exclusion criteria have
been defined
- We combined two different search methods:
an automatic search and a manual search
(backward and forward snowballing), to
diminish the risk of not finding all the
available evidence
- The choice of English sources should be of
minimal impact concerning the discard of
other languages

Generalization validity is concerned with the
ability to generalize the results

- Our set of research questions is general
enough to identify and classify the findings on
Smart applications

Evaluative validity is achieved when the
conclusions are reasonable given the data

- Two researchers studied the papers, working
independently but with an overlap of studies to
identify potential analysis differences
- At least two researchers validated every
conclusion

Transparency validity refers to the
repeatability of the research protocol

- The research process protocol is detailed
enough to ensure it can be exhaustively
repeated
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3 Analysis of Smart Application Research

We present the obtained results in the following sub-sections organized accordingly to
the defined research questions.

3.1 Taxonomy and Evolution of Smart Applications

Many applications are interconnected to each other. However, a structuration should be
done.We studied the topics of the selected 2341 papers. Firstly, we followed the bottom-
up approach: we studied the titles of all papers, however, when titles were not sufficient
to identify the application field, we read the abstracts, and, if needed, looked inside the
papers. We attributed from one to three levels of applications classification to each paper
(for instance, Smart energy→ Smart grid→ Smart grid communication), except papers
dealing with Smart artefacts, technologies, or systems without attachment to a concrete
application field. The attribution of each paper to a Smart application was done by an
expert. When the mapping of a topic to a Smart domain was not obvious, the paper
was analyzed in more detail by two or more experts to find a consensus. Once papers
qualified, we started to organize them within a taxonomy using a top-down approach:
we took the major fields of Smart life like Smart home, Smart city, Smart industry,
Smart healthcare, etc. and we organized the identified application fields within major
fields. Considering the number of the major application fields, we organized themwithin
four categories that we called Smart life domains: Smart applications for persons, Smart
applications for environment, Smart applications for society, and Smart applications for
enterprises (See Fig. 1).

Fig. 1. Smart life domains.
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• Smart applications for persons contain applications oriented on the personal life of
humans, like Smart healthcare, Smart home (Smart living), Smart welfare, etc. (See
Fig. 2).

• Smart applications for environment include different topics related to the environ-
ment study and preservation: Smart natural resource management, Smart earth, Smart
disaster management, and Smart space exploration. (See Fig. 3).

• Smart applications for society deal with various not-for-profit aspects of human life
in groups like Smart city and Smart village, but also applications related to the man-
agement of people living in groups: Smart citizenship, Smart state, Smart policing,
and so on. (See Fig. 3).

• Smart applications for enterprises gather applications for-profit sectors and cover
three basics sectors: Smart agriculture, Smart industry, Smart service industry, but
also Smart transportation and Smart business management, the latter unifies various
transversal to sector business applications (See Fig. 4).

To give some more detailed illustrations, the Smart city concept is used to solve the
challenges in urban cities by providing a good livable environment for the citizens [21].
Therefore, in the taxonomy, the Smart city application domain contains sub-applications
addressing security, growth, lighting, parking, and so on. With regards to Smart agri-
culture, new technologies are more and more used in modern agriculture and IoT farm-
ers can remotely monitor their crop and equipment by phones and computers [22].
The Smart agriculture application domain contains usual agricultural types like Smart
farming, Smart fishery, Smart crop management, and Smart livestock farming, but also
some other domains influencing agriculture, like climate-smart agriculture, Smart pest
management, and Smart irrigation.

S. Applica�ons 
for Persons

S. Human 
Mobility in Home
S. Home Security

S. Home Building

S. Healthcare 
Monitoring

S. Elder 
Healthcare

S. Healthcare

S. Elder 
Healthcare

S. Pa�ent 
Healthcare

S. Disabled Peo-
ple Healthcare

S. Vaccina�on

S. Medica�on S. Drug Delivery

S. Home Temperature
Management
S. Home Air 

Management
S. Home Light 
Management

S. Home Water 
Management

S. Home Electricity
Management

S. Home Gas 
Management

S. Clothing

S. Game Playing

S. Animal Welfare

S. Sport

S. Fitness

S. Cycling

S. Training

S. Home (S. Living)
S. Welfare

S. Home 
Environment
Management

S. Home Energy 
Management

Fig. 2. Smart life applications for persons.
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S. Applica�ons 
for Environment

S. Water 
Management

S. Climate
Engineering
S. Forestry

S. Space
Explora�on

S. Flood 
Monitoring

S. Water Grid

S. Natural Resource 
Management

S. Earth

S. Air Quality
Management

S. Applica�ons 
for Society

S. Policing

S. Court

S. Social Media

S. Ci�zenship

S. Village

S. State

S. Island

S. Vo�ng

S. City Security

S. Parking 
(process)

S. City Growth
S. City 

Management
S. City Ligh�ng

S. City 
Surveillance

S. City 
Iden�fica�on

S. Parking Light 
Management

S. Street Light 
Management

S. Urbanism

S. City

S. University

S. Campus

S. Learning
S. Classroom 
Management

S. Educa�on

S. Space
Explora�on

Fig. 3. Smart life applications for environment and society.

In addition to this main taxonomy, we identified the presence of “generic clusters”
that can be used in different Smart applications. For instance, Smart energy is an inde-
pendent application domain, within Smart industry. However, we can find it in other
domains: Smart city, Smart home, etc. Another identified cluster is the Smart transporta-
tion one. This specific cluster identifies the Smart applications related to the transporta-
tion domain. These applications can be relative to several other applications, like Smart
vehicle charging which can be applied in Smart cities (to identify the flow of electric
vehicles in a specific area and the distribution of energy in the grid), or in a Smart home
(to analyze the consumption of a specific house).

S. Applica�ons 
for Enterprises

S. Agriculture
S. Service 
Industry

S. Tourism

S. Driving

S. Transporta�on 
Mobility

S. Vehicule
Reloca�on

S. Traffic

S. Vehicle Sharing

S. Farming

S. Fishery

S. Crop
Management

Climate-S. 
Agriculture

S. Transporta�on

S. Road Network

S. Vehicle
Charging

S. Airport

S. Livestock
Farming

S. Irriga�on

S. Pest 
Management

S. Shop

S. Restaurant

S. Factory

S. Manufacturing

S. Logis�cs

S. Industry Building

S. Industry

S. Energy

S. Business 
Management

S. Grid

S. Smart Energy
Community

S. Energy
Delivery

S. Gas
Management

S. Energy
Consump�on

S. Energy
Storage

S. Wind Energy
Management

S. Grid Demand
Side Management

S. Grid
Communica�on

S. Grid Resilience

S. Grid Distribu�on 
(MicroGrid)

S. Grid
Op�miza�on

S. Energy
Neighborhood

S. Energy
Municipality

S. Energy
Consump�on

S. Natural Gas Grid

S. Energy Consump�on
and Price Forecas�ng

S. Energy Metering

Fig. 4. Smart life applications for enterprises.



310 E. Kornyshova et al.

We observed that new notions are introduced in the literature, even if they are not
completely implemented yet. Smart earth is defined as an innovative approach to environ-
mentalmonitoring in [18]. Smart island is an attempt to classify the existing smart-related
methodologies in the urban context to analyze their possible application to the islands
[23]. Smart state is described in [24] as a direction of “Knowledge-Based Urban Devel-
opment”. In [25], a literature review is done on the usage of the blockchain technology in
Smart villages. Finally, the term Smart world appeared in the literature [26, 27] as a uni-
fying term of various Smart applications. For instance, [27] defines Smart world as “an
attractive prospect with comprehensive development of ubiquitous computing involving
penetrative intelligence into ubiquitous things”. In our vision, this term corresponds to
our vision of Smart life.

When constructing the Smart life applications taxonomy, we excluded 328 sources
dealing only with Smart artefacts, Smart technologies, and Smart systems not related to
specific application domains. The taxonomydoes not either include Smart infrastructure-
related applications as we foresee them as transversal issues, we can find infrastructure
almost in all major Smart applications fields.

The evolution of Smart domains is shown in Table 4 for the period from 1986 to
2022 (publications already available in 2021). We grouped the first 21 years in the same
column as the number of publications was very law for this period. We complete this
chronological vision by a graphical representation illustrating the distribution of Smart
domains (See Fig. 5).

We can see that the first reviews appearing in the literature concern Smart appli-
cations for enterprises (in 1986). Then literature shows interest in two other domains,
namely Smart applications for persons and for society, in the 2000s. More recently,
Smart applications for the environment came out more prominently.

In the Smart applications for enterprises domain (1142 papers), Smart industry dom-
inates (891 papers), essentially with Smart energy-related topics, followed by Smart
agriculture (104 papers), Smart transportation (78 papers), and Smart business manage-
ment (60 papers). Smart home and Smart healthcare are equally represented in Smart
applications for persons (191 and 190 papers respectively over 408), with a little part for
Smart welfare. Smart applications for Environment are only represented by 16 papers,
half of them focused on Smart natural resource management (9 papers). Smart city is
taking the big part of the Smart applications for society (384 papers over 440), followed
by Smart education (43 papers).

3.2 Sources of Papers Publishing on Smart Applications

One of our goals is to analyze the venues of papers published on Smart life. This question
leads us to study the distribution of publications by type of venue: conferences, journals,
or workshops, resulting in the distribution presented in Table 5. The most used type is
journals (66%) with conferences at second place (27%), and a very small number of
venues are presented by books and workshops.
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Table 4. Smart domains evolution.

We identified the principal venues publishing on Smart life (Table 6). We selected
venues that published 10 and more papers on Smart life state-of-the-arts and research
agendas. Three first places are taken by Renewable and Sustainable Energy Reviews (74
venues), IEEE Access (65 venues), and Energies (43 venues), thus 117 venues in the
field of energy, and 65 generic venues. 262 venues have between 2 and 9 papers, and
931 venues have only one paper.
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Fig. 5. Smart domains distribution.

Table 5. Papers distribution by publication type.

Publication type Number Percentage

Journal 1553 66%

Conference 629 27%

Book or book chapter 149 6%

Workshop 10 1%

With regards to the venues categories, we obtained 16 most publishing domain-
specific venues (371 papers), 8 generic venues (205 papers), and 2 survey-oriented
venues (42 papers), thus 26 venues in total. On the 619 different venues identified in our
dataset, more than half can be classified as domain-specific.
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Table 6. Most publishing venues on smart life and their category.

Publishing Venue on Smart Life Number Category

Renewable and Sustainable Energy Reviews 74 Domain-specific

IEEE Access 65 General

Energies 43 Domain-specific

Sustainability (Switzerland) 36 Domain-specific

Advances in Intelligent Systems and Computing 30 General

IEEE Communications Surveys and Tutorials 30 Survey-oriented

Applied Sciences (Switzerland) 29 General

Lecture Notes in Computer Science 29 General

Lecture Notes in Electrical Engineering 29 Domain-specific

Sensors (Switzerland) 25 Domain-specific

Sustainable Cities and Society 25 Domain-specific

Journal of Cleaner Production 23 Domain-specific

Lecture Notes in Networks and Systems 18 Domain-specific

ACM International Conference Proceeding Series 16 General

Journal of Network and Computer Applications 15 Domain-specific

Communications in Computer and Information Science 14 General

Smart Innovation, Systems and Technologies 14 Domain-specific

ACM Computing Surveys 12 Survey-oriented

Electronics (Switzerland) 12 Domain-specific

IOP Conference Series: Materials Science and Engineering 12 Domain-specific

Journal of Physics: Conference Series 12 Domain-specific

Lecture Notes of the Institute for Computer Sciences,
Social-Informatics and Telecommunications Engineering

12 Domain-specific

EAI/Springer Innovations in Communication and
Computing

11 General

Procedia Computer Science 11 General

Sensors 11 Domain-specific

IOP Conference Series: Earth and Environmental Science 10 Domain-specific

3.3 Smart Applications Underlying Terminology

We created two keyword clouds: one based on the title of the selected publications
(Fig. 6) and the second one based on their abstract (Fig. 7). The size of the word in the
cloud indicates its frequency in the dataset.
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Fig. 6. Word cloud based on the papers titles.

The titles contained 2023 occurrences of the word “Smart”, which put it in the first
place before the others. Table 7 shows the frequency of the most popular words in this
title dataset (over 200 occurrences).

Table 7. Popular words frequency in the titles.

Word Frequency Word Frequency Word Frequency

Smart 2023 Internet 266 Things 245

Grid 476 Data 255 IoT 241

Energy 425 System 252 Systems 216

City 342 Management 249 Security 210

Some words concern the main objective of this study which is “Smart” of course.
We can identify also that we are in the domain of “internet”, “data”, “system”, “things”,
“IoT”, and “systems” (1475 occurrences). What is more interesting however is the fre-
quency of the set of terms “grid” and “energy” (901 occurrences) which means that this
specific topic is at the heart of the selected research works in this study. The term “city”
appears 342 times, “security” 210 times, and “management” 249 times which are still
important frequencies.
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Fig. 7. Word cloud based on the papers abstracts.

The dataset based on the selected publication abstracts contained 8098 occurrences
of the word “Smart”, four times more than the next frequent word. Table 8 shows the
frequency of the most popular words in this dataset (over 1000 occurrences).

Table 8. Popular words frequency in the abstracts.

Word Frequency Word Frequency Word Frequency

Smart 8098 Energy 1806 Review 1456

System 2803 Research 1795 Study 1287

Technology 2403 City 1890 Power 1252

Papers 2330 Data 1736 Challenges 1073

Grid 2326 Application 1669 Network 1044

Apart from the “Smart” word, we can also identify words concerning our research
method, like “papers”, “research”, “study”, “review” and “challenges” (7941 occur-
rences), as we restricted our SMS to papers which were literature studies. As in the title
dataset, we identify words about our domain of “system”, “technology”, “data”, “net-
work”, and “application” (9655 occurrences). Again, the frequency of the set of terms
containing “grid”, “energy”, and “power” (5384 occurrences), reiterates our preceding
finding that this domain is massively present in the selected publications. The term “city”
appears 1890 times which is still an important frequency.

Based on the study of the keywords, we established that, except for the research
study terms and the development-related ones, the most used application areas are home,
agriculture, health, energy, and parking. The main purposes are metering, monitoring,
manufacturing, and intelligence. The most present characteristics are mobile, electric,
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sustainable, and renewable. And, finally, the more frequent technologies are sensors,
grids, state of control, and network.

3.4 Smart Life Driving Factors

Addressing Smart life applications raises some specific requirements. The most impor-
tant ones, in our humble point of view, are related to driving perspectives. What are the
main issues we should take care of to be able to successfully build this new generation of
applications? There is many, but let’s focus on what we expect to be the most significant
ones through application domains.

The first one corresponds to the ability to scale. From Smart cities to Smart homes,
applications and technologies have to face numerous units: sensors, computers, com-
munication devices, people or users, buildings, data produced and consumed… Their
considerable quantity implies the ability to scale, eventually to scale to the world.
The panoptic model from Jeremy Bentham [28], already contradicted by Michel Fou-
cault, is no longer a reference. This has already been considered by Cloud providers
as they adopted the CAP Theorem stating that, among the 3 properties of Consis-
tency/Adaptability/Partitioning, you can only insure two of them. This is due to the
deep nature of Cloud Computing and its inherent dimensions of distribution and scaling.

Application designers will address safety and security as key issues. They aremanda-
tory, we fully agree and there is no discussion about these requirements. It is very general
for any application that involves human beings in someplace. From our point of view,
ubiquity - sometimes also addressed as pervasivity - belongs to the deep heart of Smart
life applications. Nowadays, through the pandemic crisis, most people have experienced
collaborative tools such as Zoom, Teams, Google meet, or whatsoever. These tools bring
more than connectivity. They took a part of ourselves and put it in some shared void
enforcing belongingness. We are at the beginning of a new era where we are in the phys-
ical world and one or more virtual worlds at the same time. From Building Information
Modelling (BIM) to Metaverses, the feeling of being “more than one” and being “only
one” at the same time is enforced. Maybe we are moving forward to the empathy box of
the mercerism described in “Do androids dream of electric sheep” from Philip K. Dick
[29]?

The relationship between human beings and technology is an emerging issue. From a
human perspective,we are driving the system, not the other way round. But this is not just
black or white; there is a blurred frontier between what human needs and what Smart
life brings. Sentience is the key issue dealing with requirements. Sentience has been
defined a long time ago, especially in the context of animal rights. Such a concept can
be derived and adapted to technology. It is easier to understand in the context of Robots,
more precisely when you apply it to robots’ consciousness. Recently, this concept has
started to be refined in [30]. ICT should be able to sense human expectations without any
explicit specification and adapt to these expectations consistently. Modern application
designers will take care of sustainability and ecological footprint. We deeply believe
that a sentient-ready application or technology will be able to fully take care of this
requirement if properly designed and self-aware.
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4 Conclusion and Future Research

Our main goal is to promote the field of Smart life and Smart life engineering to provide
fundamentals for more efficient and sustainable research efforts. In this paper, we sum-
marize the research work on “Smart” state-of-the-arts and research agendas to identify
and classify Smart applications. We carried out a systematic mapping study based on
2341 publications to define a taxonomy of Smart applications, understand their distri-
bution, analyze sources of the research works, and identify the underlying terminology.
Finally, we discuss driving properties allowing us to move forward the Smart life.

Based on the obtained results, we plan to investigate how the identified driving
properties could be considered to identify possible relationships between different Smart
applications. We will carry out a bibliometric study for this purpose. We also intend to
go further with the identification of research challenges in the field of Smart life and
Smart life engineering. Our main goal is to discover if common methodological basics
could be identified in the field of Smart life.
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Abstract. Sustainability research and policy rely on complex data that
couples social and ecological systems (SESs) to draw results and make
decisions, therefore understanding the dynamics between human soci-
ety and natural ecosystems is crucial to tackle sustainability goals. SESs
frameworks are employed to establish a common vocabulary that facil-
itates the identification of variables and the comparison of results. A
variety of SESs approaches have been proposed and explored, however
integration and interoperability between frameworks is missing, which
results in a loss of relevant information. In addition, SESs frameworks
often lack semantic clarity which exacerbates difficulties in developing a
unified perspective. In this paper we demonstrate the use of ontological
analysis to unify the main elements of two prominent SESs paradigms,
the social-ecological system framework (SESF) and the Ecosystem Ser-
vices (ESs) approach, to build an integrated social-ecological perspec-
tives framework. The proposed conceptual framework can be adopted
to combine existent and future results from the two paradigms in unified
databases and to develop broader explanatory and decision-making tools
for SESs and sustainability research.

Keywords: Ontological analysis · Social-ecological system
framework · Ecosystem Services

1 Introduction

Analysing the relationships between the natural environment and human soci-
eties is at the core social-ecological systems (SESs) research [16]. One of the main
motivation behind SESs is to build a knowledge-base useful to create a shared
understanding of environmental and societal feedback and impacts [10,16]. SESs
are often grounded on conceptual frameworks that support the identification of
key elements and their interactions [11,34]. Two widely adopted SESs approaches
are the Ecosystem Services (ESs) [6] that reflects on the natural world as sup-
port of human well-being, and the social-ecological system framework (SEFS)
[39,41] that aims at specifying a common language dedicated to human-nature
dynamics. Both ESs and SESF are supported by conceptual representations of
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. Guizzardi et al. (Eds.): RCIS 2022, LNBIP 446, pp. 321–337, 2022.
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the system inter-linkages, the former is often associated with the cascade model
[33] and the latter with the framework proposed by Ostrom [41].

In the context of sustainability and sustainable development [53] SESs frame-
works are crucial for planning and decision-making as they create a common
vocabulary, organise knowledge, define variables, and align results. For exam-
ple, climate change projections and models based on environmental data are
key tools for policymakers [37] and are closely related to the understanding
of SESs resilience, adaptation and robustness [3,16]. Some SESs approaches
adopt maps to visualise, communicate and assess relevant ESs [15] in which
the identification of indicators and the selection of datasets (i.e. environmental
and social) represent important methodological steps [55]. Thus defining a clear
semantics for SESs components and aligning concepts among existent theories
is central to create a common ground, preserve relevant knowledge and exploit
information systems to maximise the production and comparison of models and
results. Despite the intense development of SESs frameworks [11] and the effort
to define a shared ontology that captures social-ecological interactions and pres-
sures [39,41], SESs are still poorly defined [16]. Inconsistencies are found within
specific SESs approaches, for instance there is still a lack of a standardised vocab-
ulary and classification in ESs, which coupled with ambiguous concept semantics
can affect how practitioners use and interpret ESs notions [48]. In addition, many
SESs approaches are challenging to compare and integrate due to their theoret-
ical differences [11]; this results in a disconnect between approaches, an over
proliferation of concepts and variables that might explain similar phenomena,
and a lack of an unified framework that hinders clear definition of indicators in
the SESs community.

In this paper we provide an integration of the main SESF and ESs notions
using ontological analysis as an approach for semantic clarification.1 Although
the combination and comparison of SESF and ESs is not new in the literature,
see e.g. [8,45], a comprehensive semantic analysis of SESF and ESs notions
and their interlinks is still missing. We propose an integrated social-ecological
perspectives framework, that facilitates the unification of the main SESF and
ESs elements. The framework can be a tool to define and integrate concepts
from both paradigms, to promote unambiguous data representation, extend the
reach of SESs and sustainability analysis and potentially create tools to compare
results. The paper is organised as follows: Sect. 2 introduces SESs, SESF and ESs
states of the art. Section 3 is dedicated to the ontological clarification of SESF
and ESs components and the presentation of the integrated framework. Final
considerations are presented in Sect. 4.

2 Social-Ecological Systems

SESs are complex, dynamic assemblages of social (e.g., governance and norms)
and ecological (e.g., ecosystem functions and species) elements. The notion of
SESs emerged in the 1970’s, but over the past 20 years SESs has became a
1 The images in this work can be found in high resolution at this link.

https://drive.google.com/drive/folders/1YIxAG8y3O9iI1im2nBgPmOp3ZZo1Hhr1?usp=sharing


Conceptual Integration for Social-Ecological Systems 323

proper interdisciplinary research field that encompasses environmental and social
sciences, economics, business management, engineering, computer science and
humanities with approximately 12,990 publications dated in 2019 [16].

The initial focus of SESs was on resource management to understand sys-
tems’ resilience to impacts and disturbances [10,16]; to this end Berkes and Folke
developed a SESs framework [10] that explained the links between ecological,
social and economical aspects by considering ecosystem, people and technology,
local knowledge, property right and institution, and their reciprocal connections
and feedbacks. More recently the SESs debate has been enriched by including
the notion of systems’ robustness [3,16], defined as the capability of a system
to maintain performances under pressure. The robustness of the system may
be affected by several parameters, such as institutional decisions and human
behaviours, and is analysed on the basis of external and internal disturbances
(e.g. natural disasters and changes in demographics vs. system reconfigurations).
To capture these dynamics Anderies et al. [3] propose a SESs framework that
involves resource used by resource users (e.g. fisheries-fisherpeople), the col-
lective entity of public infrastructure providers (e.g. public council) and pub-
lic infrastructures, which are differentiated between physical and social capitals
(e.g. canals, ports and rules). The analysis of systems’ robustness encompasses
all these actors and their interactions, for example understanding the dynam-
ics between resource users and resource extraction involves several aspects from
property rights to sense of collectives, participation and policy that supports the
management of common-pool resources (CPR) [42], e.g. fisheries.

Over the course of its development SESs research has proposed several con-
ceptual frameworks that allow for the capture of human-natural ecosystems rela-
tionships by adopting different perspectives, levels of analysis and granularity
[11]. In the following we review two popular frameworks, SESF [39,41] and ESs
[6].

2.1 Social-Ecological System Framework

SESF stems from the field of political science [11] and evolved from different
streams of research such as collective action, CPR management, governance and
community self-organisation [44]. SESF is a domain ontology that aims at creat-
ing a shared ground among scholars and experts through a vocabulary that spec-
ifies complex social-ecological interactions to organise and optimise knowledge
sharing and develop a diagnostic system for SESs governance [9,39,41]. SESF
includes concepts and their interactions that can be used to define variables for
a wide range of case studies specific to the management of CPR, for example
small-scale fisheries [9] and community-oriented systems, such as irrigation [18].
A list of SESF applications can be found in [44].

SESF has expanded over the years with refinements and extensions, how-
ever for the sake of simplicity in this paper we refer to the version proposed by
McGinnis and Ostrom in [39]. The framework (see Fig. 1, adapted from [39]) is
organised in tiers (i.e. classes of variables) and targets a domain in which actors
extract resource units that belong to a wider resource system. At the same time
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actors are also responsible for the maintenance of the resource pool based on
rules defined by the governance system. Activities such as resource extraction
and maintenance are included in action situation in terms of interactions and
outcomes within the social-ecological system. The higher tier of the framework
includes resource systems, resource units, governance systems and actors. All
of these elements are involved in the action situation that results in reciprocal
feedbacks. Finally related ecological systems and social-economic-political set-
tings represent broader and exogenous social-ecological system settings that can
pressure the system’s equilibrium. The second level tiers include sub-classes of
the first tier, their qualities and attributes. The full second level tiers table
can be found here [39]. These variables can be adopted to assess positive and
negative factors that affect self-organisation management of CPR to avoid over-
exploitation [41] as well as for diagnostic processes that involve human-nature
relations [9].

Despite the broad conceptual framework and range of applications, SESF
presents some limitations. While data collection and analysis are becoming cen-
tral to the study of SESs in conjunction with sustainable development and
climate change monitoring, forecasting, environmental planning and decision-
making activities, SESF remains challenging to adopt in empirical settings and
in the collection of primary data. In these situations variables would need to
be aligned to the data which would require a deep knowledge of the framework.
This challenge is reflected also in the complexity of comparing results, data man-
agement and interoperability. Any modification of the variables list represents
another issue, for although the framework is supposed to be extensible, trades-off
need be considered between the introduction of new variables (e.g. bio-chemical-
physical ecosystem parameters) and the maintenance of the theoretical ground of
SESF. Moreover, the introduction of new domain-specific variables poses further
questions, such as what precisely is a variable within SESF, how to distinguish
between variables and indicators (e.g. water quality) and when to determine
classification of variables and sub-variables, considering also that the definition
of tier is not clearly specified [34,43,44]. These ontological challenges affect and
potentially hinder the methodological setting and development of SESF and its
potential applicability to sustainability studies [43,44].

Specific studies have been proposed to integrate ontological strategies and
provide formal structure for SESF, manage its complexity and issues of integra-
tion and comparability [27,34]. These issues have been addressed by the Social-
Ecological Systems Meta-Analysis Database (SESMAD) project [19] and the
SES Library developed by the Arizona State University (ASU).2 Despite these
efforts, a clear and unified semantics for concepts and variables to facilitate
comparisons among results has not been forthcoming.

2 seslibrary.asu.edu.

http://seslibrary.asu.edu
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2.2 Ecosystem Services

Nature provides humans and societies with many essential goods and benefits,
such as food, water and energy [33]. The study of human dependence on the
natural environment is at the core of ESs research that focuses on the role of
nature in support of human life and well-being, and the effects of human-based
ecosystem pressures on health, economy, politics and more [6]. In the Millen-
nium Ecosystem Assessment (MA) [6] ESs are grouped as provisioning (e.g.
food, water), regulating (e.g. climate and disease regulation), supporting (e.g.
soil formation) and cultural (e.g. educational and recreational). These ESs are
linked to different aspects of human well-being, such as safety and materials for
life (e.g. food, shelter). Unfortunately, research outcomes from the MA reported
that 60% of ESs are over-exploited and degraded, a condition that was linked for
instance to poverty, loss of biodiversity and unsustainable development [6,33].

The Economics of Ecosystems and Biodiversity (TEEB) initiative [46]
focussed greater attention on the valuation of ESs as a tool for decision-making
[51] that allows for quantitative assessment of the importance of nature for soci-
ety and welfare, and estimation of trade-offs between the presence of human
activities and the preservation of natural ecosystems in a sustainability setting
[25,35]. Valuations can be performed both in monetary (e.g. market value) and
non-monetary terms (e.g. measures of attitudes) [35]. The valuation of ESs is
often connected to spatial characteristics, and the use of data-driven maps then
becomes relevant [51] for instance to visualize the geographical spread of ESs
and facilitate communication among various stakeholders. Note that ESs maps
can be adopted not only for economic valuations, but also for ecological and
socio-cultural assessments [15,55]. The identification, mapping, assessment and
valuation of ESs represent important steps to build a more sustainable and effec-
tive environmental management. Indeed, ESs and biodiversity knowledge-bases
ground decisions for environmental policies, such as the EU Biodiversity Strategy
[17,55].

Despite the long tradition of studies in ESs and Ecosystem Approach [33], the
development of dedicated tools (see e.g. Chapter 4.4 of [15]) and their applica-
tions at sovranational and intergovernamental levels, a unified definition of ESs
and relevant associated notions is missing [47]. Without a standardised concep-
tual ground the unification and comparison of ESs analysis outcomes is challeng-
ing [45]. In addition there remains some confusion between core ESs concepts
such as service, benefit and value [47,48]. However, some scholars have recognised
similarities among ESs communities in terms of production and delivery of ESs;
these have been summarised and represented by the cascade conceptual frame-
work [33,47]. The cascade (see a simplified and adapted version in Fig. 2 [47])3

includes the main elements of ESs divided into two groups, the environmental
and the social-economical systems, and the pressures that the latter exerts on the
former. The ecological system focuses on the structures, functions and services
of ecosystems as habitat type and composition, performed cycle, and ecosystem
3 We condense the notion of ecosystem process with ecosystem structure and function

following results reported in [48].
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characteristics that can be utilised for human sustenance, health and well-being.
The service element plays a role of mediator in the cascade, connecting the nat-
ural ecosystem with social-economical systems. Indeed structures and functions
allow the materialisation of ecosystem services that are associated to human val-
ues, both monetary and non-monetary, due to the benefits they carry and their
potential affects on well-being [47]. The cascade framework serves as a conceptual
foundation for the Common International Classification of Ecosystem Services
(CICES) [32], a reference framework that translates several classifications sys-
tems such as MA and TEEB and related research and provides a terminological
standard for the ESs community.

Fig. 1. SESF adapted from [39]. Fig. 2. ESs cascade adapted from [47].

3 Ontological Foundations for Social-Ecological Systems

We examine the ontological meanings of the main SESF and ESs elements and
merge them into our proposed integrated framework. Some of the SESF concepts
are complex, such as resource and governance systems, and first require the
disambiguation of their “atomic” counterparts (e.g. resource and governance). In
this writing we elucidate the following components: resource, actor, governance,
ecosystem structure and function, ecosystem service, benefit and value.

The semantic clarification of the aforementioned notions follows the steps of
(i) examining common-sense and literary definitions, such as consulting the Cam-
bridge Dictionary4 and the Lexico.com powered by Oxford5 and field-related lit-
erature, then (ii) employing well-established foundational-, domain-, and applied
ontologies research. Due to the descriptive and conceptual nature of SESs frame-
works and the purpose of this paper, in the second step we mostly reference onto-
logical studies that are applied in the domain of information systems, such as
data-, information-, and conceptual modelling. For example, we reference Unified
Foundational Ontology (UFO) [28] and applications/extensions of Descriptive
Ontology for Linguistic and Cognitive Engineering (DOLCE) [36] (e.g. [14,50]).
UFO is widely used as a grounding for conceptual modelling and DOLCE has a
natural language and cognitive approach and has been widely adopted in infor-
mation systems. Note that the former is based on the latter [4]. Several works

4 dictionary.cambridge.org.
5 www.lexico.com.

http://dictionary.cambridge.org
www.lexico.com
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that contribute to our analysis are often interrelated, e.g. the paper of Boella
et al. [12] is associated with DOLCE, Bottazzi et al. [14] propose an exten-
sion of DOLCE for organisations analysing notions such as roles and norms and
Andersson at al. [4] present an ontology of value ascription useful for enter-
prise modelling that is based on UFO. This technique of utilising ontologies as
a methodological ground for the disambiguation of concepts is described in [1].

3.1 Ontological Clarification of SESs Components

Resource. In the SESF literature the notion of resource traditionally refers to
CPR, natural or human-made, which are subject to possible over-exploitation
due to the challenges involved in regulating access [42]. Examples of CPR are
animals, plants and artificial constructions.

The dictionaries define resources as assets that are beneficial or valued by
individuals or collectives and which contribute to their functioning.6 This con-
densed definition stresses the notion of resource as a valuable entity and an
asset that potentially can be used, yet the definition is still unclear due to the
variety of entities considered as resources. To disambiguate the semantics of
resource we start from several ontological studies in the domains of enterprise
modelling, manufacturing and business process modelling that define resource as
the role that objects plays in the context of activities or plans to achieve goals
[2,7,24,50]. Ontologically, roles are dependent upon other objects to be existent
and are often realised in contexts, for instance the mud-lined trench dug x per-
pendicular to a stream can play the role of an irrigation canal in the context of
subsistence farming. While activities are occurents performed by actors, plans
are information objects (e.g. a document) that describe situations or a set of
activities and their organisation to achieve a certain goal [12,50]. In this way,
resources can be assigned to activities and can be relevant for plans [2,50].

In SESF resources are divided into natural and human-made, the latter also
referred to as artefacts that in contrast to natural resources are typically inten-
tionally designed by actors to have certain characteristics on the basis of plans
and goals [13]. Adopting the distinction proposed in [50], resources can be played
by physical objects, (e.g. fishes and dams) and amount of matters, (e.g. sands
and gold.) Physical objects and amount of matters present characteristics that
determine their adoption as resources in a particular plan, for example specific
benthic species may play the role of resources in certain SESF studies while in
others they may not. Note that resources carry values associated to their char-
acteristics whether or not that resource is actually exploited [50]. Indeed these
values are dependent upon the plans and goals in which the resource is allocated
and potentially utilized in the future.

Actor. SESF includes the identification of relevant actors, previously named
“users” [39], who are involved in the management of resources. While some

6 dictionary.cambridge.org/us/dictionary/english/resource; www.lexico.com/en/
definition/resource.

http://dictionary.cambridge.org/us/dictionary/english/resource
www.lexico.com/en/definition/resource
www.lexico.com/en/definition/resource
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common-sense and terminological definitions of actor relate to specific stag-
ing/acting activities, a more general dictionary definition of actor is one who
takes part in an activity/process.7 We define the ontology of actor following an
account of UFO dedicated to social entities called UFO-C [28] that we have
simplified and modified for the purpose of this paper and domain. The UFO
extension is based on the distinction between agent (e.g. persons and institu-
tions) and object (e.g. rocks and norms), both of which can be physical or social.
Note that in this writing we use the terms agent and actor interchangeably.

One of the main differences between actors and objects is that the former
bears intentional moments, i.e. beliefs, desires and intentions, that have a propo-
sitional content and a directionality (e.g. “I intend x”) related to a specific
situation. For example, the propositional content of intentions are goals that
can be satisfied by a situation (e.g. to catch fishes without over-exploiting the
resource). Intentional moments may trigger activities performed by actors that
are the execution of plans; these may or may not be satisfied according to the
intention-goal of the actors, and can involve the presence or use of resources.
An example of action-interaction is that of communicative acts, in which actors
use language for instance to share opinions, ask questions, to commit formal
acts and create social moments that exist due to the situation generated by the
actors. Actors may also interact with each other in complex actions (e.g. two
or more fisherpeople coordinate their fishing activities) and can use resources in
activities, the participation of resource in such activities can take several forms:
creation (i.e. the existence of the resource is the output of the activity), termina-
tion (i.e. the non existence of the resource is the result of an activity) and change
(i.e. the resource acquires or loses one or more characteristics as the output of
the activity).

Thus resources and actors can be ontologically related and this linkage can
potentially influence outcomes within and between SESs. Indeed actors can
decide over resource allocation, manipulation and consumption, thereby modi-
fying socio-ecological balances.

Governance. Clarifying the notion of governance is not an easy task due to the
wide variety of meanings that have been attributed to it [49]. We begin with dic-
tionary definitions of governance as the activities/actions within administrative
systems and practices for national and organisational management.8 These defi-
nitions depict governance as a kind of action undertaken by governing-managing
states and institutions. Scoping the definitions from within the field itself and
extending into sustainability sciences, governance has been defined as a norma-
tive, rule-based and strategic process to guide behaviour in the context of policy
([52], p. 3, referencing [38]), as a social function that guides humans and soci-
eties to expected goals ([22], p. 6), as an intended result of strategic institutional

7 dictionary.cambridge.org/it/dizionario/inglese/actor;
www.lexico.com/en/definition/actor.

8 dictionary.cambridge.org/dictionary/english/governance;
www.lexico.com/en/definition/governance.

http://dictionary.cambridge.org/it/dizionario/inglese/actor
www.lexico.com/en/definition/actor
http://dictionary.cambridge.org/dictionary/english/governance
www.lexico.com/en/definition/governance
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decisions to tackle problems [22]. Governance has also been distinguished from
government, which is a collective entity that may perform a form of governance
([22], pp. 6–7).

Despite our efforts we were not able to find existing ontological literature
on governance, however we are able to explore this through works that anal-
yse related concepts, such as norms, organisations, roles and decisions (e.g.
[12,14,20,31]). Drawing from the definitions presented above, we consider gov-
ernance as a specific kind of activity performed by agents that involves norms,
commitments and decisions to achieve shared goals. The activity of governance
regards policy [52] that can be defined as an agreed plan of action formally stip-
ulated by a group of people, e.g. organisations, institutions, governaments, or
a kind of document that communicate such an agreement.9 Thus the notion of
policy encompasses both the planning and the execution of plans on the basis of
a group’s agreements, again based on commitments. Governance activities are
typically performed by affiliated actors playing roles [14], examples are the pres-
ident and the chief administrator of an organisation that share common goals
described in the administration’s plans. Actors involved in governance establish
and recognise social objects such as norms, social commitments [28] and shared
decisions; these three are parts of the plans and are directed towards specific
governance goals. Norms are descriptions that can be satisfied, or not, [14]; social
commitments and decisions (i.e. type of intention [30]) are social moments typi-
cally originating from actors’ interaction and communication [20,28] that might
be directed towards an activity [31]. Norms and social commitments are con-
nected to the notions of validity and prescription, as such they guide actors’
activities [14] and decisions within the scope of governance.

Structure and Function. While ecosystem structure has been defined in terms
of composition, distribution and conditions that allow species to survive [23],
ecosystem function carries more elaborate semantics such as specifying the oper-
ating mechanisms of an ecosystem (e.g. energy flow, nutrient cycle, regulating
systems) as well as the capability of an ecosystem to deliver services useful for
humans [21,23]. In order to define the semantics of structures and functions we
start by briefly scoping the intuitive semantics of the former and derive impli-
cations that are useful to understand the latter.

The Cambridge dictionary defines a structure as the configuration of the
parts of a system or object,10 stressing the role of parts of a whole and their
organisation. In this work we focus on a specific kind of parthood relation called
functional parthood, in which the whole is organised in structural and functional
parts [56], such as the CPU of a computer and the gills of a fish, and allows
for the definition of functional roles [40]. These kinds of roles, which have been
also formalised for UFO [29], allows for the capture of relations between systems
and their components as structural and functional unities, which is useful in
clarifying their semantics within SESs.

9 dictionary.cambridge.org/dictionary/english/policy.
10 dictionary.cambridge.org/dictionary/english/structure.

http://dictionary.cambridge.org/dictionary/english/policy
http://dictionary.cambridge.org/dictionary/english/structure
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Functional parthood can be explained in terms of functional dependence [54],
in which the parts play some sort of functional role in the context of the whole
and vice versa. For example, certain ecosystems are functionally dependent upon
specific insects to carry pollen and propagate species and certain insects are
functionally dependent upon the whole ecosystem to reproduce and continue
the species. The parts and the whole can be involved in an active functioning as
role at a certain time in addition to bearing some latent functions that might
be useful in the future [40,54]. Functional roles can be social and/or natural
depending on the context in which the role is played.11 For example, the president
of organisation x plays a social functional role as the administrative head, the
mangrove forest plays a natural functional role as an habitat for crabs, as well as
a social functional role: coastal protection for human communities. While social
roles are social concepts based on descriptions [2,14], natural roles are realised
within specific bio-physical and chemical conditions, for instance the mangrove
forest plays the natural functional role of habitat for crabs only when crabs are
co-located with the mangroves.

A functional part of a whole system can be of different kinds, however in the
context of ESs and SESs, three classes are most relevant, namely replaceable,
persistent and constituent [40]. Replaceable functional parts are those that can
be changed and replaced by the same kind without compromising the whole,
for example individual species exemplars can be replaced by others of the same
species without changing the nature of the whole ecosystem. Persistent func-
tional parts refers to parts that exist only if the whole exists, an example is
the presence of species that are dependent upon specific ecosystem dynamics to
survive. Finally constituent functional parts are those that are part of the whole
whether or not they are present at a certain time, such as seasonal species that
contribute to an ecosystem in a certain period of the year.

Service. The core concept of ESs is represented by service, which is described as
a benefit/outcome that natural ecosystems provide to humans, such as health
and well-being, and then is useful for humans due to its value [6,47]. Ecosystem
services are delivered due to the structure and functions of nature [21,47].

Dictionary definitions12 specify a service as a kind of activity, such as the
assistance provided by an organisation, business or the public sector. Service
has also been defined as the correct functioning or availability of a system. In
these definitions the notion of service is associated to the one of action/activity
and is more often related to an intentional act performed by humans. To exam-
ine this we first focus on the analysis of the service concept, starting from the
ontological, business-oriented and web-service literature to understand the dif-
ferences and similarities between more classic definitions of service (e.g. agentive
and intentional) and the one adopted by ESs.

11 The distinction between social and natural roles can be found also in [5].
12 dictionary.cambridge.org/dictionary/english/service; https://www.lexico.com/en/

definition/service.

http://dictionary.cambridge.org/dictionary/english/service
https://www.lexico.com/en/definition/service
https://www.lexico.com/en/definition/service
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Services have been described as activities, capabilities, results, changes and
values [26]. A more general definition of service encompasses the notion of com-
mitment as grounding an understanding of what a service is [26]. In this sense
a party x commits to perform an action a in favor of a party y on the basis
of certain conditions c. A commitment is typically an intentional act [28] that
involves constraints on actions [26]. Consider that a service commitment may
exist even without a service delivery; in a business example, paramedics are
committed to providing aid services to their users even when nobody is calling
for emergency service (i.e. a triggering event for service invocation). Services are
thus a commitment-based activity (i.e. events), which we define as commitment-
based service, that involve participants (e.g. parties). Thus services are differen-
tiated from goods that are objects, transferable and owned due to their onto-
logical structure [26]. Finally, some technological services are provided by auto-
mated systems and artificial agents, such as web-services and data queries; how-
ever these kinds of services are designed and maintained by human actors as
commitment-based services.

This simplified ontological analysis of services provides an opening insight
on some differences within the notion of ecosystem services. Indeed, while a ser-
vice is commonly conceived as intentionally provided by someone, typically an
agentive participant, in the case of ESs the role of the provider is played by
nature. However, the environment does not have the same agentive characteris-
tics of a human actor and even indulging the idea that nature has some sort of
agentivity and intentionality (e.g. by being goal-oriented), it is yet not explicit
nor possible to investigate if ecosystems have the intention of committing to
service delivery to humans (i.e. the consumer). For these reasons we model the
notion of ecosystem services twofold, from one side commitment-based services
that are intentionally extracted and provided by actors (e.g. food, water, raw
materials) and ecosystem services that are unintentionally provided by ecosys-
tem structure and the involvement of functional roles, such as regulating and
maintenance. Here we can see how the concept of unintentional provision of an
ecosystem service may be confused with the one of natural function, as indeed
ESs are not based on commitment and the ecosystem provider does not receive
anything directly in exchange for the service. However ESs differ from functions
due to their association with values, valuations and benefit for humans, notions
that are not always associated with ecosystem function. Indeed ecosystem ser-
vices, as well as commitment-based ecosystem services, are valued by actors
involved in the activity of extraction or accessing and are influenced by gover-
nance decisions. Note that the notion of service in the ESs approach might be
adopted beyond its classic meanings as an instrument to facilitate understand-
ing of the value-oriented connotations of ecosystem functions and products. This
consideration is not a recommendation for changing the term service from ESs,
but rather an encouragement for communities of practice which employ ESs to
specify the meanings of terms and adopt clear definitions to avoid ambiguity.

Benefit and Value. As introduced in Sect. 2.2, some ESs applications include
economic valuations and quantitative and qualitative analysis of ecosystem
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services benefits [25,35]. In the cascade model goods (i.e. products) and ben-
efits bear values, monetary or not [47]. For example, mangroves have structural
and functional characteristics that provide services, such as coastal protection,
that impact human well-being and therefore provide benefits associated to val-
ues. Although both values and benefits are central to the ESs approach, the
former has been the subject of critical debate due to its overloaded semantics,
interpretations from different communities such as economists and ecologists,
and a complex literature elaborating intrinsic and instrumental values of nature
[25]. We start our analysis from the notion of value, defined in dictionaries as a
monetary amount, the importance or usefulness of something, a symbolic repre-
sentation and a guide for behaviours and judgments,13 to extract the semantics
of benefit. This in turn is defined as something having positive characteristics or
outcomes.14 Note that we focus in particular on human attribution of monetary
and non-monetary values, this is based on the interpretation of ESs as a descrip-
tive and normative human-made instrument to assess ecosystem outcomes.

Following a simplified interpretation of the ontological study proposed in [4],
which is grounded on UFO, and extending it for SESs, we continue the analysis
using the notion of value ascription that is a contextual relation between an
actor and an entity, such as a service or a good. These value objects (i.e. object
to which values are ascribed) present qualities that are central to the valuation
activity either for their functional role, (e.g. insects that carry pollen could be
valuated for their functional role in an ecosystem) as well as non-functional role
based on actors’ preferences, (e.g. the westerly seashore is preferred by the actor
x for its aesthetic qualities). Similarly to value objects, activities (and their asso-
ciated goals) can also be ascribed to values; these types of activities are called
value activities, an example of which is a commitment-based service such as
coast guard rescue and the ecosystem service of water quality provided by soil.
Actors, individuals and collectives ascribe values to entities on the basis of inten-
tional moments (e.g. desires and preferences) that are dependent on contexts,
for instance coral reefs are valued as providers of recreational and/or provision-
ing services. Various contextual factors influence value ascription, these include
norms, conditions of the actors (i.e. physical and mental) and the environment
(e.g. temperature), location and product availability. The valuation relationship
that involves both actor and value entity results in two kinds of outcomes, namely
cost specific valuation and benefit specific valuation based on the desires and pref-
erences of the actor. While cost specific valuations are “negative” and dependent
on the use and access of value entities besides their economic prices, benefit spe-
cific valuations are “positive”, linked to the qualities, capability and outcomes of
value entities fitting the actors’ desires and preferences. In the example of fishes
delivering a food provisioning service, the cost associated with that service could
reflect accessibility to the fish stock and the technology required for extraction,

13 dictionary.cambridge.org/dictionary/english/value;
www.lexico.com/definition/value.

14 dictionary.cambridge.org/it/dizionario/inglese/benefit; www.lexico.com/definition/
benefit.

http://dictionary.cambridge.org/dictionary/english/value
www.lexico.com/definition/value
http://ictionary.cambridge.org/it/dizionario/inglese/benefit
www.lexico.com/definition/benefit
www.lexico.com/definition/benefit
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Fig. 3. Integrated framework for SESs

while the benefit of the same service is food availability and associated quality
of life, health and well being in a certain context.

3.2 Integrated Social-Ecological Perspectives Framework

The section above presented a preliminary ontological analysis of the main
notions of SESF and ESs to ground an integrated social-ecological perspectives
framework, (see Fig. 315), that provides an unambiguous semantics and concep-
tual organisation of the core components of SESF and ESs. Figure 3 depicts a
wide spectrum of SESs concepts and their relationships as defined in the previ-
ous section. White boxes represent elements associated to SESs, and while some
of them maintain the same label, such as ecosystem service, others are modelled
following the previous ontological clarifications, for example functional role. The
added concepts are represented using grey boxes; some of these are extracted
from the ontological literature, such as informational object, others from the SESs
literature such as natural resource. One of the main challenges is the handling of
the concept of ecosystem service, and this has been overcome by differentiating
the element of service as intentional commitment-based or otherwise.

While other works have concentrated on the adoption and comparison of
both SESF and ESs (e.g. [8,45]) or focus on formal analysis of one of the two
approaches (e.g. [34]) such an ontological analysis and integration in an unified
model of the main SESF and ESs elements and relationship is unique to the
literature. As a final remark, our intentions for this work is to present an app-
roach, i.e. ontological analysis, that provides for (i) a clearer semantics of SESs
15 In Fig. 3 “natural resource” “human resource”, “value entity” and “functional role’

are abbreviated respectively as “nr.”, “hr.”, “vr.” and “fr.”.
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components and (ii) a unified framework for SESF and ESs to address the chal-
lenges related to data comparison, vocabulary disambiguation and frameworks
integration. The proposed framework does not aim to replace existing concep-
tualisations and become yet another approach, instead the goal of this work is
to refine already adopted theories and improve upon their limitations.

4 Conclusions and Future Works

This paper presents an application of ontological analysis in the context of sus-
tainability and SESs. We introduce a framework that integrates the main compo-
nents of SESF and ESs approaches with the purpose of clarifying their semantics,
an issue that is still open in the SESs communities, and promote integration and
comparability of studies to address sustainability challenges. We believe that the
proposed framework can be the starting point to address some of the inconsis-
tencies between SESs interpretations that are also reflected in data collection
and hermeneutic activities.

As a next step we envision the extension of the integrated framework to
address the complex SESF’s notions of resource and governance systems as well
as action situation. We also foresee the inclusion in the presented conceptualisa-
tion of the roles that technology plays in SESs and how it impacts human experi-
ence, natural ecosystems and backgrounds sustainability initiatives (Adamo and
Willis, unpublished manuscript). Another important action will be the appli-
cation and evaluation of the integrated framework, for instance in real world
case studies such as in the context of marine and coastal research, and to align
sustainability-relevant concepts of existing tools and methodologies, such as for
ESs modelling [15].
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Abstract. Legal contracts have been used formillennia to conduct business trans-
actions world-wide. Such contracts are expressed in natural language, and usually
come in written form. We are interested in producing formal specifications from
such legal text that can be used to formally analyze contracts, also serve as launch-
ingpad for generating smart contracts, information systems that partially automate,
monitor and control the execution of legal contracts. We have been developing a
method for transforming legal contract documents into specifications, adopting a
semantic approach where transformation is treated as a text classification, rather
than a natural language processing problem. The method consists of five steps
that (a) Identify domain terms in the contract and manually disambiguate them
when necessary, in consultation with stakeholders; (b) Semantically annotate text
identifying obligations, powers, contracting parties, assets and situations; (c) Iden-
tify relationships among the concepts mined in (b); (d) Generate a domain model
based on the terms identified in (a), aswell as parameters and local variables for the
contract; (e) Generate expressions that formalize the conditions of obligations and
powers using terms identified in earlier steps in a contract specification language.
This paper presents the method through an illustrative example, also reports on a
prototype implementation of an environment that supports the method.

Keywords: Legal contract · Smart contract · Semantic annotation · Domain
model · Formal specification · Ontology

1 Introduction

Legal contracts have been used as legal basis for conducting business transactions since
the late days of the Roman Empire. Today, such contracts usually come in written form
and are expressed in natural language (NL). We are interested in producing formal
specifications1 [1] from such legal text that can be used to formally analyze contracts,
also serve as a launching pad for generating smart contracts, information systems that
partially automate, monitor and control the execution of legal contracts.

1 Specifications describe what a contract does without describing how; they have been used
extensively in Computer Science for software, hardware, business processes etc.
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Towards this end, we have been developing a method for transforming legal contract
documents into specifications, adopting a semantic approach where transformation is
treated as a text classification, rather than a natural language processing problem. The
method consists of five steps that (a) Identify domain terms in the contract and manually
disambiguate them when necessary, in consultation with stakeholders; (b) Semantically
annotate text identifying obligations, powers, contracting parties, assets and situations;
(c) Identify relationships among the concepts mined in (b); (d) Generate a domain model
based on the terms identified in (a), as well as parameters and local variables for the
contract; (e)Generate expressions that formalize the conditions of obligations andpowers
using terms identified in earlier steps using a contract specification language.

The proposed method is intended to make the transformation systematic for users
and is based on an extensive survey of legal contracts from different domains (Sales,
Rentals, Transportation, Construction, Energy, etc.). The key idea behind the proposal is
that we are dealing with NL text describing concepts in a rather narrow domain – legal
contracts – and we can therefore assume that the text consists exclusively of defining
terms, obligations and powers that determine stakeholder requirements for a contract.
This insight turns the transformation into a meaning-mining problem where we keep
asking “What text fragments talk about a term/obligation/power/role/asset/etc.?” rather
than a vanilla NL-processing one, thereby avoiding pitfalls of NL processing of legal text
that is all too often ungrammatical, ambiguous, incomplete and/or artificially structured.
This insight opens the door to tool support for each step of the process, where each tool
incorporates some heuristics for recognizing text that declares a term, an obligation or a
power, or the constituents thereof. The target specification language for legal contracts
is Symboleo [2]. The ontology offered by Symboleo for describing legal contracts is
built around the concepts of obligation and power, role and asset, event and situation.

The main research contributions of this paper consist of the five-step transformation
method, grounded on our past work with semantic annotation of legal text [3, 4], as well
as the discovery of semantic relationships in legal text [5]. The proposed method is sup-
ported by an environment that assists a user in carrying out the steps of the method with
input from lawyers and contracting parties. The workings of the method are illustrated
through an example with a rental contract adopted from the Web. There is a workshop
paper [6] that presents an early version of the method, using four steps rather than
five and a small example and doesn’t mention the Contratto environment. This work is
part of a multi-year, multiply funded project that aims to develop information systems
engineering methods and tools for building smart contracts.

The rest of the paper presents the research baseline for this work (Sect. 2), the five-
step method (Sect. 3) through a small example, the Contratto environment (Sect. 4),
related work (Sect. 5) and concludes (Sect. 6).

2 Research Baseline

Legal Contracts. Legal contracts involve promises made by contracting parties, defined
in terms of obligations and powers the parties have towards each other. Every contract
must have at least two parties and two assets (often one of which is money). Contracts
are initially offered by a party, negotiated, signed and executed (‘performed’ in Law).
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GaiusT. The Contratto environment was developed on GaiusT, a web-based platform
intended for building annotation tools for legal documents [4]. The platform provides
facilities either through awebGUI or web-services for annotating legal documents using
an annotation schema. The annotation schema comprises structural and semantic tags
combined with patterns described by eBNF2 grammars. GaiusT includes modules to
support the generation of the annotation schemas, using as input an annotation ontology
expressed in XMI, RDF or OWL format, as well as lexical resources such as WordNet,
Thesaurus, Google n-gram and Wikipedia. The generated annotation schema can be
exported to a textual file.

The annotation process includes structural annotation to capture the structure of a
legal document, such as title, chapters, sections, and clauses, aswell as cross-references to
other parts of the samedocument, internal references, or external ones to other documents
covering applicable laws and regulations.

The annotation engine takes as input an annotation schema, lexical patterns for all
concepts in the schema, a structural grammar and an input document. The annotation
engine: (a) extracts plain text fromfiles in a variety of formats (includingMicrosoftWord,
RDF, PDF, HTML); (b) normalizes the plain text by removing unprintable characters
and produces a text document where each line represents a phrase; (c) annotates text
fragments with tags for structure and cross-references; and (d) annotates text fragments
with semantic tags present in the annotation schema. Its output is semantically and
structurally annotated text in XML format.

NomosT. The NomosT tool was developed on the GaiusT platform and is intended
to semantically annotate legal text using the Nomos 2.0 modeling language ontol-
ogy for law in support of compliance analysis for software requirements [5]. NomosT
includes heuristic rules to identify relationships, such as Activate or Satisfy, between
legal concepts.

Extensions to GaiusT and NomosT. The development of the Contratto environment
adopted GaiusT and NomosT, though both tools had to be extended and revised to deal
with the idiosyncrasies of contracts, rather than generic legal text. GaiusT had to be
modified because the ontology it uses is for legal documents, as opposed to contracts.
This resulted in a different annotation schema and different lexical markers. In addition,
GaiusT was meant to support only the annotation step of the proposed Contratto process.
NomosT also uses a different ontology than the Symboleo ontology adopted byContratto
and mines different relationships, see the next section.

3 The Transformation Process

We illustrate the 5-step processwith an example. Consider a simple rent-to-own contract,
as shown in Table 1.

2 eBNF stands for ‘extended Backus-Naur form’ and consists of a notation for specifying
programming language grammars.
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Table 1. The Rent2Own contract

Whereas, John Goodman (hereafter Renter) desires to possess and have the use of 
the property  at 35 Oxford Street, Ottawa, Canada, owned by Mark Smith (hereafter 
Owner)
Now, therefore, the parties agree as follows:
Renter shall pay Owner the sum of $300 on 20/12/2019 and the same sum on the 
20th day of each month for rental of the property.
If payment is late by more than thr ee days, a late fee of $30 shall be due immediately 
from Renter.
The parties agree that the purchase price of the property is $45.000.
The parties agree that $150 of each month's rent payment shall be applied towards 
purchase of the property.
The parties a gree that if Renter fails to complete the contemplated purchase of the 
property for any reason, no refunds or credits shall be due to Renter.
Renter shall maintain the property, at Renter's expense, in clean, good working order .

Identification of terms results in the declaration of several terms that will be used as
contract parameters or local variables and are shown in Table 2.

Table 2. Identification of terms

renter means John Goodman.
owner means Mark Smith.
parties means the renter and the owner collectively.
property means the single-occupancy building located at 35 Oxford Street, Ottawa, 
Canada, owned by the owner.
rental fee means the monthly fee for renting the property corresponding to CAN$ 
300.
rental payment days refer to 20/12/2019 and all subsequent 20th of the month days 
up to 20/11/2044.
late payment fee means a fee of CAN$30 due immediately from renter if rental pay-
ment is late by more than 3 days after rental payment day.
purchase price means CAN$45,000.
monthly purchase contribution represents an amount of CAN$150 of each month's 
rental fee that is applied towards purchase of the property.
contributed balance means the monthly purchase contribution multiplied by the 
number of months from 20/12/2019.
good working order means that the property is cleaned every week and undergoes 
regular maintenance.

The semantic annotation step identifies four obligations and a power each named
for reference purposes. Powers are rights contracting parties have to cancel, suspend or
create new obligations or powers. Moreover, this step identifies roles, namely Renter and
Owner, assets, as well as situations that can trigger, activate, or terminate successfully
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an obligation/power. Accordingly, the output of the second step (b) would be something
like what is shown in Table 3.

Table 3. Annotated text

O-rental: <Obligation ><Role> Renter </Role> shall <Situation> pay <Role> 
Owner </Role> the sum of <Asset> $300</Asset> on 20/12/2019 the same sum on 
the 20th day of each month for rental of the property </Situation > </Obligation >
O-lateF: <Obligation ><Situation>If payment is late by more than three days,</Sit-
uation> <Situation> a late fee shall be due immediately from <Role >Renter 
</Role> </Situation > </Obligation >
O-purchase: <Obligation > The <Role> Parties </Role> agree that  <Situation>
$150 of each month's rent payment shall be applied towards purchase of the Property
</Situation > </Obligation >
P-refund: <Power >The <Role> Parties </Role> agree that <Situation> if 
<Role>Renter</Role> fails to complete the contemplated purchase of the property 
for any reason </Situation >, <Situation> no refunds or credits shall be due to 
<Role>Renter</Role></Situation ></Power>
O-care: <Obligation ><Role> Renter </Role> shall <Situation> maintain the prop-
erty, at <Role> Renter</Role>'s expense, in Good Working Order. </Situation >
</Obligation >

However, these clauses say nothing about the Owner’s obligations to rent the prop-
erty to the Renter and eventually sell it, as indicated in the preamble of the contract.
Accordingly, two obligations are added to Table 3 that paraphrase the preamble in terms
of obligations, see Table 3a.

Table 3a. Annotated and paraphrased preamble text

O-rent <Role> Owner </Role> shall rent <Asset> property </Asset> to <Role>
Renter </Role> <Situation> while <Role> Renter <Role> is paying the rental fee 
</Situation>
O-own <Role> Owner </Role> shall sell <Asset> property </Asset> to <Role>
Renter </Role> when the <Role> Renter <Role> has completed payment of the Pur-
chase Price </Situation>

A semantic annotation requires a common vocabulary (ontology) for legal con-
tracts that defines the concepts we are looking for in the text. Sometimes the text being
annotated is structured, for example, with bullets marking the clauses of the contract.

The third step (c) identifies relationships for each one of the concepts discovered in
step two. For example, each obligation must have a debtor who is obliged to fulfil it, and
a creditor (beneficiary). The debtors and creditors of O-rental and O-lateF are Renter and
Owner respectively, while for O-purchase roles are reversed. Note that O-lateF doesn’t
mention a creditor, while O-purchase doesn’t mention debtor and creditor, so these have
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to be inferred by a lawyer and/or tool addressing this step. The power P-refund hasOwner
as creditor andRenter as debtor. In addition, each obligation/power can have a trigger that
initiates it, an antecedent that serves as precondition for it to become active, and a conse-
quent that signals successful completion of the obligation/power. P-refund has a trigger
‘If Renter fails to complete the contemplated transaction for any reason’, which activates
the power and enables Owner to exercise his right to withhold any funds paid by Renter
towards purchase, O-lateF also has a trigger ‘if payment is late …’, while other obliga-
tions take a trigger ‘true’, denoted by ‘T’, and are initiatedwhen contract execution starts.
There are no antecedents for any clauses of this contract, so they take value T. Finally,
the consequents for O-rental and O-lateF are respectively ‘pay Owner the sum of $300
on 20/12/2019 and the same sum on the 20th day of each month for rental of the prop-
erty’ and ‘a late fee shall be due immediately from Renter’. The output of the third step
consists of concepts and relationships, where for each obligation we list trigger, debtor,
creditor, ante(cedent), cons(equent), and for each power we list trigger, creditor, debtor,
ante(cedent), cons(equent). The result of this step has as shown in Table 4.

Table 4. Identified relationships for the Rent2Own contract

O-rental [trigger: ‘on 20/12/2019 and on the 20th day of each month thereafter until 
property is purchased’, debtor: Renter, creditor: Owner, ante: T, cons: ‘pay Owner 
the sum of $300’]
O-lateF [trigger: ‘If payment is late by more than three days’, debtor: Renter,  cred-
itor: Owner, ante: T, cons:  ‘a late fee of $30 shall be due immediately from Rent-
er’]
O-purchase [trigger: T, debtor: Owner, creditor: Renter, ante: T, cons: ‘$150 of each 
month's rent shall be applied towards purchase of the property’]
P-refund [trigger: ‘Renter fails to complete the contemplated purchase of the prop -
erty for any reason’, debtor: Owner, creditor: Renter, ante: T, cons: ‘no refunds … 
shall be due to Renter’]
O-care [trigger: T, debtor: Renter, creditor: Owner, ante: T, cons: maintain the prop-
erty, at Renter's expense, in Good Working Order’]
O-rent [trigger: T, debtor: Owner, creditor: Renter, ante: T, cons: 'rent Property while 
contract is in effect’]
O-own [trigger: T, debtor: Owner, creditor: Renter, ante: T, cons: 'sell Property when 
payment of the Purchase Price has been completed’]
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The reader can think of this as the backbone of the specification consisting of seven
clauses, six obligations and one power, with five relationships each. In the fifth step
(e) we shall embellish the backbone with expressions for each trigger, antecedent and
consequent.

The fourth step (d) concerns formalizing domain terms identified in step (a) or domain
terms used in the contract, such as rent and sell. These are treated as variables in the
specification that take as values instances of a class that is an extension/specialization
(aka isA) of the legal contract ontology used in step (b). Alternatively, variables may
take values from basic programming types such as Integer, String, or enumerated types
such as [1..10], or subsets thereof. In particular, property takes as values instances of the
class RealEstateProperty (aka REProperty) isA Asset and has attributes ownedBy and
addr. Likewise, rent is a variable of type Rent isA Situation with attribute fee, while sold
is an event variable of type Sold isA Event. Note that situations occur over an interval
of time while events happen instantaneously.

This step also identifies parameters for a contract, the ‘givens’ for each contract
execution. Rent2Own doesn’t have any parameters, but it could have if, for example,
we wanted to define a template contract for rent-to-own with parameters renter, owner,
rental fee, start date, etc. Some of the variables defined in this step are shown in Table 5.

Table 5. Some classes and local variables for Rent2Own

Domain classes
REProperty isA Asset with ownedBy: Role, addr: AddrString    /* has values ad-
dress -looking strings
Rent isA Situation with fee: CurrencyAmount
Paid isA Event with from: Role, to: Role, moyr: Month -Year: fee: CurrencyAmount
…
Variables
property: REProperty with ownedBy := owner, addr := ’35 Oxford Street …’
rent: Rent with fee := CAN$300
paid: Paid with from: renter, to: owner, price := CAN$45,000

The final step (e) concerns translating NL expressions such as ‘on 20/12/2019 and
on the 20th day of eachmonth thereafter until property is purchased’ and ‘pay Owner the
sum of $300’ (trigger and consequent respectively of O-rental) into Symboleo expres-
sions. For example, the trigger of O-rental is translated to ‘occurs(d) and rentalPay-
mentDate(d)’ where rentalPaymentDate is a 20th day of the month between 12/2019 and
11/2044 and is defined in the domain model (not shown here for lack of space). This
expression says that when a 20th of the month date occurs, then O-rental is triggered
and the Renter must make the consequent of O-rental true. The consequent is expressed
as ‘happens (paid (Renter, Owner, m-y(d), CAN$300), t) and t during d’, which says
that a payment event happens from Renter to Owner for the month-year of d (remember,
d is date of the type dd/mm/yyyy) and the amount of CAN$300 at some time t during
d. Likewise, the trigger of O-lateF can be expressed as ‘occurs(d) and rentalPayment-
Day(d) and happens (paid (Renter, Owner, m-y(d), CAN$300), t) and t after d+3days’,
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which says that O-lateF is triggered if payment for a month-year happens after 3days
from the due date. Finally, the consequent of O-lateF can be expressed as happens (paid
(Renter, Owner, m-y(d), CAN$30), t). Note that, according to the contract, late fee is
due when rent payment happens late.

More examples of formalized clauses are shown in Table 6, along with some Sym-
boleo syntax3. Basically, the specification was constructed incrementally in steps (b),
(c), (d) and (e) collectively using the terms identified in step (a).

Table 6. Fragments of a specification for the Rent2Buy contract

4 The Contratto Environment

We have developed a prototype environment that supports each step of the Contratto
process by (a) allowing users to carry out the transformation manually using suitable
editors and tools for each step; (b) proposing to the user outputs for given inputs for
all steps except step (e). For example, for the input of Table 1, Contratto (hopefully)
proposes annotated text similar to that of Table 2. In our earlier work, [4] we found that
such a tool can generate annotations of very good quality for legal text, as well as good

3 The full specification can be found at https://legal-analysis.economia.unitn.it:7500/.

https://legal-analysis.economia.unitn.it:7500/
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quality conceptual models [5] by discovering relationships among the entities identified
by the annotation. In both cases the tool is not intended to automate the transformation,
but rather to support a human by (a) Improving the quality of the output, and (b) reducing
the manual effort required to carry out each step. On this point, the tool presented in [4],
intended to help a human generate a conceptual model from a legal text was found to
reduce manual effort by 80% while maintaining the quality of the output.

We have adopted the ideas that underlie the tool proposed in [4] to develop a tool
called ContracT 1.0 that conducts structural and semantic annotation for legal contract
text [7]. Moreover, we have evaluated empirically ContracT 1.0 by having human sub-
jects that generate annotations for a given contract manually, while others simply correct
the output of ContracT 1.0 to produce annotated text. The results of the experiment sug-
gest that the use of ContracT 1.0 can improve significantly the performance of novice
human annotators both with respect to precision and recall.

The Contratto environment is using a set of web APIs and a web GUI to support all
steps of the process.

The process we envision begins with a user uploading a contract through the GUI
and running a preliminary analysis of the contract using the Named Entity Recognizer
(NER) of the Spacy4 NLP system that exploits a pre-trained neural network combined
with statistical analysis to extract contract terms in support of step (a) (Fig. 1).

Fig. 1. Support for term identification and domain model building (steps (a) and (d))

The environment then performs annotation of the document (Fig. 3) with a refined
annotation schema extracted through theGaiusT annotation, NER and statistical analysis

4 Spacy is a free open-source library for Natural Language Processing implementing a neural
network for pre-trained models for name entity recognition https://spacy.io/.

https://spacy.io/
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tools. The user can then visualize and edit the result through drag-and-drop operations
(Fig. 4). For step (c) the user can rely on an updated version of NomosT to suggest
relationships that the user can accept/revise.

Fig. 2. Contratto analysis using WordNet and FrameNet

To support the identification of domain elements in the contract, and thus to build
the domain model, the user can exploit the output of the analysis performed by two web
services that use respectively WordNet [8] and FrameNet [9] to propose domain classes,
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their superclasses and attributes. Suchweb services query a local copy ofWordNet ontol-
ogy to retrieve, for each term of the contract, the semantic relationships – hypernymy,
hyponymy, meronymy, part-whole and isA relationships – and query a local copy of
FrameNet to retrieve semantic frames for verbs (Fig. 2).

The output can be used to fill the domain model. The generation of a domain model
and a final specification are supported by GUI templates with placeholders that users can
fill through drag-and-drop operations with elements identified through different analyses
(Fig. 4).

The Contratto prototype is intended to establish the feasibility of building such a
supportive environment. Further research is required on the details of the support to be
provided.

5 Related Work

The full process of transforming a contract into a formal specification has received
scant attention in the literature, as existing work tends to focus on one of the steps of the
process. Among the few studies that cover the full process, Clack [10] identifies key open
problems that need to be addressed. The author underlines the difficulties associatedwith
fully automation, also the interdisciplinary approach required for a solution. Also, the
challenges of validating the formal specification to ensure that it reflects the intents of
the contracting parties. This work provides valuable recommendations on the problem
without proposing any solutions.

Fig. 3. Annotated document with annotated items on the side

Step (a) of the process tackles the identification of terms in a contract for disam-
biguation purposes. Disambiguated terms are formalized in the domain model in step
(d). For contracts, ambiguity, generally defined as multiple interpretations of a text,
is mainly related to vagueness, under-specification (under-determination) or generality
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[11]. These are also the most difficult types of ambiguity to be solved, requiring human
interpretation. Lexical, syntactic ambiguity are rare in contracts, also thanks to the use
of a glossary or of a preamble. Automatic identification of these ‘linguistic ambigui-
ties’ has been investigated in requirements engineering (see for example [12–14]). Tools
developed in that area could be applied as a preliminary quality checking for writing
contracts and are out of the scope of the paper.

Among a significant number of works concerning annotation, named entity recogni-
tion appears to be the preferredmethod to identify contract terms. Rule-based approaches
tend to perform better when specialized for a domain by using a constrained language,
such as Quaresma [15] which relies on a mixed approach based on Machine Learning
(ML) and linguistic information, mostly morphological and syntactic. An NL parser is
used for named-entity recognition whereas a Support Vector Machine (SVM) is used for
top-level concepts such as organizations and dates. This is a promising approach although
difficulties are encountered to identify cross-references that may help to better define
contract terms. Term identification has also been used to generate requirements that can
eventually be modelled as obligations and powers in our method. Breaux et al. [16]
rely on a process called semantic parameterization to identify and discriminate between
rights and obligations. The authors also propose strategies to identify and resolve ambi-
guities based on the use of a restrictedNL. This proposal does not account for powers and
is largely manual. Similarly, Fantoni et al. [17] perform text mining to translate contract
terms into a formal specification. The approach is focused on engineering contracts but
has significant elements that could be reused for every type of contract. It is supported
by computational linguistic tools relying on a knowledge base consisting of keywords,
concepts, relationships and formal expressions.

Semantic annotation has received much attention although the annotation of unre-
strictedNL still poses significant challenges. To overcome these, Libal et al. [18] normal-
ize NL based on deontic logic and extract normative and conditional elements together,
including relationships among them. Chalkidis [19] proposes that structural annotation
can be learned from a benchmark, differently from our method where the structural
modes are defined by a grammar. The approach combines ML and manually written
post-processing rules. A popular approach, in line with our method, is represented by
the use of an ontology to identify contract elements. Among them, a significant number
of ontologies is based onUFO, such asUFO-S [20], grounded onAlexy’s Theory of Fun-
damental Rights. Generally, the tools used to automatically extract ontology elements
from contracts need further research.

Regarding the identification of relationships has been generally limited to syntac-
tic relationships within a phrase (e.g., nouns or verbs) or between different sections
of a contract, such as provisions and clauses. Concerning the former, an example is
provided by Fischbach et al. [21] that develop a tool-supported approach named CiRA
(Causality detection in Requirement Artifact) to identify causal relationships. The app-
roach is tested with ML and Deep Learning (DL) where the best results are obtained
using Bidirectional Encoder Representations from Transformers (BERT). The approach
is useful to identify causality with the use of cue phrases although further ambiguity
consideration would arise as several causality relationships may exist. Relationships
among different contract sections have been studied to identify arguments in sections.
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In Moens et al. [22] arguments are identified, annotated and classified using n-grams,
adverbs, modals, text statistics and keywords. In general, such approaches are useful
to identify the implications deriving from the modification of text but do not provide
support or the identification of relationships among ontological elements. The use of
templates, such as in [23] has been proposed as a preliminary step to explicit existing
relationships, as legal texts frequently omit them. Templates work to identify three gaps:
statements with no-counterpart, statements with a correlative, and statements with an
implied statement.

Fig. 4. Templates for domain model and specification with drag and drop facilities.

For step (d), there is significant confusion in the scientific community concerning
the terms ‘domain model’ and ‘ontology’. Frequently, ‘domain model’ refers to a sub-
process of the general process of ontology development. Among them, Corcho et al. [24]
propose an approach to support legal professionals in building ontologies with limited
involvement of knowledge engineers starting from the process of building a glossary to
represent concepts and relationships. An alternative approach is proposed by adopting
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an ontology from which a domain model is derived, such as in [25]. The approach relies
on NLP techniques and focuses on the identification of the relationships between the
lexical and the ontological level. Generally, the availability of tools to automatically
generate a domain model from NL terms remains an open challenge.

Translating NL expressions into formal ones frequently relies on knowledge rep-
resentation languages based on deontic logic. Among the first works focusing on the
transformation into formal expressions, Governatori [26] proposes Business Contract
Language (BCL) using Propositional Deontic Logic where a contract is composed of
deontic terms for obligations, prohibitions and permissions. The approach supports as
well earlier steps of the method although Propositional Logic has significant limitations
on expressiveness and does not support the formalization of all contract elements. The
last years saw the development of formal specifications to be implemented as smart
contracts. In [27], the transformation process is presented starting with the definition
of an ontology for legal contracts. The ontology is based on a Smart-Legal-Contract-
Markup Language (SCML) and includes an XML schema definition to transform it into
the formal specification. The approach requires significant manual effort but represents
one of the few papers that covers most of our transformation process. SPESC [28] pro-
vides a framework to generate formal specifications understandable by a large audience
(lawyers, programmers) although it relies on a lower level of formality. The specifica-
tions are derived manually and are expressed in a format similar to NL using eBNF and
are structured around parties, assets and data type definition. Given the lower level of
formality, it may be useful as an intermediate step between the NL contract and the for-
mal specification we envision. The literature review seems to suggest using an iterative
approach in generating requirements from legal NL text, as recommended in [29].

Finally, there ismuch recentwork in the general area ofMLandNL [19, 30–32], some
of which relates to term identification, contract element extraction and NL inference for
legal documents. Such techniques are candidates for adoption in developing Contratto
tools that support individual steps of the proposed method.

6 Conclusions

We have proposed a method for transforming legal contracts into formal specifications.
The method includes a systematic process, illustrated through an example, and an envi-
ronment that facilitates the transformation from legal text to a specification. The envi-
ronment includes several tools that automate specific tasks of the process. The proposal
has only seen a preliminary evaluation by the authors using several contracts adopted
from the Web.

There are two directions along which the work reported here needs to be extended
and enhanced. The first dimension concerns the Contratto environment. Firstly, the tool
for identifying relationships (step (c)) needs heuristic rules specifically applicable to
contracts, as opposed to rules that are applicable for any legal document. Secondly,
we envision a new component of the Contratto environment that includes a library of
templates for different types of contracts (rental, consumer sales, real estate sales, rent-to-
own, construction, transportation, etc.), alongwith the outputs of each of the 5 steps of the
Contratto process for each template. These can serve as starting points for customizations
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and could significantly reduce manual effort while improving quality. Along a different
dimension, the Contratto process and environment needs to be evaluated by subjects
other than the authors to determine its effectiveness in comparison to ad hoc manual
transformations, both in reducing required manual effort and in improving the quality of
the final specification. Moreover, such evaluation needs to be performed not only with
vanilla contracts, but also large ones where there are bound to be problems in scaling
out methods and tools to deal with complex business transactions.
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Abstract. In recent years, disruptive technologies have advanced at a
rapid pace. These new developments have the power to accelerate the pro-
duction and delivery, improve the quality, and reduce the costs of goods
and services, as well as to contribute to individual and collective well-
being. However, their adoption relies largely on user trust. And trust, due
to its dynamic nature, is fragile. Therefore, just as important as to build
trust is to maintain it. To build sustainable trust it is fundamental to
understand the composition of trust relations and what factors can influ-
ence them. To address this issue, in this paper, we provide ontological
foundations for trust dynamics. We extend our previous work, the Refer-
ence Ontology of Trust (ROT), to clarify and provide a deeper account of
some building blocks of trust as well as the many factors that can influ-
ence trust relations. We illustrate the working of ROT by applying it to
a real case study concerning citizens’ trust in central bank digital cur-
rency ecosystems, which has been conducted in close collaboration with
a national central bank.

Keywords: Trust dynamics · UFO · OntoUML · Central bank digital
currency

1 Introduction

New and disruptive technologies have been developed at a rapid pace, affecting
almost every area of our lives. Industrial robots, artificial intelligence algorithms,
machine learning, big data, decentralized technologies, just to cite a few, have
the power to accelerate the production and delivery, improve the quality, and
reduce the costs of goods and services, as well as to contribute to individual
and collective well-being. However, the adoption of these innovative technologies
relies largely on user trust. And trust is highly dynamic. Trust is generally said
to be one of the easiest things to lose and one of the most difficult things to
win back. It may break in an instant or erode gradually. Therefore, it is impor-
tant to build sustainable trust that is not easily lost. In the case of information
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. Guizzardi et al. (Eds.): RCIS 2022, LNBIP 446, pp. 354–371, 2022.
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technology systems and ecosystems, building sustainable trust involves address-
ing stakeholders’ trust concerns from the system (or ecosystem) inception and
their constant monitoring, as trust changes with time. But how to identify these
trust concerns? What makes one trustworthy? And what factors can influence
trust? In this paper we address these questions via an ontological analysis and
representation of trust dynamics.

In a previous work [2], we proposed the Reference Ontology of Trust (ROT)
- an ontologically well-founded reference model, grounded in the Unified Foun-
dational Ontology (UFO) [15,16], which formally characterizes the concept of
trust, as well as clarifies the relation between trust and risk, and represents how
risk emerges from trust relations. This paper sheds new light on trust-related
concepts and relations under the perspective of trust dynamics. We extend our
previous work to clarify and provide a deeper account of (i) the different factors
that can influence trust; (ii) the signals that trustees can emit to indicate their
trustworthy behavior; and (iii) pieces of evidence that suggest that a trustee
should be trusted. We validate and illustrate the use of ROT with a real case
study on citizens’ trust in central bank digital currency (CBDC) ecosystems,
which was conducted in close collaboration with a national central bank.

This paper is organized as follows. In Sect. 2 we introduce the reader to the
Reference Ontology of Trust. Then, in Sect. 3 we present the extensions to the
ontology to provide ontological foundations for trust dynamics. We apply ROT
in a real case study and discuss its results in Sect. 4. We assess related work in
Sect. 5 and conclude the paper in Sect. 6 with some final considerations.

2 The Reference Ontology of Trust (ROT)

The Reference Ontology of Trust1 (ROT) is a well-founded ontology, based on
the Unified Foundational Ontology (UFO) and specified in OntoUML [15]. It
formally characterizes the concept of trust, clarifies the relation between trust
and risk, and represents how risk emerges from trust relations [2]. ROT makes
the following ontological commitments about the nature of trust:

– Trust is relative to an intention. An agent, the trustor, trusts an indi-
vidual, the trustee, only relative to a certain intention, on which achievement
she counts on the trustee. The trustor may trust in the trustee regarding a
certain intention, but not bestow such a trust regarding a different one. For
example, I trust my dentist to fix a cavity in my tooth, but not to fix my
computer. Furthermore, such an intention is not always atomic. For example,
in the trust relation “Bob trusts a certain airline to take him on his holiday
trip comfortably and safely”, trust is about a complex intention, composed
of (i) Bob’s intention of traveling; (ii) his intention of being safe; and (iii) his
intention of being comfortable.

1 The complete version of ROT in OntoUML and its implementation in OWL are
available at http://purl.org/krdb-core/trust-ontology.

http://purl.org/krdb-core/trust-ontology
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– A trustor is an “intentional entity”. Trustors are cognitive agents, being
endowed with intentions and beliefs [9].

– A trustee does not need agency. A trustee is an individual capable of
impacting one’s intentions by the outcome of its behavior [9]. A trustee may
be either an agent (e.g. a person, an organization) or an object (e.g. a car, a
vaccine).

– Trust is a complex mental state. Trust is a mental state of a trustor
regarding a trustee and its behavior. It is composed of: (i) an intention; (ii)
beliefs that the trustee can perform a desired action or exhibit a desired
behavior; (iii) beliefs that the trustee’s vulnerabilities will not prevent it from
performing the desired action or exhibiting the desired behavior; and (iv)
if the trustee is an agent, beliefs that the trustee intends to exhibit that
behavior. For example, a mother who trusts a babysitter to take care of her
kids believes that: (i) the babysitter has experience in caring for children
and is First Aid trained (a belief about the babysitter’s capabilities); (ii) the
babysitter is well and probably is not going to have health issues (a belief
about the babysitter’s vulnerabilities); and (iii) the babysitter is willing to
take good care of her children (a belief about the babysitter’s intention).

– Trust is context-dependent. A trustor may trust a trustee for a given goal
in a given context, but not do so for the same goal in a different context. For
example, Mary may trust her brother to drive her to the train station in a
sunny day, but she does not trust him to do so when it is snowing. We assume
trust relations to be highly dynamic [9].

– Trust implies risk. By trusting, the trustor becomes vulnerable to the
trustee in terms of potential failure of the expected behavior or outcome [17,
p. 21]. In trust relations, risk can emerge as consequence of either the mani-
festation of a trustee’s vulnerability or the unsatisfactory manifestation of a
trustee’s capability. In the above-mentioned babysitter example, the babysit-
ter getting sick during the term of the employment contract corresponds to
the manifestation of a babysitter’s vulnerability that prevents her from going
to work and ultimately can hurt the mother’s intention of having an adult to
take care of her kids.

– Trust can be quantified. Our trust in a certain individual can increase or
decrease in time, and we can trust certain individuals more than others. To
account for these scenarios, ROT assumes that trust can be quantified, even if
it does not commit to any particular scale or measurement strategy. In ROT,
the quantitative perspective of trust is captured by means of (i) the trust
degree—the extent to which the trustor trusts in the trustee; (ii) the belief
intensity—the strength of a trustor’s belief; (iii) the performance level—how
well the trustor believes the trustee can perform the action; and (iv) the
manifestation likelihood—how strongly the trustor believes a disposition of
the trustee may be manifested through the occurrence of certain events.

The aforementioned ontological commitments are captured in the ROT dia-
gram presented in Fig. 1. In the OntoUML diagrams depicting the ontology, we
adopt the following color coding: substantials are represented in pink, modes and
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qualities in blue, relators in green, and classes whose instances might be of differ-
ent ontological nature in gray. The reader interested in an in-depth description
of the complete version of ROT is referred to [2].

3 Modeling Trust Dynamics

We previously mentioned that trust is composed of a trustor’s intention and a set
of her beliefs about the trustee and its behavior. However, several other factors
that influence trust have been discussed in the literature [18]. For instance,
Castelfranchi and Falcone [9] argue that “trust changes with experience, with
the modification of the different sources it is based on, with the emotional or
rational state of the trustor, with the modification of the environment in which
the trustee is supposed to perform, and so on”. They claim that trust is a
dynamic entity because it depends on dynamic phenomena.

Fig. 1. Reference ontology of trust.

In this section, we extend ROT to allow it to account for trust dynamics more
adequately by categorizing influence relations according to the ontological nature
of the factors that explain them. These factors are: (F1) trust influencing trust
(Sect. 3.1); (F2) mental biases (Sect. 3.2); (F3) trust calibration signals (Sect. 3.3);
and (F4) trustworthiness evidence (Sect. 3.4). In the diagrams depicted in Figs. 2
and 3, the colored concepts represent the extensions proposed to ROT. The con-
cepts in white belong to the original version of the ontology. In the remaining of
this section, we present a detailed description of these extensions.
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3.1 Trust Influencing Trust

This category represents the situation in which a trust relationship is influenced
by another trust relationship. According to Castelfranchi and Falconi [9] “in the
same situation trust is influenced by trust in several rather complex ways”. In
the same work they also discuss the phenomenon of trust creating reciprocal
trust, as well as how trust relations can influence each other. In fact, countless
examples can be found in real life about trust influencing trust, either positively
or negatively. For instance, citizens’ trust in the central bank positively influence
their trust in the national currency. People’s trust in the healthcare system, in
the experts defining vaccination strategies, and more generally in government
bodies influence their trust in vaccines.

3.2 Mental Biases

This category represents situations in which trust is influenced by mental
moments (a concept from UFO). Mental moments refer to the capacity of some
properties of certain individuals to refer to possible situations of reality [16]. A
mental moment is existentially dependent on a particular agent, being an insep-
arable part of its mental state (Fig. 1). Examples include beliefs, desires and
intentions. Beliefs have a propositional content that agents consider to be true.
They can be justified by situations in reality. Examples include my belief that
Rome is the Capital of Italy, and the belief that the Moon orbits the Earth.
Beliefs can be formed by perceptions expressing how agents sense their environ-
ment and the things that happen around them. Desires and intentions can be
fulfilled or frustrated. A desire expresses the will of an agent towards a possible
situation (e.g., a desire that Italy wins the next World Cup), while an inten-
tion expresses desired states of affairs for which the agent commits to pursuing
(e.g., Mary’s intention of going to Paris). For an extensive discussion of mental
moments, please refer to [16].

Mental moments can significantly influence trust relationships. Let us con-
sider the example of a person who really wants to travel but cannot. One day she
receives an email containing an unbelievable offer for an exotic destination that
is just about to expire. Although many will immediately think it is a scam, the
person’s desire to travel may influence her to trust the email offer [13]. Another
example would be people who are strongly committed to environmental preser-
vation and tend to trust companies that support environmental sustainability.
There is also the case of beliefs not related to specific trustees. An example
discussed by [19] suggests that some religious beliefs, which prescribe honesty
and mutual love, lead people to generally assume that others are usually honest,
benevolent, competent, and predictable.

Another important aspect is the occurrence of events that can affect one’s
perception regarding a trustee. McKnight et al. [20] discuss how trust changes
in response to external events and propose a model that addresses the mental
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mechanisms people use as they are confronted by trust-related events, which
“indicates that trust may be sticky or resistant to change, but that change can
and will occur” [20]. Castelfranchi and Falconi [12] claim that the success of an
action performed by the trustee in order to reach a goal of the trustor depends
not only on the trustee’s capabilities but also on external conditions that allow
or inhibit the realization of the task. To illustrate this point, the authors use the
case of a violinist that will give a concert in an open environment. In general,
people trust the violinist to play well. However, if it is particularly cold during the
concert, their trust will decrease if they infer that the cold can hinder her ability
to play. Similarly, in financial systems, the emergence of detrimental information
about a financial agent can negatively affect public trust in this agent, which can
lead to considerable adverse effects on one or several other financial institutions
that can ultimately propagate to the entire financial system.

3.3 Trust Calibration Signals

The emission of trust-warranting signals, that is, signals that indicate trustwor-
thy dispositions of a trustee, is one of the ingredients for building sustainable
trust [21]. In trust relations, once the trustee’s capabilities and vulnerabilities
related to the beliefs of the trustor are known, it is possible to reason about the
signals that the trustee should emit to indicate that it can successfully realize
its capabilities and prevent its vulnerabilities from being manifested. These sig-
nals are specifically created to indicate a trustworthy behavior on the part of
the trustee and therefore can influence trust. For example, information about
how privacy and security measures are implemented could be provided as sig-
nals of the trustworthiness of a system. Another example is the establishment
of a universal brand to create visual identity, so that users can identify the sys-
tem interface elements in a clear and unambiguous way, thus facilitating the
understanding and adoption of its functionalities.

Equally important are uncertainty signals, i.e. signals that communicate
uncertainties regarding the realization of capabilities and the prevention of vul-
nerabilities. Some examples are the publication of uncertainties about the accu-
racy of scientific findings, patient communication of uncertainties on the preci-
sion of medical diagnosis, investor communication of uncertainties in forecasting
financial investments returns, communication to the public about uncertainties
regarding the efficacy of vaccines, among others. While trust-warranting signals
contribute to trust building, uncertainty signals allow trustors to adjust their
trust level appropriately to the trustee’s trustworthiness, thus avoiding misplaced
levels of trust. Research show that communicating uncertainty can be beneficial
for maintaining trust and commitment over time [5,23]. This is because build-
ing trust that is higher than the actual trustworthiness of the trustee might set
trustors’ expectations too high, which may result in disappointment sooner or
later.
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We extend ROT to represent trust signals emitted by trustees (F3) in the fol-
lowing way. As illustrated in Fig. 2, the Trustee may emit Trust Calibration
Signals regarding its Dispositions (either a Capability or a Vulnerability).
Trust Calibration Signal is specialized into Trust-warranting Signal and
Uncertainty Signal. The former represents trust-warranting signals that
should be emitted by the trustee in order to ensure trustworthy behavior, while
the latter represents uncertainty signals emitted by the trustee, which allow
trustors to adjust their trust levels2.

3.4 Trustworthiness Evidence

Another trust influencing factor corresponds to trustworthiness evidence, pieces
of evidence that can make a trustor believe that the trustee should be trusted.
Similarly to trust-warranting signals, they suggest that a trustee can realize
its capabilities and shield its vulnerabilities. However, differently from signals,
which are purposefully emitted to suggest trustworthiness, evidence result from
the observation of a trustees’ trustworthy actions. Examples include:

– third-party certifications and credentials (e.g. John’s TOEFL certification
makes me believe that he can speak English, because I trust the certificate
issued by a certain authority);

– performance history (e.g. accuracy of a medical diagnosis system);
– track record (e.g. reviews from service recipients and statistics on its experi-

ence);
– recommendations (e.g. my brother trusts a car mechanic and recommends his

services to me);
– reputation records (e.g. positive evaluations received by an Uber driver);
– availability (e.g. a medical doctor you rarely succeed to make an appointment

with is not trustworthy);
– past successful experiences (e.g. all the products I purchased at Amazon

arrived on time and in perfect condition);
– transparency (e.g. offering information on what an artificial intelligence sys-

tem is doing, as well as rationale for its decisions (aka explainability));
– longevity (e.g. indication that a vendor has been in the market for a long time

and that it is interested in continued business relationship with the client);
and

– risk mitigation measures, which indicate that one is actively trying to prevent
the manifestation of one’s vulnerabilities.

2 Emits is grounded on a communicative act of the trustee [16] and, hence, a historical
relation in the sense of [14]. The propositional content of this act refers to a disposi-
tion, thus, grounding the (derived) refers to relation between the latter and Trust

Calibration Signal.
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Fig. 2. ROT - Trust calibration signals and trustworthiness evidence extensions.

Ontologically speaking, a piece of Trustworthiness Evidence is a social
endurant, typically a social relator3 (e.g. a relator binding the certifying entity,
the certified entity and referring to a capability, vulnerability, etc.), but also doc-
uments (social objects themselves) that represent these social entities (e.g., in
the way a marriage certificate documents a marriage as a social relator). As illus-
trated in Fig. 2 we extended ROT to model Trustworthiness Evidences (F4)
as “roles” played by endurants (objects, relators, etc.) related to a Disposition
of the Trustee4.

To represent the role of influences, we included the Influence relator,
which connects the sources of influence to the aspectual beliefs of the trustor
under their influence (Fig. 3). We distinguish Influence according to the source
of influence into: (i) Trust Influence, associated to a Trust relationship
(F1); (ii) Mental Moment Influence, associated to a Mental Moment (F2); (iii)
Trust Calibration Signal Influence, associated to a Trust Calibration
Signal (F3); and (iv) Trustworthiness Evidence Influence, associated to
a Trustworthiness Evidence (F4). The property weight corresponds to the
weight of an influence over a particular belief, as certain influences may weight
more heavily than others.

3 Briefly speaking, a relator (a concept from UFO) is an entity that is existentially
dependent on at least two individuals, thus, mediating or binding them [14].

4 Playing of the “role” of Trustworthiness Evidence for a particular focal disposi-
tion is dependent on the belief of trustors, whose propositional content makes that
connection between that player and that disposition. The is about relation in this
model is, thus, derived from the propositional content of that belief. The refers

to relation connected to the trustee is derived from the relation between that focal
disposition and its bearer.
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Fig. 3. ROT - Influences extensions.

4 Case Study: Citizens’ Trust in CBDC Ecosystems

In this section, we present a real-world case in which we use ROT to model
citizens’ trust in CBDC ecosystems. We worked in close collaboration with a
national central bank to analyse the case and instantiate the ontology to repre-
sent the dynamics of citizens’ trust in CBDC ecosystems. Due to the sensitivity
of this topic (the development of CBDC ecosystems is in full swing, and their
design is not finished yet) and specific request of the central bank, the only
information we can disclose is that the contributing central bank’s context is a
country with between 50 and 300 million citizens.

4.1 Research Method

We conducted a case study, in collaboration with a national central bank, regard-
ing citizens’ trust in CBDC ecosystems. This methodological approach is partic-
ularly appropriate when the focus is investigating a contemporary phenomenon
in depth and within its real-life context, and the investigator has no control over
actual behavioral events [24]. The research procedure we employed was adapted
from [24].

We started by planning the case study. We defined its purpose—to verify if
the Reference Ontology of Trust can properly represent real world situations, or
more specifically if it can model citizens’ trust in CBDC ecosystems—identified
the areas of interest, namely, economics, financial citizenship and information
technology, and selected the interviewees. We also obtained the necessary autho-
rizations from the central bank to carry out the study.

In the collect stage, we gathered information from documentation and inter-
views. First, documents describing and documenting information on citizens’
trust in CBDC ecosystems were collected from the literature [4,6–8,11,22] and
from the central bank’s website, to deepen our knowledge about the topic. Based
on this documentation, we created an initial version of the ontology instantiation,
to be validated and complemented at the interviews stage. Then, we conducted
interviews with central bank experts in the areas of interest, namely, economics,
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Table 1. Questions related to key ontology concepts.

Question ROT concept

Citizens trust the CBDC ecosystem to· · · Intention

Citizens trust the CBDC ecosystem because they
believe that it can· · ·

Belief capability

Citizens trust the CBDC ecosystem because they
believe that it has mechanisms to prevent· · ·

Belief vulnerability

How can the CBDC ecosystem indicate that it is
trustworthy?

Trust calibration signal

What pieces of evidence show the CBDC ecosystem
is trustworthy?

Trustworthiness evidence

What can influence citizens’ trust in the CBDC
ecosystem?

Influence

financial citizenship and information technology. The questions that would guide
the interviews with the stakeholders (Table 1) were defined based on the main
concepts of the Reference Ontology of Trust (Sects. 2 and 3). The ontology served
as guidance for our work from the beginning of the case study, helping us focus
on the domain being investigated and supporting the creation of the interview
questions. As shown in Table 1, these questions are actually formulated based
on the concepts from ROT (see column 2).

We conducted three individual interviews in the form of guided conversa-
tions, one for each expert of the areas of interest, namely, economics, financial
citizenship and information technology. During the interviews we presented the
initial version of the ontology instantiation to be validated and gathered infor-
mation based on the aforementioned questions (Table 1). The interviews were
recorded (audio) and with their feedback and validation we have improved both
the ontology and the ontology instantiation, and presented them again to the
central bank in a validation meeting. We had in total four sessions with the
central bank, in which the modeling of citizens’ trust in CBDC ecosystems were
discussed in detail.

In the analyze stage, we concluded the final version of the ontology instantia-
tion. In addition, to demonstrate the contribution and applicability of our ontol-
ogy to the modeling practice, we used the ontology instantiation as a domain
model to create a goal model for this case using the i* framework [10]. Finally,
we shared the results with the central bank team.

4.2 Research Context: CBDC Ecosystems

Recent innovations in the financial industry, such as cryptocurrencies,
blockchains and distributed ledger technologies, smart contracts, and stable-
coins have fostered the creation of financial products and services on top of
decentralized technologies, giving rise to the concept of Decentralized Finance
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(DeFi) [25]—the decentralized provision of financial products and services. This
disruption, alongside the entry of big techs into payments and financial services,
pushed central banks to investigate new forms of digital money and prepare
the grounds for central bank digital currencies (CBDCs). A CDBC is a form of
digital money, denominated in the national unit of account, which is a direct
liability of the central bank, such as physical cash and central bank settlement
accounts [1].

In general, a CBDC ecosystem would comprise elements and functions similar
to traditional payment systems, with central banks facing many of the practi-
cal policy questions around access, services and structure they currently do.
According to [3], at the center of any CBDC ecosystem would be a CBDC “core
rulebook” outlining the legal basis, governance, risk management, access and
other requirements of participants in the CBDC ecosystem. Participants in the
CBDC system could include banks, payment service providers, mobile operators
and fintech or big tech companies, which would act as intermediaries between
the central bank and end users. This broader ecosystem would be complemented
by a legal and supervisory framework and contractual arrangements between
end users and their intermediaries [3]. Currently, all CBDC ecosystems are still
under design. The initiatives around the world are either at the stage of experi-
mentation, proof-of-concept, or pilot arrangements.

Consumer demand for CBDC is an important element that determines how
widely a CBDC would be used. Therefore, the successful implementation of a
CBDC crucially depends on citizens’ motivation to adopt this new digital form
of public money, which is directly related to their trust5 in the CBDC ecosystem.

4.3 Modeling Citizen’s Trust in CBDC Ecosystems

Ontology Instantiation. We adopt the following coding to refer to instances
of key ROT concepts hereafter: INT for intention; BEL for disposition belief;
CAP for capability; VUL for vulnerability; TS for trust-warranting signal; US
for uncertainty signal; TE for trustworthiness evidence; and INF for influence.

Both the literature research and the interviews showed that citizens trust the
CBDC ecosystem to preserve their privacy (INT1). Privacy emerges as a key fea-
ture, which can be confirmed both indirectly—by the presence of comments on
the importance of privacy—and directly—by ranking privacy first, among many
other features [11]. Citizens who trust the CBDC ecosystem believe that it safe-
guards their privacy (BEL1.1). This belief is related, for example, to the CBDC
ecosystem’s capability to comply with the General Data Protection Regulation
(GDPR)6 and other privacy laws and regulations (CAP1.1).

5 Agust́ın Carstens, the General Manager of the Bank for International Settlements, in
a recent speech at the Goethe University’s ILF conference on “Data, Digitalization,
the New Finance and Central Bank Digital Currencies: The Future of Banking and
Money” explicitly defended that “the soul of money is trust.” (https://www.bis.org/
speeches/sp220118.htm).

6 https://gdpr-info.eu/.

https://www.bis.org/speeches/sp220118.htm
https://www.bis.org/speeches/sp220118.htm
https://gdpr-info.eu/
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Interviewees also expressed that it is important that citizens feel safe to per-
form digital transactions in the ecosystem. Citizens trust the ecosystem to safely
make transactions using CBDCs (INT2). They believe that the ecosystem is
safe (BEL2.1) and that it will be able to prevent security breaches (BEL2.2).
The former belief (BEL2.1) is related to the ecosystem’s capability to have secu-
rity mechanisms (CAP2.1), while the latter (BEL2.2) is related both to possible
security breaches (VUL2.1)— which correspond to a vulnerability—and to the
ecosystem’s capability to quickly react to risk events on security (CAP2.2). In
addition, the existence of a cybersecurity policy (TE2.1) is an example of trust-
worthiness evidence related to the capability CAP2.1.

Another aspect that emerged from the interviews and the literature is the
importance of providing a simple experience for end users. Citizens trust the
CBDC ecosystem to make transactions using CBDCs easily (INT3) and they
believe both that the ecosystem is easy to access and use (BEL3.1) and that
it is easy to onboard the CBDC ecosystem (BEL3.2). A possible capability
of the ecosystem, related to these beliefs, is to meet minimum usability crite-
ria (CAP3.1). The existence of a manual with minimum usability requirements,
which must be followed by all participants of the ecosystem (TE3.1) is an example
of trustworthiness evidence related to the capability CAP3.1. The establishment
of a universal brand to create visual identity (TS3.1), advertising campaigns
in the media and social networks using everyday examples (TS3.2), and docu-
mentation available (TS3.3) are examples of trust-warranting signals related to
capability CAP3.1.

Low cost was another attribute mentioned both in the literature and by
the interviewees. Citizens trust the CBDC ecosystem to make transactions using
CBDCs at a low cost (INT4) and they believe both that it will be offered at a
low cost to its users (BEL4.1) and that they will not need to buy a new device to
make transactions in the CBDC ecosystem (BEL4.2). The former belief (BEL4.1)
is related to the ecosystem’s capability to have lower costs for consumers and
merchants (CAP4.1), while the latter (BEL4.2) is related to the ecosystem’s
capability to operate using existing, accessible technology (CAP4.2).

An additional valuable feature identified in the collect phase is the ability
to make offline payments. This feature might be particularly relevant during
outages and in environments where internet availability is limited or unreliable
[4]. Citizens trust the CBDC ecosystem to make transactions wherever they need
(INT5) and they believe that they will be able to access the system from any place
(BEL5.1). This belief is related to the ecosystem’s capability to support offline
transactions (CAP5.1). Note that intention INT5 (offline access) conflicts with
intention INT4 (low cost), as technology to support offline capacity may incur
additional costs.

The interviews also showed that citizens trust the CDDC ecosystem to
make transactions instantly on a 24/7 basis (INT6). In other words, users who
trust the ecosystem believe that it is able to make instantaneous transactions
(BEL6.1) and that it will be available when they need (BEL6.2). These beliefs
are related to the ecosystem’s capability to meet high availability parameters and
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processing time limits (CAP6.1). Examples of trustworthiness evidence related
to this capability are the existence of a service level agreement that establishes
high availability parameters and processing time limits (TE6.1) and statistics on
the functioning of the ecosystem showing that this service level agreement has
being fulfilled (TE6.2). Information about instability (US6.1) and low response
times (US6.2) are examples of uncertainty signals.

A further important aspect identified both in the literature and in the inter-
views is currency acceptance. Citizens trust the CDBDC ecosystem to make
transactions using a widely accepted currency (INT7). And they believe that
the CBDC ecosystem operates with a digital currency widely accepted (BEL7.1).
This relates to the capability to operate using a legal tender currency (CAP7.1).

Equally important is the stability of the currency purchasing power. Cit-
izens trust the CDBDC ecosystem to make transactions using a stable cur-
rency (INT8). And they believe that the CBDC purchasing power has stabil-
ity (BEL8.1). This belief relates to the ecosystem’s capability to have proper
mechanisms to ensure stability of CBDC purchasing power (CAP8.1).

Finally, it was also mentioned that citizens trust the CBDC ecosystem to have
access to better financial products and services offerings (INT9). Therefore, they
believe that they will have access to more product and service offers customized to
their needs (BEL9.1). This relates to the ecosystem’s capability to provide better
customized services and products offerings (CAP9.1). Once more, it is possible
to observe the existence of conflicting intentions: the intention just mentioned
(INT9) conflicts with privacy preservation (INT1), as to propose better financial
services offerings, financial institutions in the ecosystem need to have access to
more (private) information about the citizen.

It is important to note that in the trust relation between citizens and the
CBDC ecosystem, trust is about a complex intention, composed of the afore-
mentioned intentions (INT 1 to 9).

Furthermore, it is possible to observe the existence of trust influences. For
example, citizens’ trust in a country’s monetary system (INF1) positively influ-
ences their trust on the CBDC ecosystem, just as their trust in the central bank
(INF2) does.

Figure 4 shows a graphical representation of the ontology instantiation focus-
ing on usability (INT3). The detailed diagrams presenting the complete case
study can be found at https://purl.org/krdb-core/rot-cbdc-case-study.

Goal Model. We use the ontology instantiation as a domain model to create
a goal model for this case using the i* framework [10], presented in Fig. 5. The
model shows the goals that citizens delegate to the CBDC ecosystem (through
the i* dependency relation). Citizens and the CBDC ecosystem are represented
as actor and agent, respectively. Citizens’ intentions are represented as quality
dependences. Conflicting intentions are represented in yellow, circled by a red
dashed line. Entities represented in green and yellow were obtained directly by
mapping elements from the ontology instantiation. For each of them, more spe-
cific goals, qualities, tasks and resources were identified and are represented in

https://purl.org/krdb-core/rot-cbdc-case-study
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Fig. 4. Graphical representation of the ontology instantiation focusing on usability.

blue. Besides dependencies, the goal model depicts the internal perspective of the
CBDC ecosystem. Beliefs are represented as goals or qualities that contribute
to (help) the achievement of higher level goals. For example, beliefs such as the
ecosystem is safe (BEL2.1), the ecosystem is easy to use (BEL3.1), the CBDC
is widely accepted (BEL7.1) were represented as qualities that contribute to the
ultimate goal of being trustworthy. Capabilities, trust calibration signals and
trustworthiness evidence are represented as goals, qualities, tasks or resources
that contribute to (help) the achievement of higher level goals. For example, the
goal support offine transactions (CAP5.1) helps the achievement of be available.
The tasks meet minimum usability criteria (CAP3.1) and keep visual identity
(TS3.1) help the achievement of be easy to use. The resource cybersecurity pol-
icy (TE2.1) contributes to comply with cybersecurity policy. The resource manual
with minimum usability requirements (TE3.1) contributes to the task meet min-
imum usability criteria, which in turn contributes to be easy of use. Conversely,
vulnerabilities can be represented as goals, qualities, tasks or resources that neg-
atively impact (hurts) the achievement of higher level goals. Finally, influences
are represented as contribution links that help or hurt the achievement of higher
level goals (help for positive influences and hurt for negative ones). The map-
ping between the ROT concepts and their representation in the i* Goal Model
is presented in Table 2.
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4.4 Discussion

In the validation session, the central bank experts of the aforementioned areas
of interest were unanimously of the opinion that the ontology was capable of
capturing all the important aspects of citizens’ trust in CBDC ecosystems (per-
ceived usability and usefulness of the approach). It was also mentioned by the
interviewees that, when designing the CDBD ecosystem, it is useful to under-
stand the intentions of the users that are related to their trust in the ecosystem,
so that we can identify, at a very early stage, capabilities required to create a
trustworthy and efficient environment, possible vulnerabilities that should be
dealt with, as well as how to properly communicate about the ecosystem trust-
worthiness. Being able to identify citizens’ goals provides a broad view of how
CBDC can be successfully implemented, from a trustworthiness perspective. By
eliciting goals, we can also identify the conflicting goals, and consequently we
can be more proactive in resolving possible design issues.

Fig. 5. A fragment of the goal model of the CBDC ecosystem.

Table 2. Representation of ROT concepts in i* Goal Model.

ROT concept Representation in i* Goal Model

Trustor Actor, Agent, Role

Trustee Actor, Agent, Role

Intention Goal dependence, Quality dependence

Belief Goal, Quality

Capability Goal, Quality, Task, Resource

Vulnerability Goal, Quality, Task, Resource

Trust Calibration Signal Goal, Quality, Task, Resource

Trustworthiness Evidence Goal, Quality, Task, Resource

Influence Contribution link
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An interesting finding was that once we understand what composes citizens’
trust and which factors may influence it, we can take these requirements into
account since the ecosystem’s inception, thus enabling trustworthiness by design.
Furthermore, it allows the identification of potential risks in advance and the def-
inition of risk mitigation strategies. This is because if we know which capabilities
and vulnerabilities are related to the trustor beliefs, we can reason about what
can go wrong with the realization of the capabilities and the manifestation of
the vulnerabilities, which will hurt the intentions of the trustor. These unwanted
events correspond to risk events for which mitigations strategies may be defined
in advance. Another interesting finding is that trust relations require constant
monitoring as the ecosystem is very dynamic and is constantly changing. And
changes in the environment can influence user trust.

5 Related Work

There are some works in the literature that address the dynamic nature of trust.
Riegelsberger et al. [21] propose a framework on the mechanics of trust, in which
they identify contextual (temporal, social, and institutional embeddedness) and
intrinsic (ability and motivation) properties that warrant trust in another actor,
which they name trust-warranting properties. They also describe how the pres-
ence of these properties can be signaled. In their model, they identify two broad
categories of signals: symbols and symptoms, which are analogous to the ROT
concepts of trust-warranting signals and trustworthiness evidence, respectively.
Despite this similarity, their work differs from what we propose here, as they do
not consider uncertainty signals and other factors that may influence trust, such
as other trust relations and the mental state of the trustor. Also, they do not
provide an ontological account for the concepts represented in their model.

Castelfranchi and Falcone [9] made an important contribution with their the-
ory of trust. ROT relies largely on their theory to formalize the general concept of
trust and the concept of social trust. In their work, they present trust dynamics
in different aspects: (i) how trust changes on the basis of the trustor’s expe-
riences, which is related to the ROT concepts of trustworthiness evidence and
influence; (iii) how trust is influenced by trust; how diffuse trust diffuses trust
(that is how A’s trusting B can influence C trusting B or D, and so on); and (iv)
how trust can change using generalization reasoning (the fact that it is possi-
ble to predict how/when an agent who trusts something/someone will therefore
trust something/someone else, before and without a direct experience). These
last three aspects are related to trust influences in ROT. Although it is rather
comprehensive, their proposal does not mention the emission of signals to com-
municate uncertainties nor to indicate trustworthy behavior on the part of the
trustee.

6 Conclusions

In this paper, we presented an ontological analysis of the factors that influence
trust as well as other trust-related concepts, such as pieces of evidence that
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indicate a trustee’s trustworthiness and the signals that the trustee may emit
to indicate trustworthy behavior. To validate the ontology and demonstrate the
applicability of our proposal, we conducted a real case study concerning citizens’
trust in CBDC ecosystems. The case study experience confirmed that ROT can
properly represent trust in this context, and suggests it could be used to represent
other real cases. We acknowledge that our case study has some limitations as we
only took the central bank’s view regarding citizens’ trust in CBDC ecosystems.
Nevertheless, we rely on documentation and information from surveys conducted
with citizens from the literature [4,6–8,11,22]. As future work, we plan to apply
ROT to support trustworthiness by design, so that trust can be part of the
design of ecosystems since their inception and be prioritized in all aspects of the
ecosystem.
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Abstract. Ontology-driven conceptual models are widely used to cap-
ture information about complex and critical domains. Therefore, it is
essential for these models to be comprehensible and cognitively tractable.
Over the years, different techniques for complexity management in con-
ceptual models have been suggested. Among these, a prominent strategy
is model abstraction. This work extends an existing strategy for model
abstraction of OntoUML models that proposes a set of graph-rewriting
rules leveraging on the ontological semantics of that language. That orig-
inal work, however, only addresses a set of the ontological notions cov-
ered in that language. We review and extend that rule set to cover more
generally types of objects, aspects, events, and their parts.

Keywords: Conceptual model abstraction · Complexity management
of conceptual models · OntoUML

1 Introduction

The term conceptual model (CM) is heavily overloaded and covers a wide
range of models, e.g., Entity-Relationship diagrams and Business Process Mod-
els. These models are used to capture information about complex and critical
domains, and “play a fundamental role in different types of critical semantic
interoperability tasks” [14].

Conceptual modeling is the activity of “representing aspects of the phys-
ical and social world for the purpose of understanding and communication
[. . . ] among human users” [19]. However, when ontological theories, coming
from areas such as formal ontology, cognitive science, or philosophical logics,
are utilized for improving the development of CMs, it is common to speak of
ontology-driven conceptual modeling (see [7,22]).

In critical and complex scenarios, the number of concepts and axioms of a
CM can grow significantly, leading to situations where “it is important that con-
ceptual models are cognitively tractable” [6]. It is known that human working
memory capacity in processing visual information is limited [15], and “displaying
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a large amount of data in a single node-link diagram can be visually overwhelm-
ing and confusing” [15]. Thus, one of the most challenging aims is “to understand,
comprehend, and work with very large conceptual schemas” [23].

Due to the above-mentioned reasons, complexity management of large con-
ceptual models has been an area of intensive research. Recently published meth-
ods can be grouped into the following categories: clustering methods, relevance
methods, and summarization methods [23, p.54]. The first group covers meth-
ods in which elements of the CM are divided into groups (clusters). Relevance
methods rank CM elements into ordered lists according to their value, while
summarization methods produce a reduced version of the original CM.

The work presented in this paper belongs to the group of summarization tech-
niques, more specifically, to the abstraction techniques. According to Egyed [5],
model abstraction is “a process that transforms lower-level elements into higher-
level elements containing fewer details on a larger granularity”. The main idea
is to provide the user with a bird’s-eye view of the model by filtering out some
details. Thus, such methods by definition provide lossy transformations.

Egyed also suggested an interesting approach for model abstraction [5]. The
proposed abstraction algorithm performs syntactic matching of abstraction rules
on the model, and the matched pattern is replaced by the result pattern of that
rule. The author claims that every application of a rule simplifies a given model.
However, the suggested set of rules is complicated, and it consists of 121 patterns,
92 of which are abstraction-generating rules.

Since most of the methods for CM summarization are based on classic mod-
eling notations (UML, ER) [23, p.44], they rely on syntactic properties of the
model, such as closeness or different types of distances between model elements
(see [1]). What is interesting here is that abstraction techniques even for lan-
guages with ontological semantics sometimes are based mainly on topological
properties of the graphs, see [16,20].

More recently, a number of approaches for complexity management have been
proposed for Ontology-Driven CM languages—most notably OntoUML [9]—by
leveraging on the richer ontological semantics offered by these languages. These
include [6,12,18]. The latter deals exactly with the topic of model abstraction
and proposes a set of graph-rewriting rules for abstracting OntoUML patterns.
However, it targets only a subset of the ontological notions present in OntoUML.
For example, it did not cover any other relation but specialization, while recently
OntoUML stereotypes for relations have been revised and extended (see [7]).
Moreover, the technique is focused on the category of objects, leaving out cat-
egories of aspects and events and, hence, also the relations between events and
endurants (objects and aspects). In this paper, we revisit and extend that work
by proposing new abstraction graph-rewriting rules that more generally address
types of objects, aspects, events, and their parts.

The remainder of the paper is organized as follows: Sect. 2 presents our base-
line and background; Sect. 3 introduces our new abstraction rule set, which is
combined with the original rule set in an unified algorithm in Sect. 4; Sect. 5
elaborates on final considerations and future work.
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2 Background

2.1 A Brief Introduction to UFO and OntoUML

Unified Foundational Ontology (UFO) [9,11] is a well-grounded foundational
ontology based on contributions from Formal Ontology in Philosophy, Philo-
sophical Logic, Cognitive Psychology, and Linguistics. A quite recent study [21]
has shown that UFO is the second-most utilised foundational ontology applied
in conceptual modeling, and also the one with the fastest adoption rate.

OntoUML is an ontology-driven conceptual modeling language that extends
UML class diagrams by defining a set of stereotypes that reflect UFO ontological
distinctions into language constructs. These stereotypes extend UML’s meta-
model via a profile mechanism, and allow users to decorate diagram’s elements.
Thus, classes and associations that are decorated with OntoUML stereotypes
bring precise (real-world) semantics grounded in the underlying UFO ontology.
Additionally, a number of semantically motivated syntactic constraints govern
OntoUML models, making them compliant with UFO [9]. Verdonck and Gailly
also have shown that OntoUML is among the most used languages in ontology-
driven conceptual modeling [21]. In the remainder of this section, we briefly
describe a selected subset of the ontological distinctions in UFO, and how they
are represented by means of OntoUML. For an in-depth discussion, philosophical
justification, and formal characterization we refer to [9,13].

A first key distinction is made between Endurants, i.e., entities that exist
in time while keeping their identity (e.g., John, Mary and their Marriage), and
Perdurants, i.e., exist that occur in time, also generally called Events (e.g., John
and Mary’s Wedding ceremony). Endurants instantiate Endurant Types, which
depending on their modal properties can be classified into Ultimate Sortals,
Subkinds, Roles, Phases, Categories, Role Mixins, Phase Mixins, and Mixins.
Perdurants instantiate Perdurant Types.

Ultimate Sortals are types that capture the essential properties ascribed to
their instances. The term is a synonym to what is called a (natural) kind in the liter-
ature. OntoUML reserves the stereotype Kind for Object kinds (e.g., Car, Person,
Planet) but also allowsRelator kinds (e.g., Marriage, Employment, Enrollment),
Quality kinds (e.g., Color, Weight), and Mode kinds (e.g., That conductor’s
electrical conductivity, Mary’s ability to speak English, John’s Dengue
Fever).Objects are endurants that can exist independently, whileRelators,Modes
and Qualities (generally called Aspects) can only exist parasitic to other entities
(existential dependence): Relators are the truthmakers of relational propositions,
e.g., a Marriage is a complex relator composed ofmutual commitments and claims;
Qualities are entities that are existentially depend on their bearers and can be
directly measured; Modes, on the contrary, represents complex intrinsic aspects
that can bear their own properties.

Subkinds are subtypes specializing ultimate sortals, like Man and Woman for
the kind Person, or Temporary Employment for the relator kind Employment.
Ultimate sortals are static (or Rigid) types in the sense that they classify their
instances necessarily (in the modal sense). For this reason, they are called Rigid
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Sortals. Phases and Roles represent contingent (accidental, dynamic) subtypes
of rigid sortals. They are hence called Anti-Rigid Sortals. The former class rep-
resents specializations according to intrinsic properties of instances, like being
a Child or an Adult for Person, while the latter is the way for endurants to
participate in relations, e.g., play the role of Wife in a Marriage. Rigid and
anti-rigid sortals constitute the class of Sortal Types.

Non-Sortal Types capture properties that are common to instances of dif-
ferent kinds (ultimate sortals). These can be essential properties, in which case
these are called Categories; non-essential properties, in which case these are
called Mixins; contingent properties cross-cutting several types, in which case
these are called Role Mixins and Phase Mixins. An example of a role mixin is
the type Customer that describes properties that apply to both individuals of
the kind Person and individuals of the kind Organization.

Events bear different relations to endurants. On the one hand, they can
create, change, or terminate them. On the other hand, events are manifesta-
tions of aspects, like when the unfolding of John’s Dengue Fever (an event)
manifests a particular set of pathological conditions in his body (a
mode). In this case, by being the bearer of this mode, John participates in
that corresponding dengue fever unfolding event. Event Types can also special-
ize other event types, thus, forming their own taxonomies (e.g., Cardiovascular
Surgery is a subtype of Surgery event).

2.2 Ontology-Based Model Abstraction

The approach presented in [12] is made possible by the ontological semantics of
OntoUML. The approach proposed an algorithm that is based on four graph-
rewriting rules, R1–R4 (see Table 1, reproduced from [12]). Following these rules,
fragments of the original model are abstracted into reduced counterparts, while
maintaining essential information. The rationale behind these rules is that the
focus should be on the representation of Object kinds and relations between
them, so that: (1) Relators are to be omitted; (2) properties of Non-Sortals
(e.g., Categories) should be moved downwards to the level of Sortals; and (3)
properties of Sortals that are not Object kinds, such as Subkinds and Roles,
should be pushed upwards to the level of kinds. Given this rationale, the rules
are meant to be applied in a specific order.

As previously discussed, there is the need to revise and extend this approach.
First, it only covers subtyping relations. Second, it neglects both taxonomies of
Aspect Types and Event Types. Given that latter are not addressed, so are also
the relations between Events and Endurants.

3 Abstracting Objects, Aspects, Events, and Their Parts

In the next three subsections, we introduce our new rules for abstracting types of
Objects, Aspects, and Events, respectively. Each subsection describes first part-
hood relationships and then other ontological relations involving these types of
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Table 1. Original graph-rewriting rules for OntoUML model abstraction [12].

entities, the summary of which is given in Fig. 11. The section ends with a list
of graph-rewriting rules.

Fig. 1. Types and stereotyped relations between them.

1 A formal definition of these stereotyped relations is given in [7] and in [2] for those
relations that include Events.
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3.1 Abstracting Objects

In the previous version of the algorithm [12], parthood relations were not con-
sidered. Despite the apparent simplicity, mereological relationships, also known
as part-whole or part-of relationships, come in different forms, which behave
differently in practice. An interesting research question is whether this diversity
leads to different rules when abstracting such relationships and, if yes, how these
rules could be formalized.

There are many mereological systems described in logic, philosophy and
related fields. These systems differ depending on what axioms are included.
However, the “minimal characterization of parthood relation”, P , is provided
by three axioms [4, Ch. 2] amounting to is termed Minimal Mereology :

∀xP (x, x) (Reflexivity)
∀x∀y((P (x, y) ∧ P (y, x)) → x = y) (Antisymmetry)
∀x∀y∀z((P (x, y) ∧ P (y, z)) → P (x, z)) (Transitivity)

However, in real-world scenarios transitivity does not always hold (see [10]).
As an example, we model the case where hearts of football players can fail during
a game, thus, leading to a surgery2 (see Fig. 2)3. When a player as part of a team
scores a goal, the whole team scores a goal. In contrast, although a football player
(as a person) has a heart, it seems rather odd to speak about the heart (being
part) of a football team (at least in the biological sense).

Fig. 2. Examples of different parthood relations.

2 Unfortunately, incidents like this from time to time happen in real life,
e.g., https://www.webmd.com/heart-disease/news/20210614/danish-soccer-player-
suffered-cardiac-arrest-during-euro-match.

3 Hereinafter, the default cardinality constraints ‘∗’ and ‘0..∗’ are not shown in the
models, as well as ‘1’ on the side of diamonds in parthood relations. For visual
economy, when we have more than one part type connected to the same whole type,
we join these different parthood relations in the same diamond-head (on the end
connected to the whole). Parthood, nonetheless, is still defined as a binary relation.

https://www.webmd.com/heart-disease/news/20210614/danish-soccer-player-suffered-cardiac-arrest-during-euro-match
https://www.webmd.com/heart-disease/news/20210614/danish-soccer-player-suffered-cardiac-arrest-during-euro-match
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In computer science, UML standard distinguishes between an aggregation and
a composite aggregation, where the latter is a strong form that “requires a part
object to be included in at most one composite object at a time. If a composite
object is deleted, all of its part instances that are objects are deleted with it.” [3,
p. 112] Also, “compositions may be linked in a directed acyclic graph with transi-
tive deletion characteristics” [3]. This standard approach does not provide enough
support for the modeller to distinguish different types of parthood relationships
but addresses the problem of possible independence of parts.

As for OntoUML, different types of parthood relations between Objects and
the problem of their transitivity were considered in [9,10]. According to the
specification of UFO [9,11], there are three types of Objects that can participate
in parthood relations: Functional Complexes, Collectives, and Quantities.

Quantities are connected to their parts with the SubQuantityOf relation,
which is always transitive [9, p. 184] but quite rare in practice. Since the rela-
tionship between the portion and the whole is very close, these quantities coalesce
their mass without additional attributing. And because of transitivity, a relation
in which a portion serves as domain can be abstracted to the whole with the
proper role. As an example, we can take Alcohol as a sub quantity of Wine
contained in a Wineglass. After abstraction we obtain that Wineglass, or even
Glass when abstracting further, contains Wine (see Fig. 3).

Fig. 3. Abstracting SubQuantityOf.

A Collective can be part of another Collective via the SubCollectionOf rela-
tion, which is transitive [9, p. 186]. Thus, Surgical Team from Fig. 2 should
receive all properties from Medical Staff, e.g., an employment contract with a
Medical Centre. Collective also includes elements with the MemberOf relation,
which on the contrary is intransitive [9, p. 185].

While formulating the abstraction rules for Collectives, we need to take into
consideration the following remarks. First, members of the collection by def-
inition of the relation have a uniform structure and are conceived as playing
the same role in the collection, like a Player in a Team. If it is not the case,
and we want, e.g., to distinguish between Forward and Goalkeeper, additional
subcollections shall be introduced, each of which with uniform members. Sec-
ond, “although member-collective is never transitive, a combination of member-
collective and subcollective-collective is again always transitive” [10], i.e., in our
example, a Surgeon as part of the collective also works for a Medical Centre.
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Finally, “the member-collective relation necessarily causes the part to be seen as
atomic in the context of the whole, hence, ‘blocking’ a possible transitive chain of
part-whole relations” [9]. Thus, chains of Collectives could be abstracted to the
most general collection together with the propagation of all relations in which
these subcollections are domains. However, members of the collections must be
kept because of their atomicity and relative independence. In the example from
Fig. 2, this approach gives us Medical Staff that works for Medical Centre,
operates Heart (as Surgical Team), and has Surgeons as members.

Functional Complexes include their parts with the ComponentOf relation,
which is not transitive in general [9, p. 183]. The simplest approach is to use
these parts as attributes of the whole (see heart of Person in Fig. 4).

Fig. 4. Abstracting parthood relations of Objects.

However, there is no general rule for abstracting relations in which these parts
serve as domains. In fact, the only relation that also holds for the whole object
is <<participation>> in the Event, e.g., if Heart participated in a Surgery, a
Person with that heart also participated in the same Surgery4.

Abstracting from other relations that bind parts of Objects to other Objects
is more challenging. As an example we can consider Tail as a component of Dog,
which is used for Greeting. Abstracting these relations to the Dog ‘used for’
Greeting is definitely wrong. Instead of removing such relations, we suggest
to rename them using the pattern ‘Object’s part RelationName’. In the given
example, that would result in Dog connected to Greeting via the relation ‘Dog’s
tail used for’. Similar examples can be given for the <<comparative>> and
<<historical>> stereotypes.

It should be noted, that so far we did not discuss situations where part of
the Object serves as range of the relation coming from Aspect or Event. These
rules with proper substantiation are considered in the corresponding sections.

After abstracting from parthood relations, further abstractions of Objects can
be made with the help of rules from the previous version of the algorithm [12],
namely, Rules R2–R4 can be applied.

4 This is called the Principle of Event Expansion [17].
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3.2 Abstracting Aspects

The first rule suggested in [12] for abstracting models was R1, the rule for elim-
inating Relators. We argue that this rule can be further extended towards other
Aspects of relations. As an example, we use the model in Fig. 5.

Fig. 5. Different Aspects of relations.

As previously discussed [8,9], Relators are the truthmakers of relational
propositions, and their absence may lead to single-tuple/multiple-tuple cardi-
nality ambiguity problem. Therefore, by applying R1, we have a lossy transfor-
mation.

What was omitted in [12] are the following features. First, Relators as
Endurants could be embedded into a hierarchy and have Subkinds or Phases
(an example can also be found in [8]). Second, Relators are complex objects in
terms of how they are formalized as mereological sums of externally dependent
Modes (for details see [7]). Third, Relators or their descendants may participate
in other relations other than mediation relations with the relata. In the given
example, Civil Marriage can serve as a reason for a spouse’s Visa, while Mock
Marriage cannot.

The last version of UFO distinguished Relators, Qualities, and Modes within
the Aspect Types [11]. We argue that pattern for abstracting should be the same
for all pre-described classes. Also, the above mentioned comments about the
Relators can be applied to Qualities and Modes as well (see Fig. 7).

The first step when abstracting Aspects is addressing aspect parthood. All
parts of an Aspect follow classical mereology axioms that were mentioned in
Sec. 3.1. Also, because of transitivity, it is possible to move relations from a part
of the Aspect to the whole. However, in most cases, like the one in Fig. 5 where
Wife Commitment and Husband Commitment are parts of Marriage, a relation
could already exist5 and there is no need to create a new one.

5 For details, why this is the case, see Table 1 in [7].
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The second step is to abstract from aspect taxonomies by applying a mod-
ification of the original R3 rule, since we are not interested in creating an enu-
meration like in R4 even for disjoint and complete generalization sets because
the transformation is lossy. The modification is the following. First, instead of
applying R3 to Sortal Type (meant there as Sortal Object Type), we define an
analogous rule for Sortal Aspect Type. Second, we need to keep the available
role that is lowest in the hierarchy. In the example from Fig. 5, that leads to
Marriage (as Civil Marriage) being a reason for a Visa.

The last step consists of abstracting from the Aspect Type itself. However,
it can participate in the relations, decorated with <<externalDependence>>,
<<mediation>> and <<characterization>> stereotypes, representing different
sorts of existential dependencies (for details see [7]). Also, if the Aspect Type
participates in the relations as the domain, those relations should be moved to
the corresponding Object Types (i.e., those that are ranges for <<mediation>>
and <<characterization>> relations only) with the corresponding modification
of the relation as the ‘Object’s AspectRole RelationName’. The resulting model
for our example is shown in Fig. 6.

Fig. 6. Resulting model for abstracting Aspects.

The last rule gives us a reason to move <<externalDependence>> and
<<characterization>> with <<mediation>> relations from part of an Object
to the whole, even for intransitive parthood relations, but with some prior-
ity. So, <<mediation>> and <<characterization>> relations, being relations
of inherence (i.e., a stronger for existential dependence), are more important to
keep than <<externalDependence>>. Thus, in Fig. 4, Heart Operation medi-
ates Medical Staff and Person.

Finally, Aspects can have relations with other Aspects. See, e.g., Fig. 7,
where Redirected Destination Intention characterizes another Mode Walk.
Because of that, the three above-mentioned steps, namely (1) abstracting from
parthood, (2) abstracting from taxonomic relations, and (3) abstracting from
the Aspect Type itself, should be applied iteratively. The result for our example
is given in Fig. 8.

3.3 Abstracting Events

Event mereology is quite extensively described in [2]. Here we also take that
Event may be composed of other Events. This parthood relation is the standard
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Fig. 7. Relations between Aspects (based on model from [11]).

Fig. 8. Result of abstraction from Aspects.

one and obeys the three previously mentioned axioms. Thus, we can follow the
same approach as for Aspects and abstract parts of the Event to the whole.
Taking into account these arguments, in our example we can abstract the five
Events in Fig. 4 to Surgery and Football Championship only.

The next aspect concerning the abstraction of Events is dealing with rela-
tions. Earlier we have mentioned that if part of an Object participates in an
Event, the whole Object also inherits this relation. However, [2] mentioned that
the opposite is also true, and when an Object participates in part of an Event it
also participates in the whole Event. In the given example, if a Football Team
participates in at least one Game of the Football Championship, it participates
in the whole Championship (in the sense that Pelé played the 1962 World Cup
by just playing a few games).

In some of the relations, Events can be associated with domains. First, we
claim that a <<triggers>> relation, where both the domain and the range are
Events, can be moved safely to more general Events.

Second, <<creates>> and <<changes>> relations from an Event to part of
an Object or Aspect can also be abstracted to the whole type. However, the
<<terminates>> relationship is trickier, because we can terminate the whole
only if this part is an essential part6. In OntoUML notation, this is expressed as
an essential tagged value decorating that parthood relation. Coming back to
the example with Person, one can conclude that the termination of the Brain

6 For the definition of essential and inseparable parthood, we refer to [9].
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would result in the termination of the Person as a whole, but at the same time
some other organs could be not strictly required.

Finally, Events are always manifestations of Aspects (or their aspect parts).
Coming back to the example in Fig. 5, we can imagine the Wedding Event, which
would explicitly manifest Fiancée Commitments and Fiancé Commitments.
Abstracting from Aspects should lead to moving this manifestation to the proper
Relator, in this case Engagement. As a consequence, we also have that the relata
at hand participate in this Wedding, thus, Fiancée and Fiancé have to partici-
pate in their Wedding.

Events can also form taxonomies. E.g., in our first example, instead of
Surgery, we can consider Cardiovascular Surgery as a Subkind of the more
general Surgery. They can also be abstracted with the same rule suggested in
the previous section, but now with Event Type. However, contrary to Aspects,
Events are not completely abstracted at the end, so a modification of Rule R4 is
suggested in which all Subkinds of an Event form an enumeration.

Taking into account all these considerations, in our example, the model in
Fig. 2 can be abstracted to the one in Fig. 9.

Fig. 9. After abstracting Events, Aspects and Objects.

3.4 Combining Abstraction Rules

Table 2 provides a summary of all previously suggested abstraction rules.
The first set of rules, P, is responsible for abstracting from parthood relations.

The first variant of the rule is applicable to parthood relations with transitive
properties (called partOf in general) and it can be applied to Objects, Aspects,
and Events. The only exception there is w.r.t. the relations is termination. If
we suppose that Alcohol is an essential part of Wine, its exhalation would lead
to the ‘end’ of Wine. Also, if there was already a relation between a whole and
another type, there is no need to create a new one.

All other rules from this set are applied to Object Types only and may be
applied together to the same type, i.e., they are not mutually exclusive, but
could work as a supplement to each other. The difference between them is in the
Type that has a relation with the part of the Object at hand.

The second set of rules, H, is responsible for abstracting from hierarchies.
The previously defined Rules R2–R4 are still applicable to Objects, but two new
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Table 2. Graph-rewriting rules for OntoUML model abstraction
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rules were introduced. Rule H4 is applicable both to Aspect Types and to Event
Types. In contrast to the rules from the first set, all relations with different role
names should be kept. Rule H5 keeps an enumeration of all Subkinds of Events
and can be used together with Rule H4.

The last set of rules, A, is responsible for abstracting Aspect Types and explic-
itly representing the participation of Endurant in Events that manifest these
corresponding aspects. Again, these two rules could work in tandem.

4 Towards Ontology-Based Model Abstraction 2.0

As we previously mentioned, the work of [12] was focused on Object Types and
restricted to subtyping relations between these types. Our revised proposal not
only takes into account different Types, but also considers parthood relations
and some other stereotyped relationships.

Considering the original proposal, the only rule that was completely reworked
is Rule R1. Rules R2–R4 are still applied to Object Types, although, Aspect Types
and Event Types were also addressed by new rules for abstracting their tax-
onomies.

What is more important, in contrast to the original proposal, there isn’t a
single strict order in which rules must be applied.

Thus, we here suggest two variants of rule’s ordering that seem meaningful,
namely, a Parallel (Listing 1) and an Iterative (Listing 2) versions of our new
abstraction algorithm.

Listing 1. Parallel version of the abstraction algorithm

// abstract from all parthood relations:

repeat: apply P1 -P4;
// abstract from hierarchies of Aspects and Events:

repeat: apply H4 -H5;
// abstract from Aspects:

repeat: apply A1 -A2;
// abstract from hierarchies of Objects:

repeat: apply H1 -H3.

Listing 2. Iterative version of the abstraction algorithm

// abstract from Aspects:

repeat: apply P1 to Aspects;
apply H4 to Aspects;
apply A1 -A2;

// abstract from Events:

repeat: apply P1 to Events;
apply H4 -H5 to Events;

// abstract from Objects:

repeat: apply P1 -P4 to Objects;
apply H1 -H3.
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The first version of the algorithm, shown in Listing 1, suggests to abstract
from all Types almost simultaneously. Abstraction cannot be done in a com-
pletely simultaneous manner, since we are not allowed to abstract from tax-
onomies of Object Types before we abstract from Aspect Types. The second ver-
sion, shown in Listing 2, abstracts instead in sequence, first from Aspect Types
and then from Event Types, postponing as much as possible abstraction over
Object Types.

Determining which version of the algorithm gives better results by producing
more meaningful models requires further investigations, which could be aimed
at answering the following questions: (1) Is there any difference in preferring one
algorithm over the other between novel and experienced users? (2) Is there any
difference in preferring one algorithm over the other depending on the domain
and, consequently, on the characteristics of the CM? These empirical questions
will be addressed in future work.

5 Final Considerations

In this paper, we have present an extended version of a tested ontology-based
model abstraction for ontology-driven conceptual models. Contrary to the origi-
nal algorithm, our proposal is able to deal more generally with types of Objects,
Aspects, Events, and their Parts. We have suggested eight graph-rewriting rules
that in compliance with the previously designed Rules R2–R4 can automatically
produce an abstracted version of a complex conceptual model. These rules were
designed so as to guarantee that they preserve the essential information of the
original model by leveraging on the ontological semantics of OntoUML, while
simplifying that model.

The research presented here is under active development7. As a further goal
of the project, we intend to develop a tool that would allow users to interact
with their models at different levels of abstraction, thus, making these models
more comprehensible. The alternative versions of the algorithm proposed here
assume that there is also a possibility of making the abstraction process more
user-centred by taking into account the user’s current goals and intentions.

Another hypothesis that should be checked is whether the proposed abstrac-
tions could help finding errors within the models, i.e., when abstracting leads to
unexpected results, this could be a sign of the presence of anti-patterns hidden
in the original model.

A repository with OntoUML models is under development8. We foresee to
test different version of our model abstraction algorithm over the models in this
repository.

7 The interested reader can refer to the current version of the Visual Paradigm plu-
gin with supported abstraction functionality on https://github.com/mozzherina/
ontouml-vp-plugin.git, and the corresponding server on https://github.com/
mozzherina/ontouml-server.git.

8 https://github.com/unibz-core/ontouml-models.

https://github.com/mozzherina/ontouml-vp-plugin.git
https://github.com/mozzherina/ontouml-vp-plugin.git
https://github.com/mozzherina/ontouml-server.git
https://github.com/mozzherina/ontouml-server.git
https://github.com/unibz-core/ontouml-models
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Abstract. Prevention is a pervasive phenomenon. It is about blocking
an effect before it happens or stopping it as it unfolds: vaccines pre-
vent (the unfolding of) diseases; seat belts prevent events causing serious
injuries; circuit breaks prevent the manifestation of overcurrents. Many
disciplines in the information sciences deal with modeling and reasoning
about prevention. Examples include risk and security management as
well as medical and legal informatics. Having a proper conceptualization
of this phenomenon is crucial for devising proper modeling mechanisms
and tools to support these disciplines. Forming such a conceptualization
is a matter of Formal Ontology. In fact, prevention and related notions
have become a topic of interest in this area. In this paper, with the
support of Unified Foundational Ontology (UFO), we conduct an onto-
logical analysis of this and other related notions, namely, the notions of
countermeasures and countermeasure mechanisms, including the notion
of antidotes. As a result of this conceptual clarification process, we pro-
pose an ontology-based reusable module extending UFO and capturing
the relations between these elements. Finally, we employ this module to
address a few cases in risk management.

Keywords: Prevention · Ontology-driven conceptual modeling

1 Introduction

In conceptual modeling, we need to represent both structural and dynamic
aspects of reality. Within the latter, we find the recurrent phenomenon of pre-
vention. Prevention is a pervasive phenomenon. In a nutshell, it is about blocking
an event before it happens or interrupting it as it unfolds, as when vaccines pre-
vent the unfolding of diseases, when seat belts prevent happenings that would
cause grave injuries, or when the activation of circuit-break blocks an overcur-
rent from damaging the circuit. Many disciplines in the information sciences deal
with modeling and reasoning about prevention. For example, risk and security
management is ultimately about prevention: once we identify the assets-at-risk,
we want to prevent or mitigate the possible undesired consequences through
countermeasures such as barriers and antidotes; medical informatics frequently
deals with the modeling of life-threatening events and their deterrents; normative
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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systems and contracts in legal informatics deal with the design of rules to con-
strain unwanted behaviors. Given the importance of the topic, having a proper
conceptualization of this phenomenon is crucial for devising proper modeling
mechanisms and tools to support these disciplines.

Ontology-driven conceptual modeling [30,31] is an approach that employs
Formal Ontology to analyze and (re)design conceptual models and modeling
methodologies, languages, and tools. This approach often relies on foundational
ontologies, i.e., domain-independent philosophically-sound axiomatic theories.
These ontologies provide an inventory of the most general aspects of real-
ity, including classification and taxonomic structures, part-whole relationships,
events, causality, dependence, etc. There is evidence showing that the support of
foundational ontologies for building conceptual models helps to avoid bad design
[29], and to improve the quality of and interoperability between these models
[13,17] as well as between the systems built with their support.

One of the most used foundational ontologies in conceptual modeling is the
Unified Foundational Ontology (UFO) [12]. In UFO, the unfolding of events is
intimately connected to the notion of dispositions [8] (e.g., capacities, capabili-
ties, powers, abilities, liabilities, vulnerabilities, intentions). In a nutshell, events
are manifestations of dispositions of objects under certain situations [15]. More-
over, causality, a relation between events, is defined in terms of the activation of
certain dispositions in certain situations [15].

In this paper, with the support of the Unified Foundational Ontology (UFO),
we conduct an ontological analysis of prevention and related notions, namely,
countermeasures and countermeasure mechanisms, including the notion of anti-
dotes. We show how these notions can be grounded on relations between dis-
positions, and between dispositions and their manifestations. As a result of this
conceptual clarification process, we propose an ontology-based reusable module
extending UFO and capturing the relations between these elements. This module
can then be reused in the design and integration of domain ontologies, concep-
tual domain models, as well as domain-specific modeling languages (e.g., for the
domain of security modeling). Finally, we employ this module to address a few
cases in the risk management domain.

The remainder of this paper is structured as follows: Sect. 2 presents a frag-
ment of UFO used as our baseline. We also review and show the insufficiency of
prominent standard analysis of dispositions in the literature (the Simple Condi-
tional Analysis); Sect. 3 presents our ontological analysis and culminates with the
proposal of a reusable model of prevention capturing the results of this analysis;
Sect. 4 shows an application of this model to address some cases in risk man-
agement; Sect. 5 discusses related work and, in particular, how the ontological
foundations of prevention are articulated in a competing foundational ontology,
namely, BFO (Basic Formal Ontology); finally, Sect. 6 presents final considera-
tions, including a discussion about the limitations of our approach, and future
works.
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2 Background

2.1 The Unified Foundational Ontology (UFO)

The Unified Foundational Ontology (UFO) is a domain-independent axiomatic
theory developed to contribute to the foundations of Conceptual Modeling [14].
It is one of the most used foundational ontologies in conceptual modeling [30].
Moreover, it has been successfully employed in a number of projects in different
countries, by academic, government and industrial institutions in the develop-
ment of core and domain ontologies in a number of domains (e.g., Trust, legal
relations and Constitutional Law, Risk and Value, Service, Software Require-
ments and Anomalies, Discrete Event Simulation, etc.) [14]. For these reasons,
we chose UFO as a foundation for the work developed here.

UFO makes a fundamental distinction between endurants and events [12,
15]. Classically, an endurant is an entity that is wholly present at any moment
at which it exists, being able to undergo qualitative changes while keeping its
identity. A person, a car, but also qualities, such as the temperature of an object,
are examples of endurants. For instance, Mary, a person, can weigh 60 Kg in some
circumstances, and weigh 65 Kg in another; her weight, an individual quality,
can vary in different circumstances. In both cases Mary and her weight are the
same individuals before and after these changes.

The category of endurant in UFO is specialized in objects and (variable)
tropes. Objects are existentially independent entities (e.g., a person, a car, a
rock). Tropes (aka aspects, objectified or reified properties) are endurants that
are existentially dependent on other entities (termed their bearers) in the way in
which, for instance, the temperature of Mary or her capacity to play volleyball
can exist only while Mary exists. A trope is said to inhere in an object. Inherence
is a functional relation of existential dependence between a trope and its bearer.
This notion of trope includes both qualities (e.g., the temperature of Mary, the
color of a car) and dispositions (e.g., a capacity to play volleyball, the electrical
conductivity of a material). If an object undergoes a change (e.g., Mary’s loss of
a limb), it might acquire, lose or have replaced some of its tropes.

Several terms are used to refer to dispositions, both in philosophy and in ordi-
nary language: ‘power’, ‘ability’, ‘function’, ‘potency’, ‘capability’, ‘tendency’,
‘potentiality’, ‘capacity’. There is a vast literature in philosophy on the topic of
dispositions and how they are related to events and to standard (categorical)
properties (e.g., height, weight, color). Authors range from those that take all
properties to be dispositions (e.g., color is the disposition to refract certain light
wave ranges) to those that take all properties to be categorical (e.g., water sol-
ubility is just a proxy name for a particular crystalline structure). In any case,
from a cognitive point of view, it is undeniable that notions like ability, function,
liability, capacity, and capability are part of our commonsensical apparatus and
of our conceptual modeling toolbox. For these reasons, disposition is taken as a
primitive notion in UFO, but also in other foundational ontologies such as BFO
[3]. In the former, it has been shown to be an instrumental notion in providing
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semantics to the notion of capability in enterprise architecture [4] and defense
frameworks [20].

Events can be composed of other events, forming a mereological structure:
an event is atomic iff it has no (proper) parts; otherwise, it is a complex event
[6,15]. A PhD defense presentation, a party, a security incident, and a natural
disaster are examples of events. In contrast with endurants, which are wholly
present whenever they are present, events have their parts scattered in different
time points. When they are present, only some of their proper parts are present.
Furthermore, events are transformations from one piece of reality to another,
and this piece is called a situation [15]. As a particular configuration of a part of
reality, situations can be factual, i.e., obtaining at a particular time point (these
are called facts). Situations are composed of other individuals [1]. For example,
the situation in which I have a fever has both me and my temperature (in a
particular state) as parts; the situation in which John is married to Mary has
both of them and a particular relational trope bundle (their marriage) as parts.

UFO [15], in pace with Mumford [22,23], assumes dispositions are properties
that are only manifested in specific situations via the occurrence of events. For
example, the disposition to attract metal of a magnet is only manifested via
an event of metal attraction and movement, which is only manifested when a
particular type of situation presents itself (e.g., there is a piece of metal, of a
proper weight range, at a proper distance, in a surface that has the right friction).

Dispositions connect endurants and events, since the latter are manifestations
of objects’ dispositions. In a nutshell: a situation of a special kind activates a
disposition; the disposition is then manifested by an event in which the bearer of
the disposition participates; that event then brings about a new situation. If an
event E1 brings about a situation S that activates the dispositions that are man-
ifested as event E2, then we say that S triggers E2, and that E1 directly causes
E2; if E1 directly causes E2, and E2 directly causes E3, then E1 causes E3, where
causes is a strict partial order relation [15]. So causes is the transitive closure of
directly causes [6].

A situation that triggers an event starts when this event starts, while a
situation that is brought about by an event starts when this event ends. In
both cases these situations are facts. There is a unique situation that triggers
a particular event occurrence, and there is a unique (maximal) situation that
is brought about by an event, corresponding to the effects of the event at the
moment it ends. Moreover, since it is assumed that a disposition that is being
manifested must exist throughout its manifestation, this disposition is not only
present in the situation that activated it, but it is also present in its manifestation
event and in the situation brought about by this event. And, obviously, if the
disposition is present in a situation or an event, then the object in which the
disposition inheres is also present there (due to existential dependence) [6,15].

Figure 1 (from [2]) summarizes the individuals in UFO and their relations
that are relevant for our discussion. Notice that no account for interactions
between dispositions is provided, even though it is assumed, for example, that
an event (manifesting a disposition) can somehow remove another disposition [6].
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In the next section, we extend UFO in this respect by complementing it with a
module to address the notion of prevention.

Fig. 1. Individuals in UFO (from [2])

UFO is an ontology that includes both individuals and types. So, objects,
dispositions, events, situations instantiate object types, disposition types, event
types and situation types, respectively.

Types can be more or less saturated, i.e., they can include in their inten-
tion individual concepts [12], provided that the pattern of features associated
with the types is still possibly repeatable across multiple individuals. A stan-
dard (completely unsaturated) type is characterized only by general properties
(e.g., the type “Physical Object” is characterized by general properties such
as spatial extension, weight, color). On the other extreme, we have individual
concepts, which are completely saturated, i.e., they are instantiated by exactly
one individual (single reference) and always the same individual (rigid designa-
tion). A semi-saturated type is characterized by both general properties as well
as individual concepts. For example, the type “President of Italy” includes the
general type “President” and the individual concept “Italy”, but it is still a type
instantiated by many individuals (e.g., Matarella, Ciampi). In particular, semi-
saturated situation types will play a role here, e.g., the situation in which I am
located in a South Tyrolean City includes a reference to me as an individual1

but it can be instantiated by situations in which I am in Bolzano, Brunico, etc.

2.2 The Simple Conditional Analysis and Its Insufficiency

Traditionally, the term Canonical dispositions is used to refer to disposition
ascriptions that make explicit reference to their stimulus conditions and manifes-
tations (e.g., the disposition to dissolve in water). In [8], dispositions, in general,
are assumed to be reconceptualizable in terms of their canonical descriptions by

1 It also includes a reference to another semi-saturated type South-Tyrolean City.
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explicitly identifying their stimulus conditions and their manifestations. This is
the first step, originally suggested by Lewis [19], to clarify what means for an
object to bear a disposition. The second step would be a conceptual analysis of
the resulting canonical disposition.

A intuitive analysis is the so-called Simple Conditional Analysis: An object
o, at time t, is disposed to manifestations M when in circumstances C iff o would
manifest M if it were the case that o is in C at time t.

A known problem with this analysis, however, is the following: it is not nec-
essarily (in a modal sense) true that if o were to undergo to C, it would give
response M. Sometimes something happens, such that, though o is in C at t, it
does not respond with M accordingly [7,19]. In the alleged time gap between
the activation of a disposition and its manifestation, something could happen to
prevent manifestation M. The literature on dispositions suggests two ways this
may occur: if the original disposition is removed from the object, or by tampering
with the causal chain that is foreseen to bring about its manifestation.

In the sequel, we explore these two modes of prevention in terms of the onto-
logical categories and relations of UFO: on the one hand, by exploring the rela-
tion between events and dispositions (events are always manifestations of dispo-
sitions), and between dispositions and situations (dispositions are only activated
in certain situations); on the other hand, by exploring the notion of (indirect)
causation - between the activation of a disposition and the manifestation of a
distal event, there could be a chain of intermediate disposition activation, events
manifestations and situations constituting a causal chain [6].

3 Unpacking the Notion of Prevention

3.1 Lifting the Discussion to the Level of Types

In order to advance our proposal for analyzing and modeling prevention, we need
to extend UFO in three directions. Firstly, we have to generalize the relations
between dispositions, their manifestations (events), and situations to the level of
types. Secondly, we need to characterize situation types activating dispositions
in terms of general requirements that make particular references to dispositions
of complementary types. Thirdly, we have to define a notion of incompatibility
between situations of certain types.

Let us first deal with types. One thing is the flammability of a piece of wood,
another is flammability as a type of disposition. Flammability as a type can be
associated with a type of event: instances of flammability are manifested via
Catching on Fire events. Conversely, instances of the latter are always manifes-
tations of dispositions of the flammability type. We therefore define a type-level
relation of manifestation between event types ET and disposition types DT such
that: manifestation(ET , DT ) implies that every instance of ET is a manifesta-
tion of an instance of DT .

Analogously, flammability as a type can be associated with a type of situa-
tion via a type-level activation relation: instances of flammability are activated
by situations of a given type, i.e., they are activated by situations in which there
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is enough presence of oxygen, the presence of an ignition heat source, etc. This
description clearly defines a type as it can be instantiated by a multitude of
individual situations, each with different ignition heat sources, different portions
of oxygen with different volumes, etc. The same situation type may be con-
nected via activation to dispositions of different types: for example, a situation
in which the objects are exposed to high temperature may activate flammability
of woody material, but also a number of dispositions in the human body. In
contrast, a disposition type is activated (on the type level) by a unique situation
type. We define the activation type-level relation between situation types ST

and disposition types DT symbolized as activation(ST , DT ).
We can also define a type-level counterpart of the UFO relation brings about.

We call this relation bringing about of (symbolized as bringingAboutOf(ET ,
ST )). This relation, holding between event type ET and situation type ST ,
implies that instances of the former bring about instances of the latter.

A situation type associated via activation to a given disposition type must
include the presence of other dispositions of a suitable kind. In this example, both
oxygen and the ignition heat source have specific dispositions, which together
with flammability produce a Catch on Fire event. In other words, particular
events of catching on fire are not manifestations of flammability only but com-
plex events composed of the interacting manifestation of all these dispositions
together2. Here are some additional examples of this dependence between dispo-
sitions and their manifestation: a given disposition of a particular key to open
a certain lock only manifests itself when it is in such a situation that the dis-
position to be opened is also present (inhering in that lock). The opening event
is then a combined manifestation of these dispositions. Though this example
involves explicitly the reciprocity of dispositions, in fact all dispositions present
this partnership aspect: the disposition of a person to swim under the water can
only be manifested with the presence (and manifestation) of the dispositions
that inhere in the water; the disposition of an object to roll on certain surfaces
can only manifest itself with the presence (and manifestation) of the dispositions
of the very surfaces (e.g., the friction of a certain kind). When one disposition
is manifested, the others are also manifested, each one producing its particular
manifestation, which combines with each other to produce an effect.

To capture this dependence relation between a disposition d of a certain type
DT and other types of dispositions, we introduce here the Mutual Activation
Partner (MAP) relation. MAP(DT ,D′

T ) implies that, in order for instances d of
DT to be activated, it needs the presence in the activating situation of an instance
of D′

T so that the manifestations of d are always part of complex events that are
also composed of a manifestation of instances of D′

T . As a consequence, we have
that any situation type ST bearing an activation relation to instances of DT

must have in its instances (particular situations) instances of all D′
T associated

via MAP to DT . MAP is a relation of generic dependence and, hence, asymmetric
and transitive, i.e., a strict partial order relation. This proposal takes elements

2 For this reason, [21,23] call events polygenic manifestations.
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from the notion of mutual manifestation partnerships put forth by many authors
in the literature [5,22–24].

Let us now make explicit an additional requirement for situations of type
ST activating dispositions of the type DT . A situation type ST activating a
particular disposition d is semi-saturated in the following way: its instances must
be situations in which d and, hence, its bearer are present. This follows directly
from UFO’s constraints that the manifesting disposition must be present in the
situations preceding and succeeding its manifestation, and from the existential
dependence between disposition and its bearer. Similarly, we can define semi-
saturated event types. For example, the event of Nina Simone’s singing is still
a type that can be instantiated by multiple occurrences, all of which have Nina
Simone as a participant.

Now, let’s define a notion of incompatibility between situation types. In [16],
the authors define the notion of conflict between situations: situation s conflicts
with situation s’ if they cannot obtain concurrently. We here lift this notion to
the type-level by defining an incompatibility relation between situation types
ST and S′

T : incompatible(ST ,S′
T ) implies that there are no two instances of

these two types that obtain in overlapping time intervals. Notice that these
situation types are semi-saturated in a proper way, namely, they must share
some relevant dispositions or objects. For instance, a situation with a damp
match x is compatible with a situation that contains a different dry match x’
even if the two situations temporally overlap.

Finally, lifting the discussion to the level of types is necessary for introducing
the chances of that certain types of events might happen. Likelihood only inheres
in types, not in individuals, i.e., a particular event either occurs or it doesn’t
and it cannot be repeated in different time points. In contrast, events of certain
types can have instances occurring with more or less frequency and likelihood. In
[28], the authors define two notions of likelihood that can be adopted here: the
Triggering Likelihood inheres in a Situation Type, and it refers to how likely a
Situation Type will trigger an Event Type once a situation of this type becomes
a fact; the Causal Likelihood inheres in an Event Type, and it states that, given
the occurrence of an event e and a certain Event Type ET , how likely e will -
directly or indirectly - cause another event of type ET to occur.

3.2 A Model for Prevention and Related Notions

Given that events are complex bundles of dispositions’ manifestations, a clear
way to block the occurrence of events is somehow interfering with the interacting
dispositions (i.e., the mutual activation partners). The notion of canonical dispo-
sitions, which specify the stimulus conditions and manifestations, obfuscates this
interaction because it focuses on a single disposition under certain conditions.
As a consequence, prevention is restricted to cases where we have the removal
of dispositions from their bearers.

We argue that prevention must involve some kind of removal of dispositions
from the scene (i.e., from the activating situation), but removing it from its
bearer is just one way of doing so (let us call it case a). An obvious alternative is
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the removal of the bearer of that disposition from that situation (case b). In yet
another manner, we can have the removal of a required partner disposition (case
c) that would otherwise produce the event at hand. A special case of c (case
d) is when a disposition d’ of type D′

T (incompatible with a suitable mutual
activation partner) is present in that situation (e.g., high humidity inhering in
otherwise flammable objects, which are incompatible with a required dryness for
those object). For example, the catching on fire of combustible object x can be
prevented by: removing x’s flammability, for instance, by altering the molecular
structure of that object (case a), but also by removing x’s from a situation where
there are the right conditions (e.g., enough oxygen and ignition temperature),
or by removing those conditions from that situation (e.g., producing a vacuum
eliminating the presence of oxygen and its properties, humidifying the object).

All these cases can be generalized in the following rule: prevention of events
of type ET that are manifestations of dispositions of type DT occurs when an
event of type E′

T brings about a situation of a type S′
T that is incompatible

with the situations required to activate instances of DT , i.e., manifestation(ET ,
DT ), activation(ST , DT ), bringingAboutOf(E′

T , S
′
T ) and incompatible(ST , S′

T ).
In other words, an event e prevents the occurrence of an event e’ iff e brings
about a situation that is incompatible with any situation that could activate
the disposition of which e’ is a manifestation. Lifting this to the type level: pre-
vention(ET , E′

T ) implies that the occurrence of events of type ET brings about
situations that are incompatible with the conditions required for the occurrence
of events of type E′

T . Bear in mind that these event and situation types are semi-
saturated in the proper way, i.e., guaranteeing the presence (co-reference) of the
same disposition and bearer. For example, it is the event of Humidifying object
x that prevents an event of Catching on Fire of object x. Obviously, humidifying
flammable objects, in general, does not prevent other flammable objects from
catching on fire.

This characterization of prevention follows from the MAP relation between
disposition types and the consequent constraint that it imposes on the situation
types ST needed to activate a disposition of a given type DT . As previously
explained, a situation s of type ST activating disposition d of type DT must have
present therein d, its bearer, and instances of dispositions of all types connected
to DT via MAP.

Intuitively, if an event e causes an event e’, and e’ prevents events of type ET ,
we would be inclined to accept that e prevents instances of ET . This suggests
a distinction between direct and indirect prevention, analogous to direct and
indirect causation. Thinking about this chain of causation also allows us to deal
with the case of antidotes [7]. As previously discussed: what makes the world tick
according to UFO is a sequence of events bringing about situations that activate
dispositions that bring about other situations that activate other dispositions,
and so on. So, if we have that an event e indirectly causes an event of type
ET , we can interfere in the causal chain connecting e to events of type ET .
Using the mechanism we described above, we can execute an event of type E′

T

that prevents one of the events of type Ei
T that would otherwise occur in that
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causal chain. For instance, the event in which John drinks poison would cause his
death. Looking into the causal chain, we can be more precise: John’s drinking of
that poison causes a series of biochemical reactions in his body that eventually
would cause his death. This can be avoided if John takes an antidote in time,
i.e., if John ingests a substance that has the disposition, when manifested, of
preventing an event in that causal chain.

Antidotes are a particular case of Countermeasures. In general, given
a disposition d whose manifestations are of type ET , countermeasures are
designed interventions that endow a setting containing d with other dispositions
{d1, ..., dn}, whose manifestations prevent any instance of ET . More specifically,
Countermeasure Mechanisms are designed such that: they contain dispositions
of type DT , and given the situations of type ST that would trigger events that
would (directly or indirectly) cause instances of ET , the instances of ST instead
activate the instances DT whose associated event type prevent ET . For example,
a circuit break contains a disposition to close the circuit in a situation where
there is a current above a certain threshold. The manifestation of that disposition
of the circuit breaker thus prevents the event of an overcurrent.

Our analysis makes explicit a number of ways in which countermeasures can
be designed: (i) we can obviously remove the disposition d whose manifestation
we want to avoid (this can be done by removing the object with that disposition
from the setting at hand); (ii) we can remove from the scene required activation
partners (e.g., produce a vacuum to prevent fires); (iii) we can include in that
setting a disposition that is incompatible with a mutual activation partner (e.g.,
humidifying a flammable object, removing dryness as a required property); (iv)
we can design countermeasure mechanisms surrounding the bearer of d, which
have the capacity of preventing the manifestation of d.

Although our examples so far focus on disposition of physical objects, the
proposed model can also be applied to social examples. For instance, if we want to
prevent a theft from happening in a building, we can: remove the vulnerabilities
of the access points to the building. Alternatively, we can suitably remove mutual
activation partners, namely, the capacity and/or intention inhering in potential
burglars. For example, by employing locking materials that are very resistant as
well complex to circumvent, plus legal mechanisms that create severe liabilities
for offenders, we can at the same time eliminate vulnerabilities of access points,
eliminate matching capacities as well as intentions.

Figure 2 below summarizes the discussion of this session. The fragment in
blue is an extension to the original UFO fragment proposed in [6,15] (in black).

4 Prevention Applied to Risk Management

In this section, we apply our proposed model of prevention to reason about cases
in risk management. Before doing that, however, let us harmonize our discus-
sion with the vocabulary and concepts of that domain. We do that with the help
of the Common Ontology of Value and Risk (COVER) [28]. In a nutshell, for
COVER: value is a relational property emerging from the relations between cer-
tain capacities (dispositions) of certain objects (the value object) and the goals
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Fig. 2. Extending UFO with type-level relations to model prevention.

of a particular agent. In other words, the value of that object to that agent is
the degree to which those capacities can be enacted (as manifestations) to bring
about situations that satisfy the goals of the agent. Risk, in a sense, is anti-value,
or “value with the reverse polarity” having an analogous formulation: risk is a
relational property emerging from the relations between the vulnerabilities (dis-
positions) of an object at risk, as well as the threatening capacities (dispositions),
and sometimes intentions (dispositions) of a threatening entity. The combined
manifestation of these dispositions (vulnerabilities, capacities, intentions) are
threat events3 that can (directly or indirectly) cause loss events, i.e., events that
hurt or break the goals of a particular agent. This last point highlights another
manner in which value and risk are connected: the object at risk must be a value
object to a given agent. In other words, things that have no value cannot be said
to be at risk. In a sense, risk is always the risk of destruction of value.

In the sequel section, we employ our model of prevention, as well as the
vocabulary put forth by COVER to address exemplars of the four cases a–d
previously identified:

Application 1 - Therac-25 Accidents [18]: In a known tragic event, the Therac-25,
a medical equipment for radiation therapy, malfunctioned and exposed several
patients to an excessive and at cases lethal dose of radiation. This was caused by
an anomaly in the software controlling the medical equipment. This case appears
as an illustration of an UFO-based core Ontology of software risks and anoma-
lies in [9]. Following their analysis, a preventive event of upgrading the soft-
ware would have eliminated said software anomaly (a propensity to cause Race

3 According to our model, vulnerabilities, capacities and intentions of a certain type
are mutual activation partners!.
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Conditions, i.e., a disposition) from the program copy installed in that machine.
In other words, a proper event of Software Upgrading would have prevented
threat events of the type Megavolt X-Ray Activation, consequent threat events
of High Dosage Radiation Exposure and, ultimately, loss events of Patient Death.
This exemplifies a case of prevention by removal of an undesired disposition (the
vulnerability of the software copy), i.e., an exemplar of case a.

Application 2 - Caged Tiger in a Zoo: This example is frequently used by the
community of the Bowtie methodology4, which is a prominent professional risk
assessment methodology [25]. Caging a tiger is an event that brings about a
lasting situation in which the tiger, although maintaining its threatening capa-
bilities, is separated from the public (bearers of vulnerabilities). In this case,
neither the capacities of the tiger nor the vulnerabilities of members of the pub-
lic w.r.t. to these capacities are present in the same situation (case b). Now,
suppose the tiger escapes from its cage. A common countermeasure would be
employing a dart projectile to sedate the animal. The correct use of this measure
is an event that brings about a situation in which a number of mutual activation
partners for the tiger’s threatening capacities are removed, namely, the tiger’s
consciousness and, consequently, its intention to attack (case c). In both cases,
there is the prevention of threatening events of the type Attacking the Public,
which in turn prevent loss events of the type Having members of the Public
Dangerously Injured.

Application 3 - Non-pharmaceutical Interventions: In [10], the authors conduct
an ontological analysis of non-pharmaceutical interventions and, in particular,
of the semantically overloaded term “Lockdown”. As illustrated in Fig. 3 below,
a lockdown is a complex form of non-pharmaceutical intervention that poten-
tially aggregates different forms of Social Distance Measures as well as different
forms of Travel Restrictions measures. Lockdowns are, therefore, countermea-
sure mechanisms (case d) intended to dissuade people from (i.e., ideally remove
their intention of) placing themselves in situations where a vulnerability (to
virus contamination) could be manifested - a contagion event is a manifesta-
tion of the infectability of the virus collective5 (capacity to enter human cells,
reproduce, elevate the immunological system, etc.) together with the vulnera-
bility of human subjects. In other words, lockdowns are meant (by design) to
systematically produce situations in which these dispositions (capacities, on one
side, and vulnerabilities, on the other) cannot be both present (case d). In con-
trast, pharmaceutical interventions typically act by endowing human subjects
with antidotes (e.g., capacity to destroy the virus before it can enter the cell - in
the case of vaccines, or capacity to interrupt the causal chain between infection
and the emergence of symptoms - anti-viral medicine). Notice that for all these
cases we could assume a probabilistic perspective captured by the Triggering
and Causal Likelihood properties (see Fig. 2) that can be ascribed to types of
preventive events.

4 E.g., https://www.bowtiepro.com/examples/htmlexport/hazardref.htm.
5 A single virus cannot infect anyone; infectibility is a disposition of a virus collective.

https://www.bowtiepro.com/examples/htmlexport/hazardref.htm
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Fig. 3. A model of lockdown (from [10]).

5 Related Work

The concept of disposition as a property of objects appears in several founda-
tional ontologies. The ISO/IEC 21838-2:2021 standard BFO is the one among
these that presents the most extensive treatment of dispositions and their inter-
actions (including different types of prevention), and this is why we focus the
discussion of this section on it.

Like in UFO, in BFO, a disposition is a dependent entity that inheres in an
object and that is realized by events in certain circumstances. However, unlike
UFO, BFO also requires that every disposition is grounded on a physical quality
of its bearer [3,11] (e.g., in the way water solubility is grounded on some complex
crystalline structure of sugar6). As a consequence, in BFO, in order for an object
to lose some disposition, it must lose some quality.

In [11], BFO is used in the construction of the Infectious Disease Ontol-
ogy (IDO). There, three kinds of interactions between dispositions in BFO are
presented: blocking dispositions, complementary dispositions, and collective dis-
positions.

If D1 is a disposition and D2 is a blocking disposition for D1 (called blocked
disposition), then it must be the case that the manifestation of D2 prevents the
manifestation of D1. This prevention is understood in two ways: (a) incompatible
occurrences, when the manifestation of D1 and the manifestation of D2 are
somehow incompatible occurrences, that is, they cannot exist simultaneously or
one negatively regulates the other; by definition, a process P1 negatively regulates
a process P2 when the unfolding of P1 decreases the frequency, rate, or extent
of P2; (b) incompatible qualities, when the manifestation of D2 makes an object

6 UFO does not make such a commitment. The reasons are related to the fact that
dispositions and qualities interact in different levels. For instance, the crystalline
structure of sugar is itself grounded on the disposition of the molecules constituting
sugar to bind a specific way. Moreover, as discussed before, the distinction between
qualitative/categorical and disposition properties is not settled in the literature.
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gain a quality that is incompatible with some quality that the same object would
have acquired through the manifestation of D1.

Now, the case of incompatible occurrences in BFO involves one key observa-
tion. On the one hand, since occurrences (events) are manifestations of disposi-
tions and, in BFO, dispositions are grounded on physical qualities, the case of
incompatible occurrences boils down to a case of incompatible qualities. So, (a)
above is reducible to case (b). On the other hand, it might be the case that dispo-
sitions D1 and D2 are compatible, but their manifestations are incompatible due
to the manifestation of further disposition D3 present in the situation at stake
(our case d). Consider the following example: Tom has the legal right (a disposi-
tion) to vote on candidate A; he also has the right to vote on candidate B. Now,
the manifestation of the former prevents the manifestation of the latter (and
vice-versa). What makes the manifestations incompatible in this case is not the
incompatibility of the respective initial dispositions, but some countermeasure
introduced in the situation - viz., rules of preventing double voting.

In our model, all these cases are generalized by having incompatible situa-
tions. In fact, the incompatibility of occurrences can be reduced to the incompati-
bility of their triggering conditions (situation types). Moreover, we advocate that
in making dispositional analysis, we are seldom interested in these qualities but
in the dispositions that they ground and that are removed scenes. Likewise, when
analyzing tropes that must co-occur with a disposition to enable its activation,
we are not interested in qualities per se but in the proper grounded dispositions
(mutual activation partners). For example, in the flammability example, we are
not interested in the volume of the oxygen mass presented by on the dispositions
that can only inhere on oxygen masses of a certain volume. Further, BFO’s treat-
ment of blocking dispositions seems to omit the case where the manifestation
of a disposition is prevented by the absence or removal of its bearer from the
circumstances that would allow the realization of the disposition.

Complementary dispositions are somehow manifested together in the same
process: for example, the functions of hammers and nails, locks and keys. To
address this case, the authors proposed that different dispositions form a whole
with a collective disposition that is manifested in a single event [11]. A collective
disposition is defined as a “disposition inhering in an object aggregate OA in
virtue of the individual dispositions of the constituents of OA and that does not
itself inhere in any part of OA or in any larger aggregate in which OA is part”.
For example, the collective capability of two people for lifting together a heavy
object; the collective capability of the crowd to do a wave due to the capability
of each person to stand up at the appropriate time.

In our approach, the phenomena of blocking, complementary and collective
dispositions are generalized in one single framework: complementary and col-
lective dispositions are simply reducible to MAP relation, whereas the blocking
disposition can be generalized in terms of incompatible situations.
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6 Final Considerations

In this paper, we have presented an ontological analysis of the notion of pre-
vention by relying on and extending the Unified Foundational Ontology (UFO).
In particular, we relied on this ontology’s notions of events, dispositions, situ-
ations, and their ties. By lifting the UFO modeling of these categories to the
level of types, we managed to propose a general model of prevention between
events of certain types. This model is then used to analyze the cases of: (i)
antidotes, which interfere in a causal chain whose ultimate outcome we intend
to prevent; (ii) other countermeasures that can (directly or indirectly) prevent
events of a given type from manifesting; (iii) countermeasure mechanisms, which
are designed interventions that endow a given setting containing a disposition of
interest with antidotes or other countermeasures. Finally, we used this framework
to interpret elements from the COVER value and risk core ontology, and applied
it to analyze three cases in the literature. These cases constitute a preliminary
analysis, which will be extended in future work.

COVER has been applied to analyze and extend the enterprise architecture
standard Archimate in terms of its value [27] and risk [26] modeling capabilities.
In future work, we intend to extend COVER with the model proposed here
to arrive at a core ontology of security and safety. In the same spirit of the
aforementioned works, this ontology will then serve as a basis for analyzing and
extending Archimate w.r.t. to its support for modeling the latter notions.

We also intend to extend our model of prevention to generally deal with
aspects of dispositional (gradable) interference [23]. Instead of being limited at
blocking cases, we intend to deal with cases in which dispositions can either
decrease or increase the degree of manifestation of other dispositions. For exam-
ple, a protection against shocks does not eliminate the fragility of a glass but
it reduces the manifestation of a shattering event; a catalyst is a disposition
that can accelerate the manifestation of other dispositions. Currently, our model
can deal with interference regarding the frequency of events (via the different
likelihood properties). We believe that, in this future work, prevention can be
formulated as a limited case of decreasing interference.

Finally, we intend to provide a full formalization of our model with formal
validation and consistency checking.
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Abstract. Artificial Intelligence (AI) systems are pervasively exploited
to manipulate large sets of data, support data-driven decisions, as well
as to replace or collaborate with humans in performing boring tasks
that require high level precision. Awareness of the need of engineering
approaches that align with ethical principles is increasing and motivates
attention by diverse research communities, such as AI research and Soft-
ware Engineering research communities.

In our research, we focus on Requirements Engineering (RE) for Col-
laborative Artificial Intelligence Systems (CAIS), such as robot arms
that collaborate with human operators to perform repetitive and tiring
tasks. A systematic literature review was conducted to assess the state
of research, which resulted in the analysis of 41 research publications.
Among the main findings, a set of challenges pointed out by researchers,
such as the lack of a well-structured definition for CAIS requirements and
the inadequacy of current standards. A discussion of these challenges and
of recommendations for addressing them is proposed, taking into account
similar results from recent related work. Similarly, the requirements types
mentioned in the analysed literature are analysed according to categories
proposed in related work.

Keywords: Collaborative Artificial Intelligence Systems ·
Requirements Engineering · Machine learning · Collaborative robots

1 Introduction

Autonomous Systems (AS) in Artificial Intelligence have received a great deal
of attention in recent years, particularly systems that operate in human-shared
environments. Consider self-driving vehicles in the automotive industry, which
are expected to share roads with human drivers in the coming years. With the
growing user demand for smart, reliable, and efficient solutions, autonomous
systems are increasingly gaining traction in other fields, such as socially-enabled
domestics robots, robots in health and manufacturing industries, and self adap-
tive systems in smart homes [2].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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Collaborative Artificial intelligence Systems (CAIS), is a term that has
recently been coined to describe autonomous system that work together with
humans to jointly analyze and execute activities required to achieve their com-
mon goal, each one playing their own roles. CAISs work together with Humans
as teammates, taking different roles based on their strengths. This allows for the
benefits of artificial intelligence, such as performing repetitive tasks with high
levels of accuracy, while still retaining humans’ flexibility and cognitive skills
[48]. In this study, the term CAIS will be primarily referring to collaborating
systems that share the same physical space with humans and also have
physical components themselves.

The most common CAIS technology are industrial collaborative robots also
known as cobots in the manufacturing industry. In this scenario, both the cobots
and productions workers work side by side simultaneously without a safety fence.
The typical industrial collaborative robot is made up of a robotic arm, a con-
troller that controls the robot arm, and finally a camera sensor to visualise the
surroundings. The robotic system also includes an ML component embedded
within the controller that learns from a set of heterogeneous data sources and
feedback from the environment to enable the robotic arm to interact with its
human counterpart and its surroundings.

Recent studies show a growing interest in AI/ML-enabled systems by the
software engineering and requirements engineering research communities with
venues such as the International Workshop for Requirements Engineering for
Artificial Intelligence (RE4AI)1 and the first International Conference on AI
Engineering - Software Engineering for AI (CAIN 2022)2, which aim at bringing
together leading researchers and practitioners in both software engineering and
artificial intelligence to reflect on and discuss challenges and implications of
designing and developing complex Artificial Intelligence systems.

The study presented in this paper concerns RE for CAIS, and has as primary
objective that of assessing what challenges and types of requirements have been
identified and discussed so far by researchers. Specifically, the following research
questions are considered:
RQ1: What are the challenges in requirements engineering for CAIS develop-
ment that are discussed in research literature?
RQ2: What types of requirements are relevant for CAIS, according to research
literature?
To address them we performed a Systematic Literature Review (SLR), consider-
ing research literature in the period 2014–2020. Findings were analysed leading
to the following contributions:

– Key requirements relevant to the RE process in CAIS engineering were iden-
tified and then classified according to where they are defined and measured
within the system.

1 https://sites.google.com/view/re4ai/home.
2 https://conf.researchr.org/home/cain-2022.

https://sites.google.com/view/re4ai/home
https://conf.researchr.org/home/cain-2022
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– The study also identifies the issues and challenges encountered when perform-
ing RE for CAIS and provide recommendations about future research areas
on the topic based on the study results.

We discuss these findings taking into account recent SLRs [5,28], and a quali-
tative study with practitioners [50]. The remainder of this paper is structured
as follows. Section 2 presents related work. Section 3 describes the methodology
used in the study. In Sect. 4, the results from the study are presented. Section 5
discusses the implications of the results obtained in the previous section as well
as any threats to the validity to the study findings. Section 6 concludes the paper.

2 Related Work

Analyses of research literature regarding RE for AI/ML systems have been pre-
sented in a few recent studies that are summarised here below. In [28] an SLR
on RE for AI is presented, which covers research published in the time period
2010–2020. The study focuses mainly on identifying available tools and tech-
niques used, and identifying existing challenges and limitations while specifying
and modelling AI requirements. Twenty-seven primary studies are considered.
Differently, in our SLR, we focus on RE for a specific AI-based system type,
i.e. CAIS, leading to different, but somehow related, search queries. A similar
selection strategy is used, but we consider a shorter time period 2014–2020, still
resulting in a higher number of primary studies to analyse.

In [5], a set of papers presenting research in software engineering are analysed,
and a discussion on identified challenges posed to RE towards building AI-based
complex systems is proposed in terms of a taxonomy mapping each RE activity
to a set of challenges. Moreover, the identified challenges are partitioned into 3
AI-related entities, that is, challenges related to data, model, and system as a
whole. Differently, in our work we perform a systematic literature review, but
we consider useful to map and discuss some of our findings using the above
mentioned 3 categories.

The work in [50] consists of a qualitative study with practitioners, which
is based on focus group, interviews and a survey. The objective of the study
is to understand the difference between the development of ML systems and
development of non-machine learning systems, as perceived by practitioners.
While our study was instead taking the researchers perspective, we will take
into account this study’s findings when discussing the results of our SLR.

3 Methodology

To address RQ1 and RQ1, a Systematic Literature Review was conducted fol-
lowing the guidelines of Kitchenham et al. [30]. These guidelines define a process
of nine activities that can be broken down into three phases: planning, con-
ducting, and reporting the review. The initial planning phase involved identify-
ing why the review is needed, writing the review protocol, and identifying the
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research questions. The review protocol included a plan to identify which search
strings to use, what search strategy to employ, and which selection criteria to
enforce. To improve chances of exhausting exploration of targeted studies, we
identified relevant keywords to formulate efficient search strings. The main key-
words included Requirements Engineering, Artificial Intelligence, and Robotics.
From these three main keywords, several alternative terms were derived such as
machine learning, collaborative robots etc.

Since CAIS covers a group of interdisciplinary communities i.e., robotics,
human-computer interaction, machine learning, it was challenging to formulate
an effective search strategy that can efficiently extract the required papers that
cover all disciplines related to CAIS. Therefore, a combination of three search
strategies that involve automatic search, manual search, and snowballing was
executed to realize a broad range of relevant studies related to the research
questions.

An automatic search was conducted by applying a search string in Scopus.
Scopus was chosen because it is comprehensive with advanced search capabilities
and it contains peer-reviewed publications from computer science journals and
conferences, including ScienceDirect, IEEE Xplore, ACM Digital library, and
Springer research papers, enabling multiple digital repositories to be searched
under one engine.

A manual search was conducted on four recent editions of the IEEE Interna-
tional Requirements Engineering Conference (RE), and collocated workshops3,
and on the first edition of the International Workshop on Requirements Engi-
neering for Artificial Intelligence (RE4AI 2020).

And finally, a snowballing process was employed in this study following
Wohlin’s guidelines [52]. The main motive for this process was to obtain rele-
vant papers that might not have been considered by the previous search methods.
First, a set of primary papers were identified from the previous search results,
then backward and forward snowballing was performed on those sets of papers.
Google Scholar was used to identify the origins of the selected papers. Addition-
ally, Google Scholar was also used to extract BibTex citations for papers whose
source did not support the BibTex citation format. Since RE for CAIS is still
a new and emerging field, the snowballing iteration was limited to just a single
iteration due to few studies about the field.

Scoping criteria to select studies for answering the research questions are
presented in Table 1. Inclusion and exclusion criteria provide a consistent way
to screen selected papers from the search results. The selection process based on
the criteria was realized in two iterations. The first iteration involved reading
the title, abstract, and keywords of all the identified papers excluding duplicated
papers. Studies that match the description of exclusion criteria were discarded in
this iteration. In the second iteration, a thorough review of the remaining papers
was performed, the exclusion and inclusion criteria were applied once more, this
time focusing on the inclusion criterion (IC3), which ensures that the considered
paper contains both RE and CAIS concepts.

3 IEEE Int. RE Conference 2020, 2019, 2018, 2017.
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Table 1. Inclusion and exclusion criteria

Criteria Description

Inclusion (IC1) The study paper be a primary study, i.e. it have original
contribution

Inclusion (IC2) The paper must be written in English

Inclusion (IC3) The paper discusses either RE or AI/ML as its core in a
CAIS domain

Exclusion (EC1) The paper is a thesis, published at a local conference or
workshop

Exclusion (EC2) The paper is a secondary study

Exclusion (EC3) The paper is an exact duplicate of another study

Exclusion (EC4) The work has been published before 2014

After performing the selection process, a total of 41 papers were selected.
Fourteen papers were obtained using automatic search, thirteen additional
papers were obtained based on manual search. Furthermore, fourteen papers
were obtained from the snowballing process.

Finally, data were extracted from each of the 41 primary studies according to
a predefined extraction form. This form was used to record all relevant informa-
tion about the papers under review, in particular, information addressing each
research question under the review. Google sheets were used to aid in organising
the extracted information. The spreadsheet used to record the relevant data can
be found in the supplementary material of this study.4

The majority of data synthesis was performed using content analysis. Accord-
ing to Klaus Krippendorf [33], content analysis can be defined as a replicable
research tool used to compress large amounts of data into fewer content cat-
egories based on explicit rules of code. Content analysis allows researchers to
quantify and analyze the presence and relationship of specific words or concepts
with relative ease [46]. The data synthesis process started by creating two clas-
sification schemas to group collected information about challenges highlighted
during RE4CAIS (RQ1) and extracted requirements (RQ2). For each schema,
all the extracted papers were thoroughly examined, and then an iterative cod-
ing process was performed. The coding process involved identifying sentences or
paragraphs that provide information in regards to the research questions and
assigning them labels. Similar labels were then clustered together into one of
the categories identified in the literature or knowledge obtained from previous
surveys and reviews. The classification schema of CAIS challenges resulted in
a list of five categories that we use to summarise results in Table 2, while the
classification schema of CAIS requirements resulted in a list of twelve categories
used in Table 3.

4 https://github.com/lawrencearaa/RE4CAIS-RCIS2022.

https://github.com/lawrencearaa/RE4CAIS-RCIS2022
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4 Results

In this section, we present the findings for each research question.

4.1 RQ1: Existing RE Challenges in CAIS

Focusing on the first research question RQ1, Table 2 summarises main challenges
discussed in the considered research literature. We explain them in detail below.

Table 2. Identified challenges

ID Challenge Reference

CH1 Limited domain knowledge regarding CAIS [21,24,29,38,44]

CH2 Uncertainty of CAIS environment and ML systems [2,6,7,22,36,43,47,49]

CH3 Non-involvement of requirements engineering experts
during CAIS development

[26,49]

CH4 Constraints from Standards and regulations [5–7,17,29,49]

CH5 Difficulty in modelling data [2,5,10,49,53]

CH1 Limited Domain Knowledge Regarding CAIS. This issue has direct
implications for the definition and specification of requirements as having inad-
equate knowledge about a system can lead to eliciting of wrong requirements or
exclusion of critical ones. Seeber et al. [44] discuss machines collaborating with
humans as teammates and they highlight poorly designed tasks and insufficient
information about the system as major challenges to a successful collaboration.
Inadequate domain knowledge is also a problem because its implication leads to
under specification of requirements due to partial knowledge about the system
which ultimately lead to unclear or wrong specifications of system components.
Horkoff [21] emphasized that our grasp of non-functional requirements for ML-
enabled systems is lacking and that we need to establish standards for defining
them. For example, how can we define trustworthiness?

CH2 Uncertainty of CAIS Environment and ML Systems. CAISs oper-
ate in human environment with a lot of unplanned scenarios and situations that
can not be accounted for during the planning phase. At the same time, due to
the fact that ML outputs are determined by the training data used as opposed
to manually coded rules in traditional systems, the results of ML systems are
always uncertain. This makes it difficult to assure a successful fulfilment of spec-
ified requirements in both scenarios due to their uncertain nature. Ishikawa et
al. [22] identify the intrinsic uncertainty and unpredictability of requirements as
a core reason why RE is listed as one of the most difficult activities in the develop-
ment and operations of ML-based systems. Unhelkar et al. [47] introduce uncer-
tain environment design for collaborative robots as one of the multi-disciplinary
challenges that need to be resolved before introducing Cobots in human settings.
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Camilli et al. [6] identified uncertain environment of CAIS as one of the major
open issues that is faced while developing risk-driven compliance assurance for
CAISs.

CH3 Non-involvement of Requirements Engineering Experts During
CAIS Development. This challenge is concerned with the responsibilities of
requirements engineers being taken up by other experts during CAIS develop-
ment. Vogelsang et al. [49] stated that data scientists are responsible for writing
requirements in current ML systems. Meanwhile, Kaindl et al. [26] stated that
most AI systems are developed and deployed without carrying out any RE at
all. Such practices result in systems that are not user-centric which are often
lead to systems that do not fulfill stakeholder’s needs.

CH4 Constraints from Standards and Regulations. Six studies were iden-
tified that highlight the issue of standards and compliance requirements. Belani
et al. [5] pointed to a lack of mandatory standards for data exchange as one of
the notable obstacles that hinder development of ML-based systems. Standards
are a critical component of RE as they provide definitions and specifications for
the most critical requirements used to design CAIS and other ML-based systems.
Hanna et al. [17] called for the current safety standards for collaborative robots
to be updated and improved. They stated that current standards are much sim-
ilar to traditional robots and do not support implementation of intelligent and
adaptive collaborative systems in complex applications. Four data scientists were
interviewed by Vogelsang et al. [49] and also raised challenges regarding legal
aspects and ethics and when asked about legal regulatory requirements. They
explained that certain legal requirements constrain ability of data scientists to
acquire necessary data features from datasets. Camilli et al. in [6] and [7] also
state that existing CAIS standards pose challenges in realizing flexible automa-
tion that can enable Cobots to interact with humans intelligently. Results from
a survey conducted on industrial experts and students by Kidal et al. [29] iden-
tified legislation as one of the main barriers to the adoption of collaborative
robots, thus requiring engineers to keep regulatory requirements updated.

CH5 Difficulty in Modeling Data. Data are fundamental building blocks
for CAISs with the capabilities to make or break the entire system. Five stud-
ies were identified that brought up challenges related to quality of data used in
ML-based systems. Belani et al. [5] presented the following data related chal-
lenges encountered during complex AI development; (1) data volatility, meaning
the behaviour of data changes over time; (2) under-utilisation of data features
which can lead to under specification of requirements and lastly; (3) difficulty
in performing static analysis and tracking the use of data in the system, caus-
ing traceability issues when trying to account for the actions performed by the
system; and lastly difficulty in pinpointing discrimination in the data. All the
above challenges greatly affect the data quality of training data which a very
critical requirements for all AI systems. Vogelsang et al. [49] re-emphasised the
issue of data discrimination stating that “While discrimination is also possible
in conventional rule-based algorithms, it is more critical in ML systems for two
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reasons: (1) Discrimination is more implicit in ML systems because you cannot
pinpoint to the discriminating rule, (2) ML algorithms amplify discrimination
bias in the data during the training process.” Aniculaesei et al. [2], pointed out
that data collection and preparation as one of the major challenges being faced
during the development of autonomous systems. Zhang et al. [53] state that AI
models are always a form of statistical discrimination by nature and propose a
framework that defines fairness metrics in an attempt to mitigate bias in data
used to developed AI systems.

4.2 RQ2: Relevant Requirements Types for CAIS

RE knowledge provides definitions of different types of software systems require-
ments in form of taxonomies (e.g. [15]), and ontology (e.g. [1]), which attempt at
capturing the different perspectives of the involved stakeholders5. For instance,
when focusing on software systems in general, and taking the perspective of
requirements engineers, guides to help differentiate between functional and non
functional requirements, and their sources are important. For instance, as sug-
gested in [1], non-functional requirements can be derived from external sources,
such as regulations, specific domain standards or ethical design principles. The
definitions proposed in literature for requirements for AI-based software system
vary depending on the research areas where they have been proposed, and they
are often complementary. So for instance explainability in RE context is defined
in terms of a capability of the system to disclose information, which can help
a user (or stakeholder) to understand why a software system produced a given
results [8], while in the AI research community we can find definitions of expla-
nations in relation to the type of data used by the ML component of the system
under consideration. While analysing SLR data to address RQ2, we searched for
descriptions of those requirements that can be linked to the short description
given in Table 3. In the following, we comment on the requirements that recurred
most in the analysed literature.

Safety. Most authors indicated safe requirements as one of the cornerstone for
CAIS development. The safety requirements identified in the literature mostly
introduced in the context of human safety, that is, avoiding accidents that can
lead to human harm during interaction between robots and humans in close prox-
imity. Cysneiros et al. [9] called for an interdisciplinary approach for achieving
safety for autonomous systems involving collaboration among different experts in
sensor technology, machine learning, control engineering, human-machine inter-
action, and the legal department. Aniculaesei et al. [2] identify safety as one of
the core issues that need to be addressed in order to achieve a new notion called
dependability which aims to improve user acceptance of autonomous systems in
society.

5 This knowledge is also expressed in standards used by practitioners, e.g. ISO/IEC
25000 series SQuaRE (System and software product Quality Requirements and Eval-
uation [31].
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Table 3. Requirements relevant to CAIS

Requirement Description Reference

Safety Defines safety measures when interacting

with CAIS

[2,4,6,7,9,11–14,16–18,20,23–

26,29,32,34–37,39,41,43,45,48,51]

Transparency Defines how to make CAIS more

understandable

[3,9,22,23,32,42,51,53]

Data Defines how to prepare CAIS training

and test data

[2,10,22,23,32,37,39]

Privacy Defines personal information policies [2,9,23]

Auditability Defines accountability actions [9,32,51]

Security Defines protection against malware

attacks or unauthorized access

[2,9,23,24,51]

Usability Defines how easy it is to use CAIS [29]

Reliability Defines the ability of CAIS to operate

without failure for a specified period of

time

[9,11]

Performance Defines how well CAIS must operate [16,21]

Trustworthiness Defines requirements that capture user

trust

[6,9]

Fairness Defines specification against bias ML

data

[21,51]

Ethics Defines human values that CAIS must

abide to

[9,22]

Data. Data requirements are also prominent requirements that are relevant to
CAIS development. The two main data requirements reported in the studies
were data quality and data privacy. Koopman et al. [32] argued that the safety
of autonomous robotic machines hinges on the accuracy of the training and
validation data collection. They consider training and validation data as critical
requirements for implementing safety in such systems and define the system
that collects these data as safety-critical. Aniculaesei et al. [2] emphasised on the
quality of collected data. They argued that data must be readable for humans so
that system developers can gain new insights from the data. CAISs are ML-based
systems which means that they are data-centric, therefore, all data attributes of
the system must be properly defined and specified as poor data quality can lead
to failure of the system as a whole.

Transparency. Transparency as a requirement is a fairly new concept that has
been introduced due to the complexity of AI/ML systems. Transparency require-
ment facilitate in building trust between the public and robots that interact with
each other. Cysneiros et al. [9] highlighted transparency as a gateway to user
acceptance and as a key requirement that is a prerequisite for building robust
systems and improving the adoption rate of autonomous systems that can inter-
act with humans. Adding to that, Ishikawa et al. [22] proposed transparency as
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one of the new ethical requirements that should be considered when realizing
machine learning functionality that affects human activities and society as a
whole.

Security. Another set of requirements that are closely related to safety require-
ments are security requirements Cysneiros et al. [9], Aniculaesei et al. [2]. This
is because a breach of security of the collaborative robots can directly lead to
human harm in case the cobots are remotely controlled by a hacker. Despite the
lack of attention on the need for security requirements for collaborative robots,
security requirements have potentially equal ramifications as the other critical
requirements to CAIS. For example, a cyber-physical attack on a collaborative
robot can lead to direct physical harm of humans around in case its controlled
by the attacker. Therefore, special measures need to be taken to make sure that
CAISs are invulnerable to cyber-physical attacks.

Auditability. Auditability is another important requirement that was men-
tioned by Cysneiros et al. [9] and Koopman et al. [32]. The main aim of auditabil-
ity is to tackle future unforeseeable issues such as accidents or failures so that
responsible parties for the failures can be held accountable Cysneiros et al. [9].
Furthermore, Koopman et al. [32] empathized the need for auditability by high-
lighting the issue of legal liability in case of an accident involving autonomous
vehicles.

5 Discussion

With the increase of CAIS integration within industrial solutions, new RE
challenges have emerged in regards to CAIS development. The availability of
data and the processing power to process the large amounts of data has led to
increased adoption of CAIS in the industry, however, new issues and limitations
in regards to RE techniques and methodologies have also emerged. For exam-
ple, how to define and specify certain requirements in the context of RE, and
how to specify details for requirements that involve uncertain actions such as
human behavior towards the Cobot. Based on the challenges discovered in this
study, we present some research recommendations that might overcome some of
the issues presented in the study and need more attention in the RE and AI
research community.

5.1 Challenges

From the first challenge (limited domain knowledge), it is observed that there is
limited understanding and fragmented knowledge about CAIS and AI/ML sys-
tems in general. This can be attributed to the complex nature of such systems
that involve multiple disciplinary experts from different fields. Despite recent
research boost on the topic, they are being carried out by individual fields. There-
fore, there is a need for more collaboration between the various fields involved in
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CAIS development to better understand each others domains and how it affects
the general quality of CAIS development.

A way forward to manage the challenge of uncertainty of CAIS environments
is the extension of risk modelling capabilities to current requirements engineer-
ing methods and frameworks. Camilli et al. [6], proposed an adoption of risk
models that can quantify risk levels of elicited CAIS requirements by integrating
probability and impact functions in order to prioritize elicited requirements and
related compliance requirements depending on the level of risk associated with
them. A possible future research topic could be how to integrate risk modelling
methods to already existing modelling languages such as i* modelling language.

Given that standards provide majority of definitions and specifications for
critical CAIS requirements such as safety, privacy, security and data require-
ments, it is critical that requirements engineering experts participate in the
development of new standards in order to provide more insight into how pro-
posed rules affect the development of technology, backed up by information and
field experience. Furthermore, organizations should include legal experts in their
development teams to ensure that systems being built are compliant with regu-
lations and standards.

As an emerging technology, CAIS started from the laboratory as any other
technology where efficiency and performance are prioritised above all. But as
the adoption of CAIS moves outside of research and into the real world, require-
ments engineering experts play a very critical role in managing the needs of every
stakeholder involved in the development process. Therefore it is important for
companies and organisations to consider all necessary experts (not only require-
ment engineering experts) involved in the development of CAIS for a successful
assurance of the product.

More attention must be paid to data preparation processes of data used in
developing CAIS. Hassanni et al. [19] suggest that most organisations fail to meet
their data quality standards due to under-valuing work related to data prepa-
ration. This phenomenon can be attributed to a lack of incentives associated
with data preparation responsibilities compared to other responsibilities such as
model development. Poor data handling is especially critical when developing
CAIS because it is a high stake domain that has safety impacts on humans.
For example, in case that an algorithm is trained on biased data, it might fail
to recognise certain groups of people that are underrepresented in the datasets
hence causing accidents. Therefore, is need for data standards to set rules on
how to handle data during acquisition, training, and testing of data in order to
maintain data quality.

5.2 Requirements

The most discussed requirements in the context of CAIS are safety, data require-
ments, and transparency. Overall, a strong focus was emphasized on qualities
related to safety requirements especially from robotics publications whereas pub-
lications related to software engineering emphasized more transparency and data
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requirements. Our observation from the SLR results also revealed reduced inter-
est in traditional requirements such as usability, performance, and reliability
according to the number of their mentions from the selected papers. However,
findings from one of the related works [50] indicate that traditional requirements
such as performance are still considered as critical requirements. A possible
future research might be eliciting requirements and challenges from practitioners
and access the research gap between researchers and practitioners.

The study was able to elicit new emerging requirements for CAIS and AI in
general, such as data, transparency, trustworthiness, fairness, and ethics, which
introduced new challenges that were also discussed in this study. Though men-
tioned by several studies, no comprehensive definitions was provided for any of
the new requirements. There is need for further research on how to manage and
document these new requirements.

CAIS Requirements Classification. With the aim of helping CAIS experts
on how to define CAIS requirements and related technologies, a conceptual clas-
sification model for CAIS requirements has been created from the results of
the SLR. The classification model was inspired by two studies. First, Horkoff
et al. [27], who presented three levels of granularity over which non-functional
requirements for ML-enabled systems can be defined and measured and Belani
et al. [5], who used the same level of granularity to partition RE challenges for
AI complex systems.

Requirements identified in the study were clustered in three categories
according to their granularity level, i.e., at the system level, at the level of
ML model component, and at the data level. Figure 1 displays the classifica-
tion model clustering identified CAIS requirements in the study under one of
the three categories: System requirements, ML model requirements, and Data
requirements.

Fig. 1. Classification of CAIS requirements.
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According to the latest version of SWEBOK [40], system requirements are
requirements for the system as a whole, in the context of CAIS, that would
be the entire collaborative robot and the human collaborator. Requirements
under this category are defined and measured over the whole software system
including ML and the data itself. Requirements in this category are normally
satisfied by fulfilling other minor requirements in the other categories. For exam-
ple, trustworthiness can only be fulfilled when fairness, reliability, and privacy
are achieved.

Requirements under ML model requirements are defined and measured over
the machine learning model. They represent what would have been software
requirements in traditional systems which express the needs of a software prod-
uct. Data requirements on the other hand are defined and measured over ML-
related data. They represent data characteristics as well as constraints to the
data being used in the system.

It is also possible that a single requirement can be defined and measured over
multiple components of the system. Depending on the needs of the stakeholders
and the software system, the granularity over which certain requirements are
defined can change. Moreover different domains define requirements with dif-
ferent levels of granularity, therefore, certain requirements can be defined and
measured over different components of the system. For example, transparency
can be defined over data to ensure that data is comprehensible to data engineers,
at the same time, it can also be defined over the machine learning model to help
both engineers and clients understand the reasoning behind actions performed
by the model.

5.3 Limitations of the Study

The main limitation of the study is the threat of subjectivity. The study was con-
ducted using qualitative methods, therefore, there are chances of biased results.
To minimise the chance of producing results with personal bias, a peer review
approach was employed where co-authors that did not conduct the SLR reviewed,
discussed and resolved and conflicts presented during the discussion.

The study also faced a challenge of population sample size. The original
intention was to include only existing RE studies discussing CAIS topics, how-
ever, due to the limited research available, a decision was made to add non RE
studies. To maintain the quality of the research, non-RE studies were parsed
through SLR criteria checks to make sure that they meet the required accep-
tance criteria. Though not originally planned to be part of the study, the elicited
non-RE studies provided great insight in regards to eliciting perspectives of dif-
ferent fields such as robotics and system engineers with regards to RE for CAIS
systems.

6 Conclusion

The increasing adoption of AI is calling the attention of researchers on defin-
ing suitable engineering approaches. In this paper we focused on Requirements
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Engineering (RE) and on a specific class of AI-based systems, namely Collab-
orative Artificial Intelligence System (CAIS). Our ultimate goal was to assess
what challenges and types of requirements are discussed by researchers. Guided
by this objective we formulated two research questions (RQ1, RQ2), and per-
formed a systematic literature review, considering research published in the
period 2014–2020. Forty-one primary studies were selected and analysed to
answer the research questions. Findings include a set of challenges in RE for
CAIS, a few suggestions for addressing them, and types of requirements that are
considered relevant for CAIS. We discussed these findings, taking into account
recent related work, and with the aim of pointing out open problems to be con-
sidered in future research. In our future work, we believe it will be important to
complement the research perspective derived from the presented SLR with the
practitioner perspective, also because in the CAIS domain we are considering
standards play a key role for system certification. Moreover, we believe that it
will be worth trying to integrate recently proposed methods for requirements
elicitation and modelling for AI-based systems, e.g. [6,38], and to extend them
with risk concepts and management techniques.
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18. Hanna, A., Bengtsson, K., Götvall, P.-L., Ekström, M.: Towards safe human robot
collaboration - risk assessment of intelligent automation, September 2020, pp. 424–
431. Institute of Electrical and Electronics Engineers Inc. (2020)

19. Hassani, H., Silva, E.S., Unger, S., TajMazinani, M., Mac Feely, S.: Artificial intelli-
gence (AI) or intelligence augmentation (IA): what is the future? AI 1(2), 143–155
(2020). https://doi.org/10.3390/ai1020008

20. Hernandez, C., Fernandez-Sanchez, J.: Model-based systems engineering to design
collaborative robotics applications. Institute of Electrical and Electronics Engineers
Inc. (2017)

21. Horkoff, J.: Non-functional requirements for machine learning: challenges and new
directions. In: 2019 IEEE 27th International Requirements Engineering Conference
(RE), pp. 386–391. IEEE (2019)

22. Ishikawa, F., Matsuno, Y.: Evidence-driven requirements engineering for uncer-
tainty of machine learning-based systems. In: 2020 IEEE 28th International
Requirements Engineering Conference (RE), pp. 346–351 (2020)

23. Ishikawa, F., Yoshioka, N.: How do engineers perceive difficulties in engineering of
machine-learning systems?-Questionnaire survey. In: 2019 IEEE/ACM Joint 7th
International Workshop on Conducting Empirical Studies in Industry (CESI) and
6th International Workshop on Software Engineering Research and Industrial Prac-
tice (SER&IP), pp. 2–9. IEEE (2019)

24. Japs, S.: Security safety by model-based requirements engineering. In: 2020 IEEE
28th International Requirements Engineering Conference (RE), pp. 422–427 (2020)

25. Kadir, B., Broberg, O., Da Conceição, C.S.: Designing human-robot collaborations
in industry 4.0: explorative case studies, vol. 2, pp. 601–610. Faculty of Mechanical
Engineering and Naval Architecture (2018)

26. Kaindl, H., Ferdigg, J.: Towards an extended requirements problem formulation
for superintelligence safety. In: 2020 IEEE 7th International Workshop on Artificial
Intelligence for Requirements Engineering (AIRE), pp. 33–38 (2020)

https://doi.org/10.1007/978-3-030-19648-6_49
https://doi.org/10.3390/ai1020008


424 L. A. Odong et al.

27. Khan Mohammad Habibullah, J.H.: Non-functional requirements for machine
learning: understanding current use and challenges in industry. In: 2021 Inter-
national Requirements Engineering Conference (RE). IEEE (2021)

28. Ahmad, K., Bano, M., Abdelrazek, M., Arora, C., Grundy, J.: What’s up with
requirements engineering for artificial intelligence systems? In: 2021 International
Requirements Engineering Conference (RE), pp. 51–54. IEEE (2021)

29. Kildal, J., Tellaeche, A., Fernández, I., Maurtua, I.: Potential users’ key concerns
and expectations for the adoption of cobots. Procedia CIRP 72, 21–26 (2018)

30. Kitchenham, B., Charters, S.: Guidelines for performing systematic literature
reviews in software engineering (2007)

31. Koh, S., Whang, J.: A critical review on ISO/IEC 25000 square model. In: Pro-
ceedings of the 15th International Conference on IT Applications and Manage-
ment: Mobility, Culture and Tourism in the Digitalized World (ITAM15), pp. 42–52
(2016)

32. Koopman, P., Wagner, M.: Autonomous vehicle safety: an interdisciplinary chal-
lenge. IEEE Intell. Transp. Syst. Mag. 9(1), 90–96 (2017)

33. Krippendorff, K.: Content Analysis: An Introduction to its Methodology. Sage
Publications (2018)

34. Malik, A., Bilberg, A.: Complexity-based task allocation in human-robot collabo-
rative assembly. Ind. Robot. 46(4), 471–480 (2019)

35. Malik, A.A.: Robots and Covid-19: challenges in integrating robots for collaborative
automation. arXiv preprint arXiv:2006.15975 (2020)

36. Malik, A.A., Bilberg, A.: Complexity-based task allocation in human-robot collab-
orative assembly. Ind. Robot Int. J. Robot. Res. Appl. 46(4), 471–480 (2019)

37. Nakamichi, K., et al.: Requirements-driven method to determine quality character-
istics and measurements for machine learning software and its evaluation. In: 2020
IEEE 28th International Requirements Engineering Conference (RE), pp. 260–270
(2020)

38. Nalchigar, S., Yu, E., Obeidi, Y., Carbajales, S., Green, J., Chan, A.: Solution pat-
terns for machine learning. In: Giorgini, P., Weber, B. (eds.) CAiSE 2019. LNCS,
vol. 11483, pp. 627–642. Springer, Cham (2019). https://doi.org/10.1007/978-3-
030-21290-2 39

39. Nuzzi, C., Pasinetti, S., Lancini, M., Docchio, F., Sansoni, G.: Deep learning-
based hand gesture recognition for collaborative robots. IEEE Instrum. Meas. Mag.
22(2), 44–51 (2019)

40. Bourque, P., Fairley, R.E.(Dick): SWEBOK: Guide to the Software Engineering
Body of Knowledge. IEEE (2020)

41. Pieska, S., Pitkaaho, T., Kaarlela, T.: Multilayered dynamic safety for high-payload
collaborative robotic applications. Institute of Electrical and Electronics Engineers
Inc. (2020)

42. Rzepka, C., Berger, B.: User interaction with AI-enabled systems: a systematic
review of IS research. In: Pries-Heje, J., Ram, S., Rosemann, M. (eds.) Proceedings
of the International Conference on Information Systems - Bridging the Internet of
People, Data, and Things, ICIS 2018, San Francisco, CA, USA, 13–16 December
2018 (2018)

43. Saenz, J., Elkmann, N., Gibaru, O., Neto, P.: Survey of methods for design of
collaborative robotics applications- why safety is a barrier to more widespread
robotics uptake, vol. Part F137690, pp. 95–101. Association for Computing Machin-
ery (2018)

44. Seeber, I., et al.: Machines as teammates: a research agenda on AI in team collab-
oration. Inf. Manage. 57(2), 103174 (2020)

http://arxiv.org/abs/2006.15975
https://doi.org/10.1007/978-3-030-21290-2_39
https://doi.org/10.1007/978-3-030-21290-2_39


RE for CAIS: A Literature Survey 425

45. Steidel, V.: Framework for requirement analysis in the design of collaborative
robots on construction sides, vol. 2348, pp. 277–282. CEUR-WS (2019)

46. Stemler, S.: An overview of content analysis. Pract. Assess. Res. Eval. 7(1), 17
(2000)

47. Unhelkar, V., Shah, J.: Challenges in developing a collaborative robotic assistant
for automotive assembly lines, 02–05 March 2015, pp. 239–240. IEEE Computer
Society (2015)

48. Villani, V., Pini, F., Leali, F., Secchi, C.: Survey on human-robot collaboration in
industrial settings: safety, intuitive interfaces and applications. Mechatronics 55,
248–266 (2018)

49. Vogelsang, A., Borg, M.: Requirements engineering for machine learning: perspec-
tives from data scientists. In: 2019 IEEE 27th International Requirements Engi-
neering Conference Workshops (REW), pp. 245–251 (2019)

50. Wan, Z., Xia, X., Lo, D., Murphy, G.C.: How does machine learning change software
development practices? IEEE Trans. Softw. Eng. 47, 1857–1871 (2019)

51. Wickramasinghe, C.S., Marino, D.L., Grandio, J., Manic, M.: Trustworthy AI
development guidelines for human system interaction. In: 2020 13th International
Conference on Human System Interaction (HSI), pp. 130–136 (2020)

52. Wohlin, C.: Guidelines for snowballing in systematic literature studies and a repli-
cation in software engineering. In: Proceedings of the 18th International Conference
on Evaluation and Assessment in Software Engineering, pp. 1–10 (2014)

53. Zhang, Y., Bellamy, R., Varshney, K.: Joint optimization of AI fairness and utility:
a human-centered approach. In: AIES 2020, pp. 400–406 (2020)



On the Current Practices for Specifying
Sustainability Requirements

Salvador Mendes, João Araujo(B) , and Ana Moreira

NOVA LINCS/NOVA School of Science and Technology, NOVA University Lisbon,
Lisbon, Portugal

sr.mendes@campus.fct.unl.pt, {joao.araujo,amm}@fct.unl.pt

Abstract. As sustainability becomes a fundamental concern in software
development, it is important to understand how industry is addressing it.
This paper discusses the results of a survey performed in industry aiming
at identifying their current needs and practices to handle sustainability
in agile software development. The survey includes an initial section to
gather participants’ information, followed by a section inquiring about
the impact of sustainability on their working environment, and which
methods and tools are used. The enquired population is a small subset
of the IT professionals in Portugal. The main findings include lack of
methods, tools, knowledge and domain experts to support elicitation
and specification of sustainability requirements. Still, the participants
recognise that one of the main reasons to consider sustainability is for
the improvement of product quality and for creating a good reputation.
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1 Introduction

In recent years, the race towards sustainability has become increasingly more
important and widely covered. Even so, software development methods, tools,
and validation and verification techniques supporting sustainability are still lack-
ing. Both academics and professionals are still not knowledgeable on the topic.
Currently, it is agreed that sustainability implies development that meets the
needs of the present without compromising the ability of future generations to
meet their own needs [1]. This challenge calls for the integration of social equity,
economic growth, and environmental preservation, considering also their effects
(inter- and intra- relationships) on each other. These three dimensions—social,
economic and environmental, respectively—have been integrated in a multidi-
mensional line of thought that also encompasses an individual and a technical
dimension [2]. Each dimension addresses different needs (e.g., improve employ-
ment indicators, reduce costs, reduce CO2 emissions, promote high agency, and
easy system evolution) and impacts on the others and respective stakeholders
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[3]. Therefore, sustainability-aware systems differ from other types of systems
in that their functionality must explicitly balance the trade-offs between these
dimensions [4].

Although there is no common definition of what sustainability in Software
Engineering is, we prefer to think of sustainability as an emergent property of a
software system [5] that should not be added to the system in later stages of the
development nor looked into in isolation. We agree with the vision of sustainabil-
ity as a complex composite quality attribute, formed of five complex aggregates
of quality attributes, one for each of the five dimensions, which, in turn, is nat-
urally refined into quality attributes relevant for that particular dimension [4].

Our goal is to investigate how sustainability requirements are being addressed
in the agile software development industry in Portugal. It is well-known that agile
development methods have become major approaches in the software industry.
However, how is sustainability being addressed in agile development, in partic-
ular at requirements level?

We started by performing a systematic mapping study to identify works
related to sustainability requirements specification methods and techniques in
the agile context. The results indicate that very few approaches are used by agile
developers. Given this, we decided to gather empirical evidence through a survey
in industry. The design of this survey follows the principles proposed by Pfleeger
and Kitchenham [6]. We started by defining the research question that our work
aims to answer: “How are sustainability requirements addressed by professionals
in their agile projects?” Therefore, we were particularly interested in under-
standing how IT professionals elicit and specify sustainability requirements and
what their needs to addressing sustainability in software are.

Our survey enquires IT professionals, from several companies, about their
methods and tools to tackle sustainability. These professionals work in several
application domains. The survey is structured in 2 sections, aiming at gather-
ing participants’ information about their experience in agile projects and also
their sustainability development issues (e.g., the impact of sustainability on their
working environment), and the methods and tools they use to handle sustainabil-
ity. The survey results revealed that there are sustainability-related shortcomings
when developing software applications, such as lack of methods, tools, knowl-
edge, and skilled domain experts. Implementation and maintenance are the main
activities where sustainability is contemplated instead of requirements. Never-
theless, the participants endorse three main reasons to consider sustainability:
(i) improvement of product quality, (ii) creating good reputation, for showing
social responsibility, and (iii) increasing personal motivation.

The paper is organised as follows. Section 2 offers some background on agile
development and sustainability. Section 3 presents the survey design while Sect. 4
discusses the results. Section 5 presents some related work, and, finally, Sect. 6
draws some conclusions and directions for future work.
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2 Background

Agile Development and User Stories. Agile is known for employing contin-
uous planning, learning and improvement, focusing on team collaboration and
early delivery. This results in a process that is flexible and responsive to change.
There are four core values of agile development that must always be present in
mind when using or talking about agile [7]: individual and team interactions over
processes and tools; working software over comprehensive documentation; cus-
tomer collaboration over contract negotiation; responding to change over follow-
ing a plan. One of the most popular artifacts used by agile methods is User Story.
This is an informal and concise explanation of a system feature [8] or require-
ment, written from the perspective of the end user of that feature/requirement.
A user story provides a guideline of how a piece of software delivers value to the
customer, which may be external end users and also members of the organization
developing the project. User stories are usually a few sentences long in simple
and informal language that serves to outline the desired goal for the feature;
further detail is added after with requirements once they are agreed upon.

Sustainability Engineering. As stated before, “sustainability is about finding
a way to meet the needs of the present without compromising the ability of future
generations to meet theirs” [9]. With this definition we can understand that
sustainability is crucial for humankind’s survival and longevity on this planet,
and as such we must do our best efforts to achieve it.

There are three main sustainability dimensions [10]: Environmental sus-
tainability related to the amounts of pollution that can be created, renewable
resources that can be harvested and nonrenewable resources that can be depleted
in an indefinite way without compromising the ecosystems and their natural bal-
ance; Social sustainability related to the capability of a social system to handle
relationships between individuals and groups, including mutual trust, communi-
cation an conflicts; Economic sustainability related to financial aspects and
business value and the ability of an company to maintain a determined amount
of economic production. In Software Engineering, it is well accepted that two
other dimensions can be considered when discussing sustainability [10]: the Indi-
vidual sustainability covering topics such as individual freedom, the ability
for individuals to exercise their rights, and free development; and the Techni-
cal sustainability that focuses on the longevity of a software system and its
capability to adapt to the evolving environment conditions and requirements.

In the context of the paper, we are particularly interested in the technical
dimension of sustainability, which is directly related to how well a software sys-
tem is able to adapt to the ever changing environment it is inserted in, while
continuing to function correctly. When talking about IT, one may refer to “sus-
tainability by IT” (or Green by IT) and “sustainability in IT” (or Green IT)
[11]. Sustainability by IT is when a system is specifically designed to educate
about sustainability or aid in achieving some sustainability goals. On the other
hand, sustainability in IT is when IT itself is sustainable.
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Therefore, a software can only be truly green and sustainable if it comes
from a green and sustainable process, therefore we can say it is critical that
everyone involved in the development process has to be aware of the impacts,
both positive and negative, their software can have on sustainability. Thus, we
can define green and sustainable engineering as “the art of developing green and
sustainable software with a green and sustainable software engineering process,
i.e., the art of defining and developing software products in a way, so that the
negative and positive impacts on sustainable development that result and/or are
expected to result from it, over its whole life cycle, are continuously assessed,
documented and used for a further optimization of the software product” [12].
The more complex the system is, the more probable it is to affect one, if not all,
of the five dimensions, especially when considering that many of the dimensions
are connected through common goals and requirements. Therefore, all trade-off
possibilities must be discussed and analyzed before any changes to the system
can be made, but with the topic of software sustainability being broad and
understudied this process can become quite hard.

3 Survey Design

The main goal of this paper is to identify how agile practitioners (in Portugal)
address sustainability when developing software. We carried out an online sur-
vey with companies that use agile methodologies for system development. We
adopted Kitchenham and Pfleeger’s guidelines for personal opinion surveys [6]
and the activities to conduct online surveys in Software Engineering proposed
by Punter [13]. Thus the activities managed here were: (i) define the study; (ii)
design the survey; (iii) develop the questionnaire; (vi) execute the survey; (v)
analyze the data and (vi) report the results.

Regarding the definition of the study, we want to know how do professionals
that use agile development address sustainability requirements in their projects.
Afterwards, we selected by invitation our participants, that come from differ-
ent companies in Portugal. The set of participants invited play different roles in
their companies (e.g., product owners, developers, testers, Scrum masters) and
are experienced in different agile methods [7] (e.g. Scrum, Kanban), thus pro-
viding different viewpoints. The survey was sent to 52 professionals from several
companies, from which 32 responded (a response rate of 61,5 %). Participants
were informed about the purpose of the research and data confidentiality.

The survey1 was made available through Google Forms to the participants
contacted via email. We divided the questionnaire into 2 main sections: (i) Gen-
eral information questions to collect some indicators about their knowledge and
experience in agile development, and (ii) Sustainability in software development
questions. Since all the professionals were from companies that adopted agile
development (a selection criteria), there was no need to explicitly ask them
about the kind of software development process they used.
1 https://drive.google.com/file/d/1zc6hpvq6 Nn3D-wLtkL7Mfqc5FgIDfZj/view?

usp=sharing.

https://drive.google.com/file/d/1zc6hpvq6_Nn3D-wLtkL7Mfqc5FgIDfZj/view?usp=sharing
https://drive.google.com/file/d/1zc6hpvq6_Nn3D-wLtkL7Mfqc5FgIDfZj/view?usp=sharing
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The first 5 questions had the purpose of gathering information about the par-
ticipants. The second section consisted of 10 questions (being 8 multiple choice
and 2 open-ended) to answer different aspects related to our research question: if
they address sustainability during development and in which activities; in those
activities how sustainability is addressed; how sustainability requirements are
specified; their knowledge on sustainability in their development context; which
tools and methods they used; their opinion on the impact of software on sus-
tainability; the main challenges when addressing sustainability in their projects;
and the main reasons to consider sustainability requirements in their projects.
The use of spreadsheets helped with the quantitative analysis process, while an
inductive approach was used for the qualitative analysis of the data.

4 A Survey on Sustainability at IT Companies

The subsequent sections introduce the participants, and the layout of the survey
together with the reasoning for each of the questions. In particular, we start with
a biographical note of the participants (e.g. years of experience and development
methods used in their work), followed by presenting the questions and discussing
the specific results for each question.

4.1 Participants

This survey was answered by 32 professionals in the Portuguese IT industry.
The participants work in different companies playing different roles in software
development. Table 1 summarizes our participants information.

From the total number of respondents, 32 respondents, 34.4% are professional
developers (11 out of 32), 12.5% are business analysts (4 out of 32), 12.5% are
Scrum masters (4 out of 32), another 12.5% are project leaders/managers (4 out
of 32), 9.4% are product managers (3 out of 32), and 6.3% are testers (2 out
of 32). The remaining 4 roles correspond to tech leads, operations, UX/UI and
product owners. Each of these roles has a 3.1% (or 1) presence in our surveyed
population. The majority of the respondents (22 out of the 32 respondents, or
68.8%) have between 1 and 5 years of experience, meaning we have a fairly new
and somewhat inexperienced group of professionals. Even though this could be
seen as negative, we believe younger people may be more keen to learn about
and address sustainability issues in software development.

Other interesting statistics are that 93.75% of the respondents (30 out of 32)
work with some variant of agile methodologies and that out of those 30 respon-
dents, 28 work with Scrum (corresponding to 87.5% of the whole population).
Finally, all the participants develop software using agile approaches.
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Table 1. Respondents individual information.

ID Preferred Agile Methods Role in the Company Experience with
Agile (Years)

P1 Lean Development Business Analyst 1–5

P2 Development Method (DSDM), Dynamic
Systems, Feature Driven Development (FDD)

Business Analyst 1–5

P3 Development Method (DSDM), Dynamic
Systems, Feature Driven Development (FDD)

Business Analyst 1–5

P4 Scrum Business Analyst 1–5

P5 Crystal, Scrum Developer 1–5

P6 Scrum Developer <1

P7 Scrum Developer <1

P8 Scrum Developer <1

P9 Kanban, Scrum, Scaled Agile Framework (SAFe) Developer 1–5

P10 Scrum Developer <1

P11 Scrum Developer 1–5

P12 Scrum Developer 1–5

P13 Scrum Developer 1–5

P14 Scrum Developer 1–5

P15 Extreme Programming (XP), Scrum Developer 1–5

P16 Extreme Programming (XP), Kanban, Lean
Development, Scaled Agile Framework (SAFe),
Scrum

Operations 1–5

P17 Kanban, Scrum Product Manager 1–5

P18 Kanban, Lean Development, Scaled Agile
Framework (SAFe)

Product Manager >10

P19 Kanban, Scrum, Scaled Agile Framework (SAFe) Product Manager 6–10

P20 Scrum Product Owner 1–5

P21 Kanban, Scrum Project Lead/Project Manager 1–5

P22 Scrum Project Lead/Project Manager 1–5

P23 Kanban, Scrum Project Lead/Project Manager 1–5

P24 Extreme Programming (XP), Lean Development,
Scrum Scaled Agile Framework (SAFe)

Project Lead/Project Manager >10

P25 Scrum Scrum Master 1–5

P26 Kanban, Scrum, Lean Development Scrum Master 1–5

P27 Scrum Scrum Master 1–5

P28 Extreme Programming (XP), Feature Driven
Development (FDD), Kanban, Lean Development,
Scrum

Scrum Master 6–10

P29 Dynamic Systems, Kanban, Scaled Agile
Framework (SAFe), Scrum

Tech Lead 6–10

P30 Scrum Tester <1

P31 Scrum Tester 1–5

P32 Kanban, Scrum UX/UI 1–5

4.2 Survey Questions and Results

Question 1. Do You Address Sustainability in Software Development?
This question aims to get an overview of how often sustainability is present in the
projects developed by the participants. The options available for the participant
to choose from are: never, rarely, sometimes, often, and always. Only one option
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could be selected. Figure 1 synthesizes the received answers. A significant part
of the respondents 34.4% (11 out of 32) never address sustainability in their
projects, meaning that 65.6% (21 out of 32) of them do address sustainability
to different extents (even if only rarely). This is a positive aspect that leaves the
impression that developers and companies are already moving towards the right
direction. That said, it is not surprising that only 12.5% of the participants (4
out of 32) always address sustainability, since this is, after all, a new concept in
software development.

Never

34.4%

Rarely

6.3%

Sometimes
28.1%

Often

18.8%
Always

12.5%

Fig. 1. Addressing of sustainability in software development

Question 2. If You Have Answered Yes, in Which Activities Do You
Address Sustainability? This question is intended to narrow down and iden-
tify in which activity of the software’s life cycle sustainability is addressed by our
participants. In this question the respondent can choose from a number of dif-
ferent options namely requirements elicitation, software design, implementation,
unit testing, system/integration testing, and maintenance. Here the participant
could pick all of the options they wish. Figure 2 summarizes the results.

Fig. 2. Activities where sustainability is addressed

Out of the 18 participants that reported in what activities they deal with
sustainability, 86.6% of the answers do it in two or more activities. The top
three most used activities are ‘Implementation’ with 72.2% (13 answers), ‘Main-
tenance’ with 66.7% (12 answers) and ‘Software design’ with 61.1% (11 answers)
and out of the six activities used by the participants only ‘System/Integration
testing’ reported a use of less than 50%. There is a discrepancy in the number



On the Current Practices for Specifying Sustainability Requirements 433

of participants that answered this question (18) and the number of participants
that said they address sustainability in software development in the previous
question (21). This can be due to lack of a custom option where respondents can
type what they want, or because 2 of these participants only have basic knowl-
edge of sustainability and address sustainability in their projects “sometimes”,
and the other one only addresses it “rarely”.

Question 3. If You Selected Any Option Above, How Do You Address
Sustainability in Each of the Selected Activities? This was an open ended
question, aiming at further deepen the previous question to be able to under-
stand how our participants addressed sustainability in each of the activities they
selected previously. By analyzing the answers to this question we concluded that
simple and easy to maintain solutions that are also capable of being adapted
to the businesses needs are necessary to achieve software sustainability in our
participants’ perspective.

Another ‘popular’ factor relevant to software sustainability is the reduction
of technical debt, where our participants use “a set of practices that allow us
to reduce as much as possible our technical debt”. One of the participants also
said that “ethic behaviour of the team and the software” is a key factor. It
is also mentioned that “continuous information sharing with all stakeholders”
are important to maintain everyone up to date and achieve a continuous flow
of information and so the team is able to have time to properly discuss the
trade-offs between the different system qualities. Thus, adaptability, technical
debt, ethics in the team and software, inclusion of all to guarantee continuous
flow for information, and trade-offs among different qualities, are some of the
sustainability-related aspects raised by the participants.

Question 4. How Do You Specify Sustainability Requirements? The
goal of this question is to gather information on how our participants detail and
specify the sustainability requirements necessary to address sustainability in
their projects. Here the participant is presented with several options from which
he can choose as many as needed. The options are: user stories, use case, backlog
item, personas, acceptance criteria, part of the definition of done, informal text,
UML models, none, and a space for free text where the participant could add a
different option.

This question was analyzed in two ways: (i) regarding all of the 32 responses
given and (ii) with the answers filtered to only include those who considered
sustainability in their projects. The latter analysis left us with 21 answers (out
of the 32). When analyzing all of the responses we can see in Fig. 3 that 75%
of the respondents (24 participants) utilise user stories to specify sustainability
requirements. This is to be expected since 30 participants work with a variant
of agile and hence utilise ‘User stories’ regularly in their projects.

On the other hand, when we filter out the participants that said they do
not take sustainability into account, the story repeats itself (see Fig. 4). Out
of the 21 answers, 85.6% (19 participants) use “User Stories” to specify the
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Fig. 3. Sustainability requirements specification artifacts

sustainability requirements. This was once again expected since out of those 21
participants there are also 85.6% of participants that work with a variant of
agile. This suggests that developers tend to specify sustainability using formats
that they already known and use regularly.

Fig. 4. Sustainability requirements specification artifacts filtered

Question 5. Which of the Following Best Describes Your Knowledge
About Sustainability in Software Development? This question’s objective
is to ascertain the level of knowledge our participants know about sustainability
in the software development realm. The available options to answer this question
are: no knowledge, basic, intermediate, advanced, and expert. Only one option
could be selected. The analysis of this question is summarized in Fig. 5.

It was quite surprising to see that 78% (25 participants) of the respondents
say they have at least basic knowledge about sustainability in software. Even
though this is positive, 13 out of those 25 only have basic knowledge on sustain-
ability. Furthermore, only 6 participants have knowledge at an advanced (15,6%,
or 5 people) or expert level (3,1%, or 1 person). This number of highly knowl-
edgeable participants is contrasted by the number of completely uninformed
ones, 7 (21,9%). This leads to the conclusion that there is an overall lack of
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Fig. 5. Knowledge about sustainability in software development

knowledge about sustainability in software development, indicating the need for
significant investment to be made in training, both by academia and industry;
practitioners have to be taught and coached on the concepts of sustainability,
similarly to what is happening with agile/Scrum. This lack of knowledge can
also be because universities are just now starting to include sustainability in
their ICT curricula. For example, some universities (e.g., from UK2, and USA3)
already have sustainability in their courses, but we cannot say this is common
in many institutions.

Question 6. Do You Think You Have Tools or Methods to Be Able
to Include Sustainability in Software Development and Maintenance?
This “yes” or “no” question aims to get the participants’ opinion on whether or
not they have the appropriate tools to address sustainability in software devel-
opment. We observed that 75% of the participants (24/32) report that they do
not have tools or methods to deal with, or include, sustainability in software
development. This is interesting as it supports our claim that sustainability in
software development is still under researched and under developed.

Question 7. If You Answered Yes to the Previous Question, What Are
the Methods You Use? This question also aims to further investigate the pre-
ceding question and as such was designed with the purpose of discovering any
tools or methods our participants use, or have used in the past, to address sus-
tainability in their projects. This is important because it might uncover methods
or tools that we might have missed during our research or any sort of custom
methods they might have developed.

The responses given show that participants use several types of tools that are
not necessarily designed for sustainability. For example, a participant that works
with the OutSystems framework4 said “you could use Architecture Dashboard”
to help you view any potential “design smells” and opportunities to improve

2 https://www.ucl.ac.uk/sustainable/education/embed-sustainability-curriculum.
3 https://sustainabilityinschools.edu.au/sustainability-curriculum.
4 https://www.outsystems.com/.

https://www.ucl.ac.uk/sustainable/education/embed-sustainability-curriculum
https://sustainabilityinschools.edu.au/sustainability-curriculum
https://www.outsystems.com/
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their software. Others use CAST5 (software intelligence suite that focuses on
benchmarking software quality and condition) tools, KIUWAN6 (code quality
analysis SaaS focused on security) and SonarQube7 (quality of code inspection
tool). And lastly, some use “sustainability models and articles” while others use
“modeling and automatic code generation” to deal with sustainability. One of
our participants also said that there are tools available but the clients are not
usually willing to pay for them.

Question 8. How Often Do You Think Software Has an Impact on
Sustainability? This question intends on gauging the participants perceptions
on whether or not software has an impact on sustainability. This question has
5 options: never, rarely, sometimes, often and always. Only one option can be
selected.

The answers to this question revealed that the number of participants that
thinks that software always impacts sustainability is similar to the number of
participants that thinks that software has no impact on sustainability—this num-
ber being 18.8% (6 participants). Other than that, it is good to see that 81% of
the participants (29 participants), think that software has some sort of impact
on sustainability even if not often (see Fig. 6).

Fig. 6. How often software impacts sustainability

Question 9. In Projects Where Sustainability Was Addressed, What
Were the Main Challenges Found by the Team? With this question we
wanted to identify the major problems developers face when addressing sustain-
ability in their projects. This question has multiple choices and the participant
can pick as many as needed. The options are: lack of support materials, lack of
experts on the domain, lack of knowledge by the team, lack of methods, lack of
tools, and none.

There was also the option to choose a custom option where participants type
what they want. The results from this question let us conclude that participants
5 https://www.castsoftware.com/.
6 https://www.kiuwan.com/.
7 https://www.sonarqube.org/.

https://www.castsoftware.com/
https://www.kiuwan.com/
https://www.sonarqube.org/
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that try to implement sustainability in software encounter many types of chal-
lenges with high frequencies (see Fig. 7). As such, we can safely say this area is
very undeveloped and that there are still no easy ways to address sustainability
in software development.

Fig. 7. Challenges found with addressing sustainability

Question 10. What Were the Main Reasons to Consider Sustainability
Requirements in Your Projects? This question intends to discover what the
mindset of our participants is on why they choose, or chose in the past, to include
and implement sustainability requirements in their projects. The respondent can
choose their answers from several options: client requirement, good reputation,
legal obligations, social responsibility, organizational requirement, personal moti-
vation, to improve the quality of the product and never was considered. Once
again there was the option for the participant to add a custom option.

With this question we were able to gather the most important aspects, in our
respondents opinion, to consider when addressing sustainability in a project (see
Fig. 8). The most important factor was “To improve the quality of the product”;
this factor was chosen by 53.3% of our respondents, hence picked 17 times.
In second place comes “Good reputation” and “Personal motivation” tied with
34.4%, picked 11 times each.

4.3 Threats to Validity

Internal Validity. A threat to our questionnaire is that we might have asked the
wrong questions, or at the very least constructed them poorly and making them
ambiguous. To mitigate this, however, we structured the order of the questions
and made an effort to employ clear wording, by reviewing the formulation of the
questions in several meetings among the authors.
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Fig. 8. Reasons to consider sustainability in projects

Construct Validity. Another threat is that we did not provide a definition for
sustainability. Thus, each participant answered the questions with their own
definition of sustainability in mind and as such could have failed to convey the
information we needed. To mitigate this the questions were elaborated to be as
objective as possible and reviewed by the senior authors.

External Validity. Also related to the participants is the fact that we did not
constrain the role of the respondents; this means that we might have data that
are not representative of the overall IT industry. This was, however, defined in
this way by design, to allow our participants to feel more relaxed and avoid
bureaucratic permissions from the managerial level that could delay the study.

Conclusion Validity. The data analysis process itself may also be a threat, due
to the fact that wrong data analysis can yield wrong results and conclusions. So,
to avoid this issue, we analyzed the data for each question individually through
excel filters.

5 Major Insights

This section summarises some of the most relevant take away messages from the
analysis of our survey. The study was limited to Portuguese professionals, where
the results reveal the current situation of sustainability in agile development
in Portugal, but it can serve as an indicator to be compared with companies
worldwide.

Awareness About Sustainability. Although limited, there is a growing inter-
est in considering sustainability during software development (Q1). Indeed, even
if the majority of the participants realise that software has some impact on sus-
tainability, a relevant amount of practitioners do not share this opinion. There-
fore, more awareness about the importance of sustainability in IT should be
raised in industry (Q8).
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Advantages of Addressing Sustainability. Participants gave us many rea-
sons to consider sustainability in their projects, where the improvement of prod-
uct quality is the main one, but good reputation, social responsibility and per-
sonal motivation were also highly mentioned. This is good news, since it is an
indication that sustainability is a concern worth investing in (Q10).

Techniques for Sustainability Requirements. When sustainability is
addressed, implementation and maintenance are the main activities where sus-
tainability is considered (Q2). This suggests more effort is needed to promote
sustainability as part of the requirements activities. On the other hand, it was
not surprising that user stories are the most popular artifact (Q4). Participants
seem to adapt user stories to help specify sustainability requirements; this would
help the integration of sustainability in requirements activities.

Challenges to Address Sustainability in IT. Participants pointed out to
several challenges when addressing sustainability in their projects, such as lack
of tools, learning materials, methods, domain experts, knowledge (Q9). Indeed,
a non-surprising finding reported by our participants was the lack of methods
and tools to help eliciting and specifying sustainability (Q6). When used, some
practitioners rely on quality of code and code generation tools to address sustain-
ability, but not much was used for requirements (Q7). Finally, although many
respondents reported that they have basic knowledge on sustainability, more
training and knowledge dissemination on sustainability is needed (Q5). This is
in accordance with [14] where a clear lack of theoretical understanding and prac-
tical methods to apply sustainability to software and its development process is
discussed. Indeed, the need for action is urgent and taking self-responsibility in
developing critical thinking about this topic is necessary. But also there needs
to be a bigger presence of sustainability discussion and goals in education to
cultivate a mindset of change in future software designers. On a corporate level,
there needs to be more workshops to educate developers, and clients alike about
sustainability, its issues and its importance.

6 Related Work

In [15] the authors discuss the explanatory power of various sustainability indices
applied in policy practice. Their results show that such indices fail to accomplish
essential scientific requirements making them rather not useful if not misleading
regarding policy advice.

In [16] it was identified that there was a lack of specific practices to be followed
by global software development (GSD) vendors regarding the development of
green and sustainable software. A study was carried on where agile practices
were identified, aiming to help GSD vendors to improve their agile maturity
towards green and sustainable software development.

In [17], a study shows that practitioners consider software sustainability
important, but more at a technical level, where environmental considerations
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are missing. The study revealed that the meaning of sustainability needs to be
refined for specific project and application context.

Our study reinforces the above studies by also identifying awareness of sus-
tainability by practitioners and complements the findings by pointing out the
need to provide more sustainability requirements techniques and training on the
sustainability area.

7 Conclusions

This paper discusses the results of a survey we performed with a subset of the
Portuguese industry aiming at identifying their current needs about sustain-
ability as well as their practices when addressing sustainability in their agile
projects. We were particularly interested in understanding how IT professionals
elicit and specify sustainability requirements. To achieve this goal, we created
a survey aiming at gathering participants’ information, and their sustainability
development issues, including methods and tools.

This survey was answered by 32 IT professionals, from several companies,
working in several application domains. The analysis of the results revealed that
the majority of the respondents say they address sustainability during software
development even though 40% only have basic levels of knowledge on the topic.
Furthermore, 75% said that they have no tools nor methods to address sustain-
ability in software. As such, some participants have found some workarounds
by using already existing pieces of software like code quality analyzers. It was
interesting to note that implementation and maintenance are the main activities
where sustainability is contemplated, instead of requirements. Finally, it was
curious to see that participants consider sustainability to improve their prod-
uct quality, and also to build good reputation in the market and to show social
responsibility and increase personal motivation.

The identified shortcomings are key to decide how to improve the current
state of knowledge and propose a new approach to specify sustainability require-
ments in an agile development context. Also, the agile processes should consider
effective strategies to mitigate current difficulties (e.g., lack of knowledge, meth-
ods) in incorporating sustainability as part of their activities. Finally, we plan
to replicate this study in IT companies from other countries.
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Abstract. This paper analyzes the definitions of the concept feature in
the information science literature. The concept of feature has been defined
in various ways over the last three decades. To be able to obtain a common
understanding of a feature in information science, it is important to con-
duct a thorough analysis of the definitions that can be used in research and
in practice. The main contribution of this paper is a categorization of the
existing definitions, which highlights similarities and differences. Bymeans
of a Concept Definition Review process, we gather a total of 23 definitions
from Google Scholar using five search queries complemented by backward
snowballing. Our analysis organizes the definitions according to their level
of abstraction and the taken viewpoint. Within the range of analyzed def-
initions, we do not wish to argue that one is better or worse than another.
We provide, however, guidelines for the selection of a definition for a given
goal. These guidelines include: popularity based on the citations count, the
research field, the abstraction level, and the viewpoint.

Keywords: Feature · Requirements engineering · Information
science · Definition · Literature review · Concept Definition Review

1 Introduction

The concept of feature, in relation to software and information systems, has been
defined in many ways over the last three decades. One of the first definitions
dates back to the 1990s, and it is stated in a highly influential technical report
on feature-oriented domain analysis [20]. This definition seems to be adapted
from the American Heritage dictionary entry for feature. Ever since, alternative
definitions of the concept of feature emerged, which deviated from it.

The existence of multiple, diverging definitions has both conceptual and
practical consequences. Conceptually, researchers may use the same terminology
while referring to different meanings (denotations [28]), leading to undetected
conflicts in verbal or written communication. Practically, the choice of a defini-
tion may affect the artifacts that are created based on the concept. For instance,
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since features are at the basis of feature diagrams [20], different definitions may
lead to conflicting interpretations of a feature diagram, or to different models
for the same system depending on the modeler’s preferred definition.

To reach the goal of analyzing the different definition of feature, we sketch a
more general literature review approach that we call Concept Definition Review
(CDR). Literature reviews are a widely practiced type of research method in
various flavors in all scientific disciplines [12]: systematic literature review, meta-
analysis, argumentative literature review, systematic mapping review. This new
approach was made necessary by the need to identify the definitions of a certain
term without conducting a heavyweight systematic literature review. Definitions
of newly introduced concepts are usually made in an explicit statement (e.g.,
“We define the concept of feature as follows . . . ”) at the beginning of the paper
in order to establish a common understanding with the reader. For the CDR,
the definition text with some context suffices and the remainder of the paper
is then ignored. We envision that CDRs can be used to bring clarity regarding
several concepts in the domains of information science, information systems, and
software engineering, e.g., those of class, function, task, and goal.

We choose to investigate the concept of feature because of its importance
both in Requirements Engineering (RE) and in Software Architecture (SA). For
example, in our RE4SA framework [30], features are an elementary abstraction
to define the functional architecture of a system, and atomic functional require-
ments are expected to justify individual features.

The rest of the paper is organized as follows. In Sect. 2, we describe the Con-
cept Definition Review approach and its application to the concept of feature. In
Sect. 3, we analyze the types of definitions, the research topics, the abstraction
level, and the viewpoint on the concept of feature. Finally, we provide guidelines
for researchers on the usage of the definitions of feature, and we conclude, in
Sect. 4.

2 Research Method and Data Collection

The goal of this research is to recommend definitions that fit various perspec-
tives and multiple purposes, rather than that of creating an exhaustive list of
all definitions of the concept of feature. We are particularly interested in col-
lecting and analyzing definitions from the domains of RE and SA. Therefore the
main research question for this paper is formulated as follows: “How are features
defined for different purposes in the context of information science literature?”.

2.1 Concept Definition Review

In an attempt to properly define the concept feature and categorize existing
definitions in the field of information science, we devised a literature research
method that focuses on analyzing and clarifying the meaning of a concept in the
literature. The high-level structure of the CDR method consists of the following
six steps, which are inspired by the SLR guidelines by Okoli and Schabram [25]:
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1. Purpose of the concept definition review: the goal and research scope of the
concept at hand is established by selecting the scientific sub-domains where
the concept plays a critical role;

2. Searching for papers containing definitions: querying bibliographic indexes
with the name of the concept in the identified scientific sub-domains;

3. Relevancy screen and quality appraisal: for each paper that fulfills the quality
criteria of renowned scientific publication venues, an explicit formulation of
the concept definition is to be identified;

4. Data extraction: various data items are collected from the literature resources,
e.g. syntactical structure, research domain, and citation impact data;

5. Synthesis of studies: analysis of the data items provides insights on con-
cept definition adoption, variations over abstraction levels, and evolution
over time, i.e. old-fashioned definitions versus new interpretations (see, for
instance, the changes of definitions by the same author group in Table 3);

6. Documenting the concept guidelines: based on the synthesis findings, a guide-
line is formulated for the most suitable concept definition usage in the research
domains.

The remainder of this paper describes an instantiation of the CDR for the
concept of feature. The six steps are illustrated by presenting our experience. A
more general definition of the techniques that can be used is left to future work.

In our research, the definitions are collected by searching in Google Scholar,
and by complementing those identified sources via backward snowballing. After
the definitions are identified, we gathered the number of citations. The data
collection is done at two points in time to observe usage evolution. The collection
started in November 2018, then the research paused for two years, and additional
data is collected in October 2021. The collected information is then analyzed
from various perspectives. We first analyze the definition type and the research
topic based on the abstract, keywords, introduction, and research topic of the
venue where it has been published. Next, a categorization is made based on the
level of abstraction and the viewpoint. The differentiation between abstract and
technical is done through the method proposed by Apel and Kästner [4]. Based
on the data collection and the analysis, we provide guidelines on how to select
a suitable definition of feature for use in a given context.

2.2 Data Collection

Initially, relevant papers are found using the search operators in Google Scholar.
Through citation tracing, other literature repositories became involved (Scopus,
ACM DL, IEEE Xplore, etc.). All definitions should be related to the term fea-
ture; thus, this term is included in all search queries. Since that term in combi-
nation with the term ‘definition’ often leads to results not related to information
science, more specific queries were used instead. The second term in the search
query is based on other topics relevant to this paper, as explained in the introduc-
tion: RE and SA. This is aligned with the objective of our research, which aims
at identifying definitions for various purposes, but within the research sub-fields
we have defined.
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To scale down the number of results and to assure quality, some results are
excluded. The definition and the source where the definition appears should meet
the following selection criteria:

– They must be written in English.
– They must be scientific literature.
– They must present a unique definition of the concept feature.

Table 1 provides an overview of the used search queries and their included results.
At first, we hoped we could restrict our search to a limited number of citations.
However, since the works used in the literature study range from 1990 to 2021,
this would be an unfair criterion, since older works have had more time to get
cited. The third criterion traces to the original first definition of the concept.
Furthermore, since the aim is to provide an overview of existing definitions,
less cited definitions should be featured as well for completeness. The results
are presented in order of the search results (relevance in relation to the search
query). It should be noted that the work by Apel et al., published in 2013, is
stated as a work from 2016 by Google Scholar. However, the book itself includes
a copyright text from 2013 and the foreword was also dated 2013. The identified
results that did not match the selection criteria are not listed in the table.

Table 1. Overview of the search queries on Google Scholar and of the returned results.

Search query Included results

“feature” AND “requirements engineering” Classen et al., 2008; Kang et al., 1990

“feature” AND “software architecture” Apel & Kästner, 2009; Kang et al., 1990;
Zhang et al., 2019

“feature” AND “product lines” Apel et al., 2013

“feature” AND “software system” Apel et al., 2013; Apel & Kästner, 2009

“feature” AND “feature-oriented specification” Guerra et al., 1996; Apel & Kästner, 2009

“feature” AND “source code” Dit et al., 2013

In addition, the snowballing technique was utilized. In this case, this consisted
of backwards searching. Two articles were selected as a starting point, since
these two works explicitly cited various definitions of the term feature. Table 2
summarizes which and how many works have been found per article.

Table 2. Works found through the use of the backward snowballing technique.

Source References Total

Classen et al., 2008 Kang et al., 1990; Kang et al., 1998; Bosch, 2000; Czarnecki &
Eisenecker, 2000; Batory, 2004; Batory et al., 2004; Pohl et al.,
2005; Batory et al., 2006; Apel et al., 2007

9

Apel & Kästner, 2009 Kang et al., 1990; Kang et al., 1998; Bosch, 2000; Czarnecki &
Eisenecker, 2000; Zave, 2003; Batory et al., 2004; Chen et al., 2005;
Czarnecki et al., 2005; Pohl et al., 2005; Batory et al., 2006; Apel
et al., 2007; Classen et al., 2008; Kästner et al., 2008

13
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Table 3. Definitions of feature obtained in our instantiation of the CDR. The ‘Year’
column refers to the year of publication.

Authors Year Definition

Kang, Cohen, Hess, Novak & Peterson
[20]

1990 “a prominent or distinctive user-visible aspect, quality or
characteristic of a software system or systems”

Guerra, Ryan & Sernadas [17] 1996 “is a part or aspect of a specification which a user perceives
as having a self-contained functional role”

Kang, Kim, Lee, Kim, Shin & Huh
[19]

1998 “distinctively identifiable functional abstractions that must
be implemented, tested, delivered, and maintained”

Bosch [9] 2000 “a logical unit of behaviour specified by a set of functional
and non-functional requirements”

Czarnecki & Eisenecker [13] 2000 “a distinguishable characteristic of a concept (e.g., system,
component, and so on) that is relevant to some stakeholder
of the concept”

Zave [33] 2003 “an optional or incremental unit of functionality”

Batory [6] 2004 “the primary units of software modularity”

Batory, Sarvela & Rauschmayer [5] 2004 “a product characteristic that is used in distinguishing
programs within a family of related programs”

Chen, Zhang, Zhao & Mei [10] 2005 “a product characteristic from user or customer views,
which essentially consists of a cohesive set of individual
requirements”

Czarnecki, Helsen & Eisenecker [14] 2005 “a system property that is relevant to some stakeholder and
is used to capture commonalities or discriminate among
systems in a family”

Pohl, Böckle & van der Linden [26] 2005 “an end-user visible characteristic of a system”

Batory, Benavides & Ruiz-Cortes [7] 2006 “an increment in product functionality”

Apel, Lengauer, Batory, Möller &
Kästner [3]

2007 “a structure that extends and modifies the structure of a
given program in order to satisfy a stakeholder’s
requirement, to implement and encapsulate a design
decision, and to offer a configuration option.”

Classen, Heymans & Schobbens [11] 2008 “a triplet, f = (R,W,S), where R represents the
requirements the feature satisfies, W the assumptions the
feature takes about its environment and S its specification”

Kästner, Apel & Kuhlemann [21] 2008 “represents an increment in functionality relevant to
stakeholders”

Apel & Kästner [4] 2009 “is a unit of functionality of a software system that
satisfies a requirement, represents a design decision, and
provides a potential configuration option”

Apel, Batory, Kästner & Saake [2] 2013 “is a characteristic or end-user-visible behavior of a
software system”

Dit, Revelle, Gethers & Poshyvanyk
[15]

2013 “represents a functionality that is defined by requirements
and accessible to developers and users”

Berger, Lettner, Rubin, Grünbacher,
Silva, Becker, Chechik & Czarnecki [8]

2015 “describe the functional and non-functional characteristics
of a system”

Andam, Burger, Berger & Chaudron
[1]

2017 “are high-level, domain-specific abstractions over
implementation artifacts”

Krüger, Gu, Shen, Mukelabai, Hebig
& Berger [23]

2018 “used to specify, manage, and communicate the behavior of
software systems and to support developers in
comprehending, reusing, or changing these systems”

Rodŕıguez, Mendes & Turhan [27] 2018 “represent needs that are gathered via meetings with
customers or other stakeholders, which, once selected, are
refined during a requirements elicitation process”

Zhang, Wang & Xie [34] 2019 “indispensably basic functional modules available to users,
which can be captured by one or two words in the review”
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Overlapping references between the two works are included for both in the
interest of completeness. Based on correspondence with Sven Apel, an additional
three works co-written by Thorsten Berger are included (S. Apel, personal com-
munication, February 12, 2019). More than one definition written by Apel is
included and the article providing an overview of feature-oriented development
is used not only as a starting point for searching for more definitions, but also
because it inspired the synthesis in part. Therefore, the recommendation was
gladly accepted. Moreover, these three works are published more recently than
most of the other included works, providing a scientific evolution of the term
feature over the past thirty years.

Table 3 shows the feature definitions in chronological order and, if two or
more works were published in the same year, alphabetical order is applied. The
references are provided via short citations to increase the readability of the table.
The table highlights the high number of definitions of the term feature in the
context of RE and SA: we identified 23 relevant ones. This leads to possible
ambiguity and conflict [28] when discussing the literature in the field, and also
when interpreting or creating models that refer to the concept of feature such
as feature diagrams [20].

2.3 Popularity of the Definitions

After collecting the definitions, additional data about the number of citations
per work was gathered. This data can suggest a first selection of a definition to
use. Figure 1 shows the number of citations per article measured in 2018 (blue)
and 2021 (green). Also, the percentage growth of the number of citations in this
time period is visible for each work. Interestingly, from the three most cited
works, Kang et al., Eisenecker and Czarnecki and Pohl et al., the latter two
experienced a stronger growth: 32% and 29%, respectively, much higher than
the 5% growth of Kang et al. Since more recently published works have had
less time to get cited, the picture may convey a slightly skewed view. Therefore,
the publication year should also be taken into account when selecting the most
cited works. This can be done by looking at a trend line. From the trend line
based on the citations measured in 2021, it is apparent that four works are cited
significantly more often relative to the others, being the works from Kang et al.
(+271 citations), Eisenecker and Czarnecki (+1,177), Bosch (+279), and Dit et
al. (+245). However, using only the number of citations does not take research
topics into account.

3 Analysis and Categorization of the Concept Definitions

The previous section provided a basic recommendation for selecting a definition
based on the number of citations. That straightforward criterion, which is very
easy to adopt, does not actually answer the question as to what definition should
be used in what context. To answer this question, we propose various analyses
of the definitions of Table 3, which include the categorization of the definitions



448 S. Molenaar et al.

Fig. 1. Overview of number of citations on Google Scholar of works in which definitions
are provided (from November 2018 to October 2021). (Color figure online)

according to various facets: definition type, research topic, level of abstraction,
and viewpoint.

3.1 Definition Types

Within the broad range of types of definitions, an important distinction is that
between intensional and extensional.

An intensional definition describes the common characteristics of the mem-
bers of the category, e.g., birds have feathers, they can fly, and they have a specific
shape [16]. For example, Kang et al. (1990): “a prominent or distinctive user-
visible aspect, quality or characteristic of a software system or systems”. Here,
a feature is described by means of common characteristics. Another example is
that of Zhang et al. (2019): “indispensably basic functional modules available to
users, which can be captured by one or two words in the review”. An extensional
definition lists the members of the category, e.g. robins, eagles, nightingale, etc.
Furthermore, other definition types exist. For example, ostensive definitions,
which are like extensional definitions, but where extensional definitions call for
an exhaustive list of members of the category, ostensive definitions only call for
a couple of example members [32].
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Besides this main distinction, other types of definitions can be identified.
First off, a stipulative definition is used when a term is made up for the first
time. Often consisting of a general category the concept belongs to, followed by a
differentiator. Secondly, lexical definitions provide descriptions that depends on
the term’s use in particular communities: the definition depends on the audience.
Common examples come from the legal domain. Partitive definitions explain con-
cepts as being part of a greater whole. A partitive definition of feature is that of
Guerra et al. (1996): “is a part or aspect of a specification which a user perceives
as having a self-contained functional role”. Next, functional definitions explain
actions or activities of a concept in relation to another concept. The definition
of Batory et al. (2004) is functional: “a product characteristic that is used in
distinguishing programs within a family of related programs”. Encyclopedic def-
initions often include additional information on the concept. Next, theoretical
definitions attempt to add an argument for a concept and can be compared to
scientific hypothesis. The last type of definition is the synonym definition, which
describe a concept by mentioning a similar concept [31].

All definitions in this research, except for those of Guerra et al. (1996) and
Batory et al. (2004), are intensional definitions, because the definitions analyze
the concepts into constituent characteristics. It would be interesting to explore
whether other types of definitions would be suitable for providing a clear, homo-
geneous characterization of the notion of feature.

3.2 Research Topics

To recommend definitions based on context, it is useful to see in what research
field or sub-field a definition is proposed. This organization based on research
topic is provided in Table 4.

Table 4. Feature definitions categorized by research topic.

Research topic Related works

Feature-oriented software Kang et al., 1990, 1998; Batory, 2004; Apel et al.,
2007; Apel & Kästner, 2009; Dit et al., 2013;
Zhang et al., 2019

Feature-oriented specifications Guerra et al., 1996; Zave, 2003

Generative programming Czarnecki & Eisenecker, 2000

Software product lines Bosch, 2000; Batory et al., 2004; Pohl et al.,
2005; Kästner et al., 2008; Apel et al., 2013;
Berger et al., 2015; Andam et al., 2017; Krüger
et al., 2018

Feature modeling Chen et al., 2005; Czarnecki et al., 2005; Batory
et al., 2006

Requirements engineering Classen et al., 2008

Release planning Rodŕıguez et al., 2018
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The research topics are determined based on which topics or fields in the
abstract, keywords or introduction. In addition, we also considered the research
fields or topics related to the journal or conference proceedings where the work
was published. Some overlap between the topics is possible, since some works
include a more specific topic or field than others. For example, in Table 4, feature-
oriented software may also be interpreted as feature-oriented programming in
some cases, but to keep it more generic, the former topic description is used
instead. In addition, it is possible that a definition could fit more than one
research topic, in such cases the most important or prominent one is selected.
For instance, the definition by Rodŕıquez et al. could also fit the RE topic, but
it is categorized as release planning, since this was the main topic of the work.

This categorization per research topic can be used to select a definition to
utilize in the context of one of the research topics. For topics that have multiple
fitting definitions, the additional factor of number of citations can suggest a
preference. However, different and more extensive approaches for establishing
the most suitable concept definition could be envisioned.

3.3 Abstraction Level

Some definitions might be more suitable than others given a certain context
or aim. In all definitions, two aspects can be distinguished: abstraction level
and viewpoint. The former aspect was inspired by the differentiation between
abstract and technical feature definitions as proposed by Apel and Kästner [4].
They also recognize that features have more than one use and describe the
differentiation as follows:

1. Abstract: “features are abstract concepts of the target domain, used to specify
and distinguish software systems” (problem space)

2. Technical: “features must be implemented in order to satisfy requirements”
(solution space)

Czarnecki and Eisenecker have separated the problem space from the solution
space, in which the former focuses on domain-specific abstractions and the latter
on implementation-oriented abstractions [13]. Apel and Kästner use this distinc-
tion to further define abstract and technical, relating abstract definitions to the
problem space and technical definitions to the solution space [4]. In addition to
this distinction between abstract and technical definitions, they have provided a
list of ten definitions (all of which are also included in Table 3) and ordered them
from abstract to technical. However, they have not described how they decided
on which definition is more technical than another. Moreover, they identified
seven abstract definitions and only three technical ones. In short, while the line
between abstract and technical is clear, the gap between the two is not and the
reasoning behind the order within both distinctions is vague at best.

To clarify the interpretations of abstract and technical, Sven Apel was asked
to comment on the paper. He stated that the first seven definitions “take a user-
centric/problem-space-centric perspective”, while the eighth definition is only
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formal from an RE perspective. The last two definitions focus on the implemen-
tation and are thus solution-space-specific. He continues by saying that, within
these categorizations, the definitions are more or less sorted by date (S. Apel,
personal communication, February 12, 2019). To conclude, this approach was
quite informal and therefore difficult to replicate. Moreover, it still does not
solve the mystery of which definition is more abstract or technical than another.
A more formal categorization is needed to tackle these challenges.

In an attempt to recreate and extend such an order based on level of abstrac-
tion (from abstract to technical), nine characteristics were extracted from the
collection of 19 definitions (the other four were added later due to additional
communication and refreshing of the data in 2021). The following nine charac-
teristics were extracted:

– Abstract: characteristic, distinct (or variations thereof), aspect, abstraction
– Technical: specification, functionality (or variations thereof), requirements,

behavior, unit

The identified abstract characteristics are assigned a score of 1, the technical
characteristics receive a 0, then we divide this value by the number of character-
istics, leading to a score between 0 and 1. In this case, 1 is the most abstract and
0 the most technical (or least abstract). A test comparing the order based on
these nine characteristics and resulting score and the order of seven definitions
as presented by Apel and Kästner resulted in the following findings:

– Six out of seven definitions were ordered differently.
– Two definitions were shifted three positions.
– If the line between abstract and technical is placed at 0.5, one definition shifts

from abstract to technical and one is shifted the other way around.

Due to the deviation from the original order and the sensitivity of the place-
ment of the abstract/technical line, it is concluded this approach has certain
drawbacks. A second attempt, adopting a different interpretive approach, yielded
better results. After analyzing the different characteristics of abstract and tech-
nical as stated by Czarnecki and Eisenecker, and Apel and Kästner, as discussed
earlier in this section, the following eight characteristics were identified:

– Abstract: problem space, description of requirements, description of intended
behavior and characteristic/abstract/abstraction

– Technical: solution space, satisfaction of requirements, implementation of
intended behavior and functionality

Using this approach, with the same method for calculating a score, the 19
definitions were ordered once again (the results are shown in Fig. 2) with the
following results:

– If the line between abstract and technical is placed at 0.5, none of the defini-
tions shift from abstract to technical or vice versa.

– The three technical definitions are in the same order.
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– Out of the seven abstract definitions, only two are out of order (and the order
among those two is the same as in the order by Apel and Kästner).

To summarize, out of the ten definitions, only two were out of order (and
disregarding the other definitions, those two were in the correct order). Another
advantage of this approach is that it is not based on terms/characteristics
extracted from the definition, but on theoretical resources by Czarnecki and
Eisenecker, and Apel and Kästner. Furthermore, it should not be forgotten that
it is unclear whether the original order as devised by Apel and Kästner is on an
ordinal scale. It is reasonable to assume so, since the definitions are numbered.
However, the reasoning behind this specific order is not thoroughly explained,
apart from the descriptions of abstract and technical as stated previously. The
one fully unambiguous aspect is the distinction between the abstract and tech-
nical definitions, since this was explicitly mentioned.

3.4 Viewpoint

In addition to the level of abstraction, five viewpoints were also extracted from
exactly mentioned terms in the definitions:

– System
– Product
– Developer (stakeholder)
– User (stakeholder)
– Customer (stakeholder)

Firstly, system and product are considered separate viewpoints, since a sys-
tem can be contained within a product, but a product can indicate more than just
a system. Secondly, three stakeholders were identified and only human beings
are considered a stakeholder. The developer was included, not because it was
explicitly mentioned in any of the definitions, but sometimes the word stake-
holder also refers to the development viewpoint. Thirdly, the user viewpoint also
includes end-users and differs from the developer viewpoint, since developer do
not necessarily use the product or system, but other employees of the product’s
or system’s company might. Fourthly, customers are separated from user, since
they are more specific than just any (end-) user. Finally, whenever no specific
viewpoint is mentioned or can be reasonably assumed given a definition, the
system is considered the viewpoint, due to features being part of the SA, which
describes a system. Figure 2 shows the categorization of the definitions based
on the level of abstraction score (as described previously) and the identified
viewpoints.

The 19 definitions and the scoring system were also presented to a group of
26 information science students and researchers. Both expressed a difficulty in
understanding what the term ‘technical’ was supposed to mean in this context.
Given their background, they automatically assumed technical characteristics to
be related to development aspects or implementations (such as code). Moreover,
the level of abstraction is often seen as the level of granularity, while in this



Defining Key Concepts in Information Science 453

Fig. 2. Categorization of the 19 definitions, based on abstraction level and viewpoint.

categorization that is not the case. To make the categorization easier to read and
understand, a different name and more specific minimal and maximum values
would be desirable. Changing ‘technical’ to ‘detailed’ might solve the issue of
misinterpreting technical characteristics, but would be an inaccurate description.
The definitions do not necessarily refer to a certain level of detail and abstract
definitions can still provide a detailed description of the term feature.

The role of RE versus SA appears crucial in this concept definition study.
As Shekaran et al. explain the role of SA in RE by referring to RE as being
concerned with the ‘shape of the problem space’, while SA focuses on the ‘shape
of the solution space’ [29]. The distinction between problem and solution space
is already present in the categorization, given the fact that the description of the
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problem space is considered an abstract characteristic and, on the other hand,
the solution space is considered a technical characteristic [22]. To strengthen
this reasoning, the Quality User Story (QUS) framework is in agreement stating
that a user story (US) should be problem-oriented, meaning that “a user story
only specifies the problem, not the solution to it” [24]. Moreover, Hofmeister et
al. mention that architecture solutions help move the design from the problem
space (in which architecturally significant requirements (ASRs) are formulated)
to the solution space [18]. Splitting the definitions into two main categories can
make selecting a definition easier, depending on the purpose for and context
in which it is used. However, problem-space definitions (RE) can arguably be
considered of higher quality or more useful, based on research by Berger et
al. They state that “good features need to precisely describe customer-relevant
functionality” [8]. Moreover, this would mean that definitions which include the
customer viewpoints are more suitable in RE than those that do not.

4 Concept Definition Guidelines and Conclusion

Addressing our main research question “How are features defined for different
purposes in the context of information science literature?”, we could not find
a definitive answer. Many definitions of the term exist and one is not neces-
sarily better or more accurate than the next. The selection of a definition is
clearly dependent on the chosen perspective, and there is a wide difference in
the adoption of a particular definition as derived from the citation count.

This paper distinguishes the definitions based on the research topics feature-
oriented software, feature-oriented specifications, generative programming, soft-
ware product lines, feature modeling, requirements engineering and release plan-
ning. If one definition had to be selected, it would have to be that of Kang et
al. (1990) [20]. This is the oldest, it has been cited most frequently, and it is
referenced more often by like-minded researchers than the other works included
in this study.

However, the meaning of the term feature is largely dependent on its pur-
pose, be it for requirements, architecture, development, modeling, target audi-
ence or otherwise. To complicate matters further, the viewpoint can influence
the definition. Besides that, in this research a distinction was made between
problem-oriented (abstract) and solution-oriented (technical). The only aid that
can be provided when selecting a definition is the popularity of the definition,
the research field and/or context, the intended viewpoint and audience. Even
then, multiple options may be available.

With all this taken into account, the following guidelines are most fitting.
First consider the research topic and select a definition that fits the topic to be
written about. If that topic has multiple definitions, choose the definition with
the most citations relative to its publication year.

For the topic feature-oriented software, the recommendation would be “a
prominent or distinctive user-visible aspect, quality or characteristic of a soft-
ware system or systems” from Kang et al. (1990). For feature-oriented specifica-
tion, it is “an optional or incremental unit of functionality” from Zave (2003).
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For generative programming, it is “a distinguishable characteristic of a concept
(e.g., system, component, and so on) that is relevant to some stakeholder of
the concept” from Czarnecki & Eisenecker (2000). For the research topic of soft-
ware product lines, the definition “an end-user visible characteristic of a system”
from Pohl et al. (2005) should be used. For feature modelling, “a system prop-
erty that is relevant to some stakeholder and is used to capture commonalities
or discriminate among systems in a family” from Czarnecki et al. (2005). For
the topic requirements engineering, “a triplet, f = (R, W, S), where R repre-
sents the requirements the feature satisfies, W the assumptions the feature takes
about its environment and S its specification” from Classen et al. (2008). Lastly,
for the research topic of release planning, “represent needs that are gathered via
meetings with customers or other stakeholders, which, once selected, are refined
during a requirements elicitation process” from Rodŕıguez et al. (2018) should
be used.

If the specific topic is not present in Table 4, we recommend to look at the
corresponding viewpoint and to choose the most fitting definition for that view-
point based on Fig. 2. Opt for the higher level of abstraction when talking about
RE, and for the technical abstraction level when talking about SA. When there
are no definitive viewpoints used, work with the definition that is most all-
encompassing and relatively includes most of the most frequently used terms.
So, the definition we advise would be “a unit of functionality of a software sys-
tem that satisfies a requirement, represents a design decision, and provides a
potential configuration option” by Apel and Kästner [4].

Future work could look at the use of the concept feature in practice rather
than in the literature. Perhaps, investigating whether or not features are used
differently in open source and industrial software projects or in relatively large
or small software development departments could yield interesting insights.

Applications of the Concept Definition Review process to other concepts in
the domain of information science, computer science, or artificial intelligence
would possibly reveal the plethora of concept definitions. Agreement and stan-
dardization will assist researchers to read and understand concepts better in
order to utilize them in presenting and explaining their scientific contributions.
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the categorization of definitions on the level of abstraction.
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Abstract. Model-driven development (MDD) tools allow software development
teams to increase productivity and decrease software time-to-market. Although
several MDD tools have been proposed, they are not commonly adopted by soft-
ware development practitioners. Some authors have noted MDD tools are poorly
adopted due to a lack of user assistance duringmodeling-related tasks. This has led
model-driven engineers—i.e., engineers who create MDD tools—to equip MDD
tools with intelligent assistants, wizards for creating models, consistency check-
ers, and other modeling assistants to address such assist-modeling-related issues.
However, is this the way MDD users expect to be assisted during modeling in
MDD tools? Therefore, we plan and conduct two focus groups with MDD users.
We extract data around three main research questions: i) what are the challenges
perceived by MDD users during modeling for later code generation? ii) what are
the features of the current modeling assistants that users like/dislike? and iii) what
are the user’s needs that are not yet satisfied by the current modeling assistants?
As a result, we gather requirements from the MDD users’ perspective on how
they would like to be assisted while using MDD tools. We propose an emerging
framework for assistingMDD users during modeling based on such requirements.
In addition, we outline future challenges and research efforts for next-generation
MDD tools.

Keywords: Model-driven development · Focus group method · Framework ·
Assisted-modeling ·Modeling assistants

1 Introduction

Model-driven development tools (MDD) allow software development teams to increase
productivity and decrease software time-to-market [1]. MDD tools use models for auto-
matically generating software source code. However, MDD tools are rarely adopted by
software development practitioners. Some authors show that MDD tools have not yet
surpassed the benefits of classical approaches such as the code-centric approach [2].
This has motivated researchers to investigate and establish unaddressed challenges to
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improve the adoption of MDD tools [3–8]. Significantly, some authors have identified
challenges about assisting MDD users during modeling, such as increasing user-centric
approaches instead of technology-centric [6], understanding the modeling context [8],
improving model management [5], etc.

MDD User: We refer to "MDD user" in this paper to anyone who has had experience 
with an MDD tool to generate a software artifact. 

Identified challenges as [3–8] have motivated model-driven engineers—i.e., engi-
neers who create MDD tools—to equip MDD tools with modeling assistants. However,
is this the wayMDD users expect to be assisted during modeling in MDD tools? Having
this question in mind, we plan and conduct two focus groups based on [9] by following
the World Café [10] discussion method. We show our research overview in Fig. 1.

Fig. 1. Research overview.

We segmentate the focus groups as follows: thefirst group comprises less experienced
MDD users, while the second group includes wide experienced MDD users. We aim to
answer the following research questions by conducting such focus groups: i) what are the
challenges perceived by MDD users during modeling for later code generation? ii) what
are the features of the current modeling assistants that users like/dislike? and iii) what are
the user’s needs that are not yet satisfied by the current modeling assistants?We contrast
the identified challenges with what related research previously observed. As a result, we
gather a set of requirements of how MDD users expect to be assisted during modeling
based on the challenges, features that users like/dislike, and their unsatisfied needs.
Moreover, we propose an emerging framework for assistingMDDusers duringmodeling
based on such requirements.We expect researchers to propose novel modeling assistants
to fulfill MDD users’ requirements based on the proposed emerging framework.

The paper is structured as follows: in Sect. 2, we review identified challenges in
assisting MDD users during modeling; in Sect. 3, we show the proposed focus group
protocol; in Sect. 4, we present and discuss the focus group results; in Sect. 5, we gather
the requirements based on the focus group results, and we propose the emerging frame-
work for assisting MDD users during modeling; in Sect. 6, we discuss some threats to
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validity and limitations of our research; and, finally, in Sect. 7 we draw some conclusions
and future work.

2 Background and Motivation

Some authors have been interested in the challenges surrounding MDD tools. This
section explores the challenges identified by such authors, emphasizing challenges in
assisting MDD users during modeling.

Abrahao et al. [6] describe User eXperience (UX) challenges in MDD tools. They
represent challenges such as integratingmodels with user needs, identifying UX features
in MDD tools, and increasing MDD tools interoperability. Regarding assisting MDD
users during modeling, the work emphasizes how to transform the current MDD focus
on technology to focus on the users themselves. That implies understanding the needs
and contexts of the MDD users. Likewise, Aggarwal et al. [5] discuss similar challenges
to those identified by Abrahao et al. [6]. However, they highlight the MDD tool cus-
tomization and specific domain support as relevant challenges for assisting MDD users
during modeling.

Gottardi et al. [4] perform a systematic mapping looking for general-purpose chal-
lenges in model-driven software engineering. They identify two types of challenges after
reviewing 4859 studies: maintenance and methodology challenges. Additionally, they
identify maintenance challenges related to assisting MDD users during modeling, such
as improving debuggers, model comparators, and model version managers.

Bucchiarone et al. [3] identify several challenges in model-driven software engi-
neering. They classify such challenges into social, foundation, domain, community, and
tool challenges. Mainly, they discuss assist-modeling-related challenges into the “tool
challenges” classification, such as: including human-readable requirements, integrating
heterogeneous models into views, improving visualization, allowing tool scalability, and
including model traceability.

Mussbacher et al. [8] explicitly identify challenges in assisted modeling in model-
driven software engineering. They focus on identifying challenges regardingMDDusers
and their needs during modeling. Such challenges include understanding the modeling
context, understanding the modeler’s skills and behavior, and transferring knowledge to
different domains.

Bucchiarone et al. [7] discuss the importance of modeling adoption in organizations
and the progress achieved so far. They emphasize challenges, such as using artificial
intelligence, including multi-paradigm modeling, and improving model management to
assist users during modeling.

Up to this point, we have explored some papers comprising challenges in MDD
related explicitly to assisting MDD users during modeling. Such papers have inspired
novel approaches focused on developing modeling assistants for MDD users. We refer
to “modeling assistants” as any software artifact intended to assist MDD users during
modeling. Some examples of such novel approaches are the following: intelligentmodel-
ing assistants [11], wizards for generating models [12], and model consistency checkers
[13, 14]. All these data show the perspective of researchers on how to assist software
modeling. However, the researchers’ perspective could differ from the way that MDD
users expect to be assisted. Thus, the following main research question (MRQ) arises:
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MRQ: Is this the way MDD users expect to be assisted during modeling in MDD 
tools?

3 Focus Groups Protocol

We propose to conduct two focus groups [9]: a cost-efficient way of obtaining practi-
tioner and user experience [15] to gather data around the proposed MRQ. Moreover, we
specialize the MRQ into the following three research questions:

– (RQ1) What are the challenges perceived by MDD users during modeling for later
code generation? We expect MDD users to describe the challenges they perceive
during modeling to contrast them with the challenges devised by related works (see
Sect. 2). Moreover, we expect MDD users to classify each challenge depending on the
impact (high or low) if such challenge is addressed and the urgency to be addressed
(urgent or not urgent).

– (RQ2) What are the features of the current modeling assistants that users
like/dislike? We expect MDD users to identify the features of modeling assistants
with which they have interacted and classify what they like/dislike about them. Then,
wematch such features with the challenges identified in RQ1. Thus, we observewhich
challenges have been addressed by using modeling assistants, which should remain—
i.e., which MDD users like—and which should be improved—i.e., which MDD users
dislike.

– (RQ3) What are the user’s needs that are unsatisfied by the current modeling assis-
tants?We expect MDD users to analyze the modeling assistants they interacted with
and specify which needs are currently unsatisfied. Then, we match such unsatisfied
needs with features and challenges identified in RQ2 and RQ1. Furthermore, we ask
MDD users to prioritize their unsatisfied needs by using MoSCoW: a low-effort and
high-consistent requirement prioritization method [16, 17]. Therefore, we observe
modeling-assistance-related needs that MDD tools must/should/could/will not satisfy
in the future based on the MDD users’ contributions.

3.1 Selecting Subjects

We want to gather information from MDD users, so we select MDD users as the focus
group subjects. However—to the best of our knowledge—a formal definition of “MDD
user” has not been proposed in the literature. Indeed, some authors [6] point out that
defining the MDD users is a current research challenge due to the many potential users
of MDD tools. To overcome such a lack of the “MDD user” definition, we review some
MDD tool-related papers to extract the authors’ terms to refer to their users. As a result,
we propose the following types of MDD users to select our focus group subjects1:

1 Hereafter, we use the term “subject/subjects,” referring to the focus group subject/subjects that
fits/fit in one of the established MDD user types.
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– (Type A) Non-IT related business-level users, referred to in the literature as business-
level users [18], business analysts [19], end-users [19, 20], and domain users that are
not necessarily computer scientists [21].

– (Type B) IT level users not strictly related to modeling, referred to in the literature
as professional engineers with design experience [22], software developers [23–25],
and IT personnel [26].

– (Type C) IT level users strictly related to modeling, referred in the literature as mod-
elers [27], designers [28, 29], requirements engineers [30], model-driven developers
[31], and application architects [32].

3.2 Segmentation

We conduct two focus groups composed of similar subjects—i.e., subjects with similar
backgrounds and contexts—, facilitating the discussion among them [9, 33]. We show
in detail the group segmentation in the following subsections.

Group I (GI)
GI comprises 11 subjects, all of whom are students of the bachelor course Rapid Soft-
ware Prototyping (RASOP) at the Zürich University of Applied Sciences (ZHAW). The
RASOP course is an elective 4 ECTS course offered to all engineering programs. We
ask subjects to fulfill a demographic survey comprising data about their majors, their
MDD tools experience, industry experience, and the type of MDD user they identify the
most according to Sect. 3.1. We observe subjects are between 3rd and 4th year of their
undergraduate studies (32.8 months avg. 6.0 months std. dev.), pursuing majors such
as Computer Sciences (36.4%), Mechanical Engineering (27.3%), Industrial Engineer-
ing (18.2%), Electrical Engineering (9.1%), and Environmental Engineering (9.1%).
Regarding their experience with MDD tools, most of them (90.9%) have three months
of theoretical and practice training about MDD tools taught in the RASOP course. Only
one subject (9.1%) has two months of experience using MDD tools before taking the
RASOP course, having five months of experience in total. Regarding industry experi-
ence, most of the subjects (63.6%) do not have any industry experience yet. On the other
hand, some subjects (36.4%) have industry experience from 0.13 to 24months in process
automation, web development, technical illustration, and software development. Finally,
subjects identify themselves as Type A (45.5%) and Type B (54.5%) MDD users. The
last result is consistent with what subjects answered about their majors. Most of the
subjects with non-IT-related majors—e.g., Industrial Engineering—identify themselves
with a non-IT-related business level MDD user—i.e., Type AMDD user. Likewise, most
subjects with IT-related majors—e.g., Computer Sciences—identify themselves with an
IT level MDD user not strictly related to modeling—i.e., Type B MDD user.

Group II (GII)
GII comprises three software engineering practitioners with wide experience in MDD
tools working at Posity AG. Posity AG is a Swiss software development enterprise
whose primary software development tool is anMDD tool named “PosityDesign Studio”
(PDS)2. Software engineering practitioners at Posity AG mainly develop data-centric

2 https://posity.ch.

https://posity.ch
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cloud applications by using Posity models in PDS. As we did with GI, we asked GII
subjects to fulfill a demographic survey comprising data about their background, their
years of industry experience, their expertise with MDD tools, and the type of MDD user
with which they identify the most according to Sect. 3.1. We observe all subjects have
a Computer Science background with 10 to 35 years of industry experience. Moreover,
all subjects have extensive experience using MDD tools, having from 5 to 30 years of
experience. Finally, subjects identify themselves as Type B (33.3%) and Type C (66.7%)
MDD users.

3.3 Conducting the Focus Group Sessions

We conduct two focus group sessions from 2 to 3 h long with two moderators (the first
two authors of this paper). We select the World Café method: “a simple yet powerful
conversational process that helps groups of all sizes to engage in constructive dialogue”
[10] to guide the discussion and interaction during the focus group session. Moreover,
focus group subjects face eachRQ following a brainstorming strategy [34]. First, subjects
generate contributions to answer the RQ; then, subjects evaluate each contribution by
discussing, improving, and refining its content. For the sake of simplicity, in this paper,
we do not describe in full the setup of theWorld Café method, nor do we show the “raw”
data obtained in the focus group. The data discussed in Sect. 4 have been prepared and
refined by the authors of this paper to facilitate data presentation and analysis. However,
we designed a public repository the focus group data can be consulted, including the
protocol and the “raw” data3.

4 Results and Discussion

4.1 RQ1: What are the Challenges Perceived by MDD Users During Modeling
for Later Code Generation?

We identify a set of 12 challenges: six contributed by GI, three contributed by GII,
and three contributed by both (see Fig. 2). According to subjects’ classification, six
challenges are high priority and urgent, five challenges are high priority and not urgent,
no challenge is low priority and urgent, and one challenge is low priority and not urgent.
We discuss the identified challenges in the following subsections.

High Priority and Urgent Challenges
GI subjects identify “decreasemodel and tool complexity” (C1) as a challenge since they
state MDD tools are complex to use, hindering their usability. C1 agrees with Abrahao
et al. [6] about the complexity of MDD tools, which negatively affects the UX during
modeling. They affirm that MDD tools are much more complex than they need to be.

GII subjects identify “improve MDD tools’ interoperability” (C2) as a challenge.
They state MDD tools are poorly integrated with other tools, hindering import data for
creating models from different sources such as existing databases, CASE (Computer-
Aided Software Engineering) tools, and otherMDD tools. Abrahao et al. [6] also identify

3 https://github.com/DavidMosquera/RCIS2022-Focus-Group-Data.

https://github.com/DavidMosquera/RCIS2022-Focus-Group-Data
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Fig. 2. Modeling challenges in MDD tools perceived by GI and GII subjects.

the interoperability of MDD tools as a challenge. They refer to this as “DSL-babel”
(Domain Specific Language), since the more MDD tools are proposed with their DSLs,
the more overall interoperability decrease.

GI subjects identify “improve tool-runtime” (C3) as a challenge since they state
sometimes MDD tools runtime is bad, hindering a good experience during modeling.
Bucchiarone et al. [3] refer to improving runtime as a challenge but mainly focus on
model transformation languages and engines. C3 complements the vision ofBucchiarone
et al. [3] to cover the runtime during transformations betweenmodels and theMDD tools
in general.

Both groups identify two challenges regardingmodeling assistants: i) “improvemod-
eling assistants’ interaction” (C4) and ii) “include modeling assistants for less experi-
enced MDD users” (C5). In C4, subjects state modeling assistants for creating models
lack usability-related features, hindering their usability, such as undo-redo commands.
In C5, subjects state that facing a “blank sheet of paper” to start modeling is sometimes
frustrating—especially for less experiencedMDDusers. So, they consider including new
modeling assistants—e.g., templates—based on expert knowledge for easing model cre-
ation by less experienced MDD users as a challenge. Mussbacher et al. [8] also discuss
challenges related to modeling assistants—named in their paper as intelligent model-
ing assistants. They coincide with C4 and C5 since modeling assistants should adapt to
MDD users’ context and skills to improve user interaction and ease modeling.

Both groups identify “improve models’ readability and navigation” (C6) as a chal-
lenge. Subjects state that graphic models contain a lot of information, getting complex
very soon and hindering their readability. They point out that such a lack of readability
is due to the nature of the modeling language rather than the complexity of what they
are trying to model. Moreover, they experience problems navigating between models,
hindering data visualization in and between models. Bucchiarone et al. [3] also refer
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to readability as a challenge but mainly focus on making modeling languages “human-
readable.” C6 complements Bucchiarone et al. [3] since it requires improving modeling
language readability and navigation through big complex models and between models.

High Priority and Not Urgent Challenges
GI subjects identify “increase MDD tools’ GUI (Graphical User Interface) customiza-
tion” (C7) as a challenge. GI subjects state that MDD tools’ GUI does not allow them
to customize shortcuts and interface element locations, negatively affecting the usabil-
ity. Abrahao et al. [6] also identify MDD tools’ customization as a challenge, allowing
for adapting menus, pallets, and workflows for improving UX during modeling. On
the other hand, Mussbacher et al. [8] highlight that modeling assistants should allow
customization to increase transparency.

GI subjects identify “improve guidance for less experienced MDD users” (C8) as a
challenge. They state that when they try to use a newMDD tool, there is an entry barrier,
hindering theMDD tool guidance. Some authors also identify user training and guidance
as a challenge since improving training and guidance to less experienced MDD users
decreases the learning curve of MDD tools [4–7].

GI subjects identify “increase the model scope and include more features” (C9) as a
challenge. They state that MDD tools do not yet have all the functionalities developed
using programming frameworks, limiting the software development scope. Bucchiarone
et al. [7] mention that several initiatives started to address C9, extending the set of
features offered in MDD tools reducing the gap between programming-based tools and
MDD tools. But it remains an unaddressed challenge.

GI subjects identify “decreaseMDD tools domain dependence” (C10) as a challenge
since MDD tool’s domain dependence limits the modeling scope—mainly when the
model domaindiffers from theMDDtool domain.C10 is opposite to challenges identified
by some authors regarding MDD tools’ domain dependence. Some authors specify that
domain dependence is required to improve MDD users’ productivity since the general-
purpose tool is never really fit for purpose; one size does not provide all [3, 6, 7].However,
Mussbacher et al. [8] point out that defining appropriate, generic, domain-independent
modeling interfaces and protocols is challenging for designing high integrable modeling
assistants and MDD tools. Therefore, C10 and Mussbacher et al. [8] are complementary
points of view.

GII subjects identify “improve model modularization for increasing model reusabil-
ity” (C11) as a challenge. They state that models are poorly modularized, hindering
reusing some model elements into other models. The lack of model reusing causes them
to repeat information on several models, decreasing maintainability. Bucchiarone et al.
[7] also highlight model reusability as a challenge that can be addressed by using AI
tools. Mussbacher et al. [8] go further and include reusability in modeling assistants to
reuse them in different domains, tools, and contexts.

Low Priority and Not Urgent Challenges
GII subjects identify “include domain-specific user support for creating more complete
models” (C12) as a challenge. They state domain-independent modeling assistants—
e.g., wizards for creating models—do not allow them to make more specific models,
limiting the modeling assistants’ scope. As discussed in C10, some authors agree with
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C12 since domain dependence is required to improve MDD users’ productivity [3, 6, 7].
However, C12 is conflictive with C10 since C10 aims to decrease MDD tools domain
dependence. The conflict between C12 and C10 shows that there should be a trade-off
between domain dependence and domain independence in MDD tools.

4.2 RQ2: What are the Features of the Current Modeling Assistants that Users
Like/Dislike?

After discussing the challenges perceived by MDD users in Sect. 4.1, subjects identify
modeling assistants’ features that they like/dislike. Subjects identify a set of 11modeling
assistants’ features: seven features that they like and four features that they dislike (see
Fig. 3). We match them with the identified challenges and discuss the identified features
in the following subsections.

Fig. 3. Features of the current modeling assistants identified by GI and GII subjects.

Features Subjects Like
Both groups like hints and debuggers during modeling (F1). We match F1 with C1
(decrease model and tool complexity) since such debuggers and hints decrease model
and tool complexity, easing error finding in models. Secondly, we observe that subjects
like the following features related to C4 (improve modeling assistants’ interaction):
i) the speed boost during model creation by using modeling assistants (F3), ii) easy-
to-use (F6) and well-documented (F4) modeling assistants, and iii) models created by
using modeling assistants for creating models (F5). We match C4 with F3, F4, F5, and
F6, since they aim to improve modeling assistants’ interaction by bringing easy-to-use
well-documented modeling assistants that boost modeling speed and create high-quality
models. On the other hand, GII subjects like graphic model drawing assistance (F7) such
as visual guides and entities connection. We observe such drawing assistance improves
model readability, sowematch F7withC6 (improvemodels’ readability and navigation).
Finally, GI subjects like hints about how to solve errors (F2). We match F2 with C8
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(improve guidance for less experienced users) since hints about how to solve errors
increase the level of guidance for less experienced MDD users.

Feature Subjects Dislike
GI subjects dislike requiring modeling assistants to successfully use MDD tools (F10).
They state MDD tools should be intuitive and easy to use without requiring modeling
assistants. We match F10 with C1 (decrease model and tool complexity) since model-
ing assistants intend to decrease model tool complexity, but F10 shows subjects dislike
the excessive use of modeling assistants. Secondly, both groups dislike the interaction
with modeling assistants for creating models (F8). They dislike modeling assistants with
many configurations, irreversible actions, required technical information, and poor dia-
log with the user to gather the data. We match F8 with C4 (improve modeling assistants’
interaction) since F8 shows subjects dislike current modeling assistants’ interaction. On
the other hand, GI subjects dislike the updatability of models created by using mod-
eling assistants (F9) since they experienced difficulties editing and completing them.
We match F9 with C6 (improve models’ readability and navigation) since GI subjects
experienced such issues due to the lack of readability of the resulting models. Finally,
GI subjects dislike manually searching for error locations (F11). We match F11 with C8
(improve guidance for less experienced users) since avoiding manually searching for
error locations will improve the guidance for less experienced users.

4.3 RQ3: What are the User’s Needs that are not yet Satisfied by the Current
Modeling Assistants?

After identifying challenges and features of current modeling assistants, group subjects
describe a set of 10 needs that are not yet satisfied by modeling assistants. We ask them
to use the MoSCoW requirements prioritization method [16, 17]. As a result, group
subjects classify six needs as “must have” priority, three needs as “should have” priority,
one need as “could have” priority, and no need as “will not have” priority (see Fig. 4).
We deeply discuss and match such needs with what groups have answered in Sects. 4.1
and 4.2 in the following subsections.

“Must have” Priority Needs
“Must have” needs are non-negotiable and mandatory to be satisfied [16, 17]. Both
groups agree thatMDD toolsmust improve user dialogwithmodeling assistants (N3) and
include undo/redo commands (N1). Moreover, GII subjects state modeling assistants’
interaction must be improved by decreasing the technical knowledge required for using
them (N6).

Furthermore, GI subjects state that MDD tools must improve their modeling assis-
tants’ documentation (N2). We match N3, N1, N6, and N2 with C4 (improve modeling
assistants’ interaction), F8 (subjects dislike overall interaction with modeling assistants
for creating models), and F4 (subjects like well-documented modeling assistants) since
addressing such set of needs will improve the general user interaction with modeling
assistants (C4 and F8) and will bring well-documented modeling assistants also improv-
ing their interaction (C4 and F4). Secondly, GI subjects state user interface aesthetics
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Fig. 4. Needs that are not yet satisfied by current modeling assistants; identified and prioritized
by GI and GII subjects.

must be improved (N5). We match N5 with C7 (increase MDD tools’ GUI customiza-
tion) since increasing GUI customization implies improving the GUI aesthetics. Finally,
GII subjects state that modeling assistants must be extended to create models (N4). We
match N4 with C12 (include domain-specific user support for creating more complete
models) since GII subjects state some extension ofmodeling assistantsmust be included,
such as domain-specific modeling assistants for creating models.

“Should have” Priority Needs
“Should have” priority needs are important needs that are not vital but add significant
value when they are satisfied [16, 17]. Both groups agree MDD tools should improve
error location and model navigation (N8). We match N8 with F11 (subjects dislike
manually searching for error location) and C8 (improve guidance for less experienced
users) since avoiding manually searching for errors will improve error location, also
improving guidance for less experienced users. Secondly, GI subjects state MDD tools
should include modeling assistants for editing/updating existing models (N9).Wematch
N9 with C5 (include modeling assistants for less experienced MDD users) since both
state MDD tools should include more modeling assistants—especially for less experi-
enced users. Finally, GII subjects identify that MDD tools should allow users to import
models from other data sources (N7). We match N7 with C2 (improve MDD tools’
interoperability) since addressing N7 will increase MDD tools’ interoperability.

“Could have” Priority Needs
“Could have” priority needs will have a small impact if left unsatisfied [16, 17]. GII
subjects state MDD tools could have multiple views for comparing models (N10). We
match N10 with C6 (improve models’ readability and navigation) and F7 (subjects like
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graphic model drawing assistance) since including such views for comparing models
will complement visual model drawing assistance, improving models’ readability as a
result.

5 Gathered Requirements and an Emerging Framework

We gather a set of 12 requirements based on the focus group data and matchups between
modeling challenges, current modeling assistants’ features, and unsatisfied needs (see
Table 1). To do so, we use identified challenges and their priority as the foundation for
eachproposed requirement. Then, if possible,we addwhichmodeling assistants’ features
should remain—i.e., those that subjects like—and those that should be improved—i.e.,
those that subjects dislike. Finally, if possible, we include the unsatisfied needs for
identifying what MDD tools must/could/should/will not have to address their associate
challenge. After analyzing the gathered requirements in Table 1, we propose an emerging
framework for assisting MDD users during modeling in MDD tools (see Fig. 5).

Table 1. Proposed MDD users’ requirements based on focus group data.

MDD users’ requirement

R1: Improving modeling assistants’ interaction is a high priority and urgent challenge (C4).
From current modeling assistants for addressing C4, MDD users like that they are easy-to-use
(F6) and well-documented (F4), boosting modeling speed (F3) and producing high-quality
models (F5). But MDD users dislike modeling assistants’ overall interaction with the user
(F8). In the future, MDD tools must improve user dialog with modeling assistants for creating
models (N3), include undo/redo commands (N1), decrease required technical knowledge to use
them (N6), and improve their documentation (N2) to address C4

R2: Increasing MDD tools’ GUI customization is a high priority and not an urgent challenge
(C7). In the future, MDD tools must improve their GUI aesthetics (N5) to address C6

R3: Include modeling assistants for less experienced MDD users is a high priority and urgent
challenge (C5). In the future, MDD tools should include modeling assistants for
editing/updating existing models (N9) to address C5

R4: Improving the interoperability of MDD tools is a high priority and urgent challenge (C2).
In the future, MDD tools should allow users to import models from other data sources (N7) to
address C2

R5: Improving guidance for less experienced users is a high priority and not an urgent
challenge (C8). From current modeling assistants for addressing C8, MDD users like hints
about how to solve errors, but MDD users dislike manually searching for error locations. In the
future, MDD tools should improve error location and model navigation (N8) to address C8

MDD users’ requirement

R6: Improving models’ readability and navigation is a high priority and not an urgent
challenge (C6). From current modeling assistants for addressing C6, we like graphic model
drawing assistance (F7), but we dislike the updatability of models created by modeling
assistants (F9). In the future, MDD tools could have multiple views for comparing models
(N10) to address C6

(continued)
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Table 1. (continued)

R7: Including domain-specific user support for creating more complete models is a low
priority and not an urgent challenge (C12). In the future, MDD tools must extend their
modeling assistants’ for creating models in specific domains (N4) to address C12

R8: Improving tools runtime is a high priority and urgent challenge (C3)

R9: Decreasing model and tool complexity is a high priority and urgent challenge (C1). From
current modeling assistants for addressing C1, MDD users like hints and debuggers during
modeling (F1), but MDD users dislike requiring modeling assistants for using MDD tools
(F10)

R10: Increasing model scope, including more features, is a high priority and not an urgent
challenge (C9)

R11: Improving model modularization for increasing model reusability is a high priority and
not an urgent challenge (C11)

R12: Decreasing MDD tools’ domain dependence is a high priority and not an urgent
challenge (C10)

Fig. 5. Proposed emerging framework for modeling assistance in MDD tools.

The proposed emerging framework aims for allowing model-driven engineers and
researchers to improve their modeling assistants based onMDDusers’ requirements. So,
we divide such framework into three modules: A) assisting data gathering from MDD
users, B) assisting model refinement, and C) assisting model maintainability. Module A
aims to assist data gathering for creating models by using unstructured data or existing
MDDmodels from external sources provided by the MDD user. Thus, Module A adapts
to the user improving the user interaction and boosting modeling speed. On the other
hand,ModuleB assistsMDDusers in refining themodels created byModuleAby tracing
the data and easing error solving.Moreover,Module B includes optimized algorithms for
improving tool runtime, and modeling assistants to improve model updatability. Finally,
Module C allowsMDD users to maintain the models through time by suggesting reusing
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existing models and tracing model scope into the generated software. All proposed
modules must have a customizable and aesthetically designed GUI.

Some authors have already proposed frameworks for assisting modeling in MDD
tools. For instance, Mussbacher et al. [8] propose a framework on intelligent modeling
assistants, mainly focusing on the user interaction with the modeling assistants—such
as module A of our framework. We note that our results reinforce such a research line
by adding the “assisting model refinement (B)” and “assisting model maintainability
(C)” modules. Thus, the frameworks can complement each other and generate modeling
assistants closer to what the MDD users expect during modeling.

6 Threats to Validity and Limitations

We have identified some threats to validity and limitations during the execution of our
focus groups. Regarding conclusion validity, we recognize that our research has a low
statistical power since the population sample is small—i.e., having a sample of 14 sub-
jects threatens our conclusion validity. Despite this, we consider our results useful and
a first step to continue increasing the population sample by replicating the experiment,
especially the Type C subjects, since they are a minority in our focus group segmenta-
tion (2 out of 14 subjects). Moreover, we decided to select subjects with similar back-
grounds, making the focus groups homogeneous. This decision allows us to increase
the conclusion validity since we avoid variations on the results due to individual differ-
ences among the focus group subjects—a.k.a. random heterogeneity of subjects’ threat.
However, having homogeneous groups also reduces the external validity, limiting our
ability to generalize the focus group results. To avoid this threat arising in further repli-
cations of our focus group, we consider having more heterogeneous groups mixing
them by subject types—e.g., having groups with the same number of Type A, B, and
C subjects. Furthermore, the results from software engineering practitioners—i.e., GII
subjects—are limited to employees fromone enterprise that uses anMDD tool to develop
software—i.e., Posity AG. This segmentation reduces the generality of our results since
other software development enterprises do not use only MDD tools to build software.
Therefore, we plan to include more software engineer practitioners from different enter-
prises and backgrounds in future replications, avoiding these external validity threats.
Regarding construct validity, we decided that the focus group subjects will face each
RQ “from scratch.” This may have caused already identified challenges in the literature
not to be discussed during the focus group sessions. However, we also avoid the subjects
being biased from previously conceived challenges since we aim to gather requirements
directly from MDD users and compare them with such challenges—i.e., we avoid the
interaction of testing and treatment—increasing the construct validity. To overcome
both limitations, we propose to use an intermediate model—e.g., the proposed frame-
work in this paper, existing usability heuristics, among others—that allows us to discuss
both subjects and literature challenges. Thus, subjects will not be biased with existing
challenges, and we can identify which identified challenges are not addressed allowing
us to observe unidentified challenges.
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7 Conclusions and Further Work

In this paper, we have executed two focus groups based on [9] and following the World
Cafémethod [10] to answer three research questions: i) what are the challenges perceived
by MDD users during modeling for later code generation? ii) what are the features of
the current modeling assistants that users like/dislike? and iii) what are the user’s needs
that are not yet satisfied by the current modeling assistants? Such research questions
aimed to collect data to gather the perspective of MDD users on how they expect to be
assisted during modeling inMDD tools. After conducting the focus groups, we observed
all identified challenges match or complement at least one challenge previously iden-
tified by researchers in the literature [3–8]. Moreover, we matched features that MDD
users like/dislike, their unsatisfied needs, and their perceived modeling challenges to
gather requirements to assist MDD users during modeling. So, we identified which fea-
tures of the modeling assistants should remain and which should be improved based on
what MDD users like/dislike. Furthermore, we identified which features modeling assis-
tants must/should/could/will not have to satisfy MDD users’ needs based on MoSCoW
[16, 17] prioritization method. As a result, we gathered 12 requirements based on such
data. Then, we proposed an emerging framework composed of three modules: A) assist-
ing data gathering from MDD users, B) assisting model refinement, and C) assisting
model maintainability. This emerging framework is a starting point for model-driven
engineers and researchers to improve their modeling assistants and increase MDD tools
adoption in practice. As future work, we expect to build modeling assistants following
the proposed emerging framework and validate them in experiments with MDD users.
Moreover, we will continue replicating our focus group, collecting more requirements to
increase, improve, and validate the gathered requirements and the proposed framework.
Our objective in the future is to generalize the results to a global definition of MDD
users.
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Abstract. Context and motivation: Infographics are an engaging medium for
communication. Sometimes, organisations create several infographics with the
same graphic design and different data; e.g., when reporting on impact measure-
ment.Question/problem: The conventional process to produce such recurrent data-
centric infographics causes rework related to the disconnection between software
environments. Principal ideas/results: This paper redesigns the process following
the model-driven engineering paradigm. We present a domain-specific language
to model infographics, and an interpreter that generates the infographics automat-
ically. We have been able to model and generate infographics that report impact
measurement results, which the participants of a comparative experiment have
found as attractive as the original ones, and that are hard, but not impossible, to
distinguish from them. Contribution: An innovative model-driven approach that
eliminates the software environment disconnection and could facilitate the use of
data-centric infographics for reporting purposes.

Keywords: Domain-specific language · Infographics · Impact measurement ·
Ethical social and environmental accounting · Model-driven engineering ·
Experiment

1 Introduction

Infographics (portmanteau for information graphic) blends data with graphic design,
helping individuals and organisations concisely communicate complex information to
a large audience, in a manner that can be quickly consumed and easily understood [1].
Infographics may be produced as a one-time artefact; e.g., when a consulting company
summarises the results of a market research or when an instructor creates educational
material for a course [2]. But infographics can also be recurringly produced and thus
become a design artefact that can be reused multiple times; e.g., when an organisation
produces an infographic as a companion to their annual integrated report, or when a
network creates one infographic for each of its members. In this paper, we focus on the
latter case, where there is typically an iterative data-centred process that starts with data
requirements engineering (see Fig. 1, A1) and ends with infographics production (A7).
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A1. DATA 
REQUIREMENTS 
ENGINEERING

A2. DATA 
COLLECTION

A3. DATA 
PROCESSING

A4. DATA 
CLEANSING

A5. 
EXPLORATORY 
DATA ANALYSIS

A6. DATA 
ANALYSIS

A7. DATA 
VISUALISATION 
& REPORTING

DATA ANALYST (E.G. IMPACT MANAGER OR ORGANISATIONAL ACCOUNTANT)

DATA ANALYSIS TOOL (E.G. IMPACT MEASUREMENT TOOL) WITH A DATABASE TOOL DESIGN APP & SPREADSHEET

ACTOR GRAPHIC DESIGNER

Fig. 1. Reference model of a conventional process for data-centric infographic creation. It is
sometimes iterative, can have many loopbacks, and not all activities are always performed. It is
based on the data science process [3]. Two factors that are a source of problems are shown at the
bottom; and they are instantiated for the domain of impact measurement, as an example.

Two factors are a source of complications. Firstly, due to the different skills involved
during each subprocess, the actors conducting the data analysis and producing the info-
graphic are often different; e.g., data analysts and graphic designers, respectively. Sec-
ondly, the software tools are different and have different data repository technologies,
leading to an interruption in the data pipeline. This produces, at least, two problems. Any
manual task involved in themigration of data from one software environment to the other
might introduce errors. More importantly, changes in the data produce communication
delays and require rework to update the affected infographics.

The main goal of this research is redesigning the data-centric infographics produc-
tion process as a model-driven engineering process, so the infographic structure and
the references to the data sources are specified in a model that a module of the data
analysis software tool uses to generate the infographic, once the results are available or
updated. This prevents data migration and eliminates delays. The contributions of this
paper include (i) a better understanding of the current data-centric infographic produc-
tion process, (ii) a domain-specific modelling language (DSL) to specify data-centric
infographics, and (iii) an interpreter that renders an infographic automatically, given
its model and the data. As a proof of concept, we apply our approach to the domain
of impact measurement. In particular, we analyse the structure of infographics used to
communicate the results of ethical, social and environmental accounting (ESEA) pro-
cesses, we extend the openESEA tool [4] with the new interpreter features. We also
validate the contributions by means of test cases (i.e., generating existing infographics),
a comparative experiment (assessing participants perceptions of original and generated
infographics), and expert assessment (by showcasing the technology to experts). Such
validations allow us to produce an improvement of the DSL.

The structure of the paper is the following. Section 2 presents the research method.
Section 3 provides the conceptual background for this research. Section 4 analyses
existing infographics and tools used to produce them. Section 5 presents the DSL that
allows modelling infographics and the interpreter that generates them. Section 6 reports
on the validations of our approach and the improvements they led to. Section 7 reflects
on the results. Section 8 presents conclusions and opportunities for further research.

2 Research Method

In this project, we are engineering a domain-specific language (DSL); that is, a high-
level language that supports concepts and abstractions that are related to a particular
application domain [5]. The research method is depicted in Fig. 2.
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TREATMENT DESIGNPROBLEM INVESTIGATION
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Fig. 2. Overview of the research method. The coarser grained activities correspond to the design
cycle in [6]. We further structure our work according to the DSL engineering method proposed
by Mernik et al. [5]. Inspired by [7], we have embedded SCRUM practices in activities B5 to B8.

Problem Investigation. Four types of sources inform our domain analysis: (B1) a
multi-vocal literature review to better understand the infographics domain, (B2) a semi-
structured interview with a stakeholder that participated in a data-centric infographics
production process in the domain of ESEA, (B3) an analysis of ESEA-related info-
graphics found online in order to identify frequent infographics component types, and
(B4) an analysis of existing infographics design tools in order to identify their features.
Treatment design. The DSL development consisted of (B5) the specification of the
requirements for the DSL and its interpreter, by means of users stories, (B6) the cre-
ation of a grammar for the DSL, using the Eclipse Xtext environment [8], and (B7) the
implementation of the interpreter as a module of the openESEA tool [4]. Treatment
validation.We have validated our proposal by means of (B8) testing whether we could
model and automatically generate a sample of existing infographics, (B9) conducting a
comparative experiment to assess the similarity between generated infographics and the
original ones, (B10) and conducting an expert assessment with 3 stakeholders. Based on
the experience, we have created an improved version of the DSL and the interpreter (a
quick iteration of the treatment design, not depicted in Fig. 2).

3 Conceptual Background on Infographics and on Ethical, Social
and Environmental Accounting

Infographics combine graphical elements and text, to communicate facts, often serving
an overarching discourse. They are used in many domains with different purposes, for
instance, teaching [9], healthcare [10], political persuasion [11], research dissemination
[12], and impact measurement [13]. Infographics are easy to share and tend to engage
more than lengthy reports [1]. As discussed in Sect. 1, infographics are often created
in a one-time effort to communicate some knowledge or message, but the model-driven
approach we propose is more useful in data-centric infographics, whose design is recur-
rently reused on several occasions (e.g. by many organisations, by the same organisation
over the years, or both). It is therefore important to decouple the data from the design
specification, in order to reuse the latter. Data-centric infographics are often referred to
as statistical infographics [1, 14], although we prefer the term data-centric because not
all data-related components in such infographics are statistics. Effective infographics
follow principles from the fields of psychology, usability, graphic design, and statistics,
so as to reduce time constraints and cognitive barriers to communicating important infor-
mation [15]. In this research, we focus on infographics used to communicate results of
an ESEA process, which produces impact measurement data that needs to be reported
to either specific stakeholder groups or the general public [4]. Many papers in com-
puter graphics address the generation of graphics for information visualisation, ranging
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frommodel-based approaches [16] to using neural networks [17]. However, infographics
design remains a broader process that has not yet been tackled, and infographics require
intensive tailoring, given a domain and intended audience. In this project, we aim at
infographics reporting on impact measurement results.

Ethical, Social and Environmental Accounting (ESEA) is a family of impact mea-
surement methods intended to assess and report the performance of organisations on
ethical, social or environmental topics [4]. It is also referred to bymany other terms com-
bining a qualifier (e.g., sustainability, non-financial, integrated, impact) and an action
(e.g., reporting, disclosure, auditing) [18]. There are many different ESEAmethods, and
organisations sometimes apply more than one or want to extend an existing one. The
available tools are coupledwith a singlemethod,making it difficult to tailor the tool to the
needs of the organisation [4]. Examples of ESEA methods are the B Impact Assessment
used by certified B Corporations [19], the Common Good Balance Sheet prescribed by
the Economy for the Common Good initiative [20], the REAS Social Balance [21], and
the ISO 26000 [22] and ISO 14000 [23] standards. Some proposals focus more on how
to report on ESEA results than on data collection and processing; this is the case of
the GRI Standards [24] and the Integrated Reporting <IR> framework [25]. While all
the previously-mentioned methods are sector-independent, we are nowadays witnessing
the advent of methods that are specific for a given industry sector; for instance Green
IT assessment (for data centres) [26], STARS (education institutions) [27] and SAFA
(agriculture) [28]. In an earlier publication, we have presented openESEA1, an open-
source, model-driven, web-based ESEA tool that intends to allow modelling any ESEA
method and interpreting the models automatically to support data collection, processing,
cleaning (by means of auditing and assurance), analysis, and reporting [4]. We refer to
the set of indicator values collected by applying an ESEA process as (ethical, social and
environmental) account.

Infographics Within the Domain of Impact Measurement. To better understand the
problems related to the conventional data-centric infographics production process, we
have interviewed the Social Balance coordinator of REAS-PV, a territorial network part
of REAS, the Spanish Network of Networks of Alternative and Solidarity Economy2

(ReddeRedes deEconomíaAlternativa y Solidaria). REAS is a second-grade association
created in 1995 grouping, in 2021, 944 organisations who commit the principles and
values of the solidarity economy [29], with a joint revenue of 1007Me, employing
over 23.000 people, and 25.000 volunteers. REAS is further structured in territorial
networks. The member organisations apply the REAS Social Balance yearly, using
an ESEA tool provided by the network [30], which supports several of the method
activities (those equivalent to A2-A6 in Fig. 1). REAS often creates an infographic for
each member organisation, summarising the results of their social balances3. They also
create infographics aggregating the results per (territorial or complete) network. In 2018,

1 Originally named openSEA, since 2020 the tool has been renamed openESEA, to include the
business ethics dimension, also sometimes referred to as governance topics.

2 https://reas.red.
3 https://reasnet.com/intranet/docs/informes-e-infografias-de-la-campana-ensena-el-corazon-
2020.

https://reas.red
https://reasnet.com/intranet/docs/informes-e-infografias-de-la-campana-ensena-el-corazon-2020
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the Social Balance coordinator of REAS-PV commissioned an external graphic design
studio to create 19 infographics reporting on the ESEA results of member organisations.
The data had to be exported from the ESEA tool to an Excel spreadsheet and sent
to the graphic designer. The designer received a few guidelines about the infographic
appearance but was given freedom to author it to her liking.While the design activity was
taking place (A7 in Fig. 1), the data of somemember organisations had to be updated due
to errors during the data collection or to missing data. As a result, rework was necessary
to create the affected infographics again (some of them twice), and back and forth emails
between the Social Balance coordinator and the graphic designer produced delays which
conflicted with the communication campaign deadlines. A quick follow-up interview in
2022 confirms that they are still experiencing the same problematic issues.

4 Analyses of Infographic Component Types and Tools

Infographic Component Types. We have searched for “infographic and ((social or
environmental accounting) or (environmental auditing) or (social auditing) or (non-
financial report) or (environmental sustainability),” using Google. We have collected 58
infographics, published in the 2012–2019 year range, by organisations of diverse size
and sectors, including large for-profit enterprises like Nestlé, small non-profits like the
11th Hour Racing foundation, educational institutions such as Vanderbilt University, and
associations of social enterprises such as REAS. Find the infographics in a companion
technical report [31].We have analysed each infographic, identified its component types,
and incrementally created the tree shown in Fig. 3.
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(0.9, 52, 89.7%)

C3. SUBTITLE 
TEXT

(0.4, 24, 41.4%)

C4. INTRO-
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C6. BODY SECTION
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(0.1, 7, 1.7%)

C14. STACKED BAR CHART
(0.1, 4, 3.4%)
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Fig. 3. Tree of infographic component types based on the analysis of 58 infographics.Aggregation
relationships represent topological inclusion, and the specialisation relationships represent the
existence of different types of charts. The numbers in each component type show the average
number of components of such type per infographic, the total occurrences of components of such
type, and the percentage of infographics having at least one component of such type, respectively.
The intensity of background colour is proportional to the percentage, acting like a heatmap. We
added chart component types C18–C21 after the tool analysis (Fig. 4).

Most of the infographics we have analysed have a head section located at the top,
often displaying the infographic title text, subtitle text, introduction text and logo. All
of them have one body section, which is the middle part displaying the text, data and
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chart elements. We found 8 different types of charts (for convenience, we have classified
tables as a type of chart). The foot section refers to a bottom part, often having a foot
title text, foot text, a logo and a link to a full report or additional information.

Analysis of Infographic Design Tool Features. A search for “Infographic and (tool or
creator or generator)” using Google has resulted in a list of 13 tools. We have excluded
3 that require us to pay an expensive license to explore them. We have analysed the
remaining 10, which are BeFunky, Canva, Easel.ly, Infogram, Lucidpress, Mind the
Graph, Piktochart, Snappa, Venngage, and Visme. We have created a feature model [32]
for each tool. We have identified 28 generic features (see Fig. 4). Two features in two
different tools correspond to the same generic feature when they serve the same purpose,
even if implemented in a slightly different way. The number of generic features per tool
ranges from 10 (BeFunky) to 27 (Infogram). Some tools are stronger in terms of features
(e.g., Piktochart offers all 6 features related to text and images), others in terms of chart
types (e.g., Venngage offers 11 out of the 12 chart types), others in terms of target formats
(e.g., Visme exports infographics to all 3 formats). The details of the analysis can be
found in the technical report [31]. These analyses inform the design of the DSL and the
implementation of the interpreter.
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Fig. 4. Tree structuring the generic features of 10 infographic design tools. Fi and FGj are iden-
tifiers of the features and feature groups, respectively. The number at the bottom of each feature
(or group) represents the percentage of tools that offer such feature (or group). The intensity of
the background colour is proportional to the percentage, acting like a heatmap.

5 Domain-Specific Language for Infographics

5.1 Requirements Specification

Based on the domain analysis reported in Sects. 3 and 4, we have specified the require-
ments for the DSL and its interpreter, as user stories [33].We have prioritised the require-
ments using the MoSCoW method [34], based on our perception of how critical each
requirement is to support the infographic modelling and generation process, and taking
into account that, at this stage of the research, we are aiming at a proof-of-concept tool
that we can validate empirically. See a sample in Table 1.
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Table 1. Sample of 4 out of 36 requirements (complete list in [31]). With respect to the abbre-
viations, Pri = priority (where M = must-have and C = could-have), Src = source (where Cj
and Fi are component type and generic feature identifiers, PO = product owner), and Imp =
implemented.

Id Statement Pri Src Imp
US2 As a user, I want to upload my own infographic specification, so 

that I can tweak the infographic based on my needs

M PO Yes

US7 As a user, I want to define the background of the infographic by 

selecting a colour hex code

M F1 Yes

US16 As a user, I want to be able to create boxes, so that my 

infographic is divided into configurable sections

M C7 Yes

US28 As a user, I want to create stacked bar charts on my infographic. C C14, F19 No

5.2 Xtext Grammar

We have implemented a textual grammar using Eclipse Xtext. The language is
whitespace-aware. The grammar contains rules to define the overall infographic style and
its components. As shown in Table 2, themodeller can define the infographic background
colour, pattern or image (line 8) and its size (9).

Table 2. Xtext grammar excerpt containing the rule that structures the infographic model and the
rule that supports piechart specification. G# has the line numbers corresponding to the complete
grammar (presented in [31]). Lines 7, 88 and 96were not in the first grammar version, but included
after the validation (see Sect. 6.1).

G# Grammar rule
6 Infographic:
7 ('type' ':' type='basic')?
8 & (('bgcolor' ':' bgcolor=Color) | ('bgpattern' ':'

bgpattern=Pattern) | ('bgimage' ':' bgimage=ImageSrc))
9 & 'bgsize' ':' bgsize=SIZE_POS

10 & head=Head?
11 & texts+=Text*
12 & images+=Image*
13 & piecharts+=Piechart*
14 & barcharts+=Barchart*
15 & picturegraphs+=Picturegraph*
16 & foot=Foot? ;
…

82 Piechart:
83 name=PIECHARTID ':'
84 BEGIN
85 (('bgcolor' ':' color=Color)?
86 & ('colors' ':' colors=COLOR_CHARTS)?
87 & ('data' ':' BEGIN (piedata+=ChartData)+ END)
88 & ('legendstyle' ':' legendstyle=LegendStyle)?
89 & ('padding' ':' padding=INT)?
90 & ('position' ':' position=SIZE_POS)
91 & ('showlegend' ':' showlegend=ShowOptionsOff)?
92 & ('showtitle' ':' showtitle=ShowOptionsOff)?
93 & ('showpercentage' ':' showpercentage=ShowOptionsOff)?
94 & ('size' ':' size=INT)?
95 & ('title' ':' title=STRING)?
96 & ('type' ':' type=PieType)?)
97 END ;
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The infographics component types currently supported are head section (10), text
(11), image (12), pie chart (13), bar chart (14), picture graph (15), and foot section
(16). As indicated by the Xtext cardinality operators, some components are optional
(?), some allow zero or many occurrences (*), others allow one or many (+). The &
symbol defines unordered groups of elements, making infographic specifications less
rigid than with strict sequences. Each of these component types is further supported by
one or several grammar rules. For the sake of brevity, we only present, also in Table 2,
the rule that corresponds to the pie chart component. The other charts have a similar
structure, though. For all types of chart, the modeller can specify a background colour
(line 85) using a simple reserved code such as green or a hexadecimal number such as
2ca58d, the colours used in the chart itself (86), the chart data (87), padding (89), the
chart position using coordinates (90), whether to show the legend (91) and the title (92)
or not, the size of the chart (94), and its title (95). The chart data can be either values
(e.g. 76.256) or identifiers of indicators (e.g. indscope1 is the calculation of direct
CO2 emissions produced by sources controlled or owned by an organisation). Within
piecharts and barcharts, it is also possible to adjust the legend style (90). In piecharts,
it is possible to define whether percentages should be shown or not (93). The definition
of grids is exclusive of barcharts, and only picturegraphs can define a label. Several
terminal and enum rules are required to complete the specification of the grammar, but
we omit them for the sake of brevity. We disclose the complete grammar and language
dictionary here [31]. The Eclipse Xtext environment can automatically generate a model
editor that facilitates authoring infographic specifications by offering syntax-colouring,
autocompletion, and error-checking features. Table 3 presents two fragments of the
model we have created to specify one of the infographics (see Fig. 5).

Table 3. Two fragments of the specification of an infographic. S# has the line numbers of the
specification and G# refers to the line numbers of the grammar, tracing back to Table 2.

S# G# Specification fragment 1 S# G# Specification fragment 2
1 8 bgcolor: white 423 83 piechart1:
2 9 bgsize: 1100x850 424 90 position: 488x135
3 18 head: 425 94 size: 80
4 22 position: '0x713' 426 89 padding: 10
5 21 size: 1100x137 427 85 bgcolor: ffffff
6 20 bgcolor: ffffff 428 93 showpercentage: off
7 24 title: 429 95 showtitle: off
8 34 position: 550x770 430 94 showlegend: off
9 36 value: "Vanderbilt University" 431 87 data:

10 35 maxwidth: 900 432 87 "Scope1": indscope1
11 31 align: center 433 87 "Scope2": indscope2
12 32 color: 51846e 434 87 "Scope3": indscope3
13 33 font: bold 50px Verdana 435 86 type: donut 

436 96 colors: 2ca58d,b737b2,  
1982c9
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5.3 Model Interpreter and Infographic Generator in OpenESEA

We have extended the openESEA tool with a module that interprets models created
with the DSL, and generates the corresponding infographics. The main architectural
decisions of openESEA are described in an earlier paper [4], but we summarise them
here. It is a web application implemented in Type-Script using the React framework. For
the backend, we use the Firestore, Authentication and Hosting services of Firebase.

Fig. 5. Original infographic (left) and the one generated by openESEA (right), using the model
excerpted in Table 3. They are infographics IO10 and IG10 of our test-case set (see Sect. 6.1). Some
evident differences are related to font type and size; also, the pie chart is rotated 180°. The complete
set of infographics can be found in the technical report [31].

We have included a simple model repository that collects models and allows users to
download them if needed, although the tool is also capable of sharing models as follows.
It allows (networks of) organisations to define an official infographic by uploading a
specification andmaking it available to their members.When a user wants to generate an
infographic to communicate the results of an ethical, social and environmental account,
they can decide to use the infographic specification defined by their network, by their
organisation, or rather to upload a new specification. For a given account, zero or more
infographics can be generated, based on different models.

To generate an infographic, the tool first parses its model with a JSON schema; since
the models are YAML files, this was easy to implement. Then, it initiates an HTML5
canvas element and iterates through the infographic components, generating the corre-
sponding graphical components in the canvas. When an infographic component presents
data from an ethical, social and environmental account, the corresponding indicator val-
ues are retrieved from the account data. The user can export and download the infographic
as an image. The canvas element containing the infographic is re-generated every time
the user accesses the infographic, so changes to the model or the data result in an updated
infographic. Finally, the tool can also generate a default infographic, that reports on the
values of the account, using simple text and the organisation logo.
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We have implemented 63.6% of the infographic component types (thosewhose name
appear in bold in Fig. 3), 50.0% of the features and feature groups found on professional
infographic design tools (those whose name appear in bold in Fig. 4), and 58.3% of the
requirements (100% of themust-have, 50% of the should-have, 27.3% of the could-have,
and 0% of the won’t-have). We consider that this functional coverage is sufficient for
the purpose of a proof of concept. The tool source code4 has been released under the
GNU General Public License v3.0.

6 Validation

6.1 Test Cases

To test the DSL and the interpreter, we have selected 10 infographics from the set of
infographics analysed in Sect. 4. The selection is a mixture of random sampling and
convenience sampling as we are interested in testing the components we have imple-
mented. For each of the infographics, we have created the correspondingmodel using the
Xtext editor. Then we have loaded the models into the openESEA tool. The infographic
interpreter module has then rendered an infographic. See an example in Fig. 5.

Our first impression is that we have been able to generate infographics that are similar
to the original ones, despite some limitations (see Sect. 7.1). For each of the models, the
tool took less than 10 s to render and generate the infographic. We refer to the resulting

set of test-case infographics as I = ⋃
1≤j≤10

(
IOj , IGj

)
, where IOj are the original and IGj

are the generated versions of infographic number j. We reuse this set in a comparative
experiment where we further investigate the similarity.

6.2 Comparative Experiment

Objective. We want to assess the extent to which original infographics (i.e., the ones
found online and analysed in Sect. 4) are indistinguishable from the corresponding
generated ones (i.e., the ones that we have produced by means of creating a model and
automatically generating the infographic with openESEA). Null hypotheses are:

• H10: The visual attractiveness of original infographics is similar to the visual
attractiveness score of the generated infographics.

• H20: The participants are unable to distinguish whether an infographic is original or
generated.

Participants. The experiment had 40 participants selected by convenience sampling.
Figure 6 depicts the distribution of gender identity, age range, and level of education.

4 The code of the interpreter can be found here: https://github.com/nielsrowinbik/open-sea.

https://github.com/nielsrowinbik/open-sea
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Fig. 6. Distribution of gender identity, age range, and level of education among the participants.
High, BSc, MSc and PhD stand for high school-, bachelor-, master-, and doctoral-level education.

Variables. The independent variable is the Type of infographic. The two treatments are
Original and Generated infographics. The dependent variables are the Visual Attrac-
tiveness (VA) of infographics, and theOutcome of guessing what type they are. To assess
VA, we use criteria defined by Lavie and Tractinsky [35], proven to be reliable and valid
to measure aesthetics of web-related content. For each infographic, participants rate the
items enumerated in Table 4 on a five-point, agree-disagree, Likert scale. VA is then the
sum of the 10 values: VA = ∑

1≤i≤10 VAi, where 10 ≤ VA ≤ 50.

Table 4. Operationalisation of the Visual Attractiveness (VA) variable based on items from [35].

Classic aesthetics Expressive aesthetics
VA1 Aesthetic design VA6 Creative design
VA2 Symmetrical design VA7 Sophisticated design
VA3 Pleasant design VA8 Original design
VA4 Organised design VA9 Use of special effects
VA5 Clean design VA10 Fascinating design

To determine whether the two types of infographics are indistinguishable, we present
an infographic to the participants without disclosing its type, and we ask them to indicate
whether they think it is an original or a generated infographic. Then we calculate, in a
variable named Outcome, whether they guessed correctly (Success) or not (Fail).

Experimental Instrument. We have designed a data-collection survey with two vari-
ants: SA and SB. The survey starts with an introduction to the experiment. The first section
contains the demographic questions. The second one contains the task instructions and 10
subsections, one for each infographic in our test-cases sample I (see Sect. 6.1). We have
determined randomly what version of each infographic is presented in each survey vari-
ant, with the constraint that each should include 5 original and 5 generated infographics.
SA presents

{
IO1 , IO2 , IO3 , IG4 , IG5 , IO6 , IG7 , IG8 , IG9 , IO10

}
and SB presents alternate versions

{
IG1 , IG2 , IG3 , IO4 , IO5 , IG6 , IO7 , IO8 , IO9 , IG10

}
. All subsections contain the same 11 questions,

the first 10 asking the subjects to assess the visual attractiveness of the infographic, and
one asking them to guess what type of infographic it is.

Protocol. We welcome the participants with a short introduction. We obtain consent to
use their data. They are randomly assigned one of the survey variants. There is no time
limit for answering the survey. We thank them for participating and see them off.
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Analysis of Results. We first focus on hypothesis H10. A Shapiro-Wilk test shows that
the sample follows a normal distribution, both for the VA of the original infographics
(W (40) = 0.118, p = 0.221), the generated ones (W (40) = 0.132, p = 0.217), and the
difference between both variables (W (40) = 0.987, p = 0.890). There are no outliers;
see the boxplots in Fig. 7.

VA_original VA_generated                Difference 

Fig. 7. Boxplots of the visual attractiveness (VA) scores for original and generated infographics
(respectively, to the left) and the difference between both variables (to the right)

To compare theVAbetweenoriginal andgenerated infographics,we conduct a paired-
samples t-test. It is statistically significant, t(40) = −3.41, p = 0.002. On average, the
subjects rated the VA of generated infographics (M = 29.35, SD = 5.91) higher than for
original infographics (M = 27.35, SD = 6.09). The effect size (d = −0.54) is medium,
according to Cohen [36]. As a result, we reject the null hypothesis H10, given that the
attractiveness is not similar, but greater in the case of generated infographics.

We now focus in H20; that is, the capability of the subjects of distinguishing gen-
erated infographics from originals. We treat this as a classification problem. We assess
whether there is a difference in the proportion of times that the subjects guessed the
type of infographic correctly, depending on whether they were presented an original or
a generated one. A chi-square test yields Table 5. The participants have been able to
guess correctly whether it was generated or not, when the infographic is generated (60%
of the times), but not as often when it is original (39%). This association is statistically
significant, χ2(1) = 17.64, p < 0.001. As an additional check, we calculate the odds
ratio, which results in OR = 2.34, p < 0.001 (95% CI: 1.57, 3.50), showing again that
a significant association exists. As a result, we cannot reject H20.

Table 5. Crosstabulation of Type of infographic and Outcome.

Outcome
Fail Success Total

Type Generated 80 (40.0%) 120 (60.0%) 200 (100.0%)

Original 122 (61.0%) 78 (39.0%) 200 (100.0%)

Total 202 (50.5%) 198 (49.5%) 400 (100.0%)
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6.3 Expert Assessment

To explore whether our approach has chances of industrial adoption, we have showcased
our approach to 3 independent experts. The first one is the REAS-PV Social Balance
coordinator (see Sect. 3), who valued the fact that the infographics can be generated
quickly andwithin the same tool that is used tomanage the ESEA process. She expressed
interest in having the features implemented in the tool used by REAS. However, she also
expressed concerns about the complexity of the DSL for non-technical people. The
second expert is the project manager of an ESEA tool being developed by Competa
IT5, under a proprietary licence. He was positive about the approach, highlighting that
it offers a cost-effective solution for producing several infographics per each ESEA
account, targeted at different stakeholder groups. He also considers such infographics
a convenient way of displaying the results of certifications based on ESEA results, a
functionality supported by openESEA [4] and planned in their own tool as well. One of
the disadvantages he has mentioned is that, unless proper data cleansing procedures are
applied, it is possible to generate an infographic with incorrect data; since the generation
avoids the intervention of the graphic designer at this stage, then we miss one of the
persons in the loop that could spot such errors. The third expert is the Social Balance
coordinator of the Catalan Network of Solidarity Economy (XES), a territorial network
of REAS that has developed the REAS ESEA tool. This tool can actually generate
infographics, but their design is hardcoded rather than modelled. He expressed that
other territorial networks have asked them to produce tailor-made infographics but that
it is not possible, this being the reason why the involvement of graphic designers is
needed. Both the second and third experts would like our approach implemented in their
tools, and we are now agreeing valorisation collaborations.

7 Discussion of the Results

7.1 Reflection on the Results

Improvements After the Test Cases. We realised several limitations: (i) it was not
possible to model and generate donut charts, (ii) it was not possible to adjust the legend
style of bar charts, pie charts and picture graphs, and (iii) the current offering of picture
graph shapes is limited to thrash bins and energy rays. We have extended the grammar
with the pie charts attribute type to allow the definition of donut charts (line 96 in Table
2), and the attribute legendstyle in bar charts (line 88 in Table 2), pie charts and picture
graphs. We have decided not to address the third limitation, since adding expressiveness
similar to vector graphics does not pay off at this proof-of-concept stage of the project.
Additionally, the product owner defined a new requirement (US17 in Table 1) that led
to supporting very simple infographics by default (line 7 in Table 2). These changes
required updating the interpreter accordingly.

The Generated Infographics are Sufficiently Attractive. They are perceived as more
attractive than original ones. Even if the difference is statistically significant, in practical

5 https://competa.com.

https://competa.com
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terms this is not relevant. Our approach does not intend to invent designs automatically.
In our models, we mimicked original infographics as much as possible; so at most we
intend the generated versions to be equally attractive. Anyhow, it is very positive that
the generated infographics are not less attractive than the originals.

Generated Infographics are Not Indistinguishable from the Original Ones.
Participants have been able to infer that some of the infographics we have presented
to them are generated. However, this does not necessarily say anything bad or good
about our approach. Given the positive results related to visual attractiveness and the
stakeholders’ intention to adopt our approach, we consider the project a success.

Our Approach can Increase the Efficiency of producing recurrent, data-centric info-
graphics. The data pipeline is kept integrated, avoiding the disconnection mentioned
in Sect. 1 and confirmed by stakeholders in Sect. 3. The ESEA accountant or network
manager can trigger the generation of the infographics from the ESEA tool itself. The
tool generates infographics in a reasonable lapse of time.

We Propose a New, Model-Driven Process for Producing Infographics. Graphic
designers still intervene by creating a graphic design, but early in the process (A2 in
Fig. 8). A remaining question is who the best candidate is to use the DSL. It is up to
graphic designers to learn this skill. Otherwise, the ESEA method engineer needs to
be capable of not only specifying the ESEA method (e.g., the indicators) but also to
translate the infographic designs of the graphic designer into textual models, using the
DSL.

A1. DATA 
REQUIREMENTS 
ENGINEERING

A3. DATA 
COLLECTION

A4. DATA 
PROCESSING

A5. DATA 
CLEANSING

A6. 
EXPLORATORY 
DATA ANALYSIS

A7. DATA 
ANALYSIS

A8. DATA 
VISUALISATION 
GENERATION

A2. 
VISUALISATION 

DESIGN AND 
MODELLING

Fig. 8. Model of the redesigned process for data-centric infographic creation. It is an evolution
of the one in Fig. 1, and it requires infographic modelling (A2) and generation (A8) technology.

7.2 Validity of the Results

There are a number of threats that we have had to manage or accept [37].

Conclusion Validity. We have checked the assumptions of statistical tests, obtained
significant statistical results and, on top of this, we are being careful with our claims. To
minimise the potential random effect of having a heterogeneous group of participants,
we have designed the experiment as a balanced, paired comparison.

Internal Validity. We piloted the survey before the experiment. Also, every participant
is obliged to assess whether each of the 10 infographics is original or generated, and
they are not informed of the outcome. Thus, we minimise the threat of maturation and
prevent that they stop halfway if they feel disappointed by failure.
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Construct Validity. We rely on the opinion of participants to rate the attractiveness
of infographics. While this is a threat in many situations and it would not constitute a
valid measure for other types of variables, attractiveness is a subjective phenomenon
and a matter of personal preference. This is also in accordance with earlier research
[35]. Also, when several participants contribute to the same subjective evaluation of
a stimulus, inter-subjectivity of judgment becomes intra-objectivity; see an example in
aesthetics in [38]. Hypothesis guessing is a remaining threat; the participants might have
assumed that we are aiming at validating an approach to generate infographics. We have
set the final sample size before the experiment execution, and we have not examined the
data until the experiment had terminated, to avoid experimenter biases.

External Validity. The analysis of infographic design tools showed that there are more
component types than we anticipated. However, we are confident to have identified most
component types that are present in infographics within the impact measurement domain
(Fig. 9 shows the data saturation chart). Similarly, there are additional tools in the market
that we have not analysed (e.g., Adobe Creative Cloud Express), but the main features
have likely been identified (see the data saturation chart in Fig. 10).
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Fig. 9. Data saturation for component types was achieved after analysing the 30th infographic
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Fig. 10. Data saturation for features was achieved after analysing the 6th infographic design tool

We have focused on infographics used to communicate results of impact measure-
ments. While this type of data-centric infographics will share many characteristics with
those produced in other domains, our decision, of course, limits the generalisability of
our DSL and interpreter, as well as the empirical results of the validation. However, we
felt it was important to narrow down the scope of our project to produce valuable results
for at least one domain. It is also relevant to discuss that, despite our desire to support a
large array of chart types, infographics are often intended for a large audience that does
not necessarily understand all types of charts. Limiting our efforts to the most widely
used and commonly understood makes the challenge more tractable.
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Finally, we have implemented a proof of concept in which engineering decisions are
not always future-proof or result in the best possible performance. A couple of alternative
approaches are using available JavaScript libraries for creating charts (e.g. ChartJS,
rGraph), using PGF, a platform- and format-independent TeX package for generating
graphics [39], or generating the infographics directly over conventional presentation
software such as Microsoft PowerPoint using Visual Basic for Applications.

8 Conclusions and Future Research

In this study, we redesign the data-centric infographics production process to follow a
model-driven approach (Fig. 8). The graphic design of the infographic ismodelled, along
with references to the data sources, using a domain-specific language (DSL). This way,
the specification can be reused with different datasets; for instance, along the years or
across several organisations. We refer the reader to earlier work to discover how the data
(i.e., indicators of ethical, social and environmental performance) is defined and collected
[4]. This approach solves the disconnection of software environments used during the
conventional process (Fig. 1) by integrating the infographic generation features into the
data-analysis tool. We have applied the approach to the domain of impact measurement
because we had evidences of the existence of problems with the conventional process,
and because it is ourmajor area of research andwe had a technology ready to be extended
with the necessary features; namely, the openESEA tool [4]. Initial tests have shown the
feasibility of our proposal. A later comparative experiment has proven that the generated
infographics are at least as attractive as the original ones. Participants could, to some
extent, guess that some of the generated infographics were not original. Overall, both
the experiment results and the expert stakeholder opinions are encouraging.

In our current proposal, infographics are modelled textually, using an Xtext editor.
A more elegant solution would be designing them with a what-you-see-is-what-you-
get drag-and-drop editor that could later generate the resulting specification files in a
transparent way. Of course, several iterations and usability studies will be needed to
polish such approach. There are also known limitations in our DSL and interpreter
that we plan to overcome, as well as requirements pending to be implemented (e.g.,
loading images directly to the tool, more options for picture graphs). We also consider
supporting interactive infographics. An interesting empirical study would focus on the
process rather than the outcome; e.g., asking participants to adopt our model-based
approach and quantify the differences between the first usage and subsequent ones (e.g.
learning curve, efficiency, quality of results). We expect that the highest gains would
appear after the first modelling approach (e.g. evolving an existing model would take
less time than creating it from scratch) and, especially,when reusing the same infographic
over time (e.g. using the same model with different data). With such future work, we
plan to contribute to the field of model-driven engineering and, at the same time, offer
a suite of open-source tools for organisations that care about their impact in society and
the environment.
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Abstract. Existing surveys about language workbenches (LWBs) rang-
ing from 2006 to 2019 observe a poor usage of formal methods within
domain-specific languages (DSLs) and call for identifying the reasons.
We believe that the lack of automated formal reasoning in LWBs, and
more generally in MDE, is not due to the complexity of formal meth-
ods and their mathematical background, but originates from the lack
of initiatives that are dedicated to the integration of existing tools and
techniques. To this aim we developed the Meeduse LWB and investigated
the use of the B method to rigorously define the semantics of DSLs.
The current applications of Meeduse show that the integration of DSLs
together with theorem proving, animation and model-checking is viable
and should be explored further. This technique is especially interesting
for executable DSLs (xDSLs), which are DSLs with behavioural features.
This paper is a review of our Formal MDE (FMDE) approach for xDSLs
and a proposal for new avenues of investigation.

Keywords: DSLs · B method · Formal methods · MDE

1 Introduction

Developers can find a plethora of tools and approaches for building Domain-
Specific Languages (DSLs) from several perspectives: design, execution, debug-
ging and code generation. The reader can refer to [15] for a survey about DSL
tools that are referenced from 2006 to 2012, and to [14] for the period between
2012 and 2019. These studies can help engineers to choose the best DSL option
for a specific context and select the ones that fulfill their requirements. Unfor-
tunately, despite that the aforementioned surveys show that DSL tools have
reached a good level of maturity, they also show a major limitation of these
tools; i.e., the lack of formal reasoning. Kosar et al. [15] observed that only
5.7% of primary studies applied a formal analysis approach, and mentions that
“there is an urgent need in DSL research for identifying the reasons for lack of
using formal methods within domain analysis and possible solutions for improve-
ment”. One possible reason identified by Bryant et al. [4] is that the syntactical
description of DSLs is often straightforward, but specifying detailed behavior
(semantics) is much more harder. This would explain why only the syntax of
DSLs are formally described, but the semantics are left toward “other less than
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. Guizzardi et al. (Eds.): RCIS 2022, LNBIP 446, pp. 495–512, 2022.
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desirable means” [4]. The recent study of [14], appeared in 2020 (more than seven
years after [15] and [4]), does not report on a better situation because it only
refers to testing (the formal dimension is completely absent). This study shows
that among the 59 discussed tools only 9 provide supports for testing. This is
an important shortcoming because it weakens the applicability of DSLs, espe-
cially for safety-critical systems. Indeed, in these systems correctness is a strong
requirement and it is often addressed by the application of formal methods.

During the last three years we investigated and developed a solution to this
problem by proposing a Formal Model-Driven Engineering (FMDE) approach to
create zero-fault DSLs, which are DSLs whose semantics (static and dynamic)
are mathematically proved correct with regards to their structural and logical
properties. We developed the Meeduse tool [10] to make the bridge between MDE
and the formal B method [1]. Technically the tool is built on EMF [28] (The
Eclipse Modeling Framework) and ProB [20], an animator and model-checker
of the B method that is certified T2 SIL4 (Safety Integrity Level), which is the
highest safety level according to the Cenelec EN 50128 standard. ProB is also
used by companies such as Alstom, Thales, Siemens, General Electric, ClearSy
and Systerel. In addition to the formal reasoning about the semantics of DSLs,
the Meeduse tool offers execution and debugging facilities, which is a major
contribution in comparison with other works built on Abstract State Machines
and Maude [25]. The overall idea is that animation done in ProB is equivalently
applied to the input EMF model leading to a correct model execution.

This paper surveys the current situation of xDSLs and presents the contribu-
tions of our FMDE approach for xDSLs. Note that Meeduse has been discussed
in several other papers. However, every publication explored a specific facet of
DSLs and the B method without a clear vision about the situation. The contri-
butions of this paper are therefore:

1. review progress made, tool support, and case studies, which attests to the
interest and power of our FMDE approach to building xDSLs.

2. put certain criticisms and received ideas concerning formal methods and
translational approaches into perspectives.

3. provide useful research directions that may help gain visibility and also
strengthen the application of FMDE in system design.

In Sect. 2 we present the strengths and the limitations of the two major
approaches for xDSLs: translational and in-line approaches. In Sect. 3 we pro-
vide an overview about Meeduse and discuss its originality in comparison with
existing works. Section 4 discusses three successful realistic applications of the
tool. Finally, Sect. 5 presents the conclusion and perspectives of our works.

2 Executable DSLs: Correctness and Challenges

2.1 Observations

Several research works have been devoted by the MDE community in order
to deal with executable DSLs. The major intention is to support early valida-
tion and verification in the development process. Indeed, an executable model
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not only represents the structural features of a system, but also deals with
its behaviour. The model is therefore intended to behave like the final system
should run, which provides the capability to simulate, animate and debug the
system’s properties before its implementation. In the literature there are two
major approaches to implement the execution semantics of a DSL: translational
approaches and in-place approaches. The former translate the DSL semantics
into a well-established semantic domain that is assisted by numerous tools, such
as MAUDE, ASM or FIACRE. The latter weave the execution semantics into
meta-models, which is often done by extending the semantic domain of a DSL
with action languages. Every approach has its strengths and limitations that can
be summarized by [5]:

– Translational approaches:
• Strengths: apply available tools, such as animators and/or model-checkers

to ensure the execution capabilities of the DSL.
• Limitations: first, often these approaches require complex transformations

to implement the mapping from the DSL to the target semantic domain,
and second, the execution results are only obtained in the target domain.

– In-place approaches:
• Strengths: allow a more intuitive definition of executable DSLs since the

language engineer has only to deal with concepts of the DSL and not with
another target language.

• Limitations: require to implement for each DSL all the execution-based
tools.

Since the objective of an xDSL is to ensure early validation during the devel-
opment process, the developer must have some confidence in the underlying
verification tool. Nonetheless, on the one hand [14,15] show that the verification
feature of existing LWBs is very limited; and on the other hand, the dependabil-
ity of the resulting system is strongly related to the correctness of the DSL. In
[32], the authors analysed the risks of using LWBs regarding the introduction
of faults into a critical software component. The authors observed that existing
LWBs have not been developed using a safety process and attested that “par-
ticular DSLs could be, but that is only of limited use if the underlying LWB is
not”. In this sense, a translational approach is much more pragmatic because it
reuses well-established verification tools, that are often widely accepted by the
formal methods community. In [9] we have done an empirical study with various
existing xDSL platforms, and we showed that failures may originate from several
concerns:

C1: The abstract syntax of the DSL, often represented with a meta-model and
the associated modeling operations such as object creation and destruction,
and also the setters and getters. This kind of failures is due to the fact that
the execution semantics of the DSL apply the modeling operations in order
to update a given model during its execution.
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C2: The model itself, because LWBs may apply some internal choices that are
not conformant to the standard semantics of meta-models. Hence, incorrect
behaviours may not be exhibited while executing the model but they still
possible in the final system.

C3: The execution engine of the meta-language. For example, OCL based engines
often wrongly support non-determinism as discussed in [2,31], and even if
these theoretical solutions exist they are not yet integrated within tools.

2.2 Discussion

Undoubtedly, the usage of a formal method with well-established verification
tools is a solution to neutralize bugs that may originate from the DSL and the
modeling layer. The question is therefore “how to provide the good mixture
between correctness and expressiveness?”. We believe that the answer depends
on the application domain of the xDSL. Indeed, formal methods are often nega-
tively perceived by developers due to their mathematical notations, and conse-
quently translational approaches have a limited usage for general purpose appli-
cations. Nonetheless, formal methods showed their strengths in the safety-critical
domain, and they became a strong requirement to ensure zero-fault applica-
tions. Obviously, DSLs and language workbenches (LWBs) provide several ben-
efits to this field due to their ability to share, visualize and communicate about
domain concepts. Both formal methods and model-driven engineering are highly
desirable in safety critical systems because domain-specific representations are
omnipresent, as well as the use of provers and model-checkers. We assume that
the reader may agree with this claim, even if it appears that for larger scale
projects formal methods are not as widespread, because of the overhead they
may create during the development activities.

In our opinion, bridging the gap between both worlds (MDE and FM) does
not require innovative solutions and can be done by integrating well-established
tools provided by both the Formal Methods community and the MDE commu-
nity. The lack of automated formal reasoning in LWBs, and more generally in
MDE, is not due to the complexity of formal methods and their mathematical
background, but originates from the lack of initiatives that are dedicated to the
integration of both techniques. A supporting argument could be the assertion by
[15] that “researchers within the DSL community are more interested in creat-
ing new techniques than they are in performing rigorous [empirical] evaluations”.
Moreover, the MoDeVVa Workshop (Model-Driven Engineering, Verification and
Validation) collocated with the MODELS conference, and also the international
conference on integrated formal methods (IFM) are good illustrations of this
claim, because they have presented many approaches over the years where for-
mal methods found their way in MDE techniques, and vice-versa. We can assume
that the required material to provide a viable FMDE for DSL execution in LWBs
already exists. Unfortunately, not only the integration attempts remain poor,
but also the applications of existing approaches remain limited to illustrative
examples without going further towards realistic safety-critical requirements.
This observation may explain why existing approaches [7,23,25,30,33] are not
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discussed at all in [14,15]. As far as we know, the only modeling tool with exe-
cution facilities that is proven correct is Scade [6], but this means that one
cannot extend it with domain-specific constructs without proving the correct-
ness of these constructs and the underlying behavioural semantics. Our solution
provides a LWB (called Meeduse [22]) that allows one to formally define and
reason about the semantics (static and dynamic) of xDSLs using the formal B
method [1]. The underlying approach is a translational approach, but it goes a
step further in comparison with existing translational approaches by addressing
the three concerns discussed above and by providing realistic applications from
the safety-critical domain.

3 The Meeduse LWB

3.1 Overall View

Figure 1 summarises the main concepts of the approach. First, the MDE expert
defines the meta-model of a DSL and its underlying contextual constraints. Then,
Meeduse translates the meta-model into the B language, which produces a func-
tional formal model describing the static semantics of the DSL (step (1) Trans-
lation).

(1) Translation

Dynamic Semantics
AtelierB Proof

Instance

(2) Valuations

(3) Execution (ProB)

Formal methods expert

Domain expert

MDE expert

safety-Free
Model

safe
Model

Functional 
Model

Static Semantics

Fig. 1. The Meeduse approach.

Regarding the dynamic semantics, it is specified using additional B models
(safety-free and safe models) by means of B operations and additional invariants.
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The safety-free model is an open model from which one can exhibit undesirable
scenarios, and the safe model improves the latter with additional invariants and
preconditions such that the undesirable behaviours are neutralized. Having these
formal models, a prover (e.g. AtelierB) can be used in order to guarantee their
correctness. This task is performed by experts in formal methods and requires
skills in theorem proving.

To ensure the execution of the DSL, Meeduse applies ProB [20]. First, it
injects a given model, instance of the DSL meta-model, within the B specifica-
tion of the static semantics (step (2) Valuations). This step produces valuated
B variables whose state transitions are managed by ProB given the B opera-
tions of the dynamic semantics machine. The tool makes the bridge between the
model and the valuations of the B variables: for every animation step, the tool
automatically updates the model resource such that it remains equivalent to the
valuations of the B variables. Hence, traversing transitions produced by ProB
result in an automatic animation of the input model (step (3) Execution).

3.2 Towards a Viable Formal Abstract Syntax

Even if Meeduse is a recent tool (its reference papers appeared in 2020), the
underlying approach is not new since it provides a translation semantics to a
DSL: the meta-model of the DSL is mapped in the B language through a model-
to-model transformation. The limitations of translational approaches were widely
discussed in the literature [4]. The first one is that it “is very challenging to cor-
rectly map the constructs of the DSL into the constructs of the target language”.
This limitation originates from the fact that the mappings may not be at the
same abstraction level and the target language may not have a simple mapping
from the constructs in the source language. The use of the B method in Mee-
duse provides objective answers to these observations because meta-models are
semantically similar to the mathematical space of the B method. Indeed, the
semantics of meta-models is standardized by the Object Management Group
using the MOF (the Meta-Object Facility) in which this semantics is defined
by means of OCL constructs. These are built on the set theory and the first
order predicate logic, which are also the foundations of the B language. Further-
more, both the MOF and the B method are state-based modeling formalisms;
the semantic difference is that B applies the theory of generalized substitutions,
which makes it executable. We can then assume that B and MOF have the ability
to build models at the same abstraction level.

Structurally the MOF is a restriction of UML, which is comforting because
this means that mapping the MOF into B is not very challenging. It can be done
via a classical UML-to-B approach, which has been addressed in the past by a
plethora of works and tools:

– UML2SQL [17,18]: this work provides a formal framework for the develop-
ment of database applications. The B specifications are extracted from UML
class diagrams, state-transition diagrams and activity diagrams. Refinement
tactics are proposed in order to incrementally generate a correct implemen-
tation of a relational database.



The B Method Meets MDE: Review, Progress and Future 501

– U2B [26,27]: this work proposes to produce a B specification, called “natural”,
so that the proof obligations are as simple as possible. For example, instead
of generating a B machine from each UML class (of a class diagram), the
authors generate a unique B machine that gathers the B constructs of the
whole package.

– ArgoUML+B [19,24]: this work tried to take into account complex UML
features. It proposed, on the one hand, various solutions for the translation of
the UML inheritance mechanism, and on the other hand, a new formalization
of behavioural UML diagrams.

Table 1 summarizes the structural features of UML class diagrams that are
addressed by these approaches. The table shows that each approach has its
advantages and limitations and that obviously for a better coverage of UML a
combination of the various approaches is needed. The challenge is how to gather
into a unified framework several UML-to-B approaches from the rich state of the
art. In Meeduse the user is able to select the desired UML-to-B transformation
technique and also to combine rules coming from various techniques. This is
interesting because UML has been mapped into numerous state-based formal
languages with similar principles (e.g. Z, Object-Z and ASM), and therefore the
only remaining piece is to integrate these mappings within a unifying LWB such
as Meeduse.

Table 1. Overview of the supported UML structural features

UML2SQL ArgoUML+B U2B

Classes (undetermined instances) + + +

Classes (fixed instances) – – +

Class attributes + + +

Distinction between multi/mono-valued attributes + – –

Inheritance + + +

Associations multiplicities + + +

Associations navigation direction – + +

Roles + – +

Associations constraints + + –

Distinction between fixed/non-fixed associations + – –

Association + + –

Associative classes + – –

Parametrized classes – – +

Legend: “+” (considered criterion); “–” (non considered criterion)

3.3 ProB as an Execution Engine of xDSLs

The second limitation of translational approaches, as discussed in [4], is that
“the mapping of execution results back into the DSL is not covered”. Indeed,
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in the existing works [7,23,25,30,33] the execution results are only obtained
in the target domain because getting back the results in the source language
is often claimed to be difficult and requires to extend the abstract syntax in
order to model these results. The work of U. Tikhonova [29] uses the EventB
language but applies classical visual animation using BMotion Studio1 to the
formal specifications. Unfortunately, this is time consuming because the DSL
syntax must be redefined in BMotion Studio. Moreover, it also requires some
additional verifications in order to address the compatibility between the initial
DSL syntax and the graphical visualization that is managed by BMotion Studio.

None of the existing techniques offer a way to execute jointly the formal
model and the domain model. They start from a DSL definition, produce a
formal specification and then they “get lost” in the formal process. Meeduse
gives a new vision to the integration of xDSLs and formal methods and provides
solutions to this limitation (steps (2) Valuation and (3) Execution of Fig. 1).
Meeduse shows that getting back the execution results in the source language
is not a complicated task because, as explained in the previous section, MOF
and B are both built on the set theory and the first order predicate logic. The
difficulty may come from the theory on which the target language is built. By
using a state-based language built on the set theory and the first order predicate
logic, the semantical gap with MOF can be easily managed. We refer the reader
to [10] for the technical details about how the execution results can be translated
back to the original model without extending the abstract syntax of the DSL.

The proposed approach is inspired by [16], where the authors assume that a
tool like an animator or model checker is able to compute all execution traces
of a system and propose to implement the software system on top of programs
that execute in background the formal model by choosing traversing transitions.
By using xDSLs, we go a step further and reduce the effort required for writing
the aforementioned programs that interact with the animator. Indeed, in our
approach the developer focuses on the definition of the model’s semantics and
Meeduse generates a standard specification and implementation that can be exe-
cuted and controlled by the animator. The solution provided by Meeduse is to
guarantee the equivalence between the execution traces of the DSL and the B
data provided by ProB [20] (Steps 2 and 3 in Fig. 1). As the two models, man-
aged respectively by the LWB and ProB, evolve together during the execution
and remain equivalent to each other, then debugging can be done using either
the ProB tool, due to its numerous facilities for interactive animation, or an
EMF-based LWB such as the Gemoc Studio [8]. Debugging with ProB (or other
formal tools) may be required while developing the formal semantics of the DSL,
and debugging with the Gemoc Studio (or other LWBs) may be recommended
to the end users (or domain experts) who are often uncomfortable with formal
tools.

Figure 2 is a screen-shot of Meeduse while running a Petri-Net model of
the bounded-buffer producer/consumer synchronization [3]. The top-left side
shows the graphical representation of the Petri-Net model where two processes

1 http://www.stups.hhu.de/ProB/index.php5/BMotion Studio.

http://www.stups.hhu.de/ProB/index.php5/BMotion_Studio
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share a common buffer: the producer (whose states are pending and progress)
and the consumer (whose states are ready and accept). In this model, sequence
(start; produce)∗ increases the number of tokens in place buffer until a fixed
bound is reached; and sequence (request; consume)∗ decreases this number by
five. The other views of Fig. 2 are provided by Meeduse for interactive anima-
tion and debugging: (1) the execution view from which the user can select and
run possible instances of the B operation for transition firing, (2) the execution
history view allowing an omniscient debugging, which is useful to go backward
in time, and (3) the state view giving the various valuations of the B variables
in the current state. The tool also informs the user whether the invariant is
preserved or not. In addition to the animation of xDSLs, Meeduse benefits from
the numerous model-checking strategies of ProB such as (without being exhaus-
tive): heuristic-based and breadth/depth search, reachability analysis with LTL
formulas and predicate decomposition.

Fig. 2. Running a Petri-Net model in Meeduse

4 Applications

Meeduse has been successfully applied to realistic case studies showing the via-
bility of our Formal MDE (FMDE) approach and the benefits of the tool to the
development of correct executable DSLs:
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1. To simulate safe train behaviours [11,12]. This application builds on a graph-
ical DSL that can be used by railway experts to design railroad topologies
and simulate (un)safe train movements.

2. To execute model-to-model transformations [13]. This application was carried
out during the 12th edition of the transformation tool contest (TTC’19) and
won the award of best verification and the third audience award.

3. To prove the execution semantics of PNML (Petri-Net Markup Language),
the international standard ISO/IEC 15909 for Petri-nets, and to take benefit
of the capabilities of the B method in the Petri-net field. This application led
to a full-fledged tool called MeeNET (Meeduse for Petri-Nets).

4.1 FMDE for Railway Systems

It is known that the usage of formal methods in safety-critical railway systems
is a strong requirement because their failures may lead to accidents and human
loss. However, while formal methods provide solutions to the verification prob-
lem, human errors may lead to erroneous validation of the specification, which
may produce the wrong system. Thus, involving the domain expert in the devel-
opment process makes sense; first to avoid the eventual misunderstandings of
the requirements by the developer and second to have a well-defined specifica-
tion. Furthermore, in the railway domain, textual and graphical representations
of domain concepts are widely used in the various reference documents, which
allows sharing the knowledge about several railway mechanisms such as track
circuits, signalling rules and interlocking systems. Formal methods and DSLs are
therefore inescapable for railway systems definition and development. Unfortu-
nately, most modeling tools (e.g. SafeCap, RailAid) are not built on a formal
approach; and most formal solutions are not supported by domain-specific mod-
eling tools. The application of Meeduse to the railway field showed its strength
to mix both aspects in the same tool. The work was funded by the NExTRegio
project of IRT Railenium and supported by SNCF Réseau. The intention was
to deal with the analysis of railway signalling systems based on emergent train
automation solutions, especially the European Rail Traffic Management Sys-
tem (ERTMS) and the underlying Train Control System (called ETCS). There
are three levels of ERTMS/ETCS which differ by the used equipments and the
operating mode. The first two levels are already operational, and the third one
is still in design and experimentation phases: it aims at replacing signalling sys-
tems with a global European GPS-based solution for the acquisition of train
positions. Our FMDE solution led to a graphical DSL equipped with proved
formal semantics, which safely assists domain experts while defining the domain
models and simulating the underlying operating rules. Figure 3 gives different
states of the domain model (left hand side) with the list of B operations (right
hand side) that can be enabled by the animator at every state.

In the first state, on top of this Figure, the domain expert can: (i) change
the direction of trains TRAIN1 and TRAIN2; (ii) change the switch from
straight to divergent; (iv) arm the auto train stop (ATS) of PORTION2; and
(v) compose train routes using instances of operation Safe MA AddPortion. The
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Fig. 3. Meeduse animation of a railroad model with safe execution semantics

execution of operation Safe MA AddPortion(MA2,PORTION3) followed by oper-
ation Safe MA AddPortion(MA2,PORTION2), reaches the state presented in the
middle of Fig. 3 where the color of PORTION2 and PORTION3 became orange
meaning that these portions are reserved for some train. In this state, operation
safe Train Move can be enabled in order to start moving TRAIN2. Opera-
tion Safe Train Move(TRAIN2) can be animated twice which leads to the state
in bottom of Fig. 3 where TRAIN2 occupies PORTION2 after consuming the
authorizations provided by its route.

4.2 FMDE for Model Transformations

Model transformation is a core concept in MDE. It aims to automate the extrac-
tion of platform specific representations and/or executable artifacts from high
level models. Thus, the developer focuses on the modeling activities rather than
on coding. After more than a decade of maturation, several tools have been
developed (e.g. QVTo, ATL, TGG) and it became possible to leverage model
transformations within software development and use them to build large-scale
and complex systems. In this respect, the correctness of model transformations
became crucial. Despite the advances in this field, the Verification & Validation
(V&V) of model transformations still remains scattered, and perspectives on the
subject are still open. Between 2012 and 2016, the international Workshop on
Verification of Model Transformations (VOLT) tried to offer researchers a ded-
icated forum to classify, discuss, propose, and advance verification techniques
dedicated to model transformations. Several solutions have been proposed:
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incremental deductive verification, testing via classifying terms, applying reduc-
tion techniques, using model transformations to verify model transformations
themselves. Unfortunately, these techniques were not generalized and realistic
applications remain very limited or almost absent. We believe that this is due to
the fact that the underlying V&V are not focused on safety-critical systems, but
presented as solutions to software engineering in general − where testing remains
the norm. For example, proving the transformation of UML class diagrams into
RDBMS may show the complexity of a formal approach, but clearly hides how
useful it is in practice, since the case does not deal with safety. A FMDE app-
roach makes sense once critical concerns have to be taken into account. This is
confirmed by our participation in the 2019 edition of the transformation tool
contest (TTC’19), where the call for solutions was about a case study that is
well-known in safety-critical systems: the transformation of Truth Tables (TT)
into Binary Decision Diagrams (BDD). Our major observation is that among
the seven participants, Meeduse was the only attempt that addressed V&V; the
other solutions addressed flexibility, performance and optimality. Meeduse was
not only used to verify the model transformation, but also to execute it, which
is its novelty in comparison with the discussed approaches. However, the down-
side is its low performance when executing the transformation of huge models.
Nonetheless, as the transformation is written in B, proved and attested for mid-
dle size models, it can therefore be used as a reference specification from which
one can build a low-code model transformation.

Fig. 4. Application of Meeduse to DSL transformation.

Figure 4 shows the various views of Meeduse where the modeling view deals
with the representation of the input DSL. In this application, formal operational
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semantics, written in B, consume truth table elements and progressively produce
a binary decision diagram. This application allowed us, on the one hand, to figure
out how far we can push the abilities of a formal method to be integrated within
model-driven engineering, and on the other hand, to present an original approach
to think, reason and execute DSL transformations using a formal method.

4.3 FMDE for XML Standards

XML is used across a lot of domains because it favours readability (due to its
structuring features) and interoperability between platforms (due to the avail-
ability of parsers). Several communities have developed XML-based exchange
standards to structure domain concepts and improve the interoperability of the
growing number of computer applications that use these domain concepts. In the
railway field, we can refer to RailML (Railway Markup Language, an open XML
based data exchange format for data interoperability of railway applications). An
XML file is a DSL, whose static semantics (well-formedness rules) are established
via an XML schema, which is itself a meta-model in the MDE jargon. Dealing
with XML documents opens a broad spectrum of possibilities to FMDE, since
a formal approach can be applied to any domain standard approved by experts.
Having this argument, we applied Meeduse to PNML (Petri-Net Markup Lan-
guage), the international standard ISO/IEC 15909 for Petri-nets. PNML pro-
vides an agreed-on interchange format that is compliant with a formal definition
of Petri-nets and is managed by EMF-based platforms such as PNML Framework
and The ePNK. This application was motivated by the following points:

– There exist several widely known tools that implement the Petri-net theory
for verification purposes.

– Petri-nets were applied to the safety-critical domain with several success sto-
ries such as the Oslo subway.

A FMDE approach for PNML contributes towards this field by providing
practitioners the possibility to benefit from the rich catalog of MDE tools without
losing sight of correctness and rigorous development. This application led to a
tool called MeeNET in which a PNML file can be executed, debugged, verified
and translated into an implementation.

5 Discussion and Future

This paper has given an overview of our FMDE approach and presented realistic
applications of our tool support, which shows that the integration of executable
DSLs together with theorem proving, animation and model-checking is viable
and should be explored further. However, in safety-critical systems, tools must
be qualified before being used. Voelter et al., in [32] state that “one way to qual-
ify a given tool based on domain standards is to show that the tool has been used
successfully in industrial projects built on the aforementioned standards, collect
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usage reports and malfunctioning reviews, and define process-based mitigation
that should be used when the tool is applied”. The formal aspects of Meeduse can
be qualified in this way because it is built on the B method which is already
proven in use: the B method provides a safe development process ranging from
theorem proving to code generation, and both AtelierB and ProB were success-
fully used in several real-life safety-critical systems.

However, it is difficult to objectively apply the same principles to the non-
formal aspects of Meeduse because it is an emergent approach and even if it
has had several realistic applications, including a major one in the railway field,
these applications were not at an industrial scale. Other ways to qualify a tool
include proof and extensive validation that the tool is correct or showing that
the tool itself has been developed with a formal and safe process. This is a much
more realistic way because although the OMG did not establish guidelines for
qualifying MOF-compliant tools, the MOF reference document provides a semi-
formal specification applying XMI (for the syntax) and OCL (for the semantics).
Checking that Meeduse is MOF-compliant can be done via a formal definition
of the MOF semantics and the proof that data structures and algorithms used
in the tool preserve these semantics all along the execution. Currently, we are
working on this direction by formalizing the concepts of Meeduse using Meeduse
itself, which would provide much more confidence in the tool and the underlying
approach.

Furthermore, it is worthreviewing to mention that the usage of B appears
as a good choice for several reasons: (1) the availability of a rich UML-to-B
state of the art, that allowed us to provide a viable translation from MOF into
B (considering that MOF is a restriction of UML); and (2) the usage of the-
orem proving, in addition to model-checking, to guarantee zero-fault DSLs. In
most application domains such as Requirements Engineering, Enterprise Archi-
tectures, Business Process Management and Legal Contracts, where DSLs do
exist, the commonly used verification tools are model checkers and/or SAT/SMT
solvers. Meeduse may introduce theorem proving to these domains. Besides our
own experience and judgement, the B Method has been compared to other state
based formal methods and tools in [21] and got several good points. Regarding
scalability, which is “the ability to be well applicable to arbitrarily large and com-
plex projects”, the B method is ranked (Good). The work also highly ranks the
verification features of B and its tool support. Nonetheless, we are aware that in
order to broaden the spectrum of Meeduse several target formal approaches have
to be addressed. This objective belongs to our short term perspectives (Fig. 5)
and do not seem technically difficult since the power of Meeduse comes from
ProB, and ProB is itself a multi-target platform covering (in addition to B)
Event-B, Z, Alloy and TLA+. Translations from UML to these languages have
already been investigated in the past; we just need to integrate them within
Meeduse. We recall that we built this paper on the (strong) claim that FMDE
does not need innovative solutions, but rather integrative initiatives of existing
well-established approaches.
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Figure 5 gives the evolution time-line of Meeduse with the major highlights
and our current and short-term perspectives. The red time-lines refer to DSL
tools that are powered by Meeduse and which have their own existence, such as
MeeNET. The latter allowed us to investigate several interesting research direc-
tions such as DSL refinements and transpilation. Meeduse is a language work-
bench dedicated to formally instrument any EMF-based DSL with correctness
concerns. We experimented it on various kinds of applications in order to evalu-
ate its strength. For example, in the smart-home domain (project DomoSur) we
focused on the execution of the DSL at run-time, being inspired by [16]. The app-
roach also covers model transformations (M2M). Indeed, we have adapted our
TTC’19 proposal to provide a LWB that is suitable for model transformations.
Currently, we are working on bi-directional transformations by addressing two
features: (1) proving the isomorphism of a transformation in B, and (2) updating
the input model from changes done in the output model (propagation).
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Fig. 5. Evolution time-line of Meeduse.

The applications discussed in this paper provide a narrow view of DSLs that is
focused on safety-critical systems. The xOWL project (executable OWL), started
this year, addresses knowledge engineering. It has a different view and studies
the possibility to consider other application domains, which would allow us to
analyse the implications of FMDE outside safety-critical systems. The motiva-
tion of the project is that domain ontologies evolve continuously, which leads
to several problems, especially change impact analysis and resolution. Among
existing works, pattern-driven techniques have been proposed to provide guid-
ance during the ontology evolution so that it remains consistent. In the xOWL
project, ontologies are described via the Ontology Web Language (OWL). Con-
sidering that OWL is a DSL, our proposal is to rethink the underlying evolution
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patterns by means of execution semantics that apply the expected changes to
a given ontology. We have instrumented the W3C functional syntax of OWL
in Meeduse, leading to a lightweight development approach. Indeed, the devel-
opment effort is limited to the specification of the evolution patterns and their
verification and validation. All the other features of xOWL (execution, verifica-
tion and debugging) are provided by Meeduse.
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Abstract. Content Management Systems (CMSs) are the most popular
tool when it comes to create and publish content across the web. Recently,
CMSs have evolved, becoming headless. Content served by a headless CMS
aims to be consumed by other applications and services through REST
APIs rather than by human users through a web browser. This evolution
has enabled CMSs to become a notorious source of content to be used
in a variety of contexts beyond pure web navigation. As such, CMS have
become an important component of many information systems. Unfortu-
nately, we still lack the tools to properly discover and manage the infor-
mation stored in a CMS, often highly customized to the needs of a specific
domain. Currently, this is mostly a time-consuming and error-prone man-
ual process.

In this paper, we propose a model-based framework to facilitate the
integration of headless CMSs in software development processes. Our
framework is able to discover and explicitly represent the information
schema behind the CMS. This facilitates designing the interaction between
the CMS model and other components consuming that information. These
interactions are then generated as part of a middleware library that offers
platform-agnostic access to the CMS to all the client applications. The
complete framework is open-source and available online.

Keywords: Content Management System · Headless · Model-Driven
Engineering · Reverse engineering · REST API

1 Introduction

Content Management Systems (CMSs) are one of the most popular options to
create content across the web. These systems, such as WordPress, Drupal, or
Joomla, represent nearly 61,3% in terms of published websites [3,28]. One of
the main reasons for this popularity is the great user experience provided by
CMSs while creating content that empowers non-technical users to be part of
the content creation chain [4]. Besides, CMSs have evolved in the last years
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by implementing APIs to allow external apps to discover and interact with the
content of these systems. This evolution, known as headless CMSs, has shifted
the main focus of these systems, traditionally on desktop solutions, to other
kinds of applications such as mobile apps and other front-end apps.

As an example, in the media industry, CMSs are widely used to build digital
solutions. Sony Pictures1, Le Figaro2, and Syfy Channel3 are some of the media
companies powering their digital solutions with open-source CMSs. The content
created inside these solutions, such as news, podcast, or video, represents the
key asset of these companies. Therefore, any new software development project
in these companies will likely depend on, and require, the content in the CMSs.

This integration is becoming more difficult as CMSs solutions are becoming
increasingly complex as so they do the APIs they expose. Moreover, typically,
large companies must deal with various deployed CMSs, some of them legacy
versions, that need to be combined to satisfy the application informational needs.
There is a clear need for new methods that help in managing these complex
integration processes as part of new software development projects. In parallel,
there is increasing adoption of the Model-Driven Engineering (MDE) practices
[11,14] as MDE has been proven useful to tame the development complexity.
Unfortunately, while we have several solutions to facilitate the integration of
SQL [10,16] and No-SQL [1,7] backends in MDE-based processes, there is a lack
of solutions to support applications that rely on headless CMSs as a content
source. Therefore, the integration of headless CMSs with other apps has been
done by manual solutions, being these solutions time-consuming and error-prone.

In this work, we propose a framework to enable the integration of headless
CMSs in MDE-based software development processes. The framework is com-
posed of (i) a core model of CMSs, (ii) a reverse-engineering process to extract
the model from an existing deployed CMS in a UML representation, and finally,
(iii) a code-generation process that generates a middleware library to bridge the
gap between the front-end consumer app and the CMSs. The framework focuses
on existing CMSs rather than on creating new ones from a UML model because
we have detected that most of the CMSs are already created, and there is a need
to use them as a content source.

With our framework, companies can quickly discover the information schema
behind each CMS and represent it explicitly as a UML model. This model
can then be integrated with other software models in the project. Finally, our
framework also assists in the generation phase, simplifying the writing of all the
required glue code between the different components. As an outcome, we have
built our proposal as an Eclipse plug-in and can be found in an open repository4.

The paper is structured as follows. Section 2 presents the general overview
of the framework. Section 3 presents our Core CMS model and, Sect. 4 presents
the reverse engineering process. Section 5 shows an example of integration and,

1 https://www.sonypictures.com/tv.
2 https://www.lefigaro.fr.
3 https://www.syfy.com.
4 https://hdl.handle.net/20.500.12004/1/C/RCIS/2022/001.

https://www.sonypictures.com/tv
https://www.lefigaro.fr
https://www.syfy.com
https://hdl.handle.net/20.500.12004/1/C/RCIS/2022/001
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Sect. 6 presents the generation process. Finally, Sect. 7 presents the developed
tool, Sect. 8 summarizes the related work, and Sect. 9 wraps up the conclusions
and the future work.

2 Framework Overview

In this section, we provide an overview of the proposed framework. The main goals
of the framework are (i) to extract and explicitly represent the specific model of a
deployed CMS to enable the integration of CMSs as information sources within a
global model-based development process, and (ii) to generate the glue code that
will transform any model-level interaction between the CMS model and other mod-
els (e.g. GUI models) in proper calls to the Headless CMS API.

Following Fig. 1, the first step is the Reverse engineering process. This process
takes as input the target CMS (in particular, its URL and user credentials), and
imports the predefined Core CMS model with basic CMS concepts. Then, creates
the target CMS model as an extension to the core CMS one. The discovery
process is implemented as a set of calls to the CMS API, adapted to the API
offered by each CMS platform. We use UML to represent these models.

As this obtained model is a purely standard model, designers can refine it
and combine it with other models. For instance, we can easily model how a User
Interface model queries the CMS model to retrieve the information it needs to
show to the user in a platform-independent way.

The final step is the Code generation process. This process takes as input the
CMS Driver that corresponds to the CMS platform and uses it to generate a
middleware library allowing consumer apps to get the information they need from
the CMS. Note that the API offered by the middleware only depends on the CMS
content schema, not on the underlying CMS platform. The API is consistent
across any CMS technology which facilitates any future CMS migration. As part
of the API we have all the usual filtering, ordering and pagination methods that
may be needed to iterate on the CMS content.

In next sections we present in detail each of these steps.
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3 The Core CMS Model

This section presents our core model for CMS, representing the common concepts
shared by all major CMS vendors. The goal of this model is to facilitate the
representation of the information schema behind specific CMSs by providing
basic types that can be extended. This avoids having to start from scratch every
time. Moreover the core elements also facilitate the management of CMS models
when there is no need to access its detailed structure. This core model will
be used by the reverse engineering process, see Sect. 4, to create the complete
model-based representation of an input CMS.

We have come up with the elements in the core model after analyzing the
three major CMS platforms (Drupal, WordPress and Joomla; as they together
have over 70% of the market share in this domain [3,28]) and inferring the com-
monalities among them. Figure 2 shows a partial view of this common model.
We focus on the access control and the content information parts. A more com-
plete model, which also supports features such as revisions or translations of the
content, is available in the online repository.

According to Fig. 2, we can see that many classes inherit from ContentEntity.
This class provides the last update time of the entity and a unique identifier for it.
This identifier will be used to query the CMS API and get the entity information
and its linked resources.

Immediately below, we have ContentType, that represents any content stored
in the CMS. Typically, most CMSs offer at least pages and posts as content
types, but any non-trivial CMS will come with several custom types to better
represent the information domain the CMS is serving. Each custom type will be a
subclass of this root ContentType element. We can always associate a Comment
to a content type. Comments have a hierarchical relationship, allowing different
threads of comments to coexist in parallel and can be associated with a user if
the comment is done by a registered one. Content types can also be classified in
taxonomies. Two typical taxonomies are Tags and Categories. As we have found
these taxonomies in all CMSs we have directly included them in the core model
but a specific CMS could also have custom taxonomies. Taxonomies also have a
hierarchical relationship.

Moreover, CMSs also have Media files that can be attached to the content,
such as images, videos, or audio files. They are represented independently of
the context where they are embedded, since media items can be reused across
different content pieces. This also means that CMSs could also be used as a
media repository. Finally, Blocks represent complementary pieces of content of
a ContentType, for example, the ads attached to a particular content piece.

Beyond content management, CMS pay special attention to the access control
and allow defining who can access the content following a standard Role-Based
Access Control approach [15], where every user has a set of Roles attached, and
every Role has a set of permissions attached. Permission represents a specific
action that a user can do inside the system. There are two subtypes of per-
missions, the GeneralPermission which is not attached to a particular domain
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Fig. 2. Schema and User Management of the Core CMS model

entity, for instance, “access to the admin dashboard” and, the SpecificPermission
that is related to a specific content type, for example, “edit video article”.

4 The Reverse Engineering Process

In this section, we explain the reverse engineering process. This process is the first
step in the integration framework and aims to extract the model of a deployed
CMS. On one side, it starts by getting the URL and the user credentials of the
target CMS to discover its API. On the other side, the process receives the Core
CMS Model presented above to perform a set of extensions over it to extract the
model of the deployed CMS. As a result, we get the model in UML facilitating
the integration with other parts of the system as shown in Sect. 5.

In this section, we present a comparison of the API architecture between
technologies, the discovery process followed to extract insights from the API,
and the extension strategy followed over the Core CMS Model to fit particular
data scenarios.
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4.1 The CMSs API

Concerning the API, the different CMSs implementations use a REST API to
expose their content5. These REST APIs follow different standards depending
on the implementation. As an example, Drupal and Joomla follow JSON:API
[12] as a way of structuring the answer and providing links to navigate between
resources, while WordPress uses HAL [23] as its standard way to provide linking
between resources.

In contrast, all the APIs expose the schema of the CMS. As a schema, we
mean the entities and attributes of the CMS and the custom ones created over
the specific installation. Besides, if a change is done in the CMS schema, the API
is updated automatically, meaning that we can consider this API as the current
state of the CMS schema. Finally, all the analyzed technologies implement Open
API [17] as a standard for API description in conjunction with custom discovery
mechanisms specific to each technology. The Reverse Engineering process uses
the Open API descriptions and these custom methods to perform the discovery
process.

4.2 Discovery Process

To perform the extraction, we analyze the API by using the discovery methods of
each CMS implementation. First, we systematically fetch all the API resources
to detect all the entities exposed by the deployed installation. Then, we analyze
the answer to infer from which type is every detected entity and which attributes
has. Once we have spotted all the entities and their attributes, we analyze, again,
the answers to detect their relationships.

Listing 1. Example excerpt of API answer

1 "info": {
2 "title": "Journal CMS",
3 },
4 "host": "example.com",
5 "basePath": "/api",
6 "definitions": {
7 "node --videoarticle": {
8 "title": "node:videoArticle Schmea",
9 "description": "news main content",

10 "properties": {
11 "attributes": {
12 "id": "Integer",
13 "title": "String",
14 "...": "..."
15 },
16 "relationships": {
17 "0": {
18 "type": "taxonomy --category",
19 "link": "..."
20 }
21 }
22 }
23 }

5 Other API architectures as GraphQL are also implemented but not included in
the standard installation. More information about the discussion can be found at
https://dri.es/headless-cms-rest-vs-jsonapi-vs-graphql.

https://dri.es/headless-cms-rest-vs-jsonapi-vs-graphql
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In Listing 1 we can see an example excerpt of Drupal’s API answer. In this
example we can see a node--videoarticle definition which is an entity that inherits
from ContentType. We guess the inheritance from the term”node” which refers
to ContentType in Drupal’s terminology. Under properties we can see a set of
attributes as id, title and others (lines from 11 to 15). Finally, we can see that
our entity has a relationship with a Taxonomy of type Category and the same
answer provides us a link to fetch and discover this relationship (lines from 16
to 20).

If we detect entities that are not in the proposed core CMS model, we can
know from which types these entities inherit. For instance, in Listing 1, VideoAr-
ticle is a specific type of ContentType, and therefore, we will create a new class
extending our ContentType class of the core model. This new class also will retain
some specific annotations, such as the URL of the endpoint. It could be noted
that this process is tied to every technology implementation as every technology
builds the answer in different ways. Therefore, a specific extractor needs to be
developed to support every CMS implementation.

4.3 Extraction Example

In Fig. 3 we have an example of an extracted model of a journal site. This
example shows how the discovery process and the extensions over the Core CMS
model can describe complex data scenarios. This example describes a journal
with different types of content such as video articles, written news, and podcasts
with relationships between them.

In the figure, VideoArticle represents the news edited as video. This class
has a relationship with a Video and some attributes, like likes, which represent
the number of likes made by users. In terms of Taxonomies, VideoArticle have a
relationship with AgeRating which classifies the video by age recommendation.
In addition, it also has a set of Tags to facilitate the search of this content.
Finally, this class has a relationship with a set of NewsArticle. If a user wants
further information about the news, this represents the related written news of
the VideoArticle.

NewsArticle class, which extend from ContentType, represents the written
news. As previous, this class has attributes, like likes, which represent the num-
ber of likes made by users. Also, the NewsArticle has a relationship with Ban-
nerAds, which extends from Block, that represents the advertisements attached
to a specific news. This relationship allows configuring the advertisements pol-
icy inside the CMS, and reproduce it also in the consumer apps. In addition,
NewsArticle can have a set of related VideoArticle attached to it. In the jour-
nal’s example, this represents written news that have their version as video news
to be shown on a streaming platform or TV. Moreover, NewsArticle also have
media Images as the images of news.

Finally, another main content of the site is Podcast, which has a relationship
with media Audio, which represents content edited by audio. This content audio
format has been gaining popularity in the last year and is a clear example of
how CMS manages different types of content.
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Fig. 3. Example extracted model of a journal’s CMS

In conclusion, after the Reverse Engineering process, we obtain the model of
our deployed CMS in UML. This model can work with complex data scenarios,
as we can see in Fig. 3, and is ready to be integrated with other parts of the
systems, as we see in the next section.

5 Model Integration and Refinement

The result of the reverse engineering process is a fully compliant UML class dia-
gram. As such, we can use, combine, and refine that diagram as we would do with
any other model of our information system. One of the most obvious integrations
can be specifying how the user interface of different consumer components, such
as web applications or mobile apps, query the extracted CMS model to retrieve
the information they need to show to their users.

We will use this scenario to continue with our running example. Let’s assume
our media company is interested in building a mobile app to show a video news
feed to its users. More specifically, the app will show the video feed, let users like
some specific videos (and these likes will be stored the CMS for future rankings
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JournalCMS::
VideoArticleMobile App

See VideoFeed

Show feed of video article

Press like to video article

Get VideoArticle Collection

VideoArticle Collection

Update VideoArticle

Show like to user

Get related NewsArticles

NewsArticle collectionShow related news

Get related news

See video article detail

Show detail

JournalCMS::
NewsArticleApp user

Fig. 4. Integration example sequence

and optimizations), access the details of a particular video and get related news
to the ones she is watching.

All this information is available in the Journal CMS. And since we now
have it explicitly represented as a model, we just need to define the interaction
between the UI app model and the CMS model. A possible sequence diagram is
shown in Fig. 4. In the diagram, when a user wants to see the video feed, a call
to the VideoArticle class is performed. When a user likes a specific video, this
is translated to an update call to the journal’s VideoArticle class. Finally, when
a user sees a video detail, the user can access the related content, querying, in
that case, the journal’s NewsArticle class.

The methods used in the sequence diagram are self-explanatory and, as we
will see in the next section, will be made available in the next section via the code
generation process. For more advanced scenario, we could also consider using a
language like the Object Constraint Language [19] to more formally specify the
exact queries to perform to the CMS.

Similarly, we could model other types of interactions or static diagrams with
our CMS model. The key point is to realize that these interactions are modeled
as any other type of interaction between two models and that when doing so
the designer does not need to worry about the underlying CMS platform and
version. The designer can stay at a platform-independent model. In fact, it would
be possible to define a client consumer application that reads from two different
CMS models without the designer not even being aware that the queried data
elements belong to separate CMSs.
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6 Code Generation Infrastructure

The final step of the framework is the code generation process. This process aims
to generate a middleware library to facilitate the communication between the
deployed CMS and consumer applications.

Regarding the presented integration example in Fig. 4, the middleware would
be in charge of the interaction between the Mobile app and the content of the
Journal’s CMS such as VideoArticle and NewsArticle. This middleware could
work with other components (e.g., generating the mobile app) by providing the
glue code required to ensure the communication between the app and the content
source.

In this section, following Fig. 5, we explain how this middleware is structured
to be easily extensible for other technologies and how the consistent API is
designed to abstract practitioners from the underlying technology. Finally, we
provide a usage example of the middleware library following the integration
example presented in Sect. 5.

6.1 Middleware Structure

The middleware structure is composed of a set of generated classes from the
extracted model, and a CMS Driver composed by a set of static classes that
allows us to move back and forward the data of the generated classes between
the consumer app and the source CMS.

The generated classes are the dynamic part of the middleware. For each UML
class of the extracted model, a java class is generated for it. This class contains
the UML class attributes and relationships, and the possible sorter and filters to
interact with the API. For instance, in Fig. 5, the class VideoArticle corresponds
to the class VideoArticle of the example extracted model in Sect. 4. In addition
to the previous ones, a JournalSiteManager is generated. This class is built using
the singleton pattern and represents the whole CMS site, and brings access to
the generated classes with specific methods for each one.

The CMS Driver classes are the static part of the middleware. The Driver
class is in charge of the communication with the source CMS and is the only one
tied to a particular technology. This approach means that the driver is the only
class we need to reimplement to extend support for new CMS technologies. This
driver has a single relationship with the JournalSiteManager class. In Fig. 5, we
can see a DrupalDriver class as our journal’s site is powered by Drupal.

Also, inside the CMS Driver, and to ensure the separation between the agnos-
tic part and the specific part, we propose the GenericResource class as an inter-
face between the generated classes and the driver. In addition, we suggest a
SearchQueryBuilder class as a way to provide a consistent API to practitioners
in terms of fetching the source CMS. At last, SearchQuery is the result of the
query builder being an immutable class and allowing the DrupalDriver class to
build the particular final query to the CMS API.
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VideoArticle

RESOURCE_ROUTE: /content/videoarticle
id: String
summary: String
likes: int

// Getter and Setters for every attribute
getLikes(): int
setLikes(bool value): bool

//  Navigation methods for every relationship
getVideo(): Video
getAuthor(): User
getRelatedArticles(): NewsArticles[0..*]

1GenericResource
1..* 1..*

<<Interface>>
Driver

getById(String ID, String ResourceRoute): GenericResource
searchResources(SearchQuery searchQuery,

String resourceRoute): GenericResource[0..*]

DrupalDriver

DrupalDriver(String cmsURl, String user, String pass)
mapAnswer(JsonElement): GenericResource

Implements

SearchQueryBuilder

addFilter(F, String value): SearchQueryBuilder
addSorter(S,String type): SearchQueryBuilder
addPagination(int offset, int page): SearchQueryBuilder
build(): SearchQuery

JournalSiteManager

INSTANCE: JournalSiteManager
CMSURL: www.example.com/journal
USER: Consumer user
PASSWORD: Consumer password
driver: Driver

getInstance: JournalSiteManager
createSearchQueryBuilder(): SearchQueryBuilder

getVideoArticleById(String Id): VideoArticle
searchVideoArticle(SearchQuery): VideoArticle[0..*]

getNewsArticleById(String Id): NewsArticle
// ... for every resource

GenericAttribute

id: String
value: String

GenericReference

id: String
value: String

1

SearchQuery

filterQuery: String
sorterQuery: String
paginationQuery: String
SearchQuery(String,String,String)

Generated classes

Service classes

<<enumeration>>
VideoArticleFilters

// Available Filters

<<enumeration>>
VideoArticleSorters

// Available Sorters

1

S F

1

Fig. 5. Middleware’s implementation diagram: VideoArticle example

In summary, the middleware is composed of a set of dynamic classes gen-
erated from the extracted model and a set of already developed static classes
representing the CMS Driver.

6.2 The Middleware API

One of the key points is to facilitate the usage of this middleware without regard-
ing the underlying technology. To do so, we have proposed a consistent API as a
standard method to interact with them. We have inspired the design of the con-
sistent API in the identified shared concepts of the different open-source CMS
APIs.

The main methods to interact with the content are present in the Journal-
SiteManager of our example. This class has a getById and a search methods for
every generated class from the extracted model. The first one needs a content id
to return the result, and the second one needs a SearchQuery to do so.



524 J. Giner-Miguelez et al.

The SearchQueryBuilder is a query builder that wraps up the concepts of
filtering, ordering, and pagination mentioned before. It provides a way of building
queries benefiting from the main API features without regarding its underlying
implementation. Therefore, we can add filters, sorters, and pagination using the
provided methods. Once the search query is built, it returns a SearchQuery as
an immutable class.

Finally, one of the key points of the analyzed REST API is hypermedia.
Hypermedia is the ability to navigate through resources to discover the API.
For example, if we get a VideoArticle and we want to get a specific related
NewsArticle, we know from the answer itself how to retrieve this related con-
tent. Instead of automatically getting the related content, we have decided to
implement this navigation method to avoid recursive calls. In Fig. 5 we can see
an example of this in the VideoArticle class that has navigation methods. From
a VideoArticle we can get the related NewsArticle or the User corresponding to
the author.

6.3 Middleware Usage Example

In Listing 2, we can see an example of the Mobile App class of Fig. 4 using the
generated middleware. In this example, we can see how practitioners could easily
integrate the Journal CMS as a content source without regarding the underlying
technology. This example uses the java code generated by the tool presented in
the next section following the integration example of Sect. 5.

In the main method, we perform the sequence represented in Fig. 4. There-
fore, in line 5, we get the video feed by calling the getVideoFeed() method. In this
method, we get an instance of JournalSiteManager class as it provides methods
to interact with all the generated classes. Then, to get the list of videos we call
the method searchVideoArticle() form the JournalSiteManager in line 18. This

Listing 2. Example MobileApp class demonstrating the use of the middleware library

1 class MobileApp () {
2
3 public void main(){
4 // 1 - Get the video feed
5 List <VideoArticle > feed = getVideoFeed ();
6 // 2 - User press like to the first video
7 VideoArticle firstVideo = feed.get(0);
8 firstVideo.setLike(true);
9 // 3 - User wants to see the related news of the video

10 List <NewsArticle > relatedNews = firstVideo.getRelatedArticles ();
11 }
12 public List <VideoArticle > getVideoFeed () {
13 // The site manager class
14 JournalSiteManager site = JournalSiteManager.getInstance ();
15 // We get a search query builder
16 SearchQueryBuilder queryBuilder = site.getSearchQueryBuilder();
17 // We call the search method with an empty query
18 return site.searchVideoArticle(queryBuilder.build());
19 }
20 }
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method requires a SearchQuery as an entry parameter. In our case, we get a
searchQueryBuiler, but we do not need to set any filter or sorter configuration.
So we build it directly in line 18. The method returns a list of VideoArticles.

Then, a user presses the like button of the first video of our video feed.
Therefore we get the pressed video in line 7, and we call the setlike() method
of it in the next line. Finally, in line 10, to retrieve the related content, we use
the navigation methods of the VideoArticle class calling the getRelatedNews()
method. This methods returns the list of NewsArticles related to the particular
ViodeArticle.

7 Tool Support

We have developed a prototype implementation of our framework, available
under the Eclipse Public License6. The source code of the project and the Eclipse
update site are available in the public repository.

Our implementation is built in Java and relies on the Eclipse Modeling Frame-
work [24] for the core modeling support. In particular, we have used Xtext and
Xtend [25] to implement the code-generation process. WordPress and Drupal
are the two CMSs supported by our tool, but others could be easily integrated.
Further instructions about the usage of this tool are provided on the public
repository.

8 Related Work

Several research works have investigated the intersection between CMS and
MDE. A first group of works have focused on modeling specific CMS compo-
nents or extensions/plugins. Priefer [18] proposes a model-driven approach to
generate Joomla extensions. Mart́ınez [15] presents a metamodel for the access-
control rules in a CMS to be used for verification and validation purposes. Our
work targets the complete CMS definition and not just specific components.

Another group of works focus on the generation of a new CMS implementa-
tion. Tŕıas [26] propose a CMS common metamodel to capture the key concerns
required to model CMS-based web applications and, Qafmolla [29] propose the
generation of CMS instances from it. Similarly, Souer [22] aims to generate a
CMS from an automatically generated configuration description created by busi-
ness users. Modeling languages to define new CMS is also the goal of Saraiva
[21]. Our work is different from these approaches in that: 1) Our model is not
generic but extensible to precisely represent the information schema of the CMS
(and not just global concepts as post or page) and 2) our target is the integration
of the CMS with the rest of the system and therefore our framework comprises
the interactions between the data consumer components and the CMS and 3)
we start from an exiting CMS, which, in our opinion, is a more realistic scenario

6 https://www.eclipse.org/legal/epl-2.0.

https://www.eclipse.org/legal/epl-2.0
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as most companies already have a CMS in place and are not looking to start
from scratch but evolve it.

It is also worth mentioning works that have similar goals to ours, but that
target different information sources. SQL databases (e.g. Egea [10], and Nguyen
[16]), NoSQL databases (e.g. [1,5,8]), Data Warehouses (e.g. [27]) and even
spreadsheets [2] have been integrated in MDE processes.

Finally, given that headless CMSs expose their data through a REST API,
we comment on model-based proposals targeting REST APIs. Some relevant
examples are [9], presenting an MDE-based tool to create, visualize, manage, and
generate OpenAPI definitions, [6], proposing an MDE process to discover and
composite JSON documents or [20], focusing on building REST APIs directly
from user requirements. In our case, we do not aim to generate new APIs but to
provide a specific reverse engineering process adapted to the concrete REST API
endpoints and patterns offered by popular CMSs. In this sense, some concepts
of these works have been integrated in our approach as building blocks on top
of which we have built the specific connectors we required for the CMSs.

9 Conclusions and Future Work

In this work, we have proposed a model-based framework to integrate head-
less CMSs in a development process. Thanks to our framework, the conceptual
schema behind the CMS can be easily exposed and reused as part of the global
development process. The framework comprises a core CMS model, a reverse
engineering process that extends it to precisely represent the data structure of
an input CMS, and a middleware that enables modeling front-ends that need to
consume that data in a platform-agnostic way.

This facilitates the reusability and evolution of the software system, also
enabling potential migrations among different CMS versions and platforms, e.g.,
to benefit for more advanced features or scalability improvements, while mini-
mizing the impact of such changes on all the deployed clients (e.g. mobile apps).

As further work, we will study how the reverse engineering process could
take into account presentation suggestions that are now also being embedded in
the CMS headless API to achieve a more homogeneous look&feel across different
client front-ends. There are some important trade-offs here that deserve to be
analyzed. We would also like to explore the benefits of exposing CMS data in
other domains, like Machine Learning, where easy access to CMS data could be
exploited for training ML models. In this context, deploying our framework as a
plugin for model-based data science tools like KNIME [13] could be interesting.
Finally, at the tool level, we plan to extend our support to other CMSs and to
validate the tool in industrial settings.
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Abstract. With data’s evolution in terms of volume, variety, and veloc-
ity, Information Systems (IS) administrators have to steadily adapt their
data model and choose the best solution(s) to store and manage data in
accordance with users’ requirements. In this context, many existing solu-
tions transform a source data model into a target one, but none of them
leads the administrator to choose the most suitable model by offering
a limited solution space automatically calculated and adapted to his
needs. We propose ModelDrivenGuide, an automatic global approach for
leading the model transformation process. It starts by transforming the
conceptual model into a logical model, and it defines refinement rules
that help to generate all possible data models. Our approach then relies
on a heuristic to reduce the search space by avoiding cycles and redun-
dancies. We also propose a formalisation of the denormalization process
and we discuss the completeness and the complexity of our approach.

Keywords: NoSQL · MDA · Denormalization · Model refinement ·
Heuristic

1 Introduction

For several decades, the storage and the exploitation of data have mainly relied
on relational databases. But the explosion of data, especially characterised by
the 3V (Volume, Variety and Velocity), has opened up major research issues
related to modeling, manipulating, and storing massive amounts of data [20].

The resulting so-called NoSQL systems correspond to four families of data
structures: key-value oriented (KVO), column oriented (CO), document oriented
(DO), and graph oriented (GO). These systems have raised new problems of trans-
forming traditional databases into non-relational databases.

Choosing the most suitable data model family (i.e., relational and NoSQL)
and its implementation is a crucial task. Thus, this highly distributed context
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. Guizzardi et al. (Eds.): RCIS 2022, LNBIP 446, pp. 529–545, 2022.
https://doi.org/10.1007/978-3-031-05760-1_31
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emphasizes the problem of integrating an Information System (IS) and a proper
data model is essential for such systems.

Existing methods produce a single targeted data model while missing impor-
tant considerations that could favor other data models with better trade-off
between requirements Hence we need to produce a set of data models in order
to allow the IS designer to choose the best compromise. However, generating
data models that are useful for the use case among all possible ones is a hard
issue. Thus, producing a reduced search space of relevant data models to help
this choice becomes a real challenge.

Based on Model-Driven Architecture (MDA1), we propose the ModelDriven-
Guide approach which starts from the conceptual model, then goes from one
logical model to another thanks to refinement rules. It provides a functional
decision-making process by integrating the use case composed of a set of queries,
to guide the implementation choice of the SQL and NoSQL solution(s). In previ-
ous work [16], we presented an overview of our model transformation approach
by focusing on the 5 families common meta-model to allow the specification of
any data model. This work especially focuses on the following contributions:

– A complete formalization of the search space generation of data models with
transformation rules and completeness, allowing to get all the possible models
going from one logical model to another;

– A full formalism of the data model refinement problem with complexity
bounds for both merge and split rules, first time in the literature;

– A recursive heuristic to reduce the search space of generated data models,
based on redundancies and use cases;

– A thorough study of data model transformation by simulating schemas and
use cases, and the TPC-C benchmark.

This paper is organized as follows: the related work is presented in Sect. 2,
our approach is formalized in Sect. 3 and the models’ generation heuristic is
developed in Sect. 4. Then, we validate our approach in Sect. 5. Finally, our
conclusion opens the research perspectives in Sect. 6.

2 Related Works

Model Transformation and NoSQL DB. Some of the existing approaches
suggest a set of mapping rules that transform a relational model into a NoSQL
one like for CO families [21] or DO families with MongoDB [18].

Moreover, other studies have focused on the transformation of a conceptual
model into a NoSQL data model. Chebotko et al. [6] present a query-driven
approach for modeling Cassandra starting from an ER model. They define dedi-
cated transformation rules between these logical and physical models. De Freitas
et al. [11] propose a conceptual mapping approach which transforms ER models
into one of the 4 NoSQL families with an abstract formalization of the mapping

1 https://www.omg.org/mda/index.htm.
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Table 1. NoSQL transformation approaches

Relational DO CO KVO GO Approach

[6,14,21] � Dedicated Manual

[18] � Dedicated Manual

[7] � Dedicated Manual

[1,11] � � � � Dedicated SemiAutomated

[8] � � Semi-Global SemiAutomated

ModelDrivenGuide � � � � � Global Automated

rules. Also, schema evolution over time has been studied, and its relation to
NoSQL data migration [19].

The following studies adopt a MDA to transform a UML class diagram into
NoSQL DB. Li Y. et al. [14] propose to transform a class diagram into a CO DB
with HBase, and Daniel G. et al. [7] into a GO DB.

Abdelhedi et al. [1] propose to transform a class diagram into a common log-
ical model that describes the four families of NoSQL DB. Then, it’s transformed
into physical models related to the four families. Alfonso et al. propose the sys-
tem Mortadelo [8] that defines a model-driven design process that generates
implementations for CO and DO starting from the conceptual model.

Table 1 summarizes the main transformation strategies with dedicated con-
ceptual/relational to NoSQL solutions or semi-global (rule-driven choice) com-
pared to our global approach non-limited by a mapping between a source and a
target concept, but covers all the possibilities using models transformation.

Reducing the Search Space. Adopting a global approach inevitably leads to
the generation of a multitude of possible choices. It is therefore useful to per-
form a search space reduction that leads to a limited solution space from which
the most optimal solution can be chosen. Statistical sampling [9] can be used
to reduce the solution space, but results in approximations that may miss the
optimal solution regarding the use case. Machine Learning (ML) approaches can
also be useful in order to perform this task [10]. However, it requires a large
amount of training data models classified according to user use case. Further-
more, ML-based approaches can be seen as a black box for IS designers.

Instead, rule-based approaches can be a good alternative to lead the reduction
task in an explainable way. In our case, we have used Heuristics that have been
used in the context of NoSQL DB generation. Atzeni et al. provide in [3] a set of
heuristics for transforming object-oriented models into a common model before
transforming it into a platform-dependent model. However those heuristics are
rather driven by a query use case expressed through an affinity matrix, which
makes it an approximate and probabilistic approach.

3 ModelDrivenGuide Approach

Our approach ModelDrivenGuide aims to produce a set of data models giv-
ing choices to the IS designer instead of focusing on dedicated solutions which
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Fig. 1. ModelDrivenGuide: a heuristic to generate data models

prevents any trade-off. It is based on logical models and refinement rules as
illustrated in Fig. 1.

ModelDrivenGuide begins with the fully normalized data model (M0) (i.e.,
the relational model).

Then, the Smart Data Model Search Optimizer which is at the heart of this
paper, relies on data models’ denormalization with two refinement rules (Merge
and Split) applied recursively on logical models (Definition 1) to obtain all pos-
sible solutions.

Especially, it is based on a heuristic that optimizes the denormalization pro-
cess. This process applies refinement rules recursively without conditions to gen-
erate all models and is called Näıve in the following. The heuristic reduces the
search space to relevant data models since some of the generated models can be
redundant and even useless for the associated use case. So far, no other approach
combines merge and split rules to generate all data models suitable for a given
context of use.

Definition 1. Let M be a data model conform to the 5Families meta-
model [16] where M = (C,R,L,K, E , κ) is composed of concepts c(r1, ..., rm) ∈
C|r1, ..., rm ∈ R, rows r(k1, ..., kn) ∈ R|k1, ..., kn ∈ K, key values K (Atomic
Values or Complex Values), references refi→j ∈ L|ki, kj ∈ K, edges E : C × C
and constraints cons(k) ∈ κ|k ∈ K.

To simplify the formalism of manipulations on data models M, we will focus
mostly on rows’ transformations and references. Thus, a data model M can be
denoted as a graph M(R,L) where nodes are rows such that: ∀i ∈ {1, .., n}, ri ∈
R, and edges are references such that: ∀j, k ∈ {1, .., n}, refj→k ∈ L|rj , rk ∈
R, rk = refj→k(rj). Our goal in this paper is to start from an initial M0(R,L)
and to generate a set of optimal models Mopt compatible with the use case.

Driving Example: Fig. 2 gives a logical representation of a data model M with
4 rows Warehouse, Customer, StoredIn and Order (resp. W, C, S, and O) of 4
corresponding concepts. Four references link keys from source row (i.e., primary
key - bold red) to the target row (i.e., foreign key).

3.1 Logical Model Refinement Rules

The Logical Model refinement is based on three transformation rules:
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Fig. 2. Driving eample Fig. 3. Merge: m(C,O, refC→O) Fig. 4. Split: s(O, price)

1) merge rows to produce complex values for nesting (CO, DO) or to merge
keys for values concatenation (KVO),

2) split a row to produce two rows in a same concept (CO),
and 3) transform references into the equivalent edges (GO).

At logical level, models’ refinement uses endogenous transformations where
both source and target models are conformed to the same meta-model, here the
5Families meta-model. We detail especially merge and split refinement rules
which are the basis of the data model generation framework.

Merge is a refinement rule applied between two rows referring to each other
(i.e., associated classes), where the result is a single row with a complex value.

Definition 2. Let m: M → M be an endogenous function that merges rows
from a 5Families model M. The merge function m(ri, rj , refi→j) is applied on
two rows ri, rj ∈ R (source and target rows) linked by a reference refi→j ∈ L
with corresponding keys ki, kj ∈ K. The merge function produces a new model
M′ where rj is a complex value of ri, and removes refi→j, denoted by:

m(ri, rj , refi→j) = ri{rj}

The merge function is a bijective function m−1(ri{rj}) = (ri, rj , refi→j)
which rebuilds refi→j and non-nested rows.

This rule corresponds to the merge of two nodes in graph M where node j
(row) is embedded in node i. Notice that m(ri, rj , refi→j) �= m(rj , ri, refi→j)
since the nested row is done in the opposite way. From reference refi→j , when
the target row rj is nested into the source ri, rj is embedded into a list of values.

Example: applying a merge on the driving example, like m(Customer,-
Order, refC→O) results in the data model shown in Fig. 3. We notice that after
applying this merge rule, the reference refC→O, linking Customer row and Order
row was transformed into c orders containing a list of nested Order[].

Cycles issue. By recursive application of merges, a problem occurs in case of
data models containing cycles through references like in our driving example.
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Fig. 5. Particular case: cycle

Figure 5 illustrates recursive application of four merges to obtain successively
M0 (of Fig. 2) to M4 data models. Since the merge function removes references
(Definition 2), the M4 data model doesn’t contain references anymore. How-
ever, we must notice that the M0 contains a cycle with a reference refW→S

between Warehouse and StoredIn. During the 4th merge, this reference has been
transformed into a ComplexValue into StoredIn[]. But the remaining reference
refC→W between Customer and Warehouse is used to merge them (data model
M4) which gets rid of the information refW→S . This removal makes it impos-
sible to get backward in the data model’s generation process. This case occurs
during merges on nested rows. We apply m−1 on the nested row to rebuild the
reference, and apply m on the other reference.

Split is a refinement rule applied on a row containing several keys, associating
several rows for the same concept (i.e., CO’s column family).

Definition 3. Let s: M → M be an endogenous function that splits rows from
a 5Families model M. The split function s(ri, k) is applied on a row ri ∈ R
and a key value k ∈ keys(ri) not linked to a constraint. The split function
produces a new model M′ with two rows rik and rik with the same constraint
key pk ∈ keys(ri) (i.e., primary key) where rik = (pk, ki)|∀ki ∈ keys(ri)∧ki �= k,
and rik = (pk, k). The split function s is denoted by:

s(ri, k) = (rik , rik)

s is bijective s−1(rik , rik) = (ri) and merges common constraints and keys.

Example: let’s take the example of the model depicted in Fig. 2, if we apply a
split on Warehouse using key price, we obtain the model in Fig. 4. Notice that
rows Order1 and Order2 are linked to the same concept Order (mixed up when
a concept contains only one row).

Although splits are usually used for the CO family, they can also be useful
to optimize documents size DO and thus computation time when combining only
useful keys from two rows (split+merge) from useless keys (stored apart).

3.2 Inverse Functions

We should notice that merge and split refinement rules can be considered inverse
functions for specific cases. In fact, if a split is applied on a key kj as a complex
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Fig. 6. Two Levels of the Graph of Possible Solutions

value rj , it rebuilds a row with a single key containing the reference information
refi→j and keys from row rj . Then:

s(ri{rj}, kj) = (ri, rj) = m−1(ri{rj}) (1)

At the opposite, a merge between two rows rik and rik with a same constraint
pki can be considered to be the inverse of a split. Then:

m(rik , rik , pki) = (ri) = s−1(rik , rik) (2)

3.3 Completeness of Our Approach

Our approach based on the previously defined refinement rules generates all
possible data models by combining recursively several merges and splits. Before
defining a generation strategy of data models, it is necessary to prove the com-
pleteness of our approach. It states that splits and merges are sufficient to gen-
erate all possibilities without modifying keys (e.g., materialization, replication).
Moreover, there is always a path between two data models.

Theorem 1. Completeness. Merge and Split refinement rules are sufficient to
generate all denormalized data models M∗ without key modification, conformed
to the 5Families meta-model, beginning with the fully normalized data model.

Proof. We want to prove that there is at least one path (sequence of rules)
between two denormalized models, which means there is a path between a denor-
malized model M1 and the fully normalized data model M0.

Let step(M1,M2, r) be a rule applied between two models M1 and M2, where
r ∈ {merge, split} and M2 = r(M1). And let path(M1,Mn) be a sequence of
steps between two models M1 and Mn, such that:

path(M1,Mn) = [step(M1,M2, r1), ..., step(Mn−1,Mn, rn−1)]

Suppose that M0 and Mn share the same set of rows and keys and there isn’t
any path between a denormalized model Mn and the normalized one M0.

=⇒ path(M0,Mn) = ∅
=⇒ ∃M,path(M,Mn) �= ∅, path(M0,M) = ∅
This implies that:
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1) this model M is not conformed to the 5Families meta-model (Absurd since
rules are endogenous), or

2) the applied rules can’t be inverse (Absurd, from Definition 2 and 3).

Of course, it exists more than one path from a data model to another since
there are several possible compositions of functions that produce a given data
model. Thus, we obtain a lattice that represents the generated solutions where
nodes are data models, and edges are applied refinement rules. The lattice reduc-
tion problem is discussed in the following section.

4 Smart Data Model Search Optimizer

Models refinement leads to the production of plenty of data models in a form of
a graph. Its aim is to generate the most suitable data models and thus allow to
choose the targeted solution. But the number of possibilities explodes as splits
on M can be applied on each key and merges can be done in both ways.

Starting from M as M(R,L), applying the ith transformation rule on the
rows in R, leads to Mi. If the rule is split, it divides one row to several columns.
If the rule is merge, it merges 2 rows which are a set of columns themselves.

Considering M as a set of rows, all generated Mi by the näıve process, form
a graph G(M∗, T ∗) where M∗ is the set of generated data models and T ∗ the
transformations that link data models. This problem is a reduced problem of
generating all partitioning of a set.

The total number of partitions of the set M can be calculated as the Bell
number. Bell number grows exponentially by increasing the size of the set, and
set partitioning has been proved to be NP-hard [13]. Moreover, splits on data
models are combined with merges making the growth far more computational.

Therefore, we need a heuristic to explore only an optimal subset of state
space. Considering the initial M as a state space graph of M0(R,L), and trans-
formed graph after applying the ith transformation rule as Mi, T (Mopt, T opt)
is the reduced search space tree growing through transformations done by our
heuristic. To obtain T we apply 1) a Depth First Search (DFS ) strategy to
traverse G at each step i and 2) a reduction of the graph based on the use case.

4.1 Complexity of the Näıve Denormalization Process

The generation of data models Mopt by applying refinement rules recursively
on various combinations of model transformations Mi, produces a hierarchy of
target data models T. At the top level of this hierarchy is the fully normalized
relational model M0 and at the lowest level are completely denormalized models.

This hierarchy’s size |T | depends on the size of the input data model with
the number of rows |R| and references |L|. Figure 6 shows the first two levels
of the data models’ generation graph (G) for our driving example, where W,
C, O and S stand for Warehouse, Customer, Order and StoredIn respectively.
The dashed edges show the edges that were deleted by the heuristic to avoid
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redundancies, cycles and transformations that do not take into consideration
the use case. Consequently, dashed squares represent the lonely nodes (models)
which cannot be produced since no more transformation can reach them.

The set of merges depends on the number of linked rows in M and the num-
ber of generated models is given by a Fubini number or Ordered Bell number [4]:
Fn|L| =

∑|L|
k=0 k! ×

(|L|
k

)

This number is an upper bound since the number of generated data models
can be less depending on references’ organization between rows. Our driving
example can produce up to 75 models considering just merges Fn4 =

∑4
k=0 k!×(

4
k

)
= 75.
Moreover, the number of splits on a row depends on the number of keys in

a row |keys(r)| (without primary keys) which is given by the Bell’s number [5]:
B|keys(r)| =

∑|keys(r)|
k=0

(|keys(r)|
k

)
× B|keys(r)|−1

Thus, in our example rows Customer and Order contain 3 non-primary keys
B3 = 5, for Warehouse B1 = 1 and StoredIn B0 = 1. And those solutions
combine together producing B|keys(C)| ×B|keys(O)| ×B|keys(W )| ×B|keys(S)| = 25.
To finish with, split and merged rows can be combined to produce all possible
solutions in T . Each split row can be merged and adds new nested solutions.

Thus, we can formalize the complete denormalization problem with the com-
bination of rows’ merges and splits all together as a product. The total number
of possible data models gives the following complexity measure:

|M∗| = Fn|L| ×
|R|∏

k=1

B|keys(rk)|

Our example will generate 75 × 25 = 1, 875 data models.
As said previously, since there are several ways to produce a single Mi ∈ Mopt, it

requires to prune the lattice G of solutions M∗.

4.2 Application of the Refinement Rules

Due to the aforementioned problems, we need to provide a heuristic in order to reduce
the search space and avoid cycles. The target is a subset of M∗ called Mopt after prun-
ing edges and nodes from T . The heuristic avoids to produce different paths between
two data models. In fact, applying splits and merges in different orders will produce
the same effects on the resulting data models. Moreover, every merge can be reversed
by a split and produce a cycle in the generation of data models (not shown in Fig. 6).
Thus, four main rules have to be adopted and are presented in the following.

A Row with Complex Values. Applying a split on a row with complex values
(merged rows) gives the following result:

s(m(ri, rj , refi→j), kj) = s(ri{rj}, kj) = (ri, rj , refi→j)

where ri and rj are two rows that are first merged and represented as ri{rj},
refi→j is the reference linking the two rows and used for the merge and kj is the
key on which we apply the split. We notice that this transformation takes the
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models’ generation back in the hierarchy with the initial model (ri, rj) of two
rows, hence generates a cycle. Thus, the first rule avoids applying a split on a
row with complex values.

A Row Linked to Two or More Rows. When a row ri is linked to two rows
rj and rk with two references refi→j and refi→k, a redundancy will occur, since:

m(m(rj , ri, refj→i), rk, refj→k) = m(m(rj , rk, refj→k), ri, refj→i)

= rj{ri, rk}

where ri, rj , rk ∈ R and rj is linked both to ri (refj→i) and rk (refj→k).
Since both transformations are equivalent (the result is the same data model),

the heuristic discards one of the two merges.

The Use Case. By considering the use case, we can reduce the number of joins
only to those used in queries that combine rows through references. Also splits
should not separate keys if queries from the use case combine them. It avoids
solutions which require instance reconstruction with costly joins.

Moreover, splits applied thanks to queries can generate redundancy. If queries
q(K) and q(K) applied on r use complement keys, they will produce the same
data model (i.e., s(r,K) = s(r,K)). To avoid this issue, we compute comple-
mentary queries to prune redundant splits.

We must notice that Theorem 1 on the completeness of our approach remains
true according to the two first simplification rules. In fact, only duplicate edges
in M∗ are removed producing a DFS keeping all the nodes. Thus, it always
exists a single path, to obtain a data model. However, this last simplification
rules removes nodes since we remove edges from M∗ if the refinement rule do
not rely on a query from the use case. Commonly said in the literature [1,6,11],
we assume the fact that those transformations will lead to a data model useless
for the use case as well as the whole corresponding subtree. Consequently, the
completeness remains valid for data models relying on the use case.

4.3 Heuristic of Model Generation

To formalize the generation of data models with our heuristic, Algorithm 1 gives
the recursive function 5FMHeuristic which generates a list of data models Mopt.
It takes a relational model as an entry and produces all possible models (of all
families). Starting from i = 0, at stage i, it processes a current data model Mi

on which splits and merges will be applied by taking into account a set of queries
Q from the use case. For simplicity, we consider that a query is a set of involved
keys within the data model (for filters, joins, projects, aggregates, etc.).

Each time the 5FMHeuristic function is called with a new data model from
the 5Families meta model, it is added to the global output list Mopt (line 2).
Then, all keys from the data model (K ∈ K) are tested except those which are
involved in a Primary Key constraint (line 3). To test the keys, the first check
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Algorithm 1. 5FMHeuristic
global: A list of data models Mopt from 5FamiliesModel
input: a data model Mi from 5FamiliesModel, a list of input queries Q (a query
is a set of keys from Mi), a list of used queries Q′

init: Mi = M0, the relational data model, Mopt = ∅, Q′ = ∅
1: procedure 5FMHeuristic(Mi,Q,Q′)
2: Mopt := Mopt ∪ Mi

3: for all key K ∈ K∧ !Constraint(K, CType=PK) do
4: r := Row(K)
5: if K /∈ Q ∪ Q′ then
6: if ∃k ∈ r|k �= K∧!Constraint(k, Ctype=PK) then
7: 5FMHeuristic(Split(M, K), Q, Q′)

8: else
9: for all q ∈ Q do

10: if ∀k ∈ q|Row(k) = r, ∃k ∈ R|k /∈ q∧!Constraint(k,Ctype = PK) ∧
∀q′ ∈ Q|q �= q′ then

11: 5FMHeuristic(Split(Mi, q), Q − q,Q′ ∪ q)
12: else if ∃k ∈ q|Row(k) �= r ∧ Concept(k) = Concept(K) then
13: continue
14: else if ∃k1, k2 ∈ q|refk1→k2 ∨ refk2→k1 ∈ L then
15: 5FMHeuristic(Merge(Mi, q, k1, k2), Q − q,Q′ ∪ q)
16: 5FMHeuristic(Merge(Mi, q, k2, k1), Q − q,Q′ ∪ q)
17: 5FMHeuristic(ReferenceToEdge(Mi, q, k1, k2), Q − q,Q′ ∪ q)

(lines 5–7) verifies if the key is used in a query from Q ∪ Q′ (remaining and pro-
cessed queries). It also checks if the key is the last remaining key from the current
row R except the Primary Key (needed for instance reconstruction). In that case,
the key is put in a new row by applying the rule Split (Definition 3) and then
recursively call 5FMHeuristic on this new data model (Mi+1). If the key K
belongs to at least one remaining query q from Q (line 9), we check the rules
from the heuristic. First (lines 10–11), if all keys from q belong to the same row
r and the latter can be split (except the Primary Key and non-complementary
keys), we split it by taking all the keys from q in a new row, instead of the sin-
gle key K. The generated data model is then recursively denormalized (line 11)
without the query q (moved to Q′).

The second rule concerns the keys from a query q (line 12) that belong to
the same concept but in different rows, we then avoid applying a merge between
those rows and continue to the next query (line 13).

The third rule (line 14) applies the Merge rule when a query q uses two keys
linked by a Reference. In this case, we apply merges in both directions (lines 15–
16). Finally, to produce GO data models, references are transformed into Edges
(line 17) with the ReferenceToEdge rule (not presented in this article).

Thanks to this heuristic, the application of refinement rules will generate a
tree of possibilities whose first nodes try splits and finish with merges (DFS). In
addition, the use case reduces drastically the number of nodes for queries using
few keys, and drives towards merges for multi-concept queries.



540 J. Mali et al.

From our example of 4 concepts, the number of solutions, initially equal to
1,875, is reduced to only 125. This number will be reduced even more by taking
into account multi-concept queries impacting the Fubini ’s number, and far more
with queries involving several keys in a same concept (Bell ’s number).

4.4 Complexity of the Heuristic

Our problem is abstracted by a graph of solution G(M∗, T ∗), on which our
heuristic has two reduction effects. First, it reduces the graph’s size by pruning
useless data models since it focuses only on the use case Q, obtaining Mopt.
Second, it applies a DFS approach to avoid redundancies and removes all links
in order to produce a tree of solutions called T opt.

Since the heuristic takes into account the distinct references used by queries
|refs(Q)|, the Fubini number is impacted. Bell number with splits is also mod-
ified based on the size of distinct sets of keys from queries for a given row k:
|KeySet(Qk)|. Thus, the upper bound of the estimated number of solutions is:

|Mopt| = Fn|refs(Q)| ×
|R|∏

k=1

|KeySet(Qk)|

And the number of transformations to apply is: |T opt| = |Mopt| − 1

5 Experiments

5.1 Implementation

Our ModelDrivenGuide approach is implemented in Java. It starts with a UML
model automatically transformed into a relational model (M0).

Then, refinement rules are applied recursively on data models using the Näıve
(generate all solutions) and the 5FMHeuristic strategies.

In order to get the number of generated models and to see the gain obtained
by our heuristic, a signature file has been implemented; a sorted list of concepts,
rows, keys, nesting and references. It ensures their uniqueness and detects iden-
tical data models produced by two distinct paths. It will help to cut cycles in
the Näıve strategy and to count the number of duplicated data models.

5.2 TPC-C

To illustrate our approach, we used the TPC-C2 benchmark giving a full use
case mixing at the same time transactions, joins and aggregations. For this test,
we focus on the three concepts (classes in the UML model): Customer, Order
and OrderLine.

Table 2 shows the number of generated data models, splits, merges and unique
data models (thanks to signatures). The Näıve approach on TPC-C benchmark,

2 http://www.tpc.org/tpc documents current versions/pdf/tpc-c v5.11.0.pdf.

http://www.tpc.org/tpc_documents_current_versions/pdf/tpc-c_v5.11.0.pdf
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Table 2. Generated models

Strategy Nb models Nb splits Nb merges Nb unique models

Näıve 2,313 1,646 666 1,445

5FMHeuristic 27 2 24 27
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Fig. 7. Nb of data models with merges
wrt. nb concepts (5 join queries)
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Fig. 8. Nb of data models with splits
wrt. nb keys (1 concept and 5 queries)

produces 2,313 data models by applying 1,646 splits and 666 merges (1,445
distinct data models and thus 868 redundancies).

While the 5FMHeuristic generates only 27 data models with only 2 splits
(few splitting queries) and 24 merges (impacted by splits). The number of distinct
data models is equal to the total number of generated models (no redundancies)
which is the goal of our heuristic (DFS approach).

To compare our approach with competitors [1,8], it is important to remind
that they both generate a unique data model that corresponds to their targeting
approach optimizing one criteria. In our case, we produce this data model among
27 others offering a large choice of possible models which contains this solution.
After decreasing the number of generated models noticeably, it becomes an easier
task for the IS administrator to choose the most convenient one by taking into
consideration either the ease of implementation, NoSQL compatibility, security
policy, storage or environmental impact, etc. We must notice that among those
solutions it is possible to select a data model which can be implemented in several
families of databases at the same time called Polystores [2].

5.3 Data Models Generation

In order to study the behavior of the Näıve and the 5FMHeuristic, a generator
of data models has been implemented in order to simulate the impact of denor-
malization strategies. It produces various data models by varying the number of
concepts and keys, and also the topology of linked concepts (lines vs stars). We
will produce the average number of generated data models per strategy. More-
over, random queries are generated to see the effect of use cases by varying the
number of joins and involved keys.
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Our code is available on Github3 with a configuration file to parameter the
generator.

To study the impact of the heuristic on the applied rules (Merge, Split and
both of them), thanks to the aforementioned signatures, we will count the average
number of generated data models from the initial data model (relational) and
the generated models before and after applying the heuristic.

Figure 7 shows the evolution of the number of generated data models with
the Näıve approach and our 5FMHeuristic. We focus only on merges by limiting
keys to primary and foreign keys. The Näıve approach follows an exponential
growth (dashed curve) but slightly lower than the Fubini number since simulated
data models do not contain cycles (with references) nor star-shaped data models
which lead to more combinations and reach this upper-bound. The Näıve unique
approach avoids cycles and duplicates which reduces significantly the number
of solutions. Our heuristic targets only required merges which can witness a
decrease when it reaches bigger data models (here 7 concepts). In fact, since the
number of queries/joins are a constant, their impact on the number of merges
becomes noticeable. Thus the number of possibilities decreases rapidly.

Figure 8 focuses on splits varying number of keys on a single concept. The
Näıve approach shows the distribution of the Bell number with duplicates

3 https://github.com/leonard-de-vinci/5FM generator/.

https://github.com/leonard-de-vinci/5FM_generator/
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(dashed curve and Näıve unique). The number of data models produced by
5FMHeuristic is reduced sharply for splits. Here also the number of possible
splits is bounded by the number of involved queries reaching a threshold based
on the size of the KeySet (simplified Bell number to the KeySet).

The impact of the use case on the 5FMHeuristic is shown in Fig. 9 by varying
the number of keys per query. It’s applied on 8 concepts of 5 keys, each with
different numbers of queries (no joins - no merges). We notice that only single-
key queries produce the maximum number of splits since it offers all possibilities,
while this number decreases with bigger queries. When the KeySet size is high,
it implies that splits cannot be applied since all keys must be put together in a
same row. Thus, we can conclude that small queries produce more data models
to find more adapted solutions.

Figure 10 focuses on join queries by varying the number of joins per query.
Contrary to the splits, the bigger the joins are the more data models are gener-
ated. It is due to the fact that queries allow merging more concepts with each
other allowing to produce data models with a single concept.

Figure 11 plots the global impact of the 5FMHeuristic with both merges and
splits by varying the number of concepts and the number of keys for each. With
5 different queries (filters and joins), it is interesting to see that the distribution
remains similar for all cases. The number of keys per concept has an impact on
possible splits and consequently on merges. For 8 concepts, it varies from 726 for
2 keys/concept to 16,767 data models for 4 keys/concept. We plotted the |M∗|
complexity (dashed curves) for each key size which shows the exponential growth
of the produced data models, at most 28,383,420 solutions for 8 concepts of 5
keys. We can see that the 5FMHeuristic drastically reduces the search space.

To conclude, queries with more joins and fewer keys have more impact on
the number of generated data models than other ones. Moreover, our heuristic
implies that splits impact possible merges due to denormalizations’ combination.

6 Conclusion and Future Work

In this paper, we have proposed an IS modeling and implementation MDA-
based approach that generates all data models by recursive denormalization to
find suitable solutions. We propose the first full formalization of the problem and
issues with refinement rules and data models manipulation. Then a heuristic of
generations based on DFS and the use case, allows avoiding the explosion of
solutions in terms of the amount of data models and paths to obtain them.

Our goal is to offer the IS designer a limited solution space of which he can
choose the best model that will be adapted to his constraints (e.g., efficiency,
green computing, integration, polystores, security). To guide the choice of imple-
mentation, we can find performance comparisons of NoSQL DB for dedicated
needs [12,17,20], studies of applicability to specific software quality choices [15].

In a future work, we would like to enrich this choice process by offering a cost
model that can assist the designer in his choice by associating each model of the
solution space with an implementation cost and then sort them accordingly.
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We also work on the definition of the eligibility of a data model in the target
DB. Indeed, the generated models must be compatible and it is necessary to
define mapping rules; a key and a value for KVO, Concepts and Links for GO, etc.
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Abstract. Software testing is an important part of engineering trust-
worthy information systems. End-to-end testing through Graphical User
Interface (GUI) can be done manually, but it is a very time consuming
and costly process. There are tools to capture or manually define scripts
for automating regression testing through a GUI, but the main challenge
is the high maintenance cost of the scripts when the GUI changes. In
addition, GUIs tend to have a large state space, so creating scripts to
cover all the possible paths and defining test oracles to check all the ele-
ments of all the states would be an enormous effort. This paper presents
an approach to automatically explore a GUI while inferring state mod-
els that are used for action selection in run-time GUI test generation,
implemented as an extension to the open source TESTAR tool. As an
initial validation, we experiment on the impact of using various state
abstraction mechanisms on the model inference and the performance of
the implemented action selection algorithm based on the inferred model.
Later, we analyse the challenges and provide future research directions
on model inference and scriptless GUI testing.

Keywords: Model inference · Automated GUI testing · TESTAR tool

1 Introduction

The world around us is strongly connected through software and information
systems. Graphical User Interface (GUI) represents the main connection point
between software components and the end users, and can be found in most
modern applications. Testing through GUI is an important way to prevent end
users from experiencing the effects of software bugs. Although GUI testing can
be done manually, it is a very time consuming and costly process [14]. There
are various tools to capture or manually define scripts for regression testing of
GUIs, but the main challenge is the high maintenance cost of the scripts when
the GUI changes [25]. In addition, GUIs tend to have a large state space, so
creating scripts to cover all the possible paths and defining test oracles to check
all the elements of all the states would be an enormous effort.
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Scriptless GUI testing aims to lower the maintenance costs compared to
scripted testing. In scriptless testing, there are no scripts that define the
sequences of test steps prior to test execution. Instead, the testing tool decides
on-the-fly during test execution which test steps are being executed, based on
the action selection mechanism (ASM) being used. Although there are no test
scripts to maintain, there might be some system specific instructions for the tool
that require maintenance.

testar (testar.org), an open-source tool for scriptless GUI testing, is based
on agents that implement various ASMs. The underlying principles are very
simple: generate test sequences of (state,action)-pairs by starting up the System
Under Test (SUT) in its initial state, and continuously select and execute an
action to bring the SUT into another state. Various case studies have shown
that testar effectively complements the existing manual practices and can find
undiscovered failures in a SUT with reasonably low setup costs [27]. However,
testar suffers from not knowing exactly what has been tested, failing to give
test managers the information they need for decision making.

In [13,27], the first steps are described towards an extension of TESTAR to
infer state models during GUI exploration. This feature allows creating a map of
where in the SUT the tool has been and what it has done during testing. De Gier et
al. [13] use the model to define offline oracles (i.e., after testing) that consisted of
querying the model for accessibility information. However, inferring state models
can be purposeful for TESTAR in various other ways. For example, the inferred
models can be used for TESTAR’s ASMs during and after the model inference,
or defining various types of offline oracles that are based on comparing models
between different releases or versions of a System Under Test (SUT). The models
could also serve as visual reference models for testers or users, or be valuable for
model-based GUI testing (MBGT) tools [3]. MBGT has not been widely adopted,
because creating the models requires modelling expertise and a lot of effort [7]. If
we can infer even initial models, these problems might be (partially) solved.

There are a few existing approaches for inferring models during automated
exploration of the GUI that are described in Sect. 2. However, automated GUI
exploration is challenging, and existing tools are mostly academic prototypes
or abandoned open source projects. State space explosion is still an open chal-
lenge for the inference of state-based models through GUI. Most programs with
a GUI have a huge number of possible states, and to make the size of the models
manageable, some information has to be abstracted away. It is challenging to
define a suitable level of abstraction and find an equilibrium between the neces-
sary expressiveness of the extracted models and the computational complexity
[19]. Abstracting away too much information might make a model unsuitable for
its purpose (i.e., ASM, MBGT, oracles, etc.) and lose opportunities to discover
faults and changes between versions. Abstracting away too little information
might result in state space explosion, making the model less suitable for its pur-
pose. Most of the related work does not explain in sufficient detail how they
deal with the abstraction, raising questions whether their solutions are generally
applicable or simply tailored for the applications used in validation.
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The main contributions of this paper are:

– A description of the model inference functionality implemented into TESTAR.
– A new algorithm for ASM based on the inferred model.
– An initial validation of the test effectiveness of the new ASM in terms of code

coverage and reached states.
– An initial validation of the approach by experimenting on how various

abstraction mechanisms affect the inferred models.

The rest of the paper is organised as follows. Section 2 presents related work.
Section 3 presents TESTAR and our approach to infer state models. Section 4
presents the use of models for action selection and experiments on the test effec-
tiveness of the implemented ASM. Section 5 describes the experimentation to find
out how various abstraction mechanisms affect the inferred models. Section 6
analyses the findings and challenges, and provides future research directions.
Finally, Sect. 7 presents the main conclusions.

2 Related Work

The earliest automated GUI testing tools were so called capture and replay
(C&R) tools. Using them, a test engineer manually inputs all the interactions
by using mouse and keyboard while having the tool recording the test case. After-
wards, the test sequence could be executed automatically as part of a regression
test set. The main advantage of C&R tools is that they are easy to use and
testers do not have to write test scripts by hand. The disadvantage is that the
recorded scripts are fragile for GUI changes and maintenance of the scripts is
costly since the out-dated test cases have to be manually recorded again [23].

Model-based GUI testing (MBGT) [3,11,16] aims to reduce the effort for cre-
ating and maintaining the test scripts by generating the test cases from a model.
MBGT approaches require that the GUI and its expected behavior is modelled
on a higher level of abstraction than the GUI itself. The modelling language
should be understandable by a tool that uses it to automatically generate tests.
An advantage of this type of testing is that it is possible to precisely specify
the exact test specifications that a GUI should conform to. Another advan-
tage is that when the GUI changes, the test scripts do not have to be manually
updated. Instead, the model is updated and the scripts/tests are generated again.
The main disadvantages are that model-based GUI testing approaches require a
deep knowledge of the application domain and expert knowledge of formal mod-
elling methods and languages to manually create a model of the GUI. Modelling
requires also quite a lot of time and effort.

There are a few GUI testing approaches that allow automated GUI model
inference, a.k.a., GUI ripping [20] or GUI reverse engineering [15]. We can
roughly distinguish 3 forms of automated model discovery: (1) static analysis,
(2) dynamic analysis and (3) a hybrid combination of both static and dynamic
techniques [4,17]. Model inference through static analysis uses the program’s
source code to infer a model of the GUI [12,26]. Static techniques concentrate
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Fig. 1. TESTAR operational flow to generate sequences of (state, action)-pairs by
starting up the SUT and continuously select and execute an action to bring the SUT
into another state.

only on the structure of the GUI, not taking the run-time behaviour of the GUI
into consideration in the model.

The dynamic model inference approaches analyse the GUI while the system
is running [6]. To automatically explore the GUI, APIs or libraries are used to
get access to all the GUI elements in a specific state of the application. To create
a model, these tools are able to recognise whether the application is in a state
that the tool has already visited before, or whether the state is being visited for
the first time. Examples of tools using model inference through dynamic analysis
are GUITAR [24], GUI Driver [5], Crawljax [21], Extended Ripper [8], GuiTam
[22] and Murphy Tools [6]. Some approaches, e.g., [18], combine dynamic and
static analysis for model extraction. As mentioned, the challenge that has to be
solved for all these tools is to define a suitable level of abstraction for the model
inference that ensures that the model is useful for its purpose (e.g., ASMs, offline
oracles, visualisation of testing, etc.). Most of the related work does not explain
in sufficient detail how they deal with abstraction. In this paper, we will make a
first attempt to research how the abstraction level affects the results when using
the models.

3 State Model Inference for TESTAR

The operational flow of TESTAR is shown in Fig. 1. When the SUT has started,
TESTAR captures the current state of the GUI using APIs like Windows
Automation API (WUIA) (for desktop), Selenium Web Driver (for web), or the
Java access bridge (for Swing). This (concrete) state consists of all the properties
(that are available through the API) of all the widgets that are part of the GUI.
Subsequently, to derive the actions that it is able to perform in that state, it
cycles through all the widgets and adds all possible actions associated with the
widgets to a pool. Sometimes, if the SUT includes custom widgets and the API
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Fig. 2. TESTAR operational flow including model inference

does not detect all the widget attributes, the user has to provide TESTAR with
some extra configuration to detect all the available actions correctly. From this
action pool, one is selected by the ASM of TESTAR and executed. TESTAR has
several ASMs available, for example based on random, prioritising new actions,
or execution count [10].

After the action has been executed and the GUI has reached a new state,
TESTAR will again capture the new state and derive, select and execute an
action. This process repeats until the specified stop condition, for example the
test sequence length or the occurrence of an error condition, is reached.

State abstraction is an important facet of scriptless GUI testing. TESTAR has
an implementation to calculate state identifiers based on hashes over a selected set
ofwidget attributes. This selected set defines the abstraction level. The abstraction
level determines the number of different states TESTAR will distinguish. This can
evidently influence test effectiveness and is related to the equilibrium explained
in Sect. 1. To gather evidence about the suitable set of widget attributes for state
abstraction, we run experiments that are described in Sect. 5.

TESTAR uses dynamic analysis techniques to infer a model. The flow for
capturing the state model is depicted in Fig. 2. The state of the SUT is constantly
saved into the OrientDB graph database together with available actions and the
executed action. The state model can be queried by an ASM, like in Sect. 4, but
also by a human, an offline oracle, or other MBGT approaches.

As indicated, the model will be built incrementally with subsequent TESTAR
runs. All states (concrete and abstract) that are visited during a run are stored
in the database. For analysis and reporting, the structure of the inferred model
is divided into three layers as shown in Fig. 3.

The top layer is an abstract state model. It allows for example ASMs to
use the model for action selection, or end users to analyse the behaviour of the
SUT. Creating the abstract model requires thevadjust identification of unique



State Model Inference Through the GUI Using Run-Time Test Generation 551

states at a suitable abstraction level. As indicated, this means trying to avoid
state space explosion, while simultaneously not losing the purposefulness of the
model. Too abstract states can introduce non-determinism in the inferred model.

AbstractState A AbstractState B

ConcreteState A ConcreteState B

Sequence Node Sequence Node

AbstractAction A

ConcreteAction A

Sequence StepTest Sequence

accessed accessed

isAbstractedBy isAbstractedBy

Fig. 3. Layered design of the state model

Fig. 4. Visualization of an example model inferred by TESTAR

The mid layer is the concrete model. This model contains all the information
that can be extracted through the APIs used by TESTAR. The concrete state
model will contain too many states to drive the execution of TESTAR or serve
as a visual model for humans. It will serve as information storage, e.g., when a
specific part of the abstract model requires deeper analysis. Each concrete state
of this layer will be linked to an abstract one in the top layer, and each action
will be linked to an abstract transition.

The bottom layer is the management layer, and its purpose will be to record
meta information about the executed test sequences. Where the abstract and
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Algorithm 1. ASM statemodel: select an unvisited action
Require: s � The state the SUT is currently in
Require: State Model � The state model that is being inferred
Require: path � Path towards an unvisited action
1: if path �= empty then � ASM is following a previously determined path
2: a ← path.pop() � Selected action is next one on the path
3: else � If the path is empty, we will create a new one to an unvisited action
4: reachableStates = getReachableStatesWithBFS(s,State Model )
5: unvisitedActions ← empty
6: while (unvisitedActions == empty ∧ reachableStates �= empty) do
7: s′ = reachableStates.pop()
8: unvisitedActions ← getActions(State Model, s′,unvisited)
9: end while

10: if unvisitedActions �= empty then � Unvisited actions found with BFS
11: ua ← selectRandom(unvisitedActions) � Randomly select an unvisited
12: path ← pathToAction(ua) � Calculate path from s to walk to ua
13: a ← path.pop() � Selected action in s is next one on the path to ua
14: else � No unvisited action found with BFS
15: availableActions ← getActions(State Model, s,all) � Get all actions in s
16: a ← selectRandom(availableActions)
17: end if
18: end if
19: return a

concrete layers describe the SUT, the management layer describes the execution
of the tests in TESTAR. The individual test sequences will be linked to the
concrete states and actions of the middle layer.

Figure 4 shows an example of the layered model, where the SUT was
extremely simple (only 3 abstract and 3 concrete states). The management layer
has information about the exact sequence generated by TESTAR. During the
model inference, when TESTAR arrives to a new state and discovers actions
that have not been executed before, we use “BlackHole” state as their destina-
tion to mark unvisited actions. When a previously unvisited action is visited and
TESTAR observes the SUT behaviour, the destination of the executed abstract
action is updated with the observed abstract state.

4 Using the Inferred Models for Action Selection

TESTAR was extended with a new ASM (ASM statemodel). The algorithm
prioritises actions that have not yet been visited and can be found in Algorithm
1. The goal is to select a new action when in state s. It uses the State Model and
maintains a path of actions that leads to a specific unvisited action it wants to
prioritise. If a path has been previously identified (i.e., path is not empty, line
1), the ASM just selects the next action on that path. If the path is empty, the
ASM will try to find an unvisited action. It does so by searching (in BFS order)
for unvisitedActions (line 8) from all the states that are reachable from s in the



State Model Inference Through the GUI Using Run-Time Test Generation 553

state model (line 4). Since s is reachable from s in 0 steps, s itself is the first state
that gets checked for unvisited actions (line 7). If unvisited actions are found, it
randomly selects one (ua, line 11) and updates the path to the state where that
action can be found (line 12). Then it selects the first action that leads towards
that action (line 13). If no unvisited actions are found, the ASM just randomly
selects an action from those available in state s.

Table 1. Java Access Bridge properties and the possible impact of using the attribute
for state abstraction in Rachota

Attribute API Abstract representation impact

Title Name Visual name of the widget. In Rachota this is a
dynamic attribute because widgets update the
current time

HelpText Description Tooltip help text of the widget. In Rachota this
attribute is static

ControlType Role Role of the widget. Cannot always distinguish
different elements, and hence can cause
non-determinism

IsEnabled States Checks if the widget is enabled or disabled

Boundary rect Pixel coordinates of the widgets’ position. Even
one pixel change would result in a new state, so it
was considered too concrete for the experiments

Path childrenCount
+ parentIndex

Position in the widget-tree. Useful for
differentiating states based on the structure of
the widget tree

To measure the performance of the new ASM statemodel, we research the
following question: How do different levels of abstraction affect the automated
GUI exploration of ASM statemodel as compared to random (ASM random)?

GUI exploration is measured in terms of code coverage (instruction and
branch) and the number of discovered states. Code coverage is measured using
JaCoCo [1]. These metrics are collected after each executed action. To be able
to measure code coverage, we use open source Rachota [2] as our SUT. It is a
Java Swing application for timetracking different projects. It has the following
characteristics:

Java Classes 52

Methods 934

LLOC 2722

Classes incl. Inner classes 327
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Each test run contains one sequence of 300 actions, which is enough [10] to
show the differences between ASMs. To be able to form valid conclusions and to
deal with the randomness, we repeat each test run 30 times [9].

To define different abstraction levels, we need to select attributes from the
available ones. In Table 1 are the widgets attributes from the Java Access Bridge
API that are implemented in TESTAR for Java Swing applications. We investi-
gated 4 levels of abstraction:

1. Abstract: ControlType (cf. was defined in [13])
2. Intermediate: ControlType, Path
3. Dynamic: ControlType, Path, Title (including the dynamic attribute Title)
4. Customised Abstraction: ControlType, Path, HelpText, IsEnabled (this

one was customised for Rachota following the impacts described in Table 1)

The results of the code coverage measurements are in Fig. 5. They clearly
show that the level of abstraction affects the GUI exploration performance of
the ASM statemodel. Having too high or too low level of abstraction nega-
tively impacts the performance. However, the ASM statemodel outperformed
ASM random, even with a less suitable abstraction. This means that model-
based ASMs are a promising way to improve effectiveness of scriptless testing.

Fig. 5. The code coverage (%) that was reached when comparing ASM random with
4 different abstraction levels of the ASM statemodel

To investigate the impact of the changing levels of abstraction used in the
experiments on the number of abstract and concrete states created, we run longer
test runs of 3000 actions, again run 30 times for each configuration. The results
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are shown as a box plot in Fig. 6. Results show that too concrete level of abstrac-
tion creates almost as many abstract states as concrete states. As expected, the
customised level creates more abstract states compared to abstract and interme-
diate configurations, but significantly less than the dynamic one. The customised
level finds most concrete states, which indicates slightly better GUI exploration
capability and matches the code coverage results.

5 Defining a Suitable Level of Abstraction

The challenge is to select a suitable subset of widget attributes for state abstrac-
tion that does not cause state-explosion. Since non-determinism of the resulting
model negatively impacts its usefulness for ASMs, we run experiments to research
the following question: Can we identify widget attributes that, when used in state
abstraction, generate deterministic models?

The SUT used is the desktop application “Notepad”, specifically version
1909, OS Build 18363.535. We use Notepad because it is a Windows desk-
top application and hence we can use the Windows Automation API that
gives us over 140 attributes to choose from. That gives more choice compared
to the 6 attributes of the Java Bridge from Table 1. For testing, we use the
ASM statemodel from Algorithm 1.

Fig. 6. The number of abstract states (top layer) and concrete states (mid layer)

We have seen in the previous section (and Fig. 6) that widget attributes used
for abstraction should not be dynamic because they lead to state space explosion.
Dynamic attributes are not stable because they can change their value during,
or in between, runs without a detectable reason. Potentially stable attributes
selected for our experiment are in the first column of Table 2.

First, we run an experiment with only one attribute in the state abstraction.
A test run consisted of 4 sequences, with a maximum of 50 actions per sequence.
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Running some initial tests, these values showed to be enough to detect non-
determinism. We run 12 consecutive test runs for each widget attribute because
we have 12 Virtual Machines (VMs) available. Table 2 shows the results. Dis-
played are the used widget attributes, the average number of generated test steps
executed in the test for each attribute, and the total number of steps taken in
each test run, before non-determinism was encountered. The results are ordered
by the total number of steps executed over all 12 tests, starting with the widget
attributes that “lasted the longest” before the model became non-deterministic.
Although none of the models that were generated were deterministic, WidgetTi-
tle, WidgetBoundary and WidgetHasKeyboardFocus attributes noticeably stand
out from the other attributes by the average number of steps executed.

Second, we run an experiment with two attributes in the state abstraction.
Combining 2 widget attributes, gives 171 possibilities. Instead of doing 4 test
sequences of 50 steps each, we upgraded the number of actions per sequence
to 100. The reason for the upgrade was the hypothesis that these combina-
tions should last longer before the state model inference module encounters
non-determinism. Each combination is tested 16 times, making for a total of

Table 2. Number of generated test steps before the model became non-deterministic
using a single widget attribute for state abstraction.

Attribute Avg Total

WidgetTitle 95.5 14, 74, 74, 79, 79, 92, 92, 93, 108, 136, 145, 160

WidgetBoundary 90.6 5, 61, 64, 77, 79, 83, 84, 103, 105, 115, 155, 156

WidgetHasKeyboardFocus 82.1 38, 55, 67, 68, 70, 72, 78, 87, 100, 105, 118, 128

WidgetIsKeyboardFocusable 21.6 9, 12, , 14, 16, 17, 17, 19, 20, 26, 28, 28, 53

WidgetSetPosition 20.4 10, 11, 12, 12, 13, 16, 18, 21, 21, 22, 26, 63

WidgetIsContentElement 20.3 7, 9, 14, 15, 17, 17, 18, 21, 24, 27, 35, 39

WidgetIsOffscreen 19.7 6, 9, 11, 14, 14, 15, 15, 18, 19, 27, 29, 59

WidgetGroupLevel 19.1 7, 10, 11, 11, 12, 13, 15, 18, 22, 29, 33, 48

WidgetClassName 19.0 11, 11, 15, 16, 17, 19, 19, 19, 21, 22, 26, 32

WidgetIsControlElement 16.9 8, 11, 11, 12, 13, 13, 16, 16, 20, 24, 28, 31

WidgetIsEnabled 16.8 7, 8, 14, 15, 15, 16, 16, 19, 19, 20, 25, 28

WidgetControlType 16.3 8, 13, 13, 13, 13, 13, 17, 17, 18, 19, 25, 27

WidgetOrientationId 16.2 8, 9, 12, 13, 16, 16, 17, 19, 19, 21, 21, 23

WidgetIsPassword 15.8 6, 10, 10, 12, 14, 14, 17, 17, 19, 20, 22, 28

WidgetZIndex 15.6 9, 11, 12, 12, 13, 14, 15, 16, 16, 19, 22, 28

WidgetIsPeripheral 15.4 7, 8, 9, 13, 14, 14, 16, 19, 20, 21, 22, 22

WidgetSetSize 15.0 7, 9, 10, 12, 14, 15, 16, 17, 17, 18, 21, 24

WidgetFrameworkId 15.0 8, 11, 12, 13, 13, 14, 15, 16, 17, 18, 21, 22

WidgetRotation 14.7 8, 9, 12, 12, 13, 14, 16, 16, 16, 20, 20, 20
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2736 test runs. In summary, none of the 171 combinations was able to produce a
deterministic model. Moreover, after the 48 best performing combinations, the
average number of steps executed per test run declines quickly. Within these 48
combinations, we find that there are 3 attributes that occur 17 times, where as
the next best attribute occurs only 3 times. The 3 best performing attributes
are again: WidgetTitle, WidgetBoundary and WidgetHasKeyboardFocus.

For our next experiment, we used the combination of these 3 and run this
combination 16 times. Unfortunately, none of the test runs made it to the full
400 possible steps. Moreover, the average and median are lower than the highest
results from the 2 attribute combinations.

In our next experiment, we tried using combinations of 5 attributes, selecting
the 3 highest scoring attributes from the 2 attribute experiment again, and then
adding on all the possible combinations of 2 widget attributes from the other 16
attributes. This gives us a total of 120 combinations and we run each of them
8 times. Again, no combination resulted in a deterministic model. Surprisingly,
the more concrete abstraction using five attributes resulted non-determinism
faster than three attributes in the previous experiment. This is probably due to
dynamic nature of some of the attributes.

As the use of 5 attributes for abstraction also resulted in non-determinism, we
opt to make the model even more concrete by incorporating all 32 of the control
pattern properties into our tests. To make some headway, we will take the 3
high scoring general properties again (WidgetTitle, WidgetHasKeyBoardFocus
and WidgetBoundary), and combine them with all the combinations of 2 control
patterns. This results in 492 possible combinations, and running each one 8 times
makes a total of 3936 test runs.

(a) Notepad ’Replace’ dialog (b) Notepad ’Cannot find’ popup

Fig. 7. Notepad examples of non-determinism

Several widget combinations were able to reach the limit of 400 sequence
actions without encountering non-determinism in the model, and all of these
combinations included the ‘Value’ control pattern. Even though some combina-
tions made it to 400 sequence steps 3 or 4 times out of the 8 test runs, they also
encountered certain actions that led to non-determinism in the model. ‘Value’
pattern is a very ‘concrete’ attribute: 1) Using the ‘Value’ pattern can lead to
models of infinite size, in the case that the application accepts text input that
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is not bounded. Hence, ideally, we would like to not use it in our abstraction
mechanism. 2) Even while using this very concrete widget attribute, we still
encountered plenty of non-determinism in the state models.

Analysing the reasons for non-determinism, we found actions that lead to
different states depending on the history of actions and states traversed before.
For example, in Notepad, if the ‘Replace’ option in the ‘Edit’ menu is clicked, the
‘Replace’ dialog is opened (see Fig. 7a). If the text written in the ‘Find what’ field
is not found in the Notepad document, clicking ‘Find Next’ or ‘Replace’ buttons
will result in the same popup dialog (see Fig. 7b), having only an ‘OK’ button.
Clicking that button will lead back to ‘Replace’ dialog, but the focus remains
on the button that was pressed before, and if WidgetHasKeyBoardFocus was
used in the state abstraction, clicking the ‘OK’ button leads to 2 different states
based on the action that was taken in the previous state. In this case, altering
the abstraction level by adding more widget attributes would not remove the
non-determinism, because the concrete states for the 2 visitations of the popup
screen are also the same.

5.1 Including the Predecessor State

Another solution we can try is to incorporate the state’s incoming action into
our state identifier [6]. In some situations, the state could depend on the previous
state, requiring taking the previous state into account in the state identification
algorithm. Consequently, we decided to include the predecessor state and the
incoming action in the state abstraction.

The first experiments run with all the combinations of widget attributes
used in the experiments from Sect. 5 including the previous state identifier. Non-
determinism related to viewing the status bar was still happening.

Subsequently, we included the incoming action in addition to the previous
state in the abstraction identifier. Using the same attributes as the experiments
in Sect. 5 allowed for comparison of the results. The average number of steps exe-
cuted before encountering non-determinism increased significantly when using 1
or 2 widget attributes and including the incoming action. However, with more
widget attributes, the results seemed to get worse, probably because in those
experiments the widget attributes were selected for their good performance
without incoming action. With incoming action, the best performing widget
attributes were different. When executing the experiments including pattern
attributes with incoming action, the combination of the ValuePattern and the
‘incoming action’ seems very successful. In fact, the following 3 combinations
did not encounter any non-determinism during their 8 test runs of 400 actions:

1. Boundary, HasKeyboardFocus, LegacyIAccessiblePattern, Title, ValuePattern;

2. Boundary, DropTargetPattern, HasKeyboardFocus, Title, ValuePattern;

3. Boundary, ExpandCollapsePattern, HasKeyboardFocus, Title, ValuePattern.

As some of the detected cases of non-determinism were due to various length
of text inputs, we run an additional experiment disabling input actions, only
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allowing left click actions. We found that the average number of executed steps
before encountering non-determinism was increased. However, the model may
be partial, and some functionality of the SUT may be excluded from the model.

After running more experiments on trying to produce a deterministic model,
we had to conclude that it is not a trivial effort. Also, the quest for inferring
a deterministic model by making the abstraction more concrete resulted with
huge increase in the number of abstract states. We discuss the implications on
possible future research directions in Sect. 6.

6 Findings, Challenges and Future Research Directions

6.1 State Abstraction

Our first finding is that tuning the abstraction level for model inference seems
to be highly dependent on the specific SUT. While tuning the abstraction level,
the following SUT-specific characteristics should be taken into account:

– Dynamic increment of widgets: In some applications, for example
Rachota, we can find dynamic lists of elements on which we can constantly
add new items. This constantly creates new widgets and states in the model
causing a state and action explosion.

– High number of combinatorial elements: In some applications, for exam-
ple Notepad, we can find multiple scroll lists with a large number of different
elements, and from a functional point of view it is not important to cover all
of these options (for example, Notepad Font selection).

– Slide actions: In some applications where scrolling actions are required,
the exact scrolling coordinates from start to end can cause a change in the
number of widgets visible in the state. Depending on the state abstraction
and how the widget tree is obtained, this can create new states and cause a
high number of combinatorial possibilities.

– Popup information: In some applications, for example Rachota, a descrip-
tive popup message may appear for a few seconds in the GUI when the mouse
is hovered over some of the widgets. This could result in a new state for the
model, and it might cause non-determinism, if the hovering over a widget was
not an intentional action that was executed on purpose.

A second finding is that trying to produce a deterministic state model is far
from a trivial effort. There are various options to address the challenges of non-
determinism in the inferred models. 1) The first could be to let the models have
non-determinism and deal with it when using them. For action selection this
means that we have to be able to detect when the modelled behaviour differs from
the observed behaviour, and temporarily change the action selection to prevent
getting stuck during GUI exploration. Another solution, and an interesting future
research topic, could be using the concrete state model to navigate through states
that have non-determinism in the abstract state model. 2) The second option



560 A. Mulders et al.

would be to try to infer a deterministic model. This would require more SUT-
specific ways to dynamically adjust the abstraction, for example based on the
type of the widget, or even based on a specific widget in a specific state. TESTAR
currently allows triggered behaviour that overrides normal action selection, so
we plan to implement a similar way to trigger change in the calculation of state
identifiers, for example ignoring a specific widget during the state abstraction. An
example of a widget to be ignored from the state model could be a dynamically
changing advertisement in a website. 3) A third option could be to correct non-
deterministic models after run-time. Nevertheless, we have not seen this kind of
technique used in a model-based testing tool yet.

Other interesting future research directions include automatically adjusting
the level of abstraction, analysing the screenshots in addition to the attributes
of the widget tree, and/or visualising the results of state abstraction for the user
and learning from the user input to find a suitable level of abstraction.

6.2 Applying the Inferred Models in Testing

One of the core objectives for this work was to use the inferred models for a new
action selection mechanism (ASM) for TESTAR. The new ASM was presented
in Algorithm 1 and initial experiments show that it is better than random.
Although this is a good result by itself, it is also a step towards implementing
more advanced ASMs. For example ASMs based on reinforcement learning (RL)
and artificial intelligence (AI) need some kind of model for learning, and the
inferred model can serve that purpose.

Another advantage of the inferred state models is that human testers can use
them during testing. For instance, it is interesting to have an overall view of an
application’s execution flow: to see the details about a certain state or executed
action; to identify the path to a state where an application failed; and to obtain
various metrics about the state model. Although some of this information can be
obtained by querying the OrientDB database and outputting it as textual data,
e.g., in tabular format, we advocate that it would be best realised by visualising
the data in a way that is more intuitively understandable for humans.

Abstract state models can also allow performing conformance testing. Con-
formance testing is used to determine how a system under test conforms to
meet the individual requirements of a particular standard. Before using inferred
abstract models, the domain experts have to validate them in order to use the
automatically generated test cases for conformance testing. This also requires
suitable visualisation.

Another future research topic is using the inferred models for automatically
finding a shortest path to reproduce a failure. This requires recognising whether a
found failure is a new one or duplicate of the one we try to reproduce. Finally, the
inferred models can be used for automated change detection between consequent
versions of the same SUT. This kind of functionality has been evaluated with
Murphy tools [6], and it is interesting as future research.
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7 Conclusions

This paper describes the state model inference extension for TESTAR and
reports experiments on the impact of various state abstraction mechanisms for
the purpose of producing a deterministic model, and on the evaluation of the
performance of an action selection algorithm using the inferred models.

The experiments on using various state abstraction mechanisms show that
inferring a deterministic abstract state model is difficult, especially when trying
to prevent the state space explosion. Based on our experiences, and the fact that
in the literature many approaches using inferred models for GUI exploration or
testing do not explain the details about state abstraction, more research and new
more flexible abstraction mechanisms are needed. Also, dealing with the non-
determinism in the inferred models is an important future research direction.

Based on the experiments on the impact of various levels of state abstraction
for the performance of an ASM using the inferred models, we can conclude
that having a suitable level of abstraction improves the performance of GUI
exploration measured in code coverage. Having a too abstract or too concrete
model has a negative impact on the performance. However, in our experiments,
the ASM statemodel performed better than the ASM random with all tested
abstractions.

Finally, as an immediate future work, we plan to conduct experiments on
SUTs from industry in order to demonstrate the effectiveness, efficiency and
usability of the TESTAR tool with the inferred models proposed on this work.
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Abstract. Maritime operations vary greatly in character and require-
ments, ranging from shipping operations to search and rescue and safety
operations. Maritime operations rely heavily on surveillance and require
reliable and timely data that can inform decisions and planning. Crit-
ical information in such cases includes the exact location of objects in
the water, such as vessels, persons and others. Due to the unique char-
acteristics of the maritime environment the location of even inert objects
changes through time, depending on weather conditions, water currents
etc. Unmanned aerial vehicles (UAV) can be used to support maritime
operations by providing live video streams and images from the area of
operations. Machine learning algorithms can be developed, trained and
used to automatically detect and track objects of specific types and char-
acteristics. Within the context of the EFFECTOR project we developed
and present here an embedded system that employs machine learning algo-
rithms, allowing a UAV to autonomously detect objects in the water and
keep track of their changing position through time. The system is meant to
supplement search and rescue, as well as maritime safety operations where
a report of an object in the water needs to be verified with the object
detected and tracked, providing a live video stream to support decision
making.

Keywords: Maritime · UAV · UxV · Object detection · Object
tracking · Machine learning · Situational awareness · Computer vision

1 Introduction

Maritime operations cover a wide variety of scenarios, including search and res-
cue missions and shipping management. With the increase in marine traffic and
evolving maritime climate, shipping management and maritime travel safety has
become a high priority issue [17]. The distinct characteristics and ever changing
nature of the maritime environment present unique challenges in surveillance.
These include objects drifting and changing location due to the effects of wind
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and water currents, their position and shape altering due to rolling and pitch-
ing caused by waves and wind, while changing weather conditions can radically
affect the local situation and outlook [17].

In this elusive environment timely and precise information is of utmost impor-
tance to the success of any mission. Automatic tracking systems and computer
vision have been described and utilised in the detection and tracking of several
types of objects in the water, from vessels to icebergs, from several platforms [20].

In the maritime field, computer vision and object detection is already being
utilized in security and rescue operations [9,15], mainly running on terrestrial
modules or modules carried on ships. This data can be incorporated in decision
making algorithms that can increase the efficiency of utilized assets [4].

Such systems can be used in border control as well as search and rescue
operations, especially since the two fields frequently overlap dynamically due
to changing conditions in the maritime field. UAVs are being utilised to gather
intelligence in a timely manner [5,11].

UAV systems have started to be used in terrestrial surveillance, where the
video is streamed to a control station running detection and tracking through
computer vision [12].

Within the context of the EFFECTOR project [3], the consortium is devel-
oping an Interoperability Framework and associated data fusion and analytics
services for maritime surveillance. The aim of the project is the faster detection
of new events, the enhancement of decision making and the achievement of a
joint understanding and undertaking of a situation by supporting a seamless
cooperation between the operating authorities and on-site intervention forces,
through a secure and privacy protected network.

In our setup we present an autonomous UAV object detection and tracking
solution for the maritime environment. A main advantage of our system is that
all computation is taking place on the on-board the AI unit of the UAV. The
UAV system we present is meant to support two distinct types of maritime
operations, shipping management and search and rescue.

1.1 Contribution

Object detection algorithms based on deep learning have been trained and run
on datasets gathered using UAVs [6,13]. In our system we chose to run the
detection and tracking algorithm embedded in a processing unit carried on the
UAV, instead of the ground control station where the video streams are sent. In
this way the streamed video from the UAV already contains the bounding boxes
drawn by the object detector and tracker, while a separate stream of data from
the UAV transmits information on detected targets and their assigned unique
IDs in JSON format.

This was done in line with an edge processing approach to reduce the required
bandwidth, improve response time, and avoid delays caused by video encoding
and streaming, as well as inevitable interruptions and cuts in the video stream
caused by connection issues, obstacles, and weather conditions.
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Since video streaming has high bandwidth requirements, any decision to
reduce the streamed video resolution in case of a bad connection will not affect
detection and tracking, as the detector directly receives the video feed from the
UAV camera. Even if the video feed is interrupted, detection and tracking data
is still transmitted via the JSON messages. If video streaming is interrupted the
IDs of tracked targets are not lost. Another important aspect of this decision
is the reduction of the load to the ground station, guaranteeing the solutions
expandability, as adding UAVs will not greatly affect the processing load at the
ground station.

2 System Design

2.1 User Requirements

As part of the EFFECTOR project we gathered user requirements from a
wide variety of maritime stakeholders, including organisations and institutions
involved in all categories of maritime operations.

In such operations a UAV system would be mainly utilised once an event
has been detected to provide live information of the evolving incident. The main
requirements of a UAV in supporting such operations were identified as:

Detection. The system will be used to identify or verify a report of an incident
in the area concerned. The object detection capability allows rapid and efficient
scanning of a wider area and the identification of objects of interest.

Tracking. Once a vessel of interest has been detected, live, uninterrupted infor-
mation on its situation is of utmost importance in the evolution of all operations.

Timeliness. Due to the fact that conditions at seas alter quickly, detection and
tracking algorithms must provide live information, or as close to live as possible
with minimal delays and no interruption.

Fast Deployment. The system should be easy and fast to deploy, so that
live information and tracking of a target can start as soon as possible after the
incident is identified. Both in the search and rescue and maritime safety fields the
initial time after the identification of an event are critical, due to their rapidly
evolving character.

Interoperability. Given the abundance of legacy systems used in maritime
operations and communications, any new system needs to ensure seamless inter-
operability with existing systems. Specifically in the EU space the Common
Information Sharing Environment (CISE) [1] is being used as the basis for infor-
mation exchanged between public authorities. Any messages or communications
generated by the system should be compatible with CISE.
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Independent and Self Sufficient Operation. The system must be able to
operate independently and be self sufficient for the duration of the operation.

Cost Effectiveness. An on-board UAV surveillance system is inherently cost
effective by replacing more expensive and critical airborne assets. By providing
timely information of an object’s location through a UAV using detection and
tracking algorithms, operators will be able to more efficiently utilize all assets
involved in the operation (including vessels).

2.2 Hardware Components

The entire object detection and tracking stack that will be described runs on a
Jetson AGX Xavier module (see Fig. 1). This embedded processing unit is light-
weight and has low energy requirements. It will compress video using dedicated
hardware and perform all necessary computation. The complete technical spec-
ifications of the module are presented in Table 1. The aim is for the computing
module to be carried by a UAV and directly connect to its camera feed, making
the system completely autonomous.

Fig. 1. The Jetson AGX Xavier module
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We run all tests with the module attached to a specially built octacopter
UAV (see Fig. 2). It is equipped with a pair of daylight and thermal cameras
providing a video stream for the UAV’s pilot, enabling Extended Visual Line-
of-Sight (EVLOS) flight capability. To provide extended capabilities of object
detection and tracking, a 3-axis stabilized gimbal equipped with powerful RGB
and thermal cameras is fitted under the UAV and connected to the processing
unit for onboard processing. The results of the onboard processing are over-
laid on the Full HD video stream and transmitted to the Intelligence Officer’s
workstation via a high bandwidth 2.4 GHz radio.

Fig. 2. The octacopter UAV

3 System Architecture

We designed a sequential system composed of state-of-the-art architectures, both
in object detection and multiple object tracking. When an object appears in the
frame of the camera, the model’s purpose is to detect that object, assign an ID
and keep track of its trajectory without switching IDs. Multiple object tracking
(MOT) can be implemented in many ways, with the most usual being tracking-
by-detection. Other methods, such as the ones provided by Open CV’s Tracking
API are not optimized across the tracked objects, making them unsuitable to be
deployed, mainly due to their run time complexity with respect to the number
of tracked objects. Such algorithms either look at neighboring pixels for every
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Table 1. Jetson AGX Xavier technical specifications.

GPU 512-core Volta GPU with Tensor Cores

CPU 8-core ARM v8.2 64-bit CPU, 8 MB L2 + 4MB L3

Memory 32GB 256-Bit LPDDR4x — 137 GB/s

Storage 32GB eMMC 5.1

DL accelerator (2×) NVDLA Engines

Vision accelerator 7-way VLIW Vision Processor

Encoder/Decoder (2x) 4Kp60 — HEVC/(2x) 4Kp60 — 12-Bit Support

Size 105mm × 105mm × 65 mm

Deployment Module (Jetson AGX Xavier)

tracked object making their complexity directly analogous to the number of
objects tracked or have a very low accuracy. For example zooming at an object
will not adjust the bounding boxes accordingly.

Considering the method used for object tracking, detection-free-tracking and
tracking-by-detection were explored. Detection-free-tracking requires bounding
boxes of the objects that will be tracked. Then, the tracking algorithm pro-
cesses each consecutive frame and outputs their bounding boxes. In other words,
tracking-by-detection algorithms processes the detections for each consecutive
frame, while detection-free-tracking algorithms require one batch of the initial
object detections (manual or automatic) and output the trajectories of the objects.

In detection-by-tracking, an object detection system outputs detection of all
objects on a given frame. This process is repeated for every consecutive frame.
New objects are detected and disappearing objects are not, automatically. It is
the tracker’s task to succeed where the detector fails to keep track of objects
that are occluded or appear and disappear in a given frame.

The improvement, in terms of speed and accuracy, of object detection algo-
rithms, as stated in [18], inspired an approach towards a tracking-by-detection
algorithm. Tracking by detections also allows us to provide an autonomous sys-
tem that does need a manual selection of targets to be tracked.

For the task of object detection, we used YOLOv5, a state-of-the-art object
detector [21]. When YOLOv4 (the earlier version of the YOLO detectors) was
first introduced, it was tested against EfficientDet, the state-of-the-art object
detection model at that time [19]. The test was run on a V100 GPU and YOLOv4
ended up achieving the same accuracy as EfficientDet but at double the frames
per second (FPS). The YOLOv5 version we opted for has a performance similar
to YOLOv4, but it utilizes PyTorch instead of Darknet, greatly simplifying the
process of training, testing and deployment [14].

The detection output is passed to the tracker, i.e. Deep SORT, taking into
account the previous frame’s output. This tracking algorithm’s run time com-
plexity is not perceivably affected by the number of objects tracked since it only
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processes the position and velocity of tracked objects while the output of the
neural network is independent of the number of objects, greatly reducing the
number of parameters that need to be processed. The overall architecture is
shown in Fig. 3.

Fig. 3. The general architecture showing the distinct components of the system

3.1 Object Detection - YOLOv5

Network Architecture. YOLOv5 is a high-precision, fast-inference convolu-
tional neural network (CNN) from the YOLO family of object detectors. Its
performance is mostly related to its residual connections. The backbone and the
head, as shown on Fig. 4, are its two main components.

The backbone works as a feature extractor. Starting with simple convolu-
tional layers, features from three different stages of the component will be used
on other layers of the head. This reduces the computation making the network
run faster and improves accuracy. The network also uses Cross Stage Partial [23]
layers (C3) to further improve efficiency in intermediate levels. Finally, the Spa-
tial Pyramid Pooling layer (SPP) enhances the receptive field [8]. In other words,
the feature produced at the end of this layer contains more information from the
input.

The head is also created from convolutional layers and C3s, while using fea-
tures from different stages of the backbone. Other residual connections end up
at the last Detect layer, mixing up information from different scales enabling the
network to more easily detect objects of various sizes.

After calculating the output, the results are only considered candidates for
a detection at this stage and not actual detections. The final bounding boxes
and their corresponding classes are computed by the non-maximum suppression
(NMS), a post-processing algorithm responsible for merging all detections that
belong to the same object [10].

The advantage of this architecture over the previous generations is its vari-
ations in sizes. The depth of the network as well as the width are configurable
in pair. Four options are available: Small, Medium, Large and Extra Large.
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Fig. 4. YOLOv5 architecture

Each size refers to the scale of the model. The ‘bigger’ the size, the more the
parameters of the network. More parameters means larger inference time, but
better accuracy as shown in Fig. 5. The size option allows the users to deploy
the model on a variety of hardware, depending on the use case. In the context
of this use case, the small version of the model is trained. During inference on
the Jetson AGX, the model processes a frame at 70 ms.
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Fig. 5. YOLOv5 evaluation (source [21])

Dataset. This deep learning model calculates the positions of all the objects
that appear inside the frame, while classifying the object detected. The range
of sizes included in a dataset used to train this neural network is important. A
dataset with only small objects or only large objects will result in corresponding
inference. The model, in our use case, is trained to detect any size of objects by
mixing the popular COCO [2] dataset with one that includes maritime environ-
ment images, i.e. SEAGULL [16,22]. The former is a large-scale object detection
dataset containing annotated images with bounding boxes and the corresponding
classes. The latter is a multi-camera video dataset for research on sea monitoring
and surveillance. The videos are recorded from the point of view of a fixed wing
UAV flying above the sea, over floating objects. After extracting images from
the videos of the SEAGULL dataset, the two datasets were united to improve
the model performance on maritime environments.

3.2 Object Tracking - Deep SORT

Multiple object tracking is the problem of keeping track of all objects of interest
existing inside a frame. Each object is assigned an ID used to identify each
object in the next frames. The difference with detection is that tracking stores
the information of the previous time step and uses it for the current time step.

Simple online and realtime tracking (SORT) is a tracking-by-detection algo-
rithm. It combines Kalman filtering with the Hungarian method [7]. Deep SORT
refers to the addition of appearance information to the existing SORT algo-
rithm [24]. To achieve online tracking, detection from the current and the pre-
vious frame are presented to the tracker.
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Fig. 6. Detected boat with bounding box.

For every target detected the tracker keeps a state, comprising its position
and velocity. The detected bounding box associated with a target updates the
position of the state and a Kalman filter solves optimally its velocity components.

After calculating the detections of a frame from YOLOv5, these detections
are assigned to existing targets. The detected bounding boxes (see Fig. 6) are
compared to the bounding boxes of the existing targets as predicted by the
tracker with the intersection-over-union (IOU) distance. The assignment is solved
optimally using the Hungarian algorithm. A minimum threshold IOU rejects
assignments where:

IOU < IOUmin (1)

To get appearance information, a CNN with residual connections is trained on
a re-identification dataset and its final classification layer is removed. The output
of this network is a feature map, integrated into the assignment problem. The
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smallest cosine distance between the i-th track and j-th detection in appearance
space is calculated.

Motion information is integrated with the Mahalanobis distance between
predicted Kalman states and newly arrived measurements.

The two metrics are combined, and a hyperparameter adjusts the favorable
metric over the final results. The first is useful for long-lasting occlusions, while
the second for short-term predictions. A matching cascade algorithm makes the
final associations using these metrics.

On this architecture, a model that has been pre-trained on a re-identification
dataset is used directly, without re-training the model or training from scratch,
with very few identity switches.

As stated in [7], the performance of the tracker is directly improved by the
performance of the detector. Using a state-of-the-art object detector showed
great results in both accuracy and total running time. The running time of
the tracker is highly dependent on the CNN architecture. A smaller pre-trained
network resulted in reduced inference time, with still very few identity switches.

3.3 CISE Compatibility

The stack includes a set of adapters, written in the Python programming lan-
guage that ensure compatibility with the CISE data model. When a vessel is
detected or tracked, relevant information is encoded to VESSEL entities within
the CISE data model and can be transmitted directly. Directions sent to the
UAV pilot by the command centre of the operation, as well as acknowledgement
or modification of the directions by the pilot will adhere to the TASK entity of
CISE, while the UAV will transmit its status information in the AIRCRAFT
entity of the eCISE (extended CISE) data model.

3.4 Initial Testing

We ran a series of initial tests on the described architecture on the Jetson AGX
described above, using a reserved part of our combined dataset (COCO and
SEAGULL) that was not used in training the model.

Images from 22 videos of the SEAGULL dataset were extracted to train the
object detector. The dataset consisted of around 50,000 annotated images. At
first the dataset was split to train-set and test-set with a ratio of 70% and 30%
correspondingly, in order to evaluate YOLOv5. After showing a COCO mean
Average Precision or mAP: 0.5–0.95 greater than 0.30 after 50 epochs, the same
dataset was split again with a ratio of 90% and 10%. In addition, to successfully
detect a larger range of object sizes and classes, the COCO dataset was added.
The deployed model was trained for 300 epochs, resulting in a COCO mAP =
0.40.

A forward pass of a small YOLOv5 lasts 70+-5 ms, when Deep SORT’s neural
network and the rest of the algorithm adds another 10 to 20 ms. The objects
are mostly classified with a confidence greater than 80%, by the detector. The
objects are correctly tracked with a minimum feed of 12 FPS.
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It is important to note that this applies for a pre-trained deep SORT CNN,
showing potential for fewer FPS if trained with a use-case related dataset.

4 Conclusions

The system we propose offers operational awareness by utilising a UAV with
on-board detection and tracking algorithms specifically trained for the maritime
environment.

During the initial stages of design we discussed with operators with experi-
ence in the field and reviewed available technologies both in the field of maritime
operations as well as object detection and computer vision.

Providing an autonomous system with all computation components embed-
ded in the UAV without limiting its operational parameters was a main concern.
The system can be deployed with minimal preparation and start providing live
data on reaching the area of operations without the need for any external support
components.

The system is designed to be fully interoperable and compatible with the
CISE information exchange environment, utilizing embedded adapters that can
directly receive and provide all related information in the CISE data model.

Our solution will be extensively tested and validated in several real-time
scenarios within the remit of the EFFECTOR project. Future testing will incor-
porate extended and new datasets, live tests in the field, as well as comparative
analysis to validate the architecture’s performance.
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Abstract. Industry 4.0, characterized by the development of automation and data
exchanging technologies, has contributed to an increase in the volume of data,
generated from various data sources, with great speed and variety. Organizations
need to collect, store, process, and analyse this data in order to extract meaningful
insights from these vast amounts of data. By overcoming these challenges imposed
by what is currently known as Big Data, organizations take a step towards opti-
mizing business processes. This paper proposes a Big Data Analytics architecture
as an artefact for the integration of historical data - from the organizational busi-
ness processes - and predictive data - obtained by the use of Machine Learning
models -, providing an advanced data analytics environment for decision support.
To support data integration in a Big Data Warehouse, a data modelling method is
also proposed. These proposals were implemented and validated with a demon-
stration case in a multinational organization, Bosch Car Multimedia in Braga.
The obtained results highlight the ability to take advantage of large amounts of
historical data enhanced with predictions that support complex decision support
scenarios.

Keywords: Big Data Warehousing · Advanced analytics · Machine Learning ·
Industry 4.0

1 Introduction

There is a huge growth in the data that is generated, being a challenge to deal with this
rapid growth, as well as with the complexity of the data and its interconnection [1]. Big
Data involves a large set of data in which its size and structure are not properly handled
by traditional database systems, such as relational databases [2]. These large datasets
usually integrate richer data for decision support, with more details about behaviours,
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activities, and events, providing huge diversity of data and requiring shorter response
time [3]. To take full advantage of the strategic potential of the large volume of data
provided by organizations, Big Data Analytics is necessary [4]. It includes procedures
to extract relevant information from a large volume of data. Its main purpose is to enable
organizations to make better decisions according to their mission and objectives. It also
helps in solving problems quickly, providing relevant and valuable insights that can bring
a competitive advantage to the organization [2].

Machine Learning is a technique for the analysis of Big Data, which consists in
detecting relationships and predicting future behaviours through the modelling process
based on a large set of data [2]. The use of Machine Learning algorithms with predictive
capabilities inBigData canpromote the discovery of newknowledge andbring additional
value to organizations [1]. The effective use of data has been increasing competitiveness
and economic growth in various industries, including manufacturing [5].

This work is developed under a partnership between Bosch Car Multimediain Braga
and Academia, which aims to create new scientific and technological knowledge to
achieve the company’s competitiveness goals by improving its main industrialization
processes. This will allow a fast adaptation of the company to new market demands.
Due to the complexity of both areas, Big Data Analytics and Machine Learning, and
all the challenges that need to be faced to combine the analysis of huge amounts of
historical data with predictions, this paper has as main goal the design, implementation,
and evaluation of an advanced data analytics platform for supporting complex decision
support environments.A central component in this architecture is its BigDataWarehouse
(BDW), the supporting data system, ensuring the integration of all the data (historical and
predictive) in a consolidated and coherent way. This architecture and the data modelling
method here presented are the main contributions of this work.

This paper is structured as follows. Section 2 summarizes related work in the field,
namely the development of BDWs, the adoption of Machine Learning techniques, and
their integration in complex decision processes. Section 3 presents the proposed archi-
tecture for advanced data analytics, describing its various components and the supporting
technologies, and the datamodellingmethod. Section 4 describes the demonstration case,
the screwing case, outlining its motivation and purpose. It also presents the supporting
data model and the Machine Learning model, how the data integration and data flows
were implemented, and some data visualizations for advanced data analytics. Section 5
concludes with some remarks and guidelines for future work.

2 Related Work

Since 1956, with greater emphasis on the last decade, the quantity of data has been
growing exponentially and, as such, some challenges have appeared relatively to the
storage and analysis of that data [6]. Important contributions in the past years had changed
the databases field. Many organizations, such as Facebook, Google, and others, have had
a really hard task to analyse an unprecedented amount of data that is not necessarily in
a format or structure that makes it easy to analyse [7].

Big Data is mainly related with enormous amounts of unstructured data produced by
high-performance applications that can range from computing applications to medical
information systems. The data that is stored in this fashion, and its processing, has
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some specific characteristics and needs, such as: i) large-scale data, which refers to the
size of the data repositories; ii) scalability issues, due to the vast amount of data and
the performance concerns in its processing; iii) supporting Extraction-Transformation-
Loading (ETL) processes, handling the input raw data in order to reach the required
structured data; and, iv) analytical environment, designing and developing user-friendly
analytical interfaces in order to extract useful knowledge from data [8].

Data-intensive systems are built to consolidate and make available relevant informa-
tion for decision support. In them, data from different sources require a complex process
of data integration that ensures a unified and coherent view of the organizational or
application domain data [9]. As challenges such as volume, variety, or velocity emerge,
Data Warehouses or other data storage systems require performant solutions able to
deal with these data characteristics [10]. Big Data techniques and technologies support
mixed and complex analytical workloads (e.g., streaming analysis, ad hoc querying, data
visualization, data mining, simulations) in several emerging contexts [11].

Research in Big Data Warehousing [9] has proposed a structured approach for the
design and implementation of BDWs, mainly focused in modelling highly autonomous
objects, addressing performance issues, that integrate the relevant data to answer a spe-
cific analytical question. These objects are named Analytical Objects and can include
both factual and predictive attributes. They can be integrated with Complementary Ana-
lytical Objects (to share data between several Analytical Objects), Special Objects (to
normalize common Date, Time, or Spatial attributes), and Materialized Objects (to
physically implement views that enhance performance).

Data Science techniques must be able to extract unknown features from data, to
improve the value of the data itself, making it easier to understand behaviours, optimize
processes, and improve scientific discovery. Big Data takes advantage of data analytics
and Machine Learning, both being key steps for enhancing the value of data [12]. The
integration of Machine Learning-based predictive applications in Big Data contexts
has been proposed to address the challenges that emerge in complex decision-support
environments characterized by a vast amount of data. The work of [13] aims to prevent
losses caused by faults in assembly lines with a real-time monitoring system that uses
data from IoT-based sensors, Big Data processing, and a hybrid prediction model.

An architecture that can automate and centralize data processing, health assessment,
and prognostics is present in [14]. This architecture covers all necessary steps from
acquiring data, its processing and presenting it to the users, supporting decision mak-
ing. The work of [15] presents an architecture that facilitates the task of analysing and
extracting value from Big Data using Hadoop-based tools for Machine Learning. This
architecture supports batch and streaming processing modules, with Machine Learning
tools and algorithms, so that developers take advantage of them to carry out tasks such
as prediction, clustering, recommendation, or classification. Also, analytical dashboards
present the results of the batch analysis and display them to the users. In [16], processing
tools available in the Hadoop and Spark ecosystems, as well as optimization techniques,
are combined in wind energy resource assessment and management. The work of [17]
presents an architecture that includes the dimensions of data capture, processing, storage,
visualization and decision-aid through Machine Learning, leaving for further research,
the implementation of the proposed architecture.
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In summary, several works combine Big Data with Machine Learning. However, the
work presented in this paper addresses this challenge by proposing a data modelling
method and an architecture that has a BDW as its central data system, integrating histor-
ical and predictive data. This integration directly supports an advanced decision-support
environment that can process large datasets combining historical data with predictions
obtained from models that learned from that historical data.

3 Proposed Architecture and Data Modelling Method

Research in Big Data Analytics and Machine Learning is usually done by different
teams, who independently work in providing analytical means to analyse the available
data. This work aims to integrate the scientific and technological contributions from
both fields, supporting the integration of predictions to enrich a BDW that is used in an
advanced data analytics environment that assists decision-makers for better decisions.

The proposed architecture (Fig. 1) creates a unified environment between Machine
Learning processes and the BDW, as the main storage component, in Big Data contexts.
Besides the storage itself, this architecture allows the monitoring of the Machine Learn-
ing models and the BDW, expanding the analytical scope beyond the decision-making
at the business level - it is now possible to establish performance metrics for the BDW
and the Machine Learning models and monitor them over time.

3.1 Components and Supporting Technologies

The advanced data analytics architecture (Fig. 1) is composed of threemain components:
Data Sources, Big Data Cluster, and Visualization Tools.

The Data Sources can be of different types, depending on the data they pro-
duce/handle: data can be structured, semi-structured, or unstructured. Besides this clas-
sification, the data sources may present data that is produced at different speeds, with
different sizes and formats, thus justifying the context of Big Data [18].

The Big Data Cluster component integrates two areas, which are Data Lake and
Big Data Warehouse. A distinction in data storage was made to accommodate analytical
data and non-analytical data. The Data Lake is used to support the storage of any kind
of data/processes/models such as Raw Data, Data Pipelines, Machine Learning Models,
among others. The Big Data Warehouse is a storage ecosystem supporting the storage of
data modeled as Analytical Objects, representing highly independent and autonomous
entities with focus on analytical subjects in terms of decision support [9].

In the proposed architecture, the Data Lake has three subareas, the Standard Raw
Data, the Data Pipelines Repository, and the Machine Learning Models Repository and
its Interfaces. The purpose of the Standard Raw Data subarea is to standardize the data
and its access, so that throughout the system data follows the same naming structure,
making it easier for all users to understand and use. To be efficient and coherent, this
standardization needs the definition of a set of basic rules that must be applied to all
the data that is here stored. These rules should follow the DATSIS principles [19],
which enable data to become Discoverable, Addressable, Trustworthy, Self-describing,
Interoperable, and Secure. For example, this proposal includes rules for standardization
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of the attributes’ name, sharing the information about the BDW and Data Lake, and
ownership in the Organization Wiki, among others included in organization directives.

Fig. 1. Advanced data analytics architecture

The Standard Raw Data is used to feed two distinct, interrelated subareas, namely
the Data Pipelines Repository and the Machine Learning Models Repository and its
Interfaces. More specifically, data is stored in different sets linked to their Business
Processes (BPs), where can be accessed in a Jupyter Notebook [20], which allows it to
be read in the form of a Spark Dataframe [21]. These technologies are examples and
were the ones used in this implementation. Nevertheless, other technologies with similar
purposes can be used, as the technological landscape is quite diverse in this field. The
same applies for the other technologies mentioned throughout this paper.

Data Pipelines in the Data Pipelines Repository prepare, transform and enrich data
according to the defined data model, creating one or several tables in the BDW. These
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tables are the physical implementation of the modeled objects. BPs have their data, but
they also use data that can be shared between them. This data that can be shared by
several BPs is stored inside the CAO (Complementary Analytical Objects) folder of
each BP. The Machine Learning models in the Machine Learning Models Repository
provide predictions of events in the data, which brings a competitive advantage for the
decision-making process. The modeled Analytical Objects integrate historical attributes
with predictive attributes obtained from trained Machine Learning models. To access
these predictions, an interface needs to be established between the Data Pipelines and
the Machine Learning models. This interface is based on a class, developed in PySpark
[22], which encodes a series of functions that allow a Machine Learning model to run
on the Spark Dataframe. Thus, in the Data Pipelines development environment (in this
case in Jupyter Notebooks), another notebook containing the Machine Learning Class is
invoked. After invoking and correctly importing it, the functions in it are applied to the
Spark Dataframe that contains the Standard Raw Data. The output is a Spark Dataframe,
which contains the predictions for the processed events. Once the output of the Machine
Learning model is obtained, it is integrated into the Data Pipeline. After integrating the
predictive outputs, theAnalytical Object including the historical and predictive attributes
is stored in the BDW as a Hive table.

The BDW is organized according to the purpose of the data and integrates two
distinct subareas: Business Warehouse and Monitoring. This division is important to
efficiently store data regarding theBPs and the performance of theBDWand theMachine
Learningmodels. Besides trainingMachine Learningmodels and using them, or creating
Analytical Objects and storing them in the BDW, their evolution must be monitored over
time so that these components can be improved, updated, andmaintained. Otherwise, the
system can become obsolete or not address performance requirements in an industrial
context. For the Machine Learning models, for example, due to the volatile nature of
the data in a business activity, the data that is used for training the models can change
and the models need to evolve to meet the new data needs, thus obtaining more accurate
predictions.

Once all the data has been integrated and properly stored into the BDW, it is possible
to analyse it in the Visualization Tools component. This includes data visualizations that
support analytical tasks with associate indicators regarding Machine Learning (such as
accuracy, for instance), Data Processing (such as processing time, for instance), andAna-
lytical Objects (such as the number of records, for instance). This component foresees
analytical dashboards for the analysis of the different BPs, and for the monitoring of the
Data Storage Processing and Analysis and the Machine Learning models. In the work
here presented, the visualizations were implemented in PowerBI. Although the architec-
ture presents the Monitoring subarea and the related visualizations, they are considered
future work and for this reason are not described in this paper.

3.2 Data Modelling Method

For the design and implementation of a BDW, a data modelling approach was pursued,
by following specific steps. This modelling approach extends the one presented in [9]
and addresses the evolution of the BDW by integrating new BPs or domains of analysis
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as needed. When new domains need to be added for analysis, a set of steps must be
performed. Figure 2 summarizes, with a simple example, the proposed steps (ST).

Fig. 2. Summary of the data modelling steps

ST01 – Identify the Relevant Entities of the Domain Under Analysis. These entities
can be identified by domain specialists through their empirical knowledge about the
organization, using existing conceptual models (e.g. ERDs), logical models (e.g. star-
schemas) or others, or even directly from data sources.

ST02 – Classify Entities with Analytical Value (AV) or Descriptive Value (DV).
Typically, entities with AV have two characteristics: (1) provide the main business or
analytical indicators that are needed for decision support; (2) have high cardinality, as
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the growth rate of rows is considerably higher than the one verified in entities with DV.
Entities with DV are used to provide analytical context and enable different levels of
detail in the analysis. Nevertheless, it is important to mention that this method is based
on a goal-driven approach, so the result of this classification depends on the domain in
analysis. Thus, if the domain changes, the classification can also change.

ST03 – Identify and Classify the Attributes of the Entities. Associate the relevant
attributes of each entity classified in ST02. Attributes can be classified as: Descriptive
(D); Analytical (A); Date (C); Time (T); Spatial (S); Key (K). Take into consideration
that some operational systems have attributes that do not add value to analytical systems.
Examples of that are attributes that always have the same value, are completely null or
that are not useful for analysis. Those attributes should not be considered.

ST04 – Identify the Analytical Subjects (ASs). Based on the analytical requirements
of the application domain given by the decision-makers, the analytical subjects emerge
from the entities with AV. They can be a subset of them, all, or a relationship between two
entities with AV. For example, in the sales domain, sales and purchases (from previous
iteration) were classified as entities with AV and products as an entity with DV. Figure 3
presents three different results for step ST04 according to the analytical requirements. If
the focus of analysis, for now, is only about sales, then the AS will be Sales (case 1). If
the focus will be the analysis of sales and purchases separately, then the result of ST04
will be the AS Sales and the AS Purchases (case 2). Another possible result is Case 3,
where the focus is the sales and purchases in an integrated way. The result is an AS Sales
with Purchases that, in future steps, will denormalize purchases to sales.

Fig. 3. Types of analytical subjects

ST05 – Define the Relationships Matrix. Based on the domain knowledge, the rela-
tionships matrix needs to be defined or updated, mapping each AS with the available
entities (AV or DV). In this mapping, the granularity of the AS cannot be changed by
the denormalization of the mapped entities.

ST06 – Identify the Special Objects (SOs). Temporal and/or spatial attributes point to
the need for SOs that include the calendar, temporal or spatial descriptive attributes that
are relevant in the application domain. Special care is needed in Temporal and Spatial
objects. These objects are used to normalize this kind of information in the BDW. It is not
recommended to use attributes with high granularity (i.e. seconds, latitude or longitude)
as they will highly increase the number of records in these tables.
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ST07 – Define the Analytical Objects (AOs) and Complementary Analytical Objects
(CAOs). Through the relationships matrix obtained in ST05 and the mapping of
attributes in ST03, AS are classified as AOs and the entities that are related to the
AS are denormalized to the AOs or included in the SOs. AOs are characterized by being
autonomous objects in terms of processing and by answering specific domain questions,
based on a subject of interest for analytical purposes. They are highly denormalized
structures that can answer queries without the constant need of joins with other data
sources. The logic representation of AOs is divided into families, namely Descriptive,
Analytical and Predictive Families. The attributes of the entities with AV classified as
descriptive or analytical are placed inside the respective family. CAOs emerge from the
relationships matrix. Without existing a strict threshold, if an entity is shared by multiple
AS and that number tends to grow, then it should be considered as CAO.

ST08 – Identify the Granularity Keys (GKs). The GKs represent the level of detail
of the records to be stored in an AO and integrate one or more descriptive attributes that
can uniquely identify a record. Each object in the BDW needs to have a GK.

ST09 – Identify the Partition Keys (PKs). The physical partitioning scheme applied
to the data is normally made through date, time or geospatial attributes, that fragment
the AO into lower size files, that can be accessed individually, enabling the loading and
filtering in hourly/daily batches for specific regions or countries. As an example, Hive
does not properly deal with a large number of small files, so it is important to choose
the appropriate PK, in other to avoid unnecessary fragmentation. Although analytical
attributes can be used to form a PK, that is not recommended. These keys are relevant
to increase the system performance.

ST010 – Identify the Non-Additive (NA) Analytical or Predictive Attributes. As
AOs are highly denormalized structures, they can haveAnalytical or PredictiveAttributes
that do not depend of the global GK. When numerical, those attributes are classified as
NA as they cannot be aggregated with a SUM in a query that uses a GROUP BY, for
example.

ST011 – [Optional] Define Materialized Objects (MOs). To improve the response
querying time of the BDW, sometimes is useful to create MOs. MOs are usually created
to answer specific needs of the user, joining the data of one or several objects and
aggregating that data by a set of attributes.

4 Industrial Demonstration Case: The Screwing Case

4.1 Motivation and Goal

The industrial facility in which this work took place is used for the development and
assembly of automotive instrument clusters with the help of specialized tools and per-
sonnel. This plant focuses on optimizing assembly and testing procedures due to the
critical nature of these processes for the business goals. The assembly of an instrument
cluster is an extensive procedure with many checkpoints that are not the object of study
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in this paper. Instead, we will focus on one of the final phases where the plastic housings
are combined with either printed circuit boards (PCB) or plastic parts. Bonding plas-
tics or electronics to plastics can be achieved via a multitude of techniques that involve
adhesives, welding, or the use of fasteners. Validating a fastening procedure is a difficult
task as many variables are at play at the same time. The process experts develop screw
tightening programs with the help of the handheld driver manufacturers to perform a
fastening process and overcome most of the problems inherent to the use of this bonding
technique. The settings specified on this program are used as a baseline to which we
compare the actual values and assess the success of the fastening procedure. The process
starts when the operator guides a handheld driver to a feeder which is always on, not
controlled by the developed program. Once a screw is loaded on the screwdriver bit, the
operator is guided through the tightening sequence with the aid of instructions carefully
illustrated on a monitor above the station. Each inserted screw results in a Good or Fail
(GoF) message on the screen which indicates whether the fastening succeeded or not.
Depending on the result, two different actions are triggered: on the success, the display
instructs the operator to transfer the part to the next station; on failure, the operator is
instructed to stop the procedure and the process data is uploaded to a remote server where
it will be thoroughly analysed by an expert tool which compares the actual results against
a defect catalog. This catalog is developed and maintained by experts who constantly
add new rules to accommodate new products and fault modes. One major drawback of
this piece of software is its lack of scalability and its constant need for updates. With
the use of Machine Learning techniques, supported by a BDW with vast amounts of
historical data, we identified two models that can correctly identify good and bad screw
tightening curves and provide various insights on the motives for such results.

4.2 Supporting Data and Machine Learning Models

To support the identified methods, data must be prepared and fed the models in a struc-
tured manner. The structure of data has the characteristics detailed next. For each part
number p (represented by a unique identifier) we have multiple distinct serial numbers
(sn). Each serial number contains a set of records regarding control procedures conducted
on the shop floor, spread across multiple machines. One of these control procedures is
the screw tightening procedure validation. In the data granularity, Fig. 4, i represents a
screw fastening procedure where i ∈ {1, 2, …, N} and N represent the total number of
screws for a specific p and sn pair. Each i is composed of k ∈ {1, 2, 3, …, K} observations
categorized by a attributes (a = 44).

The focus of the analysis is on the profile_angle and profile_torque attributes as they
allow us to visualize a fastening process in a 2D space (Fig. 5). Although this dataset is
comprised of time-series data, we are using the angle variable (αi,k ) as our sequential or
temporal measure of the fastening as in most cases its values increase with the process
duration.

Several machine learning models were trained for this demonstration case [23] but
only the two best performing unsupervised models were selected and the predictions
included in theBDW, namely the ones that used the Isolation Forest and theAutoencoder.
The Isolation Forest (iForest) leverages a clear distinction of characteristics of anomalous
pointswhich are present in fewer quantities and numerically different to normal instances
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Fig. 4. Data outlook – the screwing case

Fig. 5. Example screw tightening curve

and isolates them from normal points. Based on this principle, this anomaly detection
algorithm is built upon a tree structure that attempts to isolate instances and then evaluate
their normality. Anomalous instances tend to be isolated more easily as fewer features
can describe them, forcing them to be closer to the root of the tree. At runtime, multiple
trees are generated for a given dataset which forms an ensemble model - the iForest
[24]. Normal points are isolated from anomalies that will, on average, have shorter path
lengths.

Autoencoder (AE) is a type of unsupervised learning technique widely used for
anomaly detection, image denoising, and feature extraction. AEs [25] are particularly
strong in compressing and encoding high-dimensional data into a lower-dimensional
space. This is achieved by imposing a bottleneck in its architecture which forces the
neural network to create a compact representation (latent space) of the original input.
Aside from this intermediate step, the AE is composed of two main stages: an encoding
stage,where the input data is compressed using a specific number of features that describe
the dataset, and a decoding stage where the model tries to recreate the original input
with the smaller number of features present in the latent space. In this demonstration
case, normal pairs of angle and torque values (αi,k , τi,k ) are provided as inputs and
reconstructed (α

∧

i,k , τ
∧

i,k ) pairs are generated by the model. Evaluating each pair (i,k) is
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calculated by computing the Mean Absolute Error (MAE) [26]:

MAEi,k = (
∣
∣αi,k − α

∧

i,k
∣
∣ + ∣

∣τi,k − τ
∧

i,k
∣
∣)/2 (1)

This reconstruction error (di,k = MAEi,k ) between the output and the input is then
used as a decision score where greater reconstruction errors denote a higher anomaly
probability.

4.3 Data Model

In this demonstration case, the Screw data model was identified following the steps pre-
sented in Subsect. 3.2 and integrates one Analytical Object (AO Screws), two Special
Objects (Dates and Locations), and one materialized object (MO Screws). Due to con-
fidentiality reasons, Fig. 6 only presents MO Screws as only this object is used to feed
the dashboards here presented.

Fig. 6. MO screws

AO Screws will provide the necessary analytical information to MO Screws so that
predictions can be made in the backend, and these predictions are stored in MO Screws
along with other relevant attributes. It is important to mention that AO Screws has, for
each screw, more than 400 records, and the MO Screws only has one record for each
screw with the aggregated data. In the proposed model, the attributes highlighted in blue
are considered NA in the AO Screws, but not in the MO Screws.

4.4 Integration and Flows

All the available data sourceswere integrated in theData Pipelines that load the historical
data of the screws. Once the necessary standardization has been made to the data, it is
stored in the Standard Raw Data Screw folder. The screw data stored in the Standard
Raw Datawas used to train and optimize the predictionmodels. Those predictionmodels
are stored in the Machine Learning Models Repository and mapped in the corresponding
Application Program Interface (API).

To feed the BusinessWarehouse another Data Pipeline is created. This pipeline loads
the screw data from the Standard Raw Data, and for each set of Part Number, Serial
Number, Cycle ID, and Screw Number, the Machine Learning API is called to predict
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the result of the GoF test. With the prediction results, a Dataframe is created containing
the screw data from the Standard Raw Data grouped by Part Number, Serial Number,
Cycle ID, and Screw Number, along with the GoF prediction. After that, the Dataframe
is stored in a Hive Table that matches the Analytical Object Screw (AO Screws), an
Analytical Object modeled for this BP and that integrates all the data relevant to support
the decision support needs in this industrial plant. The decision process is supported by
several analytical dashboards available in the Visualization Tools. As proposed in the
architecture, all pipelines are stored in the Data Pipelines Repository.

4.5 Decision Support Dashboards

Dashboards are key elements in the daily work of the decision-makers, so their design
was achieved with the engagement and validation of the final users.

As a requirement for this demonstration case, decision-makers must have a set of
dashboards that present macro visualizations of the screwing process, as well as more
detailed ones capable to show the results of theGoF test of each screw.All the dashboards
developed for this demonstration case have two main areas, an L shape bar along top
and left side is dedicated to filters and a more central area with all the graphical/table
elements that integrate the dashboard. In the filters area, the user can select from a wide
range of options, such as temporal options, production line, or equipment, among others.
Regarding all the examples presented in this paper, it is worth mentioning that all data
was anonymized for confidentiality reasons.

The first dashboard example (Fig. 7) is a general dashboard, with a holistic view
of the screwing process. The purpose of this dashboard is to allow the user to consult
potentially important data of the business process in a fast and effective way. Starting
with the first element (Fig. 7, part 1), it is possible to analyse data regarding the quantities
by equipment. These quantities are related to the successful or unsuccessful production
of each equipment (Screw GoF 1 and Screw GoF 0, respectively). The available data is
presented in a descending order considering the produced quantity. It is possible to apply
top and side filters to this same visualization, allowing, for example, a visualization of the
equipment with an unsuccessful production, with the Screw GoF at 0 (Fig. 7, part 6), or
filter this data by a specific equipment or production line (Fig. 7, part 4). It is important to
see in the dashboards the temporal attributes, year, month, week, and day filters (Fig. 7,
part 5), allowing the user to filter the data by a specific date, thus increasing the level of
detail and specificity of these visualizations. It is important to see in the dashboards the
temporal attributes, year, month, week, and day filters (Fig. 7, part 5), allowing the user
to filter the data by a specific date, thus increasing the level of detail and specificity of
these visualizations.

Figure 7, part 2, provides information about the most common errors that cause
problems in a production equipment. It is possible to apply again the filters to a specific
equipment, to a specific production line, to detail a specific date, search by error code and
error description (Fig. 7, part 7), resulting in information regarding the equipment that
most tend to suffer that specific error during the production process. In the last element
(Fig. 7, part 3), a table calculates the percentage of failures relative to the production
cycles, Cycle GoF, for each production line. This table shows the count of the total Cycle
GoF values per production line, the count of the lines with Cycle GoF at 0 and calculates
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Fig. 7. Macro screw tightening dashboard.

the failure percentage. Again, the user can filter a specific production line to return the
failure percentage for that same line in the chart. It is also possible to quickly clear all the
filters selected by pressing the clear button (Fig. 7, part 8) which resets all the previous
settings.

The dashboard with more detailed data (Fig. 8) takes as input the part number and
the serial number of a product (Fig. 8, part 1). For that part and serial number, the user
has an overview of the GoF test results in a bar graphic (Fig. 8, part 5). Also, the user
can see the stations where the product pass considering the screws GoF test results in
each station (Fig. 8, part 6). If the user selects a station, the bar graphic in Fig. 8, part
7, will highlight the screw cycles of that station and, for each Cycle ID, the number of
GoF tests OK vs NOK (Not OK) is presented. Figure 8, part 8, shows in detail what
are the results of the GoF test for each screw id based on a previously selected cycle id.
Also, the prediction of the GoF test result is presented to the user, since in this phase
decision-makers want to see the GoF test results and their prediction to evaluate if they
can stop doing GoF tests or if they decide to do it by sampling. In this dashboard, a set
of temporal filters can be used, Fig. 8 parts 2 and 3, and it is also possible to filter by
GoF test result (part 4). Additionally, the dashboard has two cards to show the values
about the percentage of failures (Fig. 8, part 9) and the total of screws (Fig. 8, part 10).
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Fig. 8. Detailed screw tightening dashboard

Figure 9 presents a different serial number of the same part number presented in the
dashboard of Fig. 8. For this product, in the selected cycles, 7 screws were tight (OK)
and 1 is not ok (NOK), ending the process with 14,3% of failures. Also, it is possible to
see that the tightening fails in the first screw and then the product changes to a different
station, starting a new screw cycle that also starts the screwing process. Moreover, it is
important to highlight that the prediction was capable to detect the failure in the first
screw.

Fig. 9. Detailed screw tightening dashboard with GoF 0
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5 Conclusions

This paper presented the design and implementation of an advanced data analytics envi-
ronment, taking advantage of Big Data and Machine Learning techniques and tech-
nologies. The proposed architecture handles the integration of data from multiple Data
Sources and for different business processes, providing a way to use that data to train
Machine Learning models and store the predicted data. The proposed data modelling
method guides practitioners through a set of steps so they can create and evolve the Big
Data Warehouse physical implementation based on a logical data model.

In terms of design, the Big Data Cluster is divided into the Data Lake and the Big
Data Warehouse areas. The Data Lake area stores the Raw Data, the Data Pipelines, and
the Machine Learning models. The data in the Big Data Warehouse, the core element
for analytical data storage, includes historical data and predictive data obtained using
Machine Learning models. This Big Data Warehouse uses Hive tables to store objects
that support all the analytical capabilities needed in the Visualization Tools.

The Screw Tightening demonstration case was presented, providing historical and
predictive data made available throughout a set of dashboards fed by the Big Data
Warehouse. In this demonstration case, the data is processed and stored on a daily basis.
As future work, data needs to be processed in real-time to avoid rejection before further
production steps. This presents several challenges such as applying prediction models
to real-time events and the huge volume of data handled by this industrial process.
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Abstract. Nowadays, businesses in many industries face an increasing
flow of data and information. Data are at the core of the decision-making
process, hence it is vital to ensure that the data are of high quality and
no noise is present. Outlier detection methods are aimed to find unusual
patterns in data and find their applications in many practical domains.
These methods employ different techniques, ranging from pure statisti-
cal tools to deep learning models that have gained popularity in recent
years. Moreover, one of the most popular outlier detection techniques
are machine learning models. They have several characteristics which
affect the potential of their usefulness in real-life scenarios. The goal of
this paper is to add to the existing body of research on outlier detection
by comparing the isolation forest, DBSCAN and LOF techniques. Thus,
we investigate the research question: which ones of these outlier detec-
tion models perform best in practical business applications. To this end,
three models are built on 12 datasets and compared using 5 performance
metrics. The final comparison of the models is based on the McNemar’s
test, as well as on ranks per performance measure and on average. Three
main conclusions can be made from the benchmarking study. First, the
models considered in this research disagree differently, i.e. their type I
and type II errors are not similar. Second, considering the time, AUPRC
and sensitivity metrics, the iForest model is ranked the highest. Hence,
the iForest model is the best in the cases when time performance is a
key consideration as well as when the opportunity costs of not detect-
ing an outlier are high. Third, the DBSCAN model obtains the highest
ranking along the F1 score and precision dimensions. That allows us to
conclude that if raising many false alarms is not an important concern,
the DBSCAN model is the best to employ.
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1 Introduction

It is difficult to imagine the modern world without data. Especially since the
outbreak of COVID-19, the role of digital technologies has become even more
crucial, and the amount of data created every minute is enormous. In 2021, the
total amount of data consumed globally was 79 zettabytes, and this number
is projected to grow to 180 zettabytes by 2025 [9]. Businesses try to make use
of these data by building up machine learning models that facilitate decision-
making processes.

For machine learning models to be unbiased and accurate, the data they
utilize should be of high quality. One of the possible issues with data quality is the
presence of outliers in these data. Outliers are the observations that deviate from
what is considered normal and expected [15]. When data contains outliers, this
may bias decisions. Outliers might signify some kind of errors, for example, errors
in data capture or data processing. In such case of erroneous data, the consistency
and accuracy dimensions of data quality are violated, i.e., data is incompatible
with previous data and their format and does not correspond to real-world values
[26]. When outliers represent correct data, they can nevertheless be of high
interest in particular domains, e.g. in fraud detection, medical diagnosis, malware
analysis, network intrusion detection, manufacturing quality control, etc.

Artificial intelligence and machine learning have revolutionized the way busi-
nesses operate. Similarly, the breakthrough has been made in the outlier detec-
tion domain, where thanks to machine learning, models are capable of predicting
anomalous observations automatically by learning from data. However, machine
learning algorithms differ in detection performance and time efficiency; hence,
their business value varies significantly from one domain to another. Many bench-
marking studies of outlier detection techniques exist, focusing on the technical
aspects of their prediction performance (see Sect. 2.4). However, they lack the
interpretation of these performance results from the business point of view. More-
over, benchmark studies rarely report on the detailed approach of the hyperpa-
rameter selection; thus, this gap is addressed in this paper as well.

The main purpose of this paper is to add to the existing body of research
on outlier detection by comparing traditional (conventional) outlier detection
methods, namely, the isolation forest, the density-based algorithm for discov-
ering clusters and the local outlier factor models. Hence, we investigate the
research question: which ones of these outlier detection models perform best
in practical business applications. By making such benchmarking, the following
contributions will be made to the outlier detection domain. First, the techniques
of hyperparameters setting for the outlier detection methods are discussed. Sec-
ond, the traditional machine learning methods for outlier detection are compared
on benchmark outlier detection datasets. Third, the performance metrics suit-
able for outlier detection are utilized in order to compare the models by means
of the McNemar’s test and average ranking.
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The remainder of this paper is structured as follows. Sections 2 gives a short
overview of the traditional machine learning techniques for outlier detection
and the existing benchmarking studies on these techniques. The methodology
is described in Sect. 3. Sections 4 and 5 present the results of the research and
discuss them. Section 6 presents the limitations and validity threats of the study.
Section 7 concludes on the research.

2 Overview of Traditional Outlier Detection Methods

Originated in the 1980s in the field of intrusion detection [8], outlier detection
was initially performed mainly using statistical techniques such as statistical
process control tools, z-scores, box-plots, etc.

The outlier detection domain has its own assumptions that influence the way
how research can be performed. Outliers are the data points that do not conform
to a defined notion of a normal behavior [6]. However, the outlier detection
process is not that straightforward when it comes to defining what is considered
normal. The profile of normal can be defined on different levels, e.g., local, global,
contextual, collective, etc. Thus, anomaly detection methods differ in a way the
normal profile is defined. Also, the notion of being an outlier differs from one
domain to another, making a definition of “outlierness” less straightforward.
Moreover, the labelled data is not easily available in the outlier detection domain,
being a major issue for the researchers [6]. That brings us to the assumption of
solving the outlier detection problem using the unsupervised learning techniques.
Another characteristic of the outlier detection domain is the unbalanced nature
of the data: anomalous classes have fewer observations than normal classes do.

The emergence of machine learning has introduced models which are capa-
ble to learn from data and has automated the outlier detection process. The
traditional machine learning models for outlier detection combine the best of
two worlds: they have statistical underpinnings and at the same time learn from
the data they have been trained on. In this paper, we look at the three tradi-
tional outlier detection models, namely, the isolation forest (iForest) model, the
density-based algorithm for discovering clusters (DBSCAN) model and the local
outlier factor (LOF) model. The former uses the notion of isolation to detect
outliers, while the latter two models use the notion of density.

2.1 Isolation Forest

The isolation forest model exploits the notion of outliers being few and different
from what is considered normal. Thus, the model makes two important assump-
tions: anomalous observations represent a minority in data and have the values
that are different from normal data. In most of the cases these assumptions are
realistic as they are aligned with the outlier detection domain characteristics
such as the outlier definition and the nature of the data prevalent in the domain
(See Sect. 2). However, these assumptions might not be realistic in the cases
when anomalies constitute a substantial amount of the data.
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Contrary to most other outlier detection techniques, the iForest model is
optimized to detect anomalies [18]. Instead of building the profile of normal
data, it uses the isolation approach that is aimed directly to find the unusual
patterns in data. The iForest model builds the ensemble of binary isolation
trees (iTrees) that isolate instances. Outliers are susceptible to isolation; hence,
they are isolated closer to the root of the iTree. The path lengths of iTrees are
averaged in the ensemble, and outliers have lower averaged path lengths than
normal observations.

The isolation forest model requires specification of two training hyperparam-
eters: the number of trees in the ensemble and the subsampling size [18]. The
usage of subsamples to build an iTree allows mitigating the effects of masking
and swamping, thus making isolation of outliers easier. The isolation forest model
has a linear time complexity. Moreover, it has a major computational advantage
over other models, as it does not calculate density or distance measures that are
usually time and resource consuming. The iForest model is capable of handling
large, high-dimensional datasets, so that it scales well for the big data problems.

2.2 Density-Based Algorithm for Discovering Clusters

The density-based algorithm for discovering clusters model is capable of dis-
covering clusters of arbitrary shape, as it utilizes the density-based notion of
clusters [11]. The DBSCAN model requires minimal domain knowledge because
it provides a modeler with an intuitive approach of setting the model hyperpa-
rameters.

The DBSCAN model makes an assumption that clusters are dense region, so
that it separates the low density regions from the high density regions. It uses the
notions of core points, border points and outlier points [11]. The neighborhood of
a given radius, Eps, must contain at least MinPts observations for a point to be
a core point of the cluster. Border points have less than MinPts observation in
their neighborhoods, whereas they should be reachable from the core point. The
outliers are observations that do not belong to any of the clusters, i.e. they are
not core points, and they cannot be reached from the core point. The assumption
of clusters being dense regions allows the model to discover the clusters of any
shape; however, the DBSCAN model fails to identify the clusters when clusters
are of varying density.

2.3 Local Outlier Factor

The local outlier factor model utilizes the notion of density of a local neighbor-
hood of an observation [5]. Contrary to the iForest and DBSCAN models that
consider the “outlierness” as a binary property, the LOF model assigns to each
observation a degree of it being an outlier. This score is called the Local Outlier
Factor. The approach employing the LOF score allows to detect local anomalies
that might be difficult to spot with a global approach.

The LOF score measures the observation’s outlierness relative to its local
neighborhood. The local neighborhood is defined by a hyperparameter MinPts
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that defines the number of nearest neighbors of an observation that form this
neighborhood. The LOF score measures the density of nearest neighbors of an
observation relative to the density of an observation itself. If these densities are
close to each other, then the LOF score value is around 1, and the observation
can be considered as an inlier. If the density of the neighbors is much higher
than the density of an observation, then the LOF score is much higher than 1,
and the observation is an outlier. However, there is no clear rule for deciding
when the observation can be considered an outlier, so that the application of the
LOF model in practice requires an intervention from the domain expert’s side.

2.4 Related Work

Original papers on the isolation forest algorithm and the density-based algorithm
for discovering clusters provide a benchmarking of the introduced model with
other outlier detection techniques. [18] provides the empirical comparison of the
iForest, ORCA, SVM, LOF and Random Forests models. This benchmarking
uses the AUC metric and the run time to evaluate the performance of the models.
According to both AUC and run time metrics, the iForest model obtains the best
performance [18]. The DBSCAN model is compared with the CLARANS model
[11]: the DBSCAN model is more efficient according to the run time and is
capable of both clustering and discovering noise.

A standalone benchmarking study is presented in the paper about a meta-
analysis of the anomaly detection problem [10]. The comparison of the density-
based (Robust Kernel Density Estimation, Ensemble Gaussian Mixture Model),
model-based (One-Class SVM, Support Vector Data Description), nearest neigh-
bors based (Local Outlier Factor, KNN Angle-based Outlier Detection) and the
projection-based (Isolation Forest, Lightweight Online Detector Of Anomalies)
approaches is performed using the AUC and average-precision metrics and the
statistical hypothesis testing. The study reports that the isolation forest model
performs best on average, while the support-vector data description and One-
Class SVM models obtain a poor performance [10].

The discussed benchmarking studies lack two important things. First, they
lack the contextual interpretation of the result from the business point of view, as
these studies focus too much only on the technical characteristics of the perfor-
mance. Second, most of them employ the AUC metric for performance evaluation
that can be misleading when the data are imbalanced [13].

3 Methodology

The benchmarking experiment is designed to contrast the detection performance
of outlier detection models. To that end, three traditional outlier detection mod-
els, namely the iForest, DBSCAN and LOF models, are selected. The models
are trained on the twelve benchmarking datasets that are described in Sect. 3.1.
Before the data can be used for training the models, they are preprocessed in a
way described in Sect. 3.2 and the models are trained on these data in the way
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described in Sect. 3.2. For the training, these models require the hyperparam-
eters to be specified, and the way this specification is performed is described
in Sect. 3.3. Once the models are trained, we can evaluate their prediction per-
formance and compare these models. We use five performance metrics, namely
recall, precision, F1 score, AUPRC and time, along with the McNemar’s test
and the average ranking to contrast the models’performance. The performance
metrics and comparison techniques are described in detail in Sect. 3.4. Detailed
implementation of the benchmarking study is available at
https://github.com/tiu-elena/benchmark-conventional-OD-methods.

3.1 Datasets

In this paper, models are trained, and the outliers are predicted using 12
benchmark outlier detection datasets. Ten of them are taken from the Out-
lier Detection Datasets Library [23]. The credit card dataset source is the Credit
Card Fraud Detection competition from Kaggle (see the dataset’s references in
Table 4). The bank dataset is taken from the ADRepository. Detailed informa-
tion on the dataset sources is displayed in Table 4. The datasets used in this
research are diverse in the number of observations, dimensionality and in the
percentage of outliers present in the data. The detailed dataset characteristics
are displayed in Fig. 1.

Fig. 1. Datasets characteristics

3.2 Data Preprocessing and Model Implementation

All the models are built using the scikit-learn library in Python [21]. The iFor-
est model is constructed using the sklearn.ensemble.IsolationForest class. The

https://github.com/tiu-elena/benchmark-conventional-OD-methods
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LOF model is built using the sklearn.neighbors.LocalOutlierFactor class. The
DBSCAN model is created using the sklearn.cluster.dbscan class. The contam-
ination parameter in the LOF model scikit-learn implementation is set to 10%.
To train the models, labels are removed from the data. During the evaluation
step, labels along with the models’ predictions are used to calculate performance
metrics.

As the DBSCAN and LOF models use the notion of density, they are sensitive
to the different scales of the features. For that reason, the data is first scaled using
min-max normalization. Additionally, the variables that contain only zeros are
dropped. Besides, we create dummy variables to represent categorical variables.

3.3 Hyperparameters Setting

The hyperparameters of the models in this paper are set based either on the
approach described in the original papers on the methods or on the research
studies on the hyperparameters setting for these methods. In cases where the
described approach is not feasible, the hyperparameters are set by the researchers
themselves. These cases are described below in this section.

The hyperparameters of the iForest model are specified in the same way as
in the original paper [18]. The subsampling size (train data size) is set to 256
as it is proved to be enough for outlier detection across a wide range of data.
Another parameter is the ensemble size (the number of trees) that is set to 100
because the path lengths converge well on the ensemble of this size.

The hyperparameters of the DBSCAN model are set based on the distances
to the kth nearest neighbor. The parameter k is specified in the Eq. 1 [25].

k = 2 · #features− 1 (1)

Equation 2 shows the specification of the MinPts parameter [25].

MinPts = k + 1 = 2 · #features (2)

To specify the Eps parameter, the distances to kth nearest neighbor for
each observation are sorted and plotted. The respective distance of the point
located in the first “valley” of the graph is set as an Eps parameter in the model
(Fig. 2). On large datasets, we take a subset of the data (10% randomly) for the
k-distances plot construction in order to make the distances’ calculation feasible.
For the Arrhythmia dataset, the approach from the Eq. 2 is not feasible: if the
approach is applied, the value of k is higher than the number of observations, and
the neighborhood specification is not meaningful. For the Arrhythmia dataset,
the k parameter is set to #features · 0.1 and the MinPts is set to #observation
· 0.1. The Eps value is found using the approach illustrated in Fig. 2.

The LOF model hyperparameter, MinPts, specification is based on the lower-
bound value of 10 from the original paper on the LOF method [5] and the
upper bound value of #observations · 0.01 that is set similarly as in the paper
[27]. Equation 3 illustrates the MinPts parameter specification. The paper [27]
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Fig. 2. Eps hyperparameter specification

proposes the upper bound value of #observations · 0.03, but we lowered the
fraction to 0.01 to make the approach work for the large datasets.

MinPts = max(10;#observations · 0.01) (3)

3.4 Model Comparison

Once the models for outlier detection are built, the quality of their predictions is
evaluated using performance metrics. The class labels that are not used during
the training step are used at the model evaluation step and allow using the
metrics for classification models. The outlier detection domain is characterized
by imbalanced data, i.e., the majority of the observations are non-anomalous.
That puts some constraints on the performance metrics which can be used at the
performance evaluation step. In this paper, we use the metrics that are focused
on the quality of the positive class prediction, i.e., recall, precision, F1 score and
AUPRC. Additionally, the total time performance of the model (time to train +
time to predict) is measured and used for the models’ performance evaluation.
The overview of the performance metrics is displayed in Table 1.

The AUPRC metric’s thresholds are calculated using the anomaly scores
obtained from the models. For the isolation forest model, the score is the anomaly
score defined in the original paper [18]. For the LOF model, the score is the
local outlier factor defined in the original paper [5]. For the DBSCAN model,
the score is the distance to the cluster center for nonanomalous observations and
the distance to the center of the closest nonanomalous cluster for outliers.

Once the model predictions are made and the performance metrics are calcu-
lated, we need to investigate whether the models perform differently and which
model performs the best under what circumstances. In order to answer the first
question, we use McNemar’s test [12]. The McNemar’s test is especially useful in
the cases when the model is evaluated on a dataset only once (which is the case
in this research, as the model is evaluated on the same dataset it was trained
on but with the labels added). The McNemar’s test constructs the contingency
table and tests the homogeneity of this table. In the case of classification mod-
els, this test checks whether two models disagree in the same way or not. The
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Table 1. Performance metrics

Metric Description Formula

Recall Shows how many of the actual outliers are

captured by the model. Should be high to

avoid missing the outliers

TP

TP + FN

Precision Illustrates the ability of the model to

precisely identify outliers. Defines how many

of those predicted as outliers are actual

outliers. Should be high to avoid false

alarms

TP

TP + FP

F1 score Illustrates the quality of the model to

balance precision and recall. Works well for

imbalanced datasets

2 · (Recall · Precision)

Recall + Precision

AUPRC Shows the ability of the model to balance

precision and recall on imbalanced datasets

Area under precision-recall

curve across different

decision thresholds

Time Illustrates the computational costs required

by the model as well as the speed of the

outlier detection. Measured using the

process time

Total time = Time to train

+ Time to predict

McNemar’s test cannot comment on whether the performance of one model is
better than the performance of another model.

The null hypothesis is that both models make errors in the same propor-
tions, i.e., they have the same error rate [12]. If the test fails to reject the null
hypothesis, the models have a similar proportion of errors, and we can conclude
that their performances are similar. If the null hypothesis is rejected, then the
proportions of errors are different and models perform differently.

4 Results

The performance metrics of the constructed models are displayed in Tables 5,
6, 7, 8, 9. The iForest model has the highest average AUPRC and recall values
and the lowest average total time. It also has the lowest median total time. The
DBSCAN model obtains the highest values of the F1 score and precision metrics.
The average time performance of the iForest model is remarkably better than the
performance of the DBSCAN model and the LOF model. The average running
time of the iForest model is almost 100 times lower than the LOF performance
and around 46 times lower than the DBSCAN performance.

In this paper, the McNemar’s test is performed for each dataset and for each
pair of the models. The p-values of the test are displayed in Table 2.

As can be seen from Table 2, for most of the datasets the null hypothesis can
be rejected with more than 99% confidence. The rejection of the null hypothesis
shows that models make errors differently, thus not behaving in a similar way.
Also, this confirms the findings of the DBSCAN model having the highest average
precision and the iForest model obtaining the highest average recall. The iForest
and DBSCAN models do make mistakes, but differently: iForest tend to detect
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Table 2. McNemar’s test results (p-values)

Dataset iForest vs DBSCAN iForest vs LOF DBSCAN vs LOF

Arrhythmia 0.54 0.003 1.4 · 10−5

Cardiocotography 0.423 5.4 · 10−13 1.1 · 10−17

ForestCover 0 0 0

Annthyroid 8.02 · 10−22 0.0002 2.5 · 10−34

Credit card 0 0 0

Mammography 2.83 · 10−158 7.38 · 10−13 1.92 · 10−96

Shuttle 0 0 4.92 · 10−225

Mnist 2.58 · 10−108 1.25 · 10−49 9.73 · 10−23

Vowels 1.05 · 10−23 0.0001 9.41 · 10−10

Seismic 0.01 5.98 · 10−6 4.4 · 10−9

Bank 0 4.15 · 10−103 0

Musk 2.39 · 10−36 8.16 · 10−21 2.25 · 10−86

as many outliers out of the true outliers as possible, but it comes at the cost
of precision and results in false alarms. On the contrary, the DBSCAN model’s
predictions are precise and most of the predicted outliers are actual outliers.
This difference in the nature of predictions results in the McNemar’s test null
hypothesis being rejected, as the models make errors in different proportions.

To investigate whether the performance of one model is better than the
performance of another model, we calculate the average ranking of the models
per performance metric. Additionally, we calculate the overall rank averaged
over all the performance metrics. The results are displayed in Table 3.

Table 3. Models ranking

Model AUPRC F1 score Time Recall Precision Average

iForest 1.75 1.917 1.83 1.75 2.042 1.858

DBSCAN 2 1.75 1.917 2.083 1.458 1.842

LOF 2.25 2.333 2.25 2.17 2.5 2.3

As can be seen from Table 3, the overall averaged ranks of the iForest and
DBSCAN models are almost the same (the DBSCAN model has slightly higher
rank, but the difference is rather small). The analysis of the ranks per perfor-
mance metric confirms the findings from the averaged values of the performance
metrics. The iForest model is ranked the highest on the AUPRC, time and recall
metrics. The DBSCAN model is ranked top 1 along the F1 score and preci-
sion dimensions. The LOF model is ranked last on all the performance metrics
considered.
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5 Discussion

The McNemar’s test results clearly show that models make mistakes differ-
ently. However, this test does not indicate the difference in the overall error
rate between the models, as it reports on the difference in proportion of error
between the models. In the outlier detection domain, model errors can be of
two types: type 1 errors (false positives) and type 2 errors (false negatives). The
McNemar’s test results show that models balance these two types differently.
This fact is also illustrated by the average ranking of the models that is calcu-
lated per performance metric. This ranking shows the dominance of the iForest
model for the recall metric; hence, it can better deal with false negatives and is
less inclined to report that the “outlierness” is missing when it is in fact not.
The DBSCAN model prevails along the precision metric. Thus, this model can
better handle the false positives and raises false alarms less often.

According to the ranking, the LOF model never outperforms the iForest and
DBSCAN models. It has both lower detection and time performance. However,
the LOF model is the best according to the absolute value of the recall metric
on large datasets with the lowest percentage of outliers (the Credit card and
ForestCover datasets - see the datasets’ description in Fig. 1) outperforming the
iForest model. Yet, it comes at a price of having low precision values and an
enormous computational time.

The iForest model is able to not miss out on the outliers at a cost of having
false alarms. It obtains high recall values on large datasets (the Credit card,
ForestCover and Shuttle datasets), whereas its precision, F1 score and AUPRC
values on most of the large datasets (the Credit card and ForestCover datasets)
are the lowest. The recall values are mostly decreasing with an increasing per-
centage of outliers in a dataset; thus, the model becomes less sensitive to outliers
once the assumption of outliers being “few” is getting weaker. In contrast, the
precision of the iForest model grows for a growing percentage of anomalies, so
that the model learns to be more precise when given more anomalous data to
learn from. Moreover, the precision of the iForest model mostly grows when
the number of features is increasing. Thus, the model has an improved preci-
sion once it is given more features to learn from (e.g. Arrhythmia, Musk, Mnist
and Bank datasets). However, it is not the case for the Cardiocotography and
Shuttle datasets that obtain relatively high precision values with few features.
Nevertheless, the iForest model is on average the fastest among all the models
considered; hence, it requires less computational power and, therefore, it is less
expensive. Also, the iForest model’s high time performance allows faster detec-
tion of outliers, which is critical in industries like manufacturing where the cost
of the unspotted defects is growing with time.

On the contrary, the DBSCAN model is capable of being precise. It is crucial
in industries where the cost of dealing with outliers is high; thus, detecting
irrelevant observations and checking them afterwards would lead to losses for
the businesses. The DBSCAN model obtains the highest values for the precision
metric mostly on the datasets of smaller sizes (up to 10 000 observations). Its
precision is mostly decreasing for growing data size and increasing for larger
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numbers of features; however, some datasets do not conform to these trends,
making it difficult to generalize about such dependencies.

As a result, more research is needed to investigate the dependencies of the
recall and precision values on the dataset’s characteristics, as in most of the cases
the relationship is not straightforward.

The results show that the performance of conventional outlier detection mod-
els vary greatly depending on the datasets characteristics. The practical appli-
cability of outlier detection models in business setting depends on the nature of
the data available (its size, dimensionality and contamination level of outliers),
the computing resources and their cost, the costs of a false negative and a false
positive prediction and the nature of the domain itself. The DBSCAN model
shows the biggest potential for the industries with high false positive costs, low
computing resources costs, datasets of smaller sizes and larger number of fea-
tures. It is typical for such domains as insurance fraud detection, where the
investigation of fraud is time- and money-consuming. The iForest model can be
advantageous in the industries where the computational resources are scarce and
the costs of detecting false negatives are high and the datasets sizes are large.
These characteristics are crucial in the domains like medical diagnosis, where it
is vital to find out any deviations from the normal profile of a patient and the
amount of the data is large.

6 Limitations and Validity Threats

This benchmark study is subject to both internal and external threats to validity.
The internal validity threats concern the structure of the study itself. The first
possible internal validity threat is the choice of the traditional outlier detection
methods for this benchmarking study. The ranking of the models depends on how
many models we use to obtain the performance metrics and consequently calcu-
late this ranking. However, the three models used in this paper, i.e. the isolation
forest, DBSCAN and LOF models, are the most widely used outlier detection
methods in the literature nowadays [14,19,22]. Nevertheless, this threat opens up
an opportunity of future research considering more outlier detection techniques
for a benchmarking study. The second possible internal validity threat is how we
set the hyperparameters for the models in this research. All the models require
hyperparameter specification and are sensitive to these hyperparameters, thus
producing different results depending on the setup. However, the hyperparame-
ters setting in this study is based on both the original paper recommendations
or the research findings that investigate the optimal ways of setting the hyper-
parameters for the models. Thus, the research has a solid basis of the way the
hyperparameters are set up. The last possible internal validity threat is the
choice of the performance metrics and tests to compare the models. The ranking
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averaged over the performance metrics can change depending on which perfor-
mance metrics we use. However, in this research, we use a diverse set of per-
formance metrics that measure different aspects of models’ performance. These
metrics are also appropriate for the outlier detection domain, thus making the
research findings sound.

The external validity threats relate to generalizability of the study to other
settings and domains. The first possible external validity threat is the choice of
the datasets. The extent to which the results of this benchmarking study are gen-
eralizable is directly influenced by the diversity of the datasets that are used to
build the models. This study employs twelve datasets that differ greatly in three
parameters, i.e., in the number of observations and features and in the percentage
of outliers. Moreover, these datasets come from different application domains.
Such a variety allows for better generalization of the results, making the findings
applicable to a broader context. Besides, the detailed datasets’ characteristics
provided in Fig. 1 allow for the transferability of the results and making it possi-
ble to apply the findings to other datasets with similar configurations. Another
possible external validity threat is the choice of the business context when inter-
preting the performance of the models. However, the performance metrics used
in this research are universal, and their interpretation can be expanded to other
domains. Moreover, the datasets used in this benchmarking study are diverse
and come from different domains ranging from banking (e.g., Credit Card and
Bank datasets) to medicine (e.g., Annthyroid and Cardiocotography datasets).

7 Conclusion

The outlier detection is attracting more and more attention in both research
and practical business worlds, as the amount of data generated on a daily basis
is constantly growing. Due to the artificial intelligence and machine learning in
particular, it is possible to automate the process of detecting outliers and make
models learn from the data they have seen. Nevertheless, not all the models are
equally efficient in doing so; hence, it is crucial to understand the strengths and
weaknesses of each model in order to deploy these models in practice. Thus, it is
necessary to investigate which machine learning methods perform the best when
applied practically. To this end, three traditional machine learning techniques,
namely, the isolation forest model, the density-based algorithm for discovering
clusters model and the local outlier factor model, were compared on 12 bench-
mark datasets. Five performance metrics, namely, AUPRC, precision, recall, F1
score and total running time, were used to measure the performance of the mod-
els. The McNemar’s test along with the average ranking were applied in order
to compare the models.
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The first conclusion of this paper concerns the ability of the models to detect
outliers. We found that models disagree differently, i.e., their type I and type II
errors are not similar. It influences the detection performance of the models: the
iForest model has the highest average recall, while the DBSCAN model has the
highest average precision.

The second conclusion concerns the iForest model. It obtains the best time
performance and is ranked first for the recall metric. That allows us to con-
clude that when the cost of “not acting” is high and when time and computing
resources are limited, the isolation forest model is the best choice.

The third conclusion concerns the DBSCAN model. This model is the most
precise one. We conclude that the DBSCAN model is better to utilize in the cases
when the cost of detecting outliers is high and false alarms are not encouraged.

Further research can be performed by exploring more outlier detection tech-
niques, e.g., deep learning models that also allows extending the research to
other data types, e.g. unstructured data. Furthermore, the comparison of the
models can be extended with other techniques, e.g. the null-hypothesis testing
framework.
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A Appendices

Table 4. Dataset sources

Dataset Sources

Arrhythmia [16,17,30]

Cardio [3,24]

ForestCover [17,28–30]

Annthyroid [2,17,30]

Credit card [1,7]

Mammography [2,17,30]

Shuttle [2,17,28–30]

Mnist [4]

Vowels [3,24]

Seismic [24]

Bank [20]

Musk [3]

Table 5. AUPRC

Dataset iForest LOF DBSCAN

Arrhythmia 0.440 0.338 0.456

Cardiocorography 0.580 0.186 0.642

ForestCover 0.062 0.248 0.025

Annthyroid 0.320 0.202 0.115

Credit card 0.104 0.453 0.390

Mammography 0.217 0.126 0.083

Shuttle 0.982 0.137 0.162

Mnist 0.269 0.313 0.334

Vowels 0.152 0.289 0.047

Seismic 0.117 0.081 0.116

Bank 0.282 0.190 0.269

Musk 0.996 0.026 1.000

Average 0.377 0.216 0.303
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Table 6. F1 score

Dataset iForest LOF DBSCAN

Arrhythmia 0.179 0.250 0.412

Cardiocotography 0.529 0.228 0.353

ForestCover 0.091 0.168 0.120

Annthyroid 0.325 0.297 0.179

Credit card 0.066 0.030 0.112

Mammography 0.196 0.199 0.218

Shuttle 0.776 0.158 0.204

Mnist 0.348 0.357 0.293

Vowels 0.179 0.418 0.554

Seismic 0.197 0.098 0.194

Bank 0.314 0.216 0.269

Musk 0.515 0.015 0.957

Average 0.310 0.203 0.322

Table 7. Precision

Dataset iForest LOF DBSCAN

Arrhythmia 0.583 0.304 0.583

Cardio 0.535 0.224 0.677

ForestCover 0.049 0.092 0.073

Annthyroid 0.294 0.258 0.339

Credit card 0.034 0.020 0.060

Mammography 0.116 0.122 0.200

Shuttle 0.639 0.136 0.141

Mnist 0.251 0.343 0.538

Vowels 0.119 0.281 0.500

Seismic 0.138 0.081 0.132

Bank 0.363 0.229 0.189

Musk 0.346 0.010 1.000

Average 0.289 0.175 0.369

Table 8. Recall

Dataset iForest LOF DBSCAN

Arrhythmia 0.106 0.212 0.318

Cardiocotography 0.523 0.233 0.239

ForestCover 0.689 0.956 0.332

Annthyroid 0.363 0.348 0.122

Credit card 0.833 0.910 0.841

Mammography 0.635 0.527 0.238

Shuttle 0.987 0.190 0.369

Mnist 0.566 0.373 0.201

Vowels 0.360 0.820 0.620

Seismic 0.347 0.124 0.365

Bank 0.277 0.203 0.464

Musk 1.000 0.031 0.918

Average 0.557 0.411 0.419

Table 9. Time

Dataset iForest LOF DBSCAN

Arrhythmia 0.411 0.031 0.021

Cardiocotography 0.307 0.099 0.125

ForestCover 10.13 1153.56 119.54

Annthyroid 0.490 0.714 0.844

Credit card 17.9 2636.8 1692

Mammography 0.813 1.151 1.625

Shuttle 2.453 13.859 6.417

Mnist 1.323 2.245 1.729

Vowels 0.297 0.047 0.109

Seismic 0.427 0.255 0.198

Bank 4.927 63.714 41.938

Musk 1.047 0.448 0.438

Average 3.377 322.74 155.414

Median 0.93 0.932 1.234
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Abstract. Dealing with imperfect temporal data entries in the context
of Collective and Personal Memory applications is an imperative mat-
ter. Data are structured semantically using an ontology called “Collective
Memo Onto”. In this paper, we propose an approach that handles tempo-
ral data imperfections in OWL 2. We reduce to four types of imperfection
defined in our typology of temporal data imperfections which are impre-
cision, uncertainty, simultaneously uncertainty and imprecision and con-
flict. The approach consists of representing imperfect quantitative and
qualitative time intervals and time points by extending the 4D-fluents
approach and defining new components, as well as reasoning about the
handled data by extending the Allen’s Interval algebra. Based on both
extensions, we propose an OWL 2 ontology named “TimeOntoImperfec-
tion”. The proposed qualitative temporal relations are inferred via a set
of 924 SWRL rules. We validate our work by implementing a prototype
based on the proposed ontology and we apply it in the context of the
Collective Memory Temporal Data.

Keywords: Temporal data imperfection · Imprecision · Uncertainty ·
Both imprecision and uncertainty · Conflict · OWL 2 · 4D-fluents
approach · Allen’s interval algebra · Collective Memory Temporal Data

1 Introduction

Temporal Collective and Personal Memory Data may be affected by many types
of imperfection [15]. In fact, Collective Memory is dedicated to relate historical
facts like National Movement and Festivals and to describe remarkable passages
from the lives of famous personalities. For instance, “Marilyn Monroe died on
the night of August 4 to 5, 1962. Nearly five hours passed between the estimated
time of death, around 9:30 p.m. and 10 p.m.”. In this example, the imprecision is
expressed in “the night of August 4 to 5, 1962” and “around 9:30 p.m. and 10 p.m.”.
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Many other kinds of imperfections that may affect temporal data are distinguished
in our proposed typology [5] and the typology ofCollectiveMemoryData imperfec-
tion proposed in [15]. Representing and reasoning about imperfect temporal data
in the context of Collective Memory Model, based on an ontology named “Collec-
tiveMemoOnto”, is what we specifically addressed in this work. We reduce to four
types of imperfection defined in our typology which are imprecision, uncertainty,
both uncertainty and imprecision and conflict.

In the semantic web field, several approaches have been proposed to deal
with perfect temporal data. However, to the best of our knowledge there is no
works that deal with many temporal data imperfections at the same time.

In this paper, we propose an approach for representing and reasoning about
imperfect temporal data in terms of both qualitative relations (e.g., “before”)
and quantitative ones (time intervals and points). It consists of: (1) Representing
imperfect temporal data in OWL2. We extend the 4D-fluents approach [23] with
new ontological components to represent: (1.1) imperfect quantitative temporal
data, and (1.2) qualitative temporal relations between time intervals and points.
Certainty degrees related to each kind of imperfection are calculated using pos-
sibility and evidence theories. (2) Reasoning about imperfect temporal data by
extending the Allen’s interval algebra [6]. It proposes qualitative relations only
between time intervals. It is not devoted to handle imperfect time intervals. Fur-
thermore, it is not intended to relate a time interval and a time point or two time
points. We extend it by proposing qualitative temporal relations between imper-
fect time intervals. They preserve important properties of the original algebra.
We adapt the resulting interval relations to propose temporal relations between
a time interval and a time point, and two time points. (3) Proposing an OWL 2
ontology called “TimeOntoImperfection”. It may be integrated in other ontolo-
gies to handle imperfect temporal data such as “CollectiveMemoOnto”. It is
implemented based on our extensions. Inferences are done using SWRL rules.

The structure of this paper is as follows. Preliminary concepts and related
work in the fields of temporal data representation and reasoning in the Seman-
tic Web are reviewed in Sect. 2. Section 3 introduce our proposed 4D-fluents
approach extension. Section 4 introduce our proposed Allen’s Interval Algebra
extension. Section 5 presents our OWL 2 “TimeOntoImperfection” ontology. In
Sect. 6, we present a validation in the context of Collective Memory Data.

2 Preliminaries and Related Work: Handling Temporal
Data in Semantic Web

Imperfect temporal data are characterized using quantitative or qualitative
terms. Imperfect quantitative temporal data means imperfect time intervals and
points.

2.1 Temporal Data Representation and Reasoning About

Current technologies for the Semantic Web suffer from its lack to represent and
reason about temporal data. Ontology languages such as OWL provide only
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binary relations and forsaken temporal data, which presents a major weakness.
This explains the emergence of many researches in this context.

We classify them into two categories: (1) approaches that extend OWL or
RDF syntax by defining new OWL or RDF operators and semantics to incor-
porate temporal data, which are Temporal Description Logics [7], Concrete
Domains [17] and Temporal RDF [12]. (2) approaches that are implemented
directly using OWL or RDF to represent temporal data without extending
their syntax, which are Versioning [16], Reification [9], N-ary Relations [18],
4D-Fluents and Named Graphs [22]. They offer reasoning support and they can
be combined with existing tools [11].

Most of these approaches handle only perfect temporal data and neglect
imperfect ones and few approaches treat only some imperfections but not many
imperfections at the same time. They are not intended to handle time points
and qualitative temporal relations between a time interval and a time point or
even two time points. Our approach should be based on existing OWL constructs.
We choose to extend the 4D-fluents approach to represent imperfect quantitative
temporal data and associated qualitative temporal relations since it minimizes
data redundancy as the changes occur on the temporal parts and keep the static
part unchanged. It maintains a full OWL expressiveness [8,13,20,24] and [14].
In 4D-fluents approach presents two classes, named “TimeSlice” and “TimeIn-
terval”. Four certain properties, named “tsTimeSliceOf”, “tsTimeIntervalOf”
“HasBeginnig” and “HasEnd”are introduced.

2.2 Temporal Data Reasoning: Allen’s Interval Algebra

Allen proposed 13 qualitative temporal relations between perfect time intervals.
He defined them in terms of the ordering of the beginning and ending bounds
of the corresponding intervals. A particularity that the Allen’s algebra holds, is
that we can deduce new relations through the composition of other ones (e.g.,
“Before (A, B)” and “Equals (B, C)” give “Before (A, C)”. Allen’s interval
algebra is not dedicated to handle uncertain time intervals and it does not relate
a time point and a time interval, nor two time points. A number approaches
have been extended this algebra such as [1,8,21] and [19]. These extensions
are based on theories related to imprecise temporal data or uncertain temporal
data. Furthermore, most of these extensions do not preserve all the properties
of the original Allen’s algebra. For instance, in [18], the relation “Equals” is not
reflexive. However, the compositions of the resulting relations are not studied by
the authors. For example, in [10], the authors do not propose the composition
table of the proposed temporal relations. Most of the proposed approaches that
represent and reason about imperfect temporal data, mainly deal with only
imprecise temporal data or only uncertain temporal data and use fuzzy and
probability theories. However, to the best of our knowledge there is no approach
to deal, at the same time, with several types of imperfections in ontology.
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3 Representing Temporal Data Imperfection in OWL 2

We extend the 4D-fluents approach with new ontological components and com-
ponents based on OWL-Time1 ontology to represent imperfect quantitative tem-
poral data and associated qualitative temporal relations in OWL2. We reduce
to imprecision, uncertainty, both uncertainty and imprecision at the same time
and conflict as kinds of temporal data imperfections.

“TimeSlice” is the class domain for entities representing temporal parts.
“time:TimeInterval” and “time:TimeInstant” are respectively the classes rep-
resenting intervals and time points. “time:DateTimeDescription” is the class
representing dates and time clocks. We propose an approach to deal with impre-
cise temporal data, specifically dates and time clocks in OWL 2 with a crisp view.
We represent precise time points (dates and time clocks). For the dates, let D,
Mo and Y be, respectively, precise day, month and year. We use three datatype
properties from OWL-Time named “time:day”, “time:month” and “time:year”
to relate, respectively, “time:DateTimeDescription” and D, Mo and Y. Simi-
larly, we represent the time clocks. We represent imprecise time points (dates
and time clocks). For the dates, let D, Mo and Y be, respectively, imprecise day,
month and year. We represent them by disjunctive ascending sets {D(1)...D(d)},
{Mo(1)...Mo(mo)} and {Y (1)...Y (y)}. We define for each of D, Mo and Y, respec-
tively, two datatype properties: “HasDayFrom” and “HasDayTo”, “HasMon-
thFrom” and “HasMonthTo”, “HasYearFrom” and “HasYearTo”. They are all
connected to the “time:DateTimeDescription” class. Similarly, we represent the
time clocks. We also represent the other types of imperfections (i.e., uncertainty,
both uncertainty and imprecision, and conflict). A detailed description of this
part is available in an appendix.2

4 Reasoning About Uncertain Temporal Data: Extending
Allen’s Interval Algebra

We extend the Allen’s algebra to: (1) reason about imperfect quantitative tem-
poral data to infer qualitative temporal relations and (2) to reason about the
qualitative temporal relations to infer new ones.

We extend the Allen’s interval algebra to reason about imperfect time inter-
vals. When considering perfect time intervals, our approach reduces to Allen’s
interval algebra. We redefine the 13 Allen’s relations to propose temporal rela-
tions between imperfect time intervals. For example, for uncertain time intervals,
let A = [A−

ca−, A
+
ca+] and B = [B−

cb−, B
+
cb+] be two uncertain time intervals. For

instance, we redefine the relation “Before(A,B)” as: “Beforec(A,B)”; where
“c” is the certainty degree associated to the relation “Before” between A and
B. This means that the uncertain ending bound of the interval A is less than

1 https://www.w3.org/TR/owl-time/.
2 https://cnam-my.sharepoint.com/:b:/g/personal/nassira achich auditeur lecnam

net/EUCb9oFijgpJgjXEjCZmtUcBtTXfAr t57p9YsCBnQEMtw?e=YsgVUc.

https://www.w3.org/TR/owl-time/
https://cnam-my.sharepoint.com/:b:/g/personal/nassira_achich_auditeur_lecnam_net/EUCb9oFijgpJgjXEjCZmtUcBtTXfAr_t57p9YsCBnQEMtw?e=YsgVUc
https://cnam-my.sharepoint.com/:b:/g/personal/nassira_achich_auditeur_lecnam_net/EUCb9oFijgpJgjXEjCZmtUcBtTXfAr_t57p9YsCBnQEMtw?e=YsgVUc
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the uncertain beginning bound of B. Table 1 presents Allen’s relations between
uncertain intervals.

Beforec(A,B) ⇒ A+
ca− < B−

cb+ (1)

Table 1. Temporal relations between two uncertain time intervals A and B.

Relation(A,B) Relations between interval bounds Inverse(B,A)

Beforec(A,B) A+
ca+ < B−

cb− Afterc(B,A)

Meetsc(A,B) A+
ca+ = B−

cb− Met-byc(B,A)

Overlapsc(A,B) (A−
ca− < B−

cb−) ∧ (A+
ca+ > B−

cb−) ∧(A+
ca+ < B+

cb+) Overlapped-byc(B,A)

Startsc(A,B) (A−
ca− = B−

cb−) ∧ (A+
ca+ < B+

cb+) Started-byc(B,A)

Duringc(A,B) (B−
cb− < A−

ca−) ∧ (A+
ca+ < B+

cb+) Containsc(B,A)

Endsc(A,B) (B−
cb− < A−

ca−) ∧ (A+
ca+ = B+

cb+) Ended-byc(B,A)

Equalsc(A,B) (A−
ca− = B−

cb−) ∧ (A+
ca+ = B+

cb+) Equalsc(B,A)

The certainty degree “c” is inferred from the certainty degrees “ca+” and
“cb−” using a Bayesian Network [2].

All the other tables presenting Allen’s relation between imperfect time inter-
vals of the other imperfections (imprecision, simultaneously uncertainty and
imprecision, and conflict) are presented in the appendix.3

We adapt the qualitative temporal relations between time intervals to propose
relations between a time interval and a time point as shown in Table 2 which
also represents uncertainty like the last subsection. The qualitative temporal
relations between time intervals are adapted to propose relations between time
points, as shown in Table 3.

5 “TimeOntoImperfection”: The Proposed Ontology

The temporal data imperfection ontology, named “TimeOntoImperfection”.4 it
is a top-level ontology, which can be merged with other ontologies of domain
that must be extended to represent and reason about imperfect temporal data.
It is based on the extension of the 4D-fluent approach with predefined elements
of the OWL-Time ontology, elements that we have defined to represent the tar-
geted imperfections, and the extension of Allen’s interval algebra to reason about
imperfect temporal data. We create our “TimeOntoImperfection” ontology using
the Protégé ontology editor. In the literature, there is not, to our knowledge, an
ontology temporal data imperfection. The temporal data imperfection ontology
contains 5 classes, 201 object properties and 44 data type properties that rep-
resent time interval bounds, time points, dates, and time clocks as well as all

3 https://cnam-my.sharepoint.com/:b:/g/personal/nassira achich auditeur lecnam
net/EeIhjd586WxGmeA HI5OCgQBNtW1ie2ODZONZ0T0fX5oKQ?e=o7n0LQ.

4 https://cnam-my.sharepoint.com/:u:/g/personal/nassira achich auditeur lecnam
net/EWd 23zDgUVNtTUhj7uoW4QBMNh3bE3J-rt2HB60Iaa7zg?e=NKcP2z.

https://cnam-my.sharepoint.com/:b:/g/personal/nassira_achich_auditeur_lecnam_net/EeIhjd586WxGmeA_HI5OCgQBNtW1ie2ODZONZ0T0fX5oKQ?e=o7n0LQ
https://cnam-my.sharepoint.com/:b:/g/personal/nassira_achich_auditeur_lecnam_net/EeIhjd586WxGmeA_HI5OCgQBNtW1ie2ODZONZ0T0fX5oKQ?e=o7n0LQ
https://cnam-my.sharepoint.com/:u:/g/personal/nassira_achich_auditeur_lecnam_net/EWd_23zDgUVNtTUhj7uoW4QBMNh3bE3J-rt2HB60Iaa7zg?e=NKcP2z
https://cnam-my.sharepoint.com/:u:/g/personal/nassira_achich_auditeur_lecnam_net/EWd_23zDgUVNtTUhj7uoW4QBMNh3bE3J-rt2HB60Iaa7zg?e=NKcP2z
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measures of the different types of imperfections that are the measures of certain-
ties, the measures of possibilities, the measures of necessities and the masses of
belief. We infer via a set of SWRL rules our extension of Allen’s algebra.

6 Validation

In this section, we present the prototype implemented based on our ontology to
explore our approach followed by a case study that we conduct in the context of
the Collective Memory Data.

6.1 Prototype Implemented Based on “TimeOntoImperfection”

We propose a prototype based on our “TimeOntoImperfection” ontology to vali-
date our work. This prototype has been implemented in Java. The main interface
of the prototype allows the user to enter perfect and/or imperfect time intervals
and time points and to calculate certainty degrees related to each kind of imper-
fection based on our proposed approach. After each new temporal data entry, the
“Add Qualitative Temporal Relation” component is automatically executed to
infer missing data, including associated qualitative relationships and associated
metrics based on SWRL rules. Our prototype also makes it possible to perform
a search on the data entered and saved by using a filter integrated in a choice
bar. This is implemented with SPARQL queries.

6.2 Application to Collective Memory Data

We conduct a case study in the context of Collective Memory data whose goal is
to show the interest of the current work. Collective memory data relate histori-
cal facts (e.g., “National Movement” and “Festivals”) or describing remarkable
passages from the lives of famous personalities (e.g., “successes”, “death”). It
allows the semantic representation of knowledge relating to the collective mem-
ory and individual, based on an ontology called Collective Memo Onto (CMO)
that we merge with our ontology “TimeOntoIperfection” to manage the tempo-
ral dimension. Let us have the following example, “The Mona Lisa is a painting
of the artist Leonardo Da Vinci. He made it between 1503 and 1506 or between
1513 and 1516, and maybe until 1519”. In this example, we find two kinds of
imperfections which are conflict and simultaneously uncertainty and imprecision.
Let I1 and I2 respectively the two time intervals expressing the conflict, where
I1 = [1503, 1506] and I2 = [1513, 1516]. Let m1 and m2 the belief mass respec-
tively associated to the I1 and I2. We calculate it using the evidence theory
based on our approach proposed in [3]. Let P be the time point which express
the uncertainty and imprecision at the same time where P = 1519. Let PIm and
NIm the possibility and necessity degrees associated to the imprecision of P; and
PUn and NUn the possibility and necessity degrees associated to the uncertainty
of P. We calculate it using the possibility theory [4].
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Table 2. Temporal relations between an uncertain time interval and an uncertain time
point.

Relation(A,P) Relations Inverse(P,A)

Beforec(A,P) Pcp < A−
ca− Afterc(P,A)

Meetsc(A,P) Pcp = A+
ca+ Met-byc(P,A)

Startsc(A,P) Pcp = A−
ca− Started-byc(P,A)

Duringc(A,P) (A−
ca− < Pcp) ∧ (Pcp < A+

ca+) Containsc(P,A)

Endsc(A,P) (Pcp = A+
ca+) Ended-byc(P,A)

Table 3. Temporal relations between two uncertain time points P and Q

Relation(P,Q) Relations Inverse(Q,P)

Beforec(P,Q) Pcp < Qcq Afterc(Q,P)

Equalsc(P,Q) (Pcp = Qcq) Equalsc(Q,P)

7 Conclusion

In this paper, we present an approach to handle several types of imperfection,
which are imprecision, uncertainty, uncertainty and imprecision, and conflict,
that can affect the temporal data in the context of Collective Memory Data. To
represent this data, we extend the 4D-fluents; we used OWL-Time ontology and
we define new ontological components and using theories of imperfection such
as possibility and evidence theories. To reason about imperfect temporal data,
we extend the Allen’s interval algebra. Based on these extensions, we propose
an OWL 2 ontology named “TimeOntoImperfection”. Finally, we implement a
prototype based on our ontology to validate our work. In the future, we plan to
treat other kinds of imperfections defined in our typology such as redundancy.

References

1. Achich, N., Ghorbel, F., Hamdi, F., Metais, E., Gargouri, F.: Representing and
reasoning about precise and imprecise time points and intervals in semantic web:
dealing with dates and time clocks. In: Hartmann, S., Küng, J., Chakravarthy, S.,
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Abstract. Digital transformation affects not only IT and innovative businessmod-
els and processes, it is significantly influenced by the skills and competence of top
managers and new requirements and expectations of customers. The basic driver
of ongoing digital transformation in any organization is performed with the active
support of theChief InformationOfficer, Chief Information SecurityOfficer, Chief
Technology Officer, Chief Digital Officer, or their cooperation work. Depending
on the organization/company size, the number of these chiefs could be reduced
and corresponding responsibilities merged. To this end, it is necessary to iden-
tify the main responsibilities and to clarify the existing hierarchy between them.
To assess the progress of the digitalization process, the article proposes a multi-
criteria mathematical model, the essence of which is the consideration of both
objective and subjective criteria. The realized numerical application through five
objective and eight subjective criteria demonstrate the applicability of described
approach.

Keywords: Digital transformation · CIO · CISO · CTO · CDO ·
Decision-making ·Multiple criteria ·Mathematical model

1 Introduction

Todays the ongoing digital transformation could be recognized not only in different
areas of manufacturing companies (Lee et al. 2021) but affects also non-profit organi-
zations (Nahrkhalaji et al. 2018), smart cities (Garvanov and Garvanova 2021), tourism
(Marx et al. 2021) education (Petrova et al. 2022), etc. Regardless of the field of appli-
cation, the common goal of digital transformation is to improve the efficiency, value or
innovation. From the manufacturing point of view, some of the most important chal-
lenges that organizations need to be handled include: traditional processes, resistance
to change, legacy business mode, limited automation, budget restrictions, absence of
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relevant knowledge, inflexible company structure and security (Albukhitan 2020). The
measures that influence the digital transformation of SMEs can be represented by the
four groups concerning resources, information systems, organizational structure, and
culture (Schuh et al. 2017). In this regard, it worth to mention that the cloud services
are essential part of contemporary information systems (Petrov 2021). Digital transfor-
mation should be priority for top management staff and leading concept of corporate
business strategy (Saarikko et al. 2020). It should be mention that digital transformation
could represented via following distinguished phases: 1) digitization, 2) digitalization,
and 3) digital transformation (Verhoef et al. 2021).

Digital transformation can be measured by how an organization uses IT, people and
processes to realize new business models and revenues, motivated by customer expecta-
tions about products and services. This means that it is necessary to identify appropriate
indicators for evaluation considering that the processes of digital transformation differ
depending on the specific features of the company. The number of tasks that companies
are seeking to complete is increasing extensively and this is the reason to divide it in
order to be effectively accomplished. There are several key positions whose integration
is key to the company’s digitalization: Chief Information Officer (CIO), Chief Infor-
mation Security Officer (CISO), Chief Technology Officer (CTO), and Chief Digital
Officer (CDO). For different companies, some of these roles could be merged or could
be considered with different importance due to the company’s focus. For example, for a
business-oriented company, the most important is CIO, for a technology-oriented com-
pany the most important is CTO, for a digital-oriented company the most important is
CDO.

The current article is focused on: 1) highlighting the importance of CIOs, CISOs,
CTOs, and CDOs as drivers of the digital transformation; 2) providing a set of different
objective and subjective parameters that affect the digital transformation process; 3)
providing a clear mathematical model to estimate the progress of digital transformation.
The rest of the article is organized as follows: Sect. 2 contains description of roles
and hierarchy of CIOs, CISOs, CTOs and CDOs; Sect. 3 describe the proposed multi-
criteria decision-making model along with used criteria; Sect. 4 contains the input data
for numerical testing of business activities in digital transformation along with obtained
results and discussion, and conclusions are draw in Sect. 5.

2 Role and Hierarchy of CIOs, CISOs, CTOs and CDOs

TheChief InformationOfficer (CIO) is the executive director of the company responsible
for themanagement, implementation, and usability of information and computer technol-
ogy. As technology expands and reshapes industries worldwide, the role of information
directors has grown in popularity and importance. The CIO analyzes how different tech-
nologies benefit the company or improve an existing business processes. Some authors
clearly show that a CIO’s background itself is not as important as to whom a CIO reports
(Jones et al. 2020). An investigation about the strategic role of CIOs in the situation of
information technology control weaknesses is presented (Li et al. 2021). It is found that
common practices by firms to retain CIOs in information technology control weaknesses
situations are ineffective. It is worth mentioning the empirical results that indicate the
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relationship between business strategy and CIOs of certain competencies, experiences,
and personalities could lead to better organizational performance (Li and Tan 2013).
Combining the COBIT framework and the AHP, the authors show how to optimize the
processes to provide a sound basis for consensus in the development of the CIO function
in large organizations (Shalamanov et al. 2020).

The CTO is an executive-level person who focuses on creating and implementing
relevant company policies in accordance with the scientific needs to meet the business
goals. The responsibilities of CTOs are focused on the development of procedures and
strategies, R&D, use of technology. According to Van der Meulen, four common CTO
roles could be distinguished: 1) CTO as a digital business leader; 2) CTO as a business
enabler; 3) CTO as IT innovator; 4) CTO as a chief operating officer of IT (Van der
Meulen 2019). In the past, the roles of CIO and CTOwere performed by CIO. Empirical
results reveal a positive relation between gender and CTO innovation, and companies
with a stronger corporate culture supporting innovation have CTO women (Wu et al.
2021).

The main responsibilities of CISO concern to information and data security issues
by providing appropriate prevention and protection against information security attacks,
as well as the rapid recovery of security violation (Dhillon et al. 2021). In this regard
it duties include design and implementation of security program, auditing and compli-
ance initiatives, providing proper education and training program, working with third
party security vendors. A relationship was identified between the internal audit and the
information security functions, which influences the objective measures for the overall
information security efficiency of the organization (Steinbart et al. 2018).

The role of CDO is associated with various activities that make it possible to turn
traditional operations into digital processes. Building on a large-scale sample of firms and
conducted investigations, the authors show that only about 5% of S&P firms had a CDO
till the end of 2018 (Kunisch et al. 2020). As a new position, the responsibilities of CDO
could be delegated to external for the company person, or to create a new CDO position.
In both cases, the company’s performance gains are increased substantially (Mehta
et al. 2021). In addition, it is found an existing relationship between the parameters
of organization design and CDO activities (Singh et al. 2020). Taking into account the
main responsibilities of these chiefs, the following six relations can be identified as
shown in Fig. 1.

Fig. 1. Relations between CIO, CISO, CTO, and CDO
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The case #1 illustrates the situation, where only positions for CIO and CTO are
available in the organization. The CIO has leading role in this situation. The case #2
refers to present of three company positions for CIO, CTO and CDO. The hierarchical
position in this case is taken also by CIO. Third case (#3) express also three positions
for CIO, CISO and CTOwhere on the top in hierarchy is CIO too. Case #4 expresses the
situation where CIO and CISO are at the same hierarchy level. The next two cases (#5 &
#6) suppose the existence of four company positions for CIO CISO, CTO and CDO. In
case #5, the CIO and CISO have equal hierarchy position while the case #6 illustrates
the leading position for CIO. The common in all of these cases shown in Fig. 1 is the
leading role of CIO. This means that in a micro-sized or small company situation, the
CIO position must be available even if it is a part-time position.

3 Indicators and Model to Assess the Digital Transformation

To assess the success of the implementation of digital transformation, the authors propose
objective and subjective indicators for measuring the results of business activities as
shown in Table 1.

Table 1. Evaluation criteria to measure the performance of business activities at digitalization

Objective evaluation criteria Subjective evaluation criteria

IT infrastructure Strong leadership skills

Successfully implemented market innovations Strong business communication

Return of investment Confidence building

New customers Problem-solving

Employee productivity Time management

Decision-making

Entrepreneurial mindset

Strategic thinking

One of the most important criteria is IT infrastructure. This is measurable objec-
tive criterion includes the development of IT infrastructure in the organization. It could
be assessed as the number of introduced cloud services, digital workplaces, provision
of employees with additional hardware and software. Another objective criterion is the
successfully implementedmarket innovations that can be assessed as the number of inno-
vations or as added business value. One of the most commonly applied market strategies
is transferring to e-commerce to take the business to new geographical locations. Return
of investment ratio and attracting new customers are the other two evaluation criteria of
the business that affect the enterprise’s progress digitalization. Last but not least is the
employee productivity criterion. It can be evaluated as a profit for the company earned by
one employee but this aspect can also be negatively affected by digital transformation,
in case that adequate training is not provided.



630 D. Borissova et al.

The subjective criteria refer to the personal soft skills of themanager/s as CIO, CISO,
CTO, CDO. These chiefs should have strong leadership and business communication
skills. They need to demonstrate a confidence-building attitude in order to motivate the
team that introduces the digital transformation and also to convince the other teams in
the organization that digitalization will bring benefits. The C-level management includ-
ing CIO, CISO, CTO, CDO, demands proving problem-solving skills and include also
critical and analytical thinking. Such skills are a prerequisite that the research approach
that deals with all emerging issues of the digitalization process will go smoothly. The
introduction of digital tools for the application of mathematical models for group and
individual decision-making, including time, and workflow management could serve as
evaluation criteria. Entrepreneurial mindset and strategic thinking are also important
features of success and respectively also affect the evaluation of the progress of digital
transformation.

In order to measure the performance of business activities at digitalization, it is nec-
essary to consider both criteria groups related to objective and subjective indicators. This
integration requires considering these two groups separately, but within one aggregate
utility function. The proposed multi-criteria model for evaluation of business activities
in digital transformation is as follows:

DTperformance = max

{
α

∑O

i=1
wiei + β

∑S

j=1
wjej

}
(1)

α + β = 1 (2)

∑O

i=1
wi = 1 (3)

∑S

j=1
wj = 1 (4)

The coefficient α expresses the importance of objective evaluation criteria while coef-
ficient β expresses the objective ones. The coefficients wi and wj express the relative
importance between objective and subjective criteria, ei and ej represents evaluation
scores toward objective and subjective criteria. The range of evaluation scores expressed
by ei and ej should have the same range as of other coefficients in the model (1)–(4).
That means the acceptable range for these scores should fall between 0 and 1 to have a
comparable scale. The relation (2) allows us to consider two separate parts concerning
objective and subjective criteria in an integrate overall performance. The coefficients
α and β make possible to realize more flexible model considering the objective and
subjective criteria with different importance in the final complex evaluation.

The proposedmulti-criteriamodel (1)–(4) can be simplified imposing the value equal
to zero for the coefficient α (α = 0) or β (β = 0). In these cases, the model (1)–(4) will
rely only objective or subjective criteria in the evaluation.



Integrated Approach to Assessing the Progress of Digital Transformation 631

4 Numerical Application

To evaluate the digitization process, the CEO was asked to set estimates for the perfor-
mance of the CIO, as the test was conducted in a micro-company with the CIO. The
given score toward the business activities related to the digital transformation along with
weights for criteria importance are shown in Table 2.

Table 2. Evaluation score and corresponding weights for objective and subjective criteria.

Criteria Weights for sub
criteria importance

Evaluation
scores

Case-1 Case-2 Case-3

Objective evaluation
criteria

wi (S-1) wi (S-2) ei α α α

o-1 IT infrastructure 0.25 0.12 0.65 0.50 0.45 0.55

o-2 Successfully
implemented
market
innovations

0.25 0.15 0.45

o-3 Return of
investment

0.25 0.26 0.54

o-4 New customers 0.25 0.23 0.58

o-5 Employee
productivity

0.25 0.24 0.55

Subjective evaluation
criteria

wj wj ej β β β

s-1 Strong leadership
skills

0.125 0.13 0.57 0.50 0.55 0.45

s-2 Strong business
communication

0.125 0.15 0.78

s-3 Confidence
building

0.125 0.12 0.44

s-4 Problem-solving 0.125 0.14 0.80

s-5 Time management 0.125 0.11 0.56

s-6 Decision-making 0.125 0.13 0.93

s-7 Entrepreneurial
mindset

0.125 0.09 0.78

s-8 Strategic thinking 0.125 0.13 0.81

Two scenarios for sub-criteria importance are presented (S-1 and S-2) and three cases
that express different preferences about objective and subjective evaluation criteria. It
should be mention that all estimations given in Table 2 are subjective and reflect the
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particular point of view of the involved CEO from a particular company. That is why
this data are valid only for this company.

The comparison between described above two different scenarios under three dif-
ferent cases for objective and subjective criteria importance for the overall performance
of company’s progress is illustrated in Fig. 2.

Fig. 2. Comparison of overall performance under 2 different preferences about the subjective and
objective criteria weights for 3 cases

Taking into account the objective and subjective criteria with equal importance (case-
1) for both scenarios (S-1 & S-2), the obtained results show a difference of 0.068025
for overall company performance. For case-2, this difference amount of 0.0607075 and
for case-3 – the difference is 0.0753425 respectively.

Regardless of the variety of models that could be used, the core of these models
remains in the proper identification of the evaluation criteria. It is interesting to determine
the progress performance of digitalization of large-scale companies where all positions
for CIO, CISO, CTO, CDO are available. This interesting direction is planned as the
future development of the described in the current article approach. It isworthmentioning
that the use of such an approach will not only contribute to the assessment of progress
in digitalization, but will also stimulate better economic sustainability.

5 Conclusions

This article discusses the problems associated with assessing the progress of digital
transformation. It has been shown that digital transformation can be measured through
the IT used, the managers involved and the new business processes, as well as the
revenue from improved products and services. Based on the main responsibilities of
CIOs, CISOs, CTOs and CDOs, a set of different objective and subjective criteria is
identified that influence the process of digital transformation. Taking into account the
specifics of the described problems, a multicriteria mathematical model for estimating
the progress of digital transformation is proposed. The applicability of the proposed
approach has been numerically tested in the case of assessing the process of digitalization
of a micro-company. The results prove the effectiveness of the proposed model, as well
as the suitability of the defined two groups of objective and subjective evaluation criteria.
As a future study, it is planned to determine the progress of the digitalization of large
companies and, if necessary, to add new evaluation criteria.
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Abstract. This paper presents a vision for an integrated and compre-
hensive Model-Driven Engineering (MDE) framework for Business Intel-
ligence (BI), called BIG - Business Intelligence Generator. It starts from
two observations: (i) MDE is a common approach to implement parts of
a BI system and (ii) existing MDE approaches to BI are heterogeneous,
not always methodologically and technically aligned, and sometimes even
overlooking entire layers of the BI systems. This paper objectifies the
heterogeneity of existing MDE approaches, extends on the problems it
is likely to lead to, and calls for a proper end-to-end MDE-BI approach,
with each layer of the MDE-BI architecture capable of proper communi-
cation and exchange with the next one. As a response, the BIG frame-
work is introduced, under the form of a vision. The paper describes the
BIG framework in general and discusses for each of its modules the ben-
efits of the proposal. Future works required to fulfill the vision are also
discussed, suggesting new avenues for research around BI and MDE.

Keywords: Business Intelligence · Model-Driven Engineering ·
Modeling · ETL · Data warehouse · OLAP · Dashboard · Automation

1 Introduction

Business Intelligence (BI hereafter) refers to the combination of technologies,
softwares and models necessary to transform multiple operational data-bases –
often heterogeneous in terms of structure, quality and purpose – into an inte-
grated reporting solution. BI is an essential component of decision support in
any modern organizations, and is often recognized as a critical activity [1]. It
has received much research attention over the last years and can be consid-
ered as a rather mature field, well illustrated by various bibliometrics studies
[2,3]. This longstanding attention to BI has resulted in a number of contribu-
tions on how to analyze, model, or otherwise specify BI systems. In particular, a
number of contributions proposes the use of Model-Driven Engineering (MDE)
methods as a way to deal simultaneously and more effectively with previous
challenges. These MDE approaches to BI (MDE-BI) do this by defining/reusing
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some meta-models, each intended to model one or several layers of the BI archi-
tecture [5,6]. These layers can be summarized as (1) the integration layer (ETL),
(2) the data-warehouse layer (DWH), (3) the customization layer (OLAP), and
(4) the application layer (VIZ). Each meta-model comes with a set of transla-
tion rules, necessary to derive automatically the implementations of BI artifacts
from model instances, thereby reducing significantly the cost of implementation,
maintenance, alignment with business requirements, reuse, etc.

Despite these various advances, the proliferation of MDE-BI approaches did
not completely address the BI challenge. In practice, organizations opting for
MDE-BI to implement their system face an intimidating number of MDE meta-
models, which are not necessarily aligned and integrated, each focusing on its
own perspective on a limited number of BI layers, sometimes leaving other layers
unsupported. Stated differently, the different layers of the traditional BI archi-
tecture have received unequal attention in terms of MDE-BI, while each of those
parts are (i) equally important, (ii) strongly inter-dependent to deal with BI
challenges and (iii) must be considered in an integrated, i.e. end-to-end, man-
ner. This unequal and layer-centered attention to the BI technological stack is
problematic in at least three regards. First, MDE-BI models make conceptual
choices and assumptions on BI layers which may not be aligned with models pro-
posed for other layers. For instance, a MDE model defined for the DWH layer
could cover aspects such as attribute hierarchies. This very model will loose
part of its value if that same concept of hierarchy is not handled downstream,
through both the OLAP and the application layers. Our research to this day
led to the identification of several mismatches in this regard. Second, MDE-BI
approaches are methodologically heterogeneous. MDE is a general term, covering
many different methods. Without judging the intrinsic quality of each proposal,
these differences are likely to generate frictions when stacking-up the different
propositions to form one single integrated MDE-BI framework. Third, MDE-BI
approaches are technically heterogeneous. Beyond the meta-models they define,
MDE-BI approaches also make choices when translating models to workable
pieces of software [6]. Ultimately, this leads to a combination of several technolo-
gies required to build one single BI architecture, more likely to result in various
practical difficulties when running a full BI architecture in a MDE mood.

2 Business Intelligence Generator

BI is not a sum of isolated pieces. In practice, each layer is strongly dependent
on the previous ones, and influences the next ones. Assumptions and choices
made in one layer, therefore, impact the entire BI system. To the best of our
knowledge, this problem has never been formally taken into account and results
in the inability to produce a complete BI system using MDE techniques. To fill-in
this gap, our proposal is the Business Intelligence Generator (BIG) framework,
depicted in Fig. 1. BIG is a combination of several MDE approaches dealing
with the different layers of the BI solution in an integrated way. The result is a
comprehensive MDE approach to BI, with meta-models that are connected to
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and aligned with each others, thereby producing models instantiations which fit
together, to produce one single and coherent BI architecture. MDE’s objective is
to produce models – following meta-models – which can result in the automated
generation of a workable solution. BIG would allow different stakeholders of the
BI system to do that; with different perspectives, they will be able to specify
their own part of the BI solution using visual notations, and derive most of
the BI implementation automatically. BIG is still a vision, an intention. Before
establishing any meta-models for each layer or formulating translation rules to
automatically generate the BI artifacts, the end-to-end vision with its ultimate
objectives need to be clarified, thanks this paper, and the prerequisites that
would set the foundation of BIG must be identified (see Sect. 7). The vision is
the result of a considerable reflection with BI researchers, practitioners and users
and analysis of the state of literature. Researches about the overall architecture
led us today to this proposal. The quantity of papers published on the topic of
MDE for specific BI layers reassures us regarding the feasibility and relevance
of such approach.

Fig. 1. Overview of the Business Intelligence Generator (BIG) framework

The overall framework is divided into three modules, each being discussed
in a separate section. The first module is “data-driven module” and deals with
“back-end” layers; the integration and the data warehouse (DWH) layers. The
ownership of this module is clearly associated with technical experts and some-
how opaque to business users. The second module is “demand-driven module”
and focus on the “front-end” layers of the BI solution, including the customiza-
tion and application layers. The ownership of this module goes to decision makers
without entailing specific technical expertise. The last module is “data flow mod-
ule” and entirely automated based on inputs from modules 1 and 2. It represents
the path data would follow, from business sources to visualization applications.
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It can be seen as the physical layer, the operations which will be completely
managed by MDE artifacts produced by module 1 and 2.

3 Data-Driven Module in BIG

Module 1 approaches the problem of specifying the DWH of a BI system from
the data sources available. It is a well recognized method [4], in which data are
analyzed, transformed and pushed into the DWH regardless of the requirements
of the business. The logic is that application and customization layers extract
the data they need from the vast offer of the DWH. This approach has the
advantage to involve only IT-experts and clearly dissociate the business from
the DWH design phase. There are two essential parts in this module. As in any
MDE approach, an ETL-DWH meta-model is necessary (Fig. 1 - item 1) to
help IT-experts within the organization to specify: (i) the tables of the future
DWH (facts and dimensions); (ii) the fields of each table in the DWH (attributes,
measures, keys); (iii) the data sources; (iv) the mappings of each field to a data
source within the ETL; (v) the transformations necessary on each mapping.

The instance models (Fig. 1 - item 2) produced by IT-experts based on the
ETL-DWH meta-model (Fig. 1 - item 1) are then simply stored in the BI Cat-
alog (Fig. 1 - item 3). At this point, there is no generation of any artifact; the
BI catalog simply holds the definition of a potential future DWH as described
by IT-experts. The catalog is useful in several regards: (i) stores the specifica-
tion of a DWH for later code generation; (ii) exposes to downstream BI layers
the list of all items available to applications in a “business-ready” fashion (data
presented as a proper star-schema, leaving aside technical fields, with clean-
and-ready columns, etc.); (iii) facilitates import of DWH patterns from other
organisations, as a way to reduce the cost of analysis. For instance, a company
willing to report on Human Resources costs could share its star schema, which
could be reused by other companies.

4 Demand-Driven Module in BIG

Module 2 approaches the problem of specifying the BI applications based on
business requirements, following a demand-driven approach [4]. The demand,
however, would not be addressed directly to the IT-experts but would rather
be expressed relative to the BI Catalog, acting as an interface between the
two worlds. Business-experts would therefore produce their own requirements
in terms of reporting by building on the BI Catalog, exposing in a “business-
ready” fashion all business data-sources available for the application layer. To
do this, BIG should propose an OLAP-VIZ meta-model (Fig. 1 - item 4)
to help business-expert within the organization to specify (Fig. 1 - item 5): (i)
the business goals that an expert wants to control with its applications; (ii) the
indicators necessary to monitor these goals; (iii) the measures and dimensions
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required to produce the indicators; (iv) the visualisations expected for each indi-
cator; (v) the reporting features, like drill-down, hierarchies, filters, etc.; (vi) the
links to the BI Catalog required to feed the applications.

In this view, it is important to emphasize the complete separation of con-
cerns between IT and business experts (respectively module 1 and 2). Technical
artifacts related to the data loading and transformations are stored in the BI
Catalog, and the instantiation of these loading and transformations are per-
formed only if requested by business-experts via a link between the BI Catalog
and their own OLAP-VIZ models. With properly defined OLAP-VIZ models,
business-experts produce everything that is required to automatically generate
dashboards that are aligned with their business strategy (formulated under the
form of business goals). Most importantly, they can specify the data to be used
to feed those dashboards without the intervention of IT-experts. They can easily
produce new dashboards aligned with their own requirements, or update existing
ones (Fig. 1 - item 6).

5 Data Flow Module in BIG

Previous claims of automated BI generation and separation of concerns signif-
icantly depend on module 3 of the BIG framework, which should be seen as
the foundation – physical – layer of the framework. It is the module “where
everything happens”, where the data literally flows from the business opera-
tional data sources to the reports and dashboards. The data flow module calls
for MDE approaches in modules 1 and 2 that are consistent with each others
and that adopt compatible technologies. At this stage of the research project,
we prefer to remain agnostic from a technological point of view, and only want
to stress out the importance to opt for a technology that ensures sufficient flex-
ibility to adapt to BIG agility while ensuring good performance to the OLAP
and application layers. Module 3 counts three important parts.

The first part is the staging area (Fig. 1 - item 7). Staging is a common
practice in most BI systems; it offers an intermediary area between the BI archi-
tecture (and its frequent heavy SQL queries) and the operational databases of
the company, and helps reducing the impact of BI system on the daily activities
of a business. Technically, it is nothing more than a copy of the different data
sources, performed at regular time-intervals. The staging is particularly impor-
tant in the BIG framework, because the automated generation of dashboards and
the running of SQL queries again data-sources are likely to happen at any time,
when requested by the business-experts (remember the separation of concerns
between IT and business). It will therefore absorb the impact of the reporting
activities, which cannot be anticipated and/or scheduled.

The second part is the ETL Catalog (Fig. 1 - item 8). It can be seen as the
flip-side of the BI Catalog. While the BI Catalog contains a business-friendly
representation of all data made available by IT-experts to business-experts, the
ETL Catalog contains all the technical manipulations required to transform
heterogeneous and unintegrated data sources into the data as depicted within
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the BI Catalog. While the BI Catalog answers the “What” question, the ETL
Catalog answers the “How” question. This means any entry in the BI Catalog
comes with a set of entries in the ETL Catalog specifying how the source data
should be transformed and loaded when requested by business-experts. Just like
its sibling, the ETL Catalog does not contain any data from the business; it
only contains the specification of a potential ETL, which is not developed yet.
The ETL catalog is useful in several regards: (i) stores the specification of an
ETL process for later code generation; (ii) hides all technical details from the
business-experts, who cannot access, modify or somehow alter the ETL catalog;
(iii) dissociates data offer from its future implementation. In case of changes in
the data sources, the BI Catalog remains unchanged and the IT-experts adapt
the ETL Catalog to keep delivering the data; (iv) facilitates the import of ETL
patterns from other organisations, together with a pattern of DWH that would
be reused in the BI Catalog.

The third – and probably most critical – part is the so-called “Sub-data
warehouse” (sub-DWH) (Fig. 1 - item 9). The need for a sub-DWH starts from
a simple observation; business-experts virtually never make use of every single
piece of data available in a DWH. Hence, implementing the full DWH together
with the full ETL Catalog represents a huge investment for an organization, with
potentially low returns. Implementing only what is needed is a way to maximize
this return on investment. Sub-DWH does this in an automated way; starting
from the models specified by business-experts using OLAP-VIZ meta-model,
BIG will identify which pieces of data from the BI Catalog are necessary, which
loading processes from the ETL Catalog are required, and will automatically
produce the scripts implementing dashboards and underlying sub-DWH and
ETL processes. The benefits of implementing sub-DWH are multiple: (i) optimize
return-on-investment from the implementation of DWH and ETL; (ii) reduce the
time to refresh the DWH, since only the necessary data are to be refreshed during
the ETL; (iii) reduce the disk-space requirements of a large DWH.

The sub-DWH is a non-permanent data structure which feeds the front-end
layers of the BI system on-demand. It is maintained as long as it is used by
downstream OLAP cubes or dashboards, in which case BIG will put in place a
mechanism for automated refresh of its data at regular intervals. It can easily be
updated, based on changes on the OLAP-VIZ models by business-experts, or it
can be dropped, if the sub-DWH is not used by dashboards anymore. Ultimately,
the sub-DWH becomes a temporary database constantly aligned with business
requirements, controlled by the business-experts at virtually no cost (beside the
cost of specifying the BI and ETL Catalogs) for the IT-experts.

6 Design Process in BIG

BIG allows the participation of two different perspectives – IT and business
experts – in the design process of a BI system in a continuous, independent and
simultaneous manner. As already discussed, this participation happens seam-
lessly, without strong dependence between actors. Unlike traditional approaches,



Towards Business Intelligence Generation - The BIG Framework 641

Fig. 2. Overview of the Business Intelligence Generator (BIG) process

IT-experts can specify all the data they have at hand and want to expose to
business-experts in a self-service mood, without worrying about how these data
will actually be used. This is possible by enriching their ETL-DWH model, which
will in turn generate new offer within the BI Catalog. This process happens in a
continuous way, without any strong interaction with the business itself (Fig. 2).
In parallel, business-experts can specify the dashboards they need to monitor
the achievement of business goals, and adapt, without delay, the indicators and
underlying data necessary to operationalize such reporting. This is possible by
enriching their OLAP-VIZ model, which will in turn generate new sub-DWH
and related dashboards.

Ultimately, most of the interactions between the IT-expert and the business-
expert modules occur in the automated tasks column, where no human input is
required. The BI Catalog and ETL Catalog are automatically generated based
on the ETL-DWH model. The BI Catalog is required, together with the OLAP-
VIZ model of business-experts, to generate the sub-DWH. The ETL, in turn, is
generated based on the ETL Catalog and the OLAP-VIZ. Dashboards can be
generated based solely on the OLAP-VIZ model. Each automated task, part of
the MDE-BI approach, are fed by models. The only dependence between the two
modules is that business-expert are expected to refer to the BI Catalog when
specifying links in their OLAP-VIZ models, and cannot proceed if necessary data
are not documented yet in the BI Catalog.

7 Discussion and Future Works

BIG is an attempt to build a comprehensive and integrated MDE-BI approach
to BI architectures, with the objective to automate the end-to-end implementa-
tion of BI systems. MDE approaches in general are challenging, especially with
MDE-BI, considering (i) the multiple layers architecture of BI systems, (ii) the
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multiple stakeholders who intervene in the system definition and (iii) the deci-
sion support nature of BI, exposing the system to changes and adaptations in
an uncertain world. BIG is not a disruptive approach, and does not challenge all
existing contributions on the topic. On the contrary, we see it as the next logi-
cal step towards automation of BI implementation, building on various existing
MDE-BI proposals. The framework clarifies the duties, use-cases and outputs
for each stakeholders of a BI system. It also brings a number of benefits to these
stakeholders; spending time only on what is necessary, simplified BI mainte-
nance, reduced alignment cost, real self-service approach, reusing BI solutions.
This paper is drawing up the blueprint of BIG which is still a preliminary work.
We transpose the prerequisites of BIG into (i) general and (ii) module-specific
future works hereafter. The aim is to clarify, for each module (Fig. 1), the next
steps to handle to move forward a real and comprehensive MDE-BI framework.

(i) The General Future Works – relevant to any BIG Module. First, a Compre-
hensive Literature Review of all Model-Driven Framework for BI is necessary.
Such review will allow reuse and extension of framework, will better clarify the
gaps in each layer/BIG Module, and understand which adaptations are needed
in the different layers in order to make them compatible. Second, there is a
need for a Business Intelligence Ontology – such ontologies already exists, but
tend to focus on particular layers of the BI architecture. Research could go on
the definition of an ontology that will be unified and common to every module
integrating transition from one to another. This work would contribute to one
end-to-end capability of the BIG framework.

(ii) Module specific Future Works – First, Module 1 necessitates an extension
of the ontological representation of the BI catalog, with a proper mapping of
the business terminology to key database-related concepts and BI concerns. Sec-
ond, Module 2 requires to derive from the ontology and meta-model of (i-2) a
Dashboard Meta-Model, on top of which Model Transformation Rules should
be defined to switch from a Business Model to a proper BI Dashboard imple-
mentation. Third, Module 2 also relies on the ontological representation of BI
Analytical Features and End-User Business Requirements. Such representation
would offer a clear perspective on which analysis is required for which specific
business need. This could be achieved by exploring well-known BI platforms’s
functionalities, by leading empirical studies to evaluate how each of these fea-
ture helps business users and thereby derive a graphical notation to help business
specify their dashboards.
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Abstract. This paper introduces a method for evaluating information
security levels of organisations using a developed framework. The frame-
work is based on Estonian Information Security Standard categories
which is compatible with ISO 27001 standard. The framework covers
both technical and organisational aspects of information security.

The results provide an overview of security to the organisation’s man-
agement, compare different organisations across the region, and support
strategic decision-making on a national level.
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1 Introduction

This study is motivated by the need to evaluate the security posture on a national
level. For evaluating the security posture on a national level, the security levels
of relevant organisations need to be measured in a standardised way. Informa-
tion security standards such as ISO/IEC 27001 can provide helpful guidance for
securing information assets, but lack methods for gathering quantified actionable
metrics to compare different organisations and observe changes in an organisa-
tion.

This paper describes the framework for security measurement method and
shows how it is used for information security assurance in Estonia. Although this
paper focuses on measuring organisations information security levels in Estonia,
a similar approach could be adapted in other countries. Specifically, our study
investigates how to evaluate the level of information security of an organisation.

2 Related Work

When developing any framework for information security evaluation, several
information security standards and frameworks can be used as a starting point,
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e.g., ISO/IEC 27k family, BSI IT-Grundschutz, CIS 18 (Center for Internet Secu-
rity Critical Security Controls for Effective Cyber Defense), etc. Many standards
provide maturity models, but there is a lack of a benchmark solution or model to
support reliably comparable results [2]. Shukla et al. [9] have defined correctness,
measurability, and meaningfulness as the core quality criteria of security met-
rics. They emphasis that systematic and complete security metrics are needed
in the decision-making process. Although there are commercial tools that relate
security metrics to vulnerability management and policy compliance [1], those
tools tend to lack transparency and accessibility.

Le and Hoang [3] highlight that security maturity models support security
posture. Such a model should (i) have consistent and justified maturity levels
of cybersecurity across different domains; (ii) introduce quantitative metrics for
any security assessment (in contrast to mainly qualitative metrics/processes in
international standards such as ISO 27k series and NIST cybersecurity frame-
work); (iii) maintain a flexible model to facilitate the inclusion of new topics
connected to novel technologies. They also argue that security models could bal-
ance the qualitative assessment for management and quantitative assessment
for security experts [3]. In this paper, we present a publicly accessible security
measurement framework that utilises a maturity model and addresses the above
challenges and shortcomings. Our framework provides measurable, systematic
and transparent results, and is flexible to changes and compliant to internation-
ally recognised standards (e.g., ISO27001).

3 Creation of Security Evaluation Framework

Our study followed Design Science Research Methodology (DSRM) [5]. Firstly,
we identified the problem and elicited requirements to assess security level of
organisations. Next, following the E-ITS security catalogue1, we designed the
maturity framework, which consists of ten dimensions, four maturity levels and
attributes. We invited ten organisations for framework demonstration and test-
ing experiment. Finally, we updated the framework according to the evaluation
results. The resulting maturity framework is published in [8].

Problem Identification. For implementing an information security standard,
an organisation needs to understand what should be changed and what is the
impact of that change. Similarly, to make decisions at the state level, the gov-
ernment needs data to plan and estimate the security strategy. In Estonia, a
new information security standard E-ITS [7] is being introduced. Hence, each
implementer needs to assess its level of information security compared to set
objectives for improving and monitoring its progress.

Security measuring is challenging because of dependencies, multidimension-
ality, dynamics, gain and loss perception biases, as well as probe effect caused
by the security measurement process [6]. The problem is: How to evaluate the

1 https://eits.ria.ee/

https://eits.ria.ee/
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Table 1. Requirements for the security level evaluation

Req. 1 Framework should cover a wide area of security-related topics

The tool should cover both procedural and technical measures. If a security
evaluation focuses only on human aspects (e.g., HAIS-Q [4]) or only on technology,
then it is likely that things remain unnoticed. Comprehensive categories should still
allow minor modifications or additions to the more specific topics as the technology
evolves. Specifying the aims of the security controls should be preferred, instead of
defining particular technology that will likely be outdated soon. It should be
possible to categorise any upcoming security control to an already existing category

Req. 2 Framework should produce quantifiable and comparable results

The organisation should have the possibility to observe changes to its security level
throughout regular security evaluations. Changes should be based on evidence, not
gut feeling [3]

Req. 3 Framework should be quick and easy to implement and understand

While the actual implementation of the security controls might take a long time,
the evaluation should be intuitive to follow and take less than 1 h

Req. 4 Framework should be aligned with a security standard

Following the standard structure helps to give the measurements a more coherent
structure and avoids extra effort done to comply with the standard

information security level of the organisation without passing the complete gap
analysis and how to evaluate the security level of the organisations comparably?

Solution Objectives Definition. To have an actionable evaluation of the infor-
mation security level of the organisations, a set of requirements must be met.
The requirements (Table 1) were gathered from the literature, authors’ previous
experience, stakeholders’ expectations, and legislation. It was acknowledged that
the comprehensive coverage (Req. 1) and standard-based requirements (Req. 4)
are similar. We found that although comprehensive coverage might be simple
to achieve with the standard, security evaluation based on a standard does not
always give comprehensive coverage of topics. For example, some standards cover
only technical topics.

Design and Development. Based on elicited requirements, we defined the
scope of our framework design and developed the security evaluation frame-
work. Figure 1 illustrates the process of maturity model framework design and
development.

Baseline Standard. We used the Estonian information security standard (E-ITS)
[7] for creating our framework. E-ITS is compliant with internationally recog-
nised ISO27001 and has comprehensive measures, which satisfies simultaneously
the Req. 1 and Req. 4. E-ITS is a baseline standard, which helps to reduce the
time assigned to risk assessment for typical assets by providing ready-to-use secu-
rity measures for the organisations. Only the implementation of E-ITS baseline
controls is evaluated and organisation’s uniqueness or special needs are not con-
sidered. Such scope produces a general E-ITS-based benchmark for evaluating
the security level (Req. 2).
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Fig. 1. Maturity framework

Dimensions of the Model. After setting the baseline standard as the base of our
framework, the maturity model for security level evaluation formed naturally.
The E-ITS contains measures, which are divided into ten module groups (Fig. 1)
that were used as systematic dimensions, therefore ISMS, ORP, CON, OPS,
DER module groups were procedural, and INF, NET, SYS, APP, IND module
groups were system based technical modules. All module groups have around
90 sub-modules. For example, the OPS module converges several subtopics like
outsourcing IT services, cloud service usage, and patch and change management.
To meet the objectives of Req. 3, we did not transfer the sub-modules from the
standard to the framework. If we go by the dimensions and predefined measures
levels, this approach adds comparability to our framework and follows Req. 2.

Framework Levels. E-ITS measures are ordered Basic, Standard and High as
illustrated at the top of the Fig. 1. We decided to exclude the High measures
from our scope to align with Req. 2 – to limit the benchmark only on the general
baseline part, which is mandatory to all organisations. Standard level measures of
E-ITS we allocated directly into Standard level attributes of our model. E-ITS
Basic level attributes we divided into three levels to enable the organisation to set
reachable goals and allow more granular measurement of their improvement. We
named the starting point level as Initial Level. At this level, the organisation
solves its security issues ad hoc and on a need-based. The organisation is risk-
sensitive and unable to deal with incidents on its own. Defined Level was
designed to separate formal compliance documentation requirements from the
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processes taking place. The Basic level of our framework is complemented by
Basic Level of E-ITS. Three levels were used (Initial, Defined and Basic) to
evaluate the organisational readiness to respond to known threats and direct
the organisation to the documented, trained and optimised Standard Level
security. Achieving Standard level security allows the organisation to deal with
unknown risks by significantly reducing their potential impact and loss.

Attributes of the Framework. We aimed to populate a framework with attributes
so that the respondent could find evidence for each attribute implementation
status if necessary. The result should be as unambiguous as possible, giving a
similar outcome for the same role and information space holder. We needed both,
measuring the attributes of the performance (e.g. “policy exists”, “backups are
done”) and effectiveness (e.g. “policy is reviewed during the year”, “logging is
targeted and regularly monitored”).

We avoided direct technology metrics to follow Req. 2. Still, we needed to
keep technical measures. We customised the measures by connecting dependen-
cies, generalising, and focusing on the essentials. For example: if there is a channel
for security incident reporting, we tied the incident registration into the same
attribute. We excluded all direct technology related measures or aggregated them
into a general attribute (e.g. if the control was “Organisation has Office prod-
uct requirements list”, we aggregated it into attributes: “Requirements lists are
created for applications”, and included under that attribute also other applica-
tions measures like calendar, browser, etc.). Dividing attributes into levels, we
followed the rules: Initial level attributes describe ad hoc behaviour or measures
that are implemented are not managed or maintained; Defined level with formal
attributes (defining policies or rules), the Basic level was populated with actual
procedures and activities which were not covered by previous levels; Standard
level attributes follow E-ITS Standard measures.

Evaluation Scale. We constructed the evaluation scale for attributes evaluation,
which should align with Req. 3. Our first preference was the traffic light solution,
which is cognitively simple to understand. The green marks attribute as fully
implemented, yellow means partly implemented, and red indicates not imple-
mented situation. The respondent’s task was to colour the attributes accord-
ingly. Based on validation feedback (see Sect.4) we decided to provide a scale
with four levels.

The four-level scale supports Req. 2 to show the dynamics of organisation
security even in the case of minor changes. In this case, yellow was divided into
mostly implemented with some shortages (still yellow), and orange marking the
significant deficiencies but still partly implemented. The results of three frame-
work iterations are available at [8].

Demonstration. At first we received responses from 10 public or vital ser-
vice providers, the size of organisations were from 30 to more than a thousand
employees with subdivisions. In the second iteration we received responses from
the public authority with around 350 employees. The third iteration was done by
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(a) An organisation’s security levels (b) Comparison with Benchmark

Fig. 2. Organisation security evaluation and comparison with benchmark (Color figure
online)

expert, one author of this article, who had not participated in previous frame-
work development phases. Each respondent was an information security officer,
IT manager or data protection officer of subject organisations. Work experience
in this role was from one year to more than ten years. To avoid potential leakages
of vulnerabilities or security measures and due to the Public Information Act,
we kept the respondents’ characteristics at a general level.

Testing of the framework is conducted in three iterations. In the first and
second iterations, participants received the respective file [8] in DOCX format
to keep the low entrance barrier (avoiding specialised tool, login requirements or
unknown formats). Each respondents task was to perform the organisation self-
assessment by highlighting the maturity model framework attributes (sentences)
using the evaluation scale (the traffic light colours). The data was gathered
into one file, which was processed manually. At the third iteration, the expert
analysed the framework structure, principles of the levels, and attributes. Each
suggestion was later explored and taken into account by consensus in joint debate
with the primary author of the framework.

Results Interpretation. Interpreting the results we followed only the dimensions
based results, which gives us the option to change the attributes in the dimen-
sion, but the full framework still stays comparable with previous results. This
approach supports the planned E-ITS yearly updates. Use case 0. The organ-
isations used the coloured table to interpret organisation security using traffic
light colours and the dominant visual colour to indicate the current security sta-
tus before calculations. Use case 1. We transferred the colours into quantifiable
form to perform the calculations (red equated with 1, yellow with 2 and green
with 3; a four-level scale: red signifies 0, orange 1, yellow 2 and green 3). Then we
calculated the average result of the organisation by each dimension and maturity
level and visualised it on a radar diagram (example for illustration on Fig. 2a).
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The figure indicates that the Defined level is in good shape, all dimensions values
are higher than 2, except the IND dimension (it has a low value in all levels).
They have not defined that it could be a security issue and have not taken
industrial assets into their security management scope. Formal procedures are
defined (Defined level results) but not enough training or exercises are performed
(Basic level results). A high score in the Standard level gives the organisation
and its partners the confidence to manage the unknown threats with minimal
loss. Use case 2. To simplify the model, we sum each level’s average value by
dimension and get the information security level of organisation by dimensions
(Fig. 2b blue line). I.e., a partner can not be confident about this illustrative
organisation case because the DER result indicates shortages in incident man-
agement. Use case 3. We calculate the average value of information security
level by dimension based on all organisations to get the benchmark values. The
benchmark of our test-group results is shown in Fig. 2b red line. Benchmark is
important for organisations to assess the status in the market or the partnership.
In an illustrative case, we can say that organisation is a bit over the benchmark
in the procedural dimensions, but lower values are in the technical dimension.
Use case 4. The benchmark is also the input for state-level political and strate-
gical decisions. Currently we estimate, based on the benchmark model, that few
organisations have reached the Standard level (average dimension levels over 6)
and can manage with unknown threats. Exercises and training may be needed
to achieve a maturity value over 6 and 7.

Thus, our study has provide a deployment-ready model for organisations
security level evaluation and an opportunity to centralise results at a state level.

4 Evaluation

We evaluated the framework compliance to stated requirements (Table 1) using
semi-formal methods (feedback seminar with respondents, written feedback,
interview with security expert).

Req. 1: The respondents confirmed that the framework gave an overview of
the security in the scope and implementations and was still perceptible to all
respondents. Req. 2: Few respondents noticed some duplicates in the framework,
which we removed. They suggested some aesthetic issues related to the presented
results. Additionally, they indicated that the results attained managers’ atten-
tion and contained the motivational aspect to compare with a benchmark. One
respondent provided an improvement suggestion, which was to replace the three
traffic light evaluation scale with a four-level scale. This was to force the respon-
dent to decide whether the situation is somewhat positive or rather negative.
Req. 3 was reflected with time spent (between 30 min (IT officers) to 2 h (data
protection officers), average 60 min). Also, they confirmed that no entrance bar-
riers were detected. Req. 4 get a positive response that framework attributes
gave a compact overview of E-ITS requirements: “One hour, and I got the full
picture!”

The independent expert analysed the framework dimensions and levels based
on literature and related work and agreed with national standard structure
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elements and measures. Also, attributes divided into Initial, Defined and Basic
levels were double-checked to follow the internal rules (see in Sect. 3 paragraph
Framework levels).

The first iterations indicated some lingual limitations. Respondents were not
able to colour attributes from the initial level. To resolve the problem we revised
the framework so that the higher level attributes would also contain lower level
attributes. We excluded the first level results from our examples (see Fig. 2a) to
avoid the possible misinterpretations.

Limitations. This work only gives insight into how it is possible to interpret the
provided model data. To validate the method as an acceptable benchmark, a big-
ger reference group is needed. Woods and Böhme [10] have shown how indicators
of security have little explanatory power alone. Furthermore, any security guide-
line contains the inherent weakness of generalisation. Measuring information
security is a complex task, and the validity of any metrics should be considered
with care and updating the attributes needs expert review.
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Abstract. To fulfil the increasing need for food of the growing popu-
lation and face climate change, modern technologies have been applied
to improve different farming processes. One important application sce-
nario is to detect and measure natural hazards using sensors and data
analysis techniques. Crowdsensing is a sensing paradigm that empowers
ordinary people to contribute with data their sensor-enhanced mobile
devices gather or generate. In this paper, we propose to use Twitter
as an open crowdsensing platform for acquiring farmers knowledge. We
proved this concept by applying pre-trained language models to detect
individual’s observation from tweets for pest monitoring.

Keywords: Transfer learning · Crowd-sensing · Plant health
monitoring · Twitter

1 Introduction

Crowdsensing is a sensing paradigm that empowers ordinary people to contribute
with data sensed from or generated by their sensor-enhanced mobile devices [1].
It introduces a new shift in the way we collect data by permitting to acquire
local knowledge through smart devices carried by people, such as smartphones,
tablets, smartwatches, among others. This allows to leverage enhanced sensors
of smartphones in a fast and economical way, in contrast to more expensive
traditional methods. Driven by the increasing recognition of the importance of
farming to sustain humanity and the central role of farmers in the digitization
of agriculture [3], we have witnessed the emergence of crowdsensing applications
for smart farming [7]. Farmers are more than ever present in social media such
as Facebook, WhatsApp, and Twitter [12], where they report their issues and
discuss. They also search solutions to existing problems in online groups. Partic-
ularly, Twitter allows farmers to freely publish short messages called “tweets”
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to share their observations. Taking advantage of these observations requires of
keeping track of relevant data sources among noise, extracting and organizing
the information they contain and sharing it with other interested users is only
possible at a high human effort, by manually inspecting, filtering and cleaning
all data and connecting related entities and contexts.

Recent applications of large-scale pre-trained language models seem promis-
ing for tackling domain-specific information extraction problems from text in
French [4,11]. In this work, we propose to build ChouBERT, a pre-trained lan-
guage models that “learns” knowledge in plant health domain from French plant
health bulletins (BSV, for Bulletin de Santé du Végétal in French) and recog-
nizes similar syntax in tweets for detecting farmer’s observations in French phy-
tosanitary context. Driven by the increasing connectivity of farmers and
the emergence of online farming communities, our goal is to explore the
emerging application of on-farm observations via social networks -particularly
Twitter- and propose an approach for tweet classification. We aim to answer the
following research questions: RQ1. how pre-trained language models (LM) can
assist in the exploration of tweet-based crowd observations? ; and RQ2. how to
further pre-train general LMs for domain specific text classification?

In the next section, we review related work. Then, we formalize the problem
and our approach in Sect. 3. We present our solution ChouBERT in Sect. 4, we
discuss the threats to validity in Sect. 5, and we give our conclusion in Sect. 6.

2 Related Work

In regard to existing works on plant health monitoring using Twitter, [16] builds
different keyword-based queries to retrieve tweets about the Bogong moth and
the Common Koel and compared the number of tweets with regularly planned
surveys to validate the queries. This approach requires human efforts for build-
ing queries with hazard names or symptoms, and presents a problem for using
Twitter to detect unfamiliar biosecurity events. [10] gathers tweet about 14 fun-
gal diseases and proposes supervised tweet classification with Machine Learning
and word embeddings. Their good accuracy proves the feasibility of categorizing
tweets for monitoring known crop stresses. However, word embedding-based rep-
resentations demand for disambiguation. This work also lacks in generalizability
on unknown categories of tweets. In our work, we propose to apply domain-
specific contextualized embedding to improve the generalizability of classifiers
on unknown hazards.

3 Approach

We define individuals’ observation as: a description of the presence of pest in a
field in real time. However, unlike domain-specific reporting applications which
frame observations in a predefined way, observations on Twitter are documented
in free text or images. These observations may also exist among irrelevant tweets.
These tweets may be missing essential information, such as precise location,
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impacted crop, the current developing status of a pest and the estimation of
upcoming damage. The knowledge that helps to recognize farmers’ observations
can be found in: vocabularies of French crop usage [9] as formal knowledge; BSV
as semi-structured domain knowledge; pre-trained LMs as knowledge of French
language; tweets labelled by domain experts, containing tactical knowledge; and
unlabelled tweets concerning crops or plant health issues, as a corpus of the
syntax of tweets.

Figure 1 illustrates an overview of the different steps of our approach : i),
data preparation: we collected tweets using keywords. Then, we invited domain
experts to label a set of tweets about known issues, so that we include the experts’
interest in the objective of supervised learning; ii), further pre-training: adjust
the weights of pre-trained encoders using Masked Language Model (MLM) [2]
with BSV and raw tweets to integrate the knowledge about plant health and the
writing style of tweets in order to better project features of tweets in vectorial
space; and ii), supervised tweet classification: we train classifiers with different
LM representations to distinguish observations from other information.

Labeled Tweets

Baseline model 
(TF-IDF) 

Out-of-box LM 
(mBERT,FlauBERT
,CamemBERT)

Further pre-trained 
LM (ChouBERT)

Domain corpus 
(Raw Tweets + BSV)

further pre-training

Supervised 
classification 
(Linear Regression)

TF-IDF vectors

CamemBERT embedding for 
classification

ChouBERT embedding for 
classification

Data Preparationprior 
knowledge

Fig. 1. Overview of the steps of the approach in the study

4 Experiments

4.1 Data Preparation

We worked in collaboration with Arvalis (www.english.arvalisinstitutduvegetal.
fr) to label tweets concerning observations about 5 different natural hazards.
For each of these hazards, we invited plant health researchers to label tweets
according to their judgement of their pertinence. Table 1 shows the composition
of our labelled set. We collect tweets for at least 2 years. We use the tweets
about corn borers, corvids and barley yellow dwarf virus (JNO) to construct the
training set. Of these 1358 tweets, 396 are labelled as observation (positive case).
To evaluate the generalizability of our classifier on unseen hazards, we use the
tweets about cording moths as supplementary training data and tweets about
wireworms as supplementary test data. We chose wireworm because the word
taupin is polysemous in French, these tweets contains many unseen noises.

www.english.arvalisinstitutduvegetal.fr
www.english.arvalisinstitutduvegetal.fr
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Table 1. Composition of the labelled set

Hazard French hazard name Period Total Num. of observation

Corn borer Pyrale du Mäıs 2019.1–2020.12 266 56

JNO Jaunisse Nanisante de l’Orge 2016.1–2020.9 625 229

Corvids Corvidae 2009.8–2020.12 467 111

Coding moth Carpocapse 2009.11–2021.9 362 49

Wireworm Taupin 2010.3–2021.9 394 33

We downloaded 40828 BSVs [14] from data.gov.fr. 17286 BSV are in XML,
and 23542 are in plain-text. A first processing is to convert XML file to plain
text. A cleaning step is also necessary to remove punctuation artifacts or out-of-
context agricultural information such as phone numbers. To teach the LM the
characteristic of tweets, we collected tweets containing terms in a list of 669 key-
word concepts in the plant health domain between January 2015 and September
2021. We used insect pest names and plant diseases names in former PestOb-
server website [15], and the literal value of skos:prefLabel and skos:altLabel of all
nodes having type skos:Concept in FrenchCropUsage thesaurus to construct the
list.

4.2 Experimental Setup

We conducted all experiments on a workstation having Intel Core i9-9900K CPU,
32 GB memory, 1 single NVIDIA GeForce RTX 3090 GPU with CUDA 10.0.130.
We downloaded the LM from transformers [17]. We use fast-bert [13] wrapper
for the further pre-training and the training of classifiers using linear regression.
The choice of hyperparameters (see in Table 2) is based on the recommendation
of BERT [2] and the configuration of our workstation. We did not do grid search
for all hyperparameters on all the models for simplicity. For the further pre-
training, we use implementation CamembertForMaskedLM in the transformer
package (https://huggingface.co/transformers/v3.0.2/). We test different recipes
to construct different corpus with the BSVs and tweets. We evaluate the further
pre-trained LMs on the classification task.

Table 2. Hyperparameters for further pre-training and for classification

Hyperparameters Pre-training Classification

Batch size per GPU [4, 8, 16] [8, 16, 32]

Learning rate 1e−4 2e−5

Max sequence length 256 128

Epochs [1, 2, 3, 4, 8, 16, 32] [4, 10]

Schedule type warmup cosine warmup cosine

Optimizer type adamw adamw

Warm-up steps – 300

https://huggingface.co/transformers/v3.0.2/
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Due to the small size of our labelled data, we perform 5-fold cross-validation
keeping the same separation for our labelled set. We used these 5 labelled sets for
all the classification experiments, including the experiments with baseline model
and the pre-trained LMs. Figure 2 shows the number of positive labels and nega-
tive labels in each fold of training/validation set. We use the following implemen-
tations in the transformer package: BertForSequenceClassification, CamemBert-
ForSequenceClassification and FlauBertForSequenceClassifiaction as classifiers,
each of which is a linear layer on top of the pooled output of the LM.

0

250

500

750

1000

set 1set 2set 3 set 4set 5

training /neg training /pos validation /neg validation /pos

Fig. 2. Label distribution in each fold of training/validation set

To align with the linear classifiers in the transformer package, and to be
differentiated from contextualized representations, we choose to fit the term
frequency-inverse document frequency (TFIDF) vector of each tweets on linear
regression classifier in sklearn package [8] for our baseline model. To build TFIDF
feature vectors, we tokenize the tweets with or without stemming and lemma-
tizing, then extract all the unigrams, bigrams and trigrams, and search mini-
mum document frequency (min-df) in [0.005, 0.003, 0.002, 0.001]. We find that
the TFIDF vectors with stemmed tokens and min-df at 0.001 gives best average
precision scores on the classification task, the average of which is 0.737186.

As presented above, there are fewer tweets about observations (positive) than
non-observation (negative), and that the positives are more important, we draw
the Precision-recall (PR) curve to evaluate each of the classifiers trained on
the 5 folds of imbalanced data. To have a general measure of performance irre-
spective of any particular threshold, we use average precision score in sklearn
package [8], which estimate the area under the Precision-recall curve (AUCPR)
as the weighted mean of precision achieved at each threshold, with the increase
in recall from the previous threshold used as the weight. In the following, we
evaluate the models with the average of the 5 average precision scores.

4.3 Results and Evaluation

Choosing the Out-of-Box LM. To find the most pertinent out-of-box LM for
the further pre-training on our domain corpus, we perform the classification task
with the embeddings given by the following LM: CamemBERT (camembert-base
and camembert-large) [6], FlauBERT (flaubert-base-uncased and flaubert-large-
cased) [5], and mBERT (bert-base-multilingual-uncased) [2]. For each LM, we
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note the score with best average precision scores in Table 3. All the models give
better representation for classification than the baseline model (0.737186), which
favour contextualized embeddings. CamemBERT models (denoted by CMB in
the table) outperforms FlauBERT models (denoted by FLB) . There are no
significant differences between the base and large models. Thus, we choose to
further pre-train Camembert-base with our corpus, and we use the classification
results of CamemBERT models as our state-of-the-art models.

Table 3. Average precision scores of classification with out-of-box LMs

Model mBERT CMBlarge CMBbase FLBbase FLBlarge

Avg. APS 0.789853 0.861968 0.855935 0.845478 0.845027

The Further Pre-training. There are two mainstream strategies to pre-train
domain specific LMs: either further pre-train the weights of an existing model
on domain specific corpus without touching its vocabulary and tokenizer like [4],
or pre-train a new LM on domain specific corpus and a tokenizer from scratch
like JuriBERT [11]. In this work, we have extracted 230 MB of text from BSVs
and 20 MB of tweets to construct our corpus, which is relatively small compared
to those pre-trained from scratch. Thus, we decided to further pre-train existing
LM on our corpus, reusing the native vocabularies and tokenizers. As we have
too few tweets labelled as observation, we let BSVs teach the LM about context
of observations and let unlabelled tweets to teach the LM the language style
of tweets. The further pre-training is done via the Masked Language Modelling
Task. Given any input sequence, 15% of the tokens are chosen randomly for
prediction, of which 80% are masked, 10% are replaced with a random token
and the rest 10% remain unchanged. Then the LM is trained to predict the
original token, so it can learn the contextual information of the tokens, or how
the tokens are organized together.

We feed the out-of-box CamemBERT base model with 3 different groups of
recipes: only BSV, only tweets or both, and we note them as ChouBERTBSV ,
ChouBERTTweet and ChouBERTBSV+Tweets. We fine-tune these ChouBERT
models (denoted by “CHB” in the table) on the classification task and note the
best performance of each model in Table 4. We can see that all three ChouBERT
models have better scores than CamemBERT models, ChouBERTBSV+Tweets

has the best results. It seems that CamemBERT do have the capacity to integrate
the representation of tweets and of plant health from two different kinds of text
for improving the downstream classification task when properly feed.

Table 4. Average precision scores of classification with further pre-trained LMs

Model CHBTweets CHBBSV CHBBSV +Tweets CMBlarge CMBbase

Avg. APS 0.874741 0.865134 0.887424 0.861968 0.855935
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The Generalizability on Unseen Hazards. From the previous experiments,
we selected the best hyperparameters (10 for epochs, 16 for batch size) for clas-
sification to study the effect of further-pretraining epochs on the generalizability
of ChouBERTBSV+Tweets representation for detecting unseen hazards. Adding
the tweets about coding moths to the previous training set/validation set of
3 hazards, we make a new set of 4 hazards for classification. We further pre-
train ChouBERTBSV+Tweets for 0 (CamemBERT out-of-box model), 4, 8, 16,
32 epochs, train classifiers with 3-hazard set and 4-hazard set, test the classi-
fiers on tweets about wireworm, so neither of the classifiers has seen the hazard
during the training, and we plot the performance (the average of the 5 average
precision scores) of each classifier in Fig. 3.

number of pretrain epochs

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0 10 20 30

corn borer + JNO + corvids corn borer + JNO + corvids + coding moth

Fig. 3. Performance of different classifiers on wireworm tweets

Within the representation of each pre-trained model, the classifier trained
with 4-hazard set outperforms the one trained with 3-hazard set, which implies
that adding more labelled data helps improve the generalizability. Moreover, with
more pretraining on text about plant health, the performance difference between
the classifier trained with 4-hazard set and the one with 3-hazard set reduces.
All the ChouBERTBSV+Tweets classifiers trained with 3-hazard set outperforms
significantly the CamemBERT out-of-box classifier trained with 4-hazard set.
This proves that ChouBERTBSV+Tweets deals better with plant health related
information in tweets for classification.

5 Threats to Validity

For the labelling of the tweets about observation, we did not take into account
the observations concerning the absence of hazards. Neither did we rank the per-
tinence or the completeness of the observations, which should be considered in
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future work. For the tempo-spatiality, in this study we consider all the observa-
tion tweets should be produced in real-time, if we cannot decide the temporality
of a tweet, we label it as non-observation. Most of the tweets are not localized,
so they can come from any francophone country.

6 Conclusion and Future Work

In this work, we presented a method to exploit crowd observations on Twitter.
We built ChouBERT by applying domain adaptive pre-training to CamemBERT
on BSV and tweets. We highlight the generalizability of ChouBERT representa-
tion on unseen hazards for the classification task. We can generalize this approach
to improve crowdsensing based on textual content of tweets by: collecting tweets
using keywords; manually labelling a small set of tweets; further pre-training
language models using domain documents and tweets; and building NLP appli-
cations with the labelled set and the domain-adapted LM. For future work, we
plan to evaluate our model on other NLP tasks; to study for the integration of
heterogeneous text and the building of a knowledge base; and to explore other
features of tweets, such as the demographic diversities in texts with contex-
tualized embeddings. At last, our experience shows that crowd observation on
Twitter is not a replacement of other monitoring paradigms, but a complemen-
tary source of information to detect weak signals, rather than quantifying the
gravity of an issue.
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Abstract. Fake News have become a global phenomenon due to its
explosive growth, particularly on social media. How to identify fake news
is becoming an extremely attractive working domain. The lack of a sound,
well-grounded conceptual characterization of what exactly a Fake news
is and what are its main features, makes difficult to manage Fake News
understanding, identification and creation. In this research we propose
that conceptual modeling must play a crucial role to characterize Fake
News content in a precise way. Only clearly delimiting what a Fake News
is, it will be possible to understand and managing their different perspec-
tives and dimensions, with the final purpose of developing any reliable
framework for online Fake News detection as much automated as possi-
ble. This paper discusses the effort that should be made towards a precise
conceptual model of Fake News and its relation with an XAI approach.

Keywords: Conceptual modeling · Fake news · Explainable artificial
intelligence

1 Introduction

Although Fake News is not a new phenomenon [15], questions such as why it
has emerged as a global topic of interest and why it is attracting increasingly
more public attention are particularly relevant at this time. The leading cause
is that Fake News can be created and published online faster and cheaper when
compared to traditional news media such as newspapers and television [13]. In
addition, recent discussions of higher education’s failure to teach students how
to identify Fake News have appeared in leading newspapers [9].

In a sound Information Systems Engineering context, a correct data man-
agement of Fake News strongly requires a precise conceptual characterization of
“what” a Fake News is. If an information structure must represent a concep-
tualization, the entities that represent that conceptualization must be explic-
itly determined. Any information system intended to register information about
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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Fake News must identify in detail what are the relevant entities that conceptu-
ally characterize the different dimensions that must be considered to treat Fake
News data correctly. Ontologically speaking, a precise ontological commitment
that involves the relevant entities that constitute the conceptualization must be
stated. This is the contribution that this paper addresses, by facing a funda-
mental question regarding the terminology and the ontology of Fake News: what
constitutes and qualifies as Fake News?

To achieve that goal, in Sect. 2 we analyze related work to emphasize how
ambiguous the concept of Fake News is still in practice, and how difficult is
to find a unified view on what exactly a Fake News is. In Sect. 3, we propose
our own classification of Fake News regarding the Information Ecosystem. On
the way to propose a conceptual model of Fake News, Sect. 4 discusses the key
notions that must be taken into account when the goal is to provide a sound
conceptual characterization of the Fake News notion. This section ends up with
a precise definition of Fake News, which in our point of view encompasses the
target elements to be represented in a conceptual model. Section 5 highlights
some hints on the construction of this conceptual model as an initial building
block of an XAI approach.

2 Related Work

Many works focus on the study of Fake News. They are mainly interested in
understanding and identifying the nature of information in Fake News to bet-
ter distinguish it from real information. There has been extensive research on
establishing a practical and automatic framework for online Fake News detection
[20,21], intended to help online users to identify valuable information.

To develop reliable algorithms for detecting Fake News, an important ingre-
dient is to be able to point very clearly on what is a Fake News or what are
the principal features characterizing it. However, what we can notice first in the
literature is that the concept of Fake News is still ambiguous, and the boundary
between the definition of Fake News and other relative concepts, such as mis-
information, des-information, news satire, hoax news, propaganda news, etc., is
blurred. Indeed, as it is illustrated by some categorization examples [7,15,16],
it is not always clear how these different concepts are related. Moreover, several
definitions of Fake News have been proposed. For instance, [10] state that Fake
News are “Fabricated news articles that could be potentially or intentionally
misleading for the readers”, or [13]: “ Fake News is a news article that is inten-
tionally and verifiably false”. What we can note is that it is difficult to have a
consensus and a unified vision on what exactly a Fake News is

More recently, [8] has proposed a first step towards a characterization of Fake
News. It is based on seven different types of online content under the label of
“Fake News” (false news, polarized content, satire, etc.), in contrast with real
news by introducing a taxonomy of operational indicators in four domains. The
characterization is interesting, but it is not based on a precise conceptual model.
As a representation that captures someone’s conceptualization of understand-
ing of a domain, a conceptual model is the natural strategy to get a reliable
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domain representation that is used by human users to support communication,
discussion, negotiations, etc. In the Fake News context, it allows us to define
Fake News with specific and precise semantics. Moreover, the conceptual model
will expose the relations between the concepts composing Fake News in a more
informative and robust way, which will offer a reliable and practical means for
detecting or even automatically generating Fake News. In [18] a conceptual model
to examine the phenomenon of Fake News is proposed. The model focuses on
the relationship between the creator and the consumer of the information, and
proposes a mechanism to determine the likelihood that users will share their
Fake News with others. In contrast, in our work we are particularly interested
in the conceptualization of the Fake News content. A further advantage of rely-
ing upon a conceptual model is its ability to facilitate building well-justified and
explainable models for Fake News detection and generation, which, to date, have
rarely been available. Indeed, as it is emphasized in [19,21], despite the surge of
works around the concept of Fake News, how one can automatically assess news
authenticity in an effective and explainable manner is still an open issue.

We propose here to discuss and to understand what a Fake News is. The
idea is to characterize Fake News content to demonstrate what is essential to
consider towards building a Conceptual Model. A conceptual understanding of
Fake News will help us distinguish them better and rule them from real news.

3 Fake News into the Information Ecosystem

Several concepts are close to the notion of Fake News, and it is not always clear
how similar or different they are. Therefore, we propose in Fig. 1 an information
categorization to situate Fake News and some closer concepts. Our categorization
is based on the following observations.

On the one hand, four categories of information differ by their facticity and
the author’s intention to harm [17]. First, the journalism defined as “indepen-
dent, reliable, accurate, and comprehensive information” by [6]: journalism aims
to release information with a high level of facticity without intent to harm. Sec-
ond, malinformation defined as “potentially dangerous or damaging information;
inappropriate information; information people feel uncomfortable within openly
accessible circulation” [12]. Thus, malinformation possess a high level of facticity
released to harm. Third, disinformation: “includes all forms of false, inaccurate,
or misleading information designed, presented and promoted to cause public
harm intentionally or for profit” [4]. Thus, it has a low level of facticity released
to harm someone or an institution. Finally, misinformation deals with “informa-
tion that is false, inaccurate or misleading”. We note that there is no consensus
in the literature about whether the author of misinformation intends to deceive
or not. In this paper, misinformation is considered as information that is false,
inaccurate or misleading, released without intent to deceive. It is created when
a human being misinterprets a piece of information or draw inaccurate con-
clusions while believing this misinterpretation or conclusion is true. Thus, it is
information with a low level of facticity but no intent to harm.



A Conceptual Model of Fake News 665

On the other hand, a critical element of information is whether it is true.
While journalism and malinformation present genuine information, the notions
at hand don’t and are consequently part of altered information. In the litera-
ture, the term “false information” is often used as opposed to “true information”.
However, the concept of truthfulness isn’t black or white, and there is a wide
range of values between true and false. Thus, using “genuine information” and
“altered information” is more appropriate. As rumours can be true and not,
they can only be considered information in this classification. Another element
is the intent to deceive. While hoaxes and Fake News aim to deceive and thus are
part of deceptive news, poor journalism, satire, and parody don’t. When dealing
with satire and parody, the audience is aware of the goal: to mock with evident
humour the actuality [15]. This humour is how satire and parody differ from
misinformation: they don’t present news seriously like the former category. Con-
sequently, they’re part of “inaccurate information” along with poor journalism,
but they differ by the use of humour. While satires and parodies are inaccurate
because they’re based on humour, poor journalism is unintentionally inaccurate
information. Finally, among “misleading content” hoaxes differs from disinfor-
mation by their intent. While disinformation aims to harm, hoaxes deceive for
amusement. Using this classification, we propose that Fake News are part of
disinformation by their diffusion of altered information with a will to harm.

Fig. 1. Information categorization: Fake News and some related concepts

4 Characterization of the Fake News Concept

From the literature, it follows that there is no consensus on the definition of Fake
News. Nevertheless, common elements can be identified. One can sum them up
by saying that Fake News is fabricated to manipulate certain people. However,
in general none of the proposed definitions specifies who are the people who
manufacture this false information, nor how Fake News manages to convince its
targets that they are true, nor who these targets are. In the following, we precise
the key notions embedded into the concept of Fake News and give our definition.



666 N. Belloir et al.

4.1 Fake News are Not Created for Fun

65% of the false information about vaccination and Covid-19 came from just
12 people [2]. These are well-known figures in the American anti-vax sphere.
They are conducting a coordinated campaign by fabricating Fake News about
vaccines for Covid, which is part of a more extensive anti-vaccine campaign.
This general pattern is typical and can be found in military operations (with a
strategic level, an operational level and a tactical level). Here, the strategic level
can be identified as an information war against vaccines, the operational level
specifically targets vaccines against Covid and the different Fake News can be
considered as a succession of tactical actions. Most Fake News fits into this three-
tiered organization even if it is also possible to find isolated Fake News. Even if
it is pretty easy to identify the creator of a Fake News, it is more challenging
to identify people responsible for a disinformation campaign and information
warfare. Nevertheless, they do exist. Thus, a conceptual model must allow to
describe these protagonists.

4.2 Fake News Create a Distortion Between Real and False Facts

Most of the time, a Fake News relies upon at least one real fact, as pointed out by
[3], and consists of at least one false fact. For instance, in the Fake News targeting
Hillary Clinton, the real fact was that Mrs Clinton fainted during a ceremony
for the 9–11 victims in New York. According to her staff, her faintness is due
to a pneumonia diagnosed some days ago. The false fact was she was diagnosed
with brain cancer and had only six months left to live. As illustrated, a real fact
occurs in a specific context. Knowing this context is essential to understand the
real part of a Fake News.

A better understanding of Fake News implies being able to identify what
are the real and false facts that constitute it. Several types of true facts can be
identified. For instance, a fake news can be made from a political statement,
from an occurred event or from real data such as picture or video. Similarly
it can be possible to identify some false fact categories. Sometimes, it can be
entirely invented and has no relation to any real fact. Other times it can only be
a deformation of a real fact. It can be carried out by modifying figures, falsifying
papers, and retouching photos. Finally the false fact is not clear and is just a
deformation of a set of real facts. The latter is pernicious and relies on several
Real Facts that have no concrete link between them. They are presented in such
a way that they lead to a false conclusion.

4.3 Fake News Credibility: The Authority Notion

Most readers rarely check the authenticity of information presented by a news-
paper. They rather take it for granted. Fake News generally use a different vector
to be propagated (e.g. social networks), and the trust in those vectors can be
lower. Thus, Fake News creators need to increase Fake News credibility. One way
to do so consists in invoking an authority: few news readers check the authority
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called upon in an article. It makes an interesting way for the creator to deceive
the reader more easily and strengthen the credibility of the news. Thus, this
authority notion must be incorporated in a conceptual model.

Three types of references to an authority were identified [1]: an intern author-
ity, an external or a false one. In the first case, the source and the authority are
two different entities. The authority is a renowned entity, referring to a person
or an institute from whom the information released originates. By its renown
and expertise, this authority provides credibility. When calling upon an exter-
nal authority, the Fake News creator invokes well-known historical personalities
whose words or actions are considered as a general truth. The goal is to draw a
parallel between present and past by presenting the past as an unquestionable
reference. This comparison reinforces the news due to the overall respect towards
History. This calls upon historical figures, which generally have even more power
than the first reference. Finally, the last one is the reference to a false authority,
that can be either a real person with nothing to do with the fact at hand or a
made-up person (a supposed expert in the area).

4.4 Fake News Target a Precise Category of People and Use a
Cognitive Process Based on Emotions

Although a Fake News can influence different people in different ways, it is
designed to reach a specific group of people to manipulate them in a particular
way. It aims to influence the opinion of its target by generating an emotional
charge. The target’s reaction leads them to draw certain conclusions and change
their mind about a topic. Identifying the purpose of a Fake News and who it is
aimed at is therefore a challenge.

Overall, the goal of a Fake News is to make a person or a group of people
change their mind about a subject. Thus, the Fake News goal is composed of
three elements that would be clearly identified as part of a future conceptual
model: the target, its opinion and the goal itself. The first two items are closely
related since the target has an opinion on a subject. The last element embodies
the influence the Fake News creator wants to have on the target. This can be
either to weaken that particular opinion or to strengthen it. Thus, the goal of a
Fake News can be represented by sentences according to the following scheme:
“The goal of the Fake News is to” + goal + opinion + “among” + target. With
the example of the Fake News regarding Hillary Clinton’s health, the goal can
be formulated as follows:“the goal of the Fake News is to weaken the belief that
Hillary Clinton can lead the country among wavering American electors”.

Behaviors and understanding of the world are both shaped by emotions, that
drive or confuse people. As they emerge consciously or not, it doesn’t seem easy
to think and only act with reason when emotions are intense. This is why emotion
loads generated in a Fake News must be considered. To be able to evaluate
emotions in a future conceptual model, it is necessary to provide a clear range
of values. A reasonably common characterization of emotions is given by the
Plutchik wheel [11]. The latter clearly illustrates the relationship between the
different emotions and their intensity.
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After categorizing emotions, the conceptual model must capture the cognitive
process involved in Fake News. [5] divided the mind’s process into two distinct
systems: (i) System 1 “is the brain’s fast, automatic, intuitive approach”. It is
linked to the emotional and unconscious domains. Decisions are quick, impulsive,
and sometimes irrational. (ii) System 2 is “the mind’s slower, analytical mode,
where reason dominates”. It is slow and deals with the logical and conscious
domain. With this two-system mind process, it is easy to understand why Fake
News aim to generate emotions among readers. By doing so, they call upon
the first system to overcome any attempt emerging from the second one. This
emotional appeal prevents readers from awakening System 2 and forces them to
think in an emotional state.

4.5 Our Fake News Definition

Based on the previous discussions, we setup the following definition of Fake
News. The notions of “real” and “false” facts are at the heart of the Fake News
concept and should then be considered. The emotional and cognitive process is
also essential to understand the specific way the attacker influences the readers
of the Fake News through its implicit conclusion. All that done having in mind
to place it in a more general disinformation process. Thus, our definition is: A
Fake News is false but verifiable news composed of false facts based on real ones.
Drafted in a way to trigger an emotional load, it aims to deceive its readers and
influence their opinion through an implicit conclusion.

5 Conclusions: Toward a Fake News Conceptual Model

In this article, we have shown how difficult is to clearly identify and position the
concept of Fake News in the information ecosystem. Nevertheless, as the Covid
pandemic and the war in Ukraine have shown, reliably classifying Fake News is
an important challenge. To do so, we first classified the concept of Fake News
in relation to other forms of information. Then, we identified important notions
aiming at characterizing what is a Fake News, to highlight the key elements to
be take into account. Our conviction is that these elements are the foundations
that a conceptual model of fake news should take into account. The interest
of such a model is to provide a clear characterization of what a fake news is.
The applications of such a model are valuable. For example, in the challenge
of identifying fake news, approaches using artificial intelligence (AI) are often
proposed. But how these AI reach at these identifications is sometimes unclear.
Using a conceptual model as a formal characterization model can be a solution
to this problem. In this context, using a conceptual model can be seen as the first
step of the XAI process proposed by [14], that it is crucial to make possible the
full XAI-based process. The explainability with this approach is conceptually
guided by the conceptual model which conforms the core of the contribution: to
have an ontologically well-grounded definition of what a Fake News is, which is
directly derived from the conceptual model. Thus, proposing a conceptual model
Fake News to do so is naturally our future work.
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Abstract. Social media are becoming the preferred channel to report and
discuss events happening around the world. The data from these channels
can be used to detect ongoing events in real-time. A typical approach is
to use event detection methods, usually consisting of a clustering phase,
in which similar documents are grouped together, and then an analysis of
the clusters to decide whether they deal with real-world events. To cluster
together similar documents, content representation models are critical. In
this paper, we individually compare the performances of different social
media documents content representation models used during the cluster-
ing phase, exploiting lexical, semantic and social media specific features,
like tags and URLs. To the best of our knowledge, these models are usually
individually exploited in this context. We investigate their complementar-
ity and propose to combine them.

Keywords: Information systems · Content representation models ·
Lexical representation · Semantic representation · Event detection ·
Social networks

1 Introduction

Social media are some of the main contemporary information sources, used by
people but also by professionals such as journalists, business managers, politi-
cians. They deliver information about numerous domains and can be used in
multiples tasks, for instance to predict the stock market [9] and can be used in
general to detect events happening around the world [4,13].

Due to the abundance of information and noise on social media, methods
are needed to detect events in real-time. In previous work by McMinn [17], an
event is a “significant thing that happens at some specific time and place”. They
identify an event by a group of entities (e.g. people, location) that are discussed
in the messages. We borrow this definition for this work.
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A major challenge of this task is to group documents dealing with the same
event together. The text content of each document usually contains unstructured
language, slang words or abbreviation but also limited context about the topic.
Social media documents are also composed of other features such indexes (e.g.
hashtags), metadata or links, all potentially interesting to cluster the documents.

To address this challenge, we study the performances of different document
content representation models in the context of a classical event detection frame-
work. These models exploits either lexical, semantic or social media specific fea-
tures to represent the documents. To the best of our knowledge, these models,
particularly text representation models, are usually individually employed in
event detection methods and not combined as models encoding different aspects
of the documents. Our goal is to investigate whether the information encoded by
each of these models are complementary for the task of clustering event-related
social media documents. To do so, we first evaluate the performances of each
individual models. Then, we explore combinations of these models to obtain
new similarity measures between documents and show the interest of these com-
binations. We focus on Twitter, the most commonly studied social media.

This article is organized as follows: Sect. 2 presents related work. Section 3
describes the event detection approach. Section 4 describes the combination
method. Section 5 presents the experiments and the results.

2 Related Work

We focus on the task of open-domain event detection on social networks which
consists in detecting events without prior knowledge on them [4]. Event detection
methods usually fall between two categories: feature pivot or document pivot [4].
While both of these approaches are widely represented in the literature [4,13],
we choose a document pivot approach to take into account more context and
metadata and focus on document pivot approaches based on text.

One of the most common approach for event detection is the FSD (First Story
Detection) algorithm, which was first introduced in [2]. The principle is to find the
first document discussing an event and then group together new documents dis-
cussing the same event. The task is considered as a dynamic clustering task, using
nearest neighbors algorithm to group the documents. Several papers improved this
algorithm to speed it up [14,18], improvements being mostly focused on the near-
est neighbor search. In all these papers, the tweets are represented using TF-IDF.
In [15], the authors compare the performances of different text representations
models. They compare TF-IDF and neural-based representation models such as
Universal Sentence encoder [11]. Interestingly, they conclude that representation
models based on recent architectures perform worse than TF-IDF, which is sur-
prising considering the performances of Transformers.

In other approaches, TF-IDF is also the most common text representation
model. The authors of [7] use it as well and then cluster topically similar tweets
using an online incremental clustering algorithm. In [16], the authors combine
TF-IDF and named entities (NE) to cluster the tweets, based on similarity crite-
ria but also the length of the tweets. In [10], the authors propose the first method
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combining TF-IDF and semantic representation. They learn a representation for
the words in the documents and then weight them based on their TF-IDF score,
creating weighted semantic representations. They consider that two tweets are
semantically related if they are generated by the same event.

In the rest of this paper, we propose to combine textual representation models
to encode different dimensions of the text. Contrary to the literature, we use TF-
IDF as a complementary representation to semantic representations, and not to
weight semantic models.

3 Clustering for Event Detection

3.1 Description of the Framework

Figure 1 present the framework described in this section. First, tweets are
retrieved from the Twitter’s API. Second, they are cleaned, using methods
detailed in Sect. 5.1 and the stream is discretized in time windows (e.g. 1 h).
Then, the documents are clustered and the clusters are evaluated to determine
whether they contain document dealing with the same event. To evaluate prop-
erly the performances of this step, we make the following hypothesis: (1) all the
documents are event related, (2) each document is associated with exactly one
event, (3) there is an unknown number of events. In a more realistic setup, other
steps such as clusters and data filtering are needed, but they are out the scope of
this study as we are interested in evaluating the performances of the clustering.

Fig. 1. The framework considered during this work.

3.2 Documents Representation

To correctly cluster related documents together, documents representation is a
critical step as the performances of the clustering depend on it. We present the
different content representation models we compare and combine:

Lexical similarity - We use TF-IDF, the most common text document rep-
resentation model in information retrieval [5]. It represents the importance of a
word in a document based on its frequency in it and its frequency in the whole
corpus, under the assumption that a word that is frequent in a document but
not in the corpus is representative of the document. We use an IDF calculated
on the whole dataset Event2012 [17], presented in Sect. 5.1, provided by [15]1.

Semantic Similarity - Semantic representations of text documents are cur-
rently achieving state-of-the-art results in NLP, particularly those based on
1 https://github.com/ina-foss/twembeddings.

https://github.com/ina-foss/twembeddings
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Transformers [19]. In particular, we use Universal Sentence Encoder (USE) [11],
which we found as the best performing on social media in previous work.

Social Network Specific Features - Hashtags are inherent to the Twitter
ecosystem. They help classifying documents and assigning them to the right
feed. Another interesting feature is link shared by users. Tweets are often used
to react to some news published on other websites such as press websites.

Now that we know the models we use for the representation of the documents,
we present the clustering algorithm.

3.3 Clustering

For each pair of documents of a window and for each document representation
model, we compute its similarity to constitute a similarity matrix used to com-
pute the clusters. For semantic and lexical representation models, we chose cosine
similarity as it is the most common similarity measure in NLP [1]. For tags, we
use Jaccard-Dice similarity. Finally, we determine if documents are sharing the
same URL by a simple string comparison. It is a critical component of the event
detection process because the performances of the clustering are directly affected
by the similarity measures. To compute the clusters, we use the Louvain algo-
rithm [8], a community detection algorithm which automatically computes the
optimal number of clusters. The only parameter that this algorithm needs is a
similarity threshold, which is specific to each representation model, determined
during a training phase presented in Sect. 4.4.

Now that we have presented the event detection model, we detail in the
following section the combination method we propose.

4 Combination Method

In this section, we first present our combination method as well as the aggrega-
tion methods and the different configurations compared in the results section.

4.1 General Description of the Method

We propose to combine different representation models using an ensemble-based
similarity [12], an approach to combine different clustering methods that has
also been used in related work [6]. The principle of the technique is to jointly
exploit the results of different clustering processes in order to take advantage of
their respective strengths. In our case, we have two majors propositions. First,
we propose to combine text representation models that encode different aspects
of the text and complement them with social-media specific features. Second,
we propose to combine the results at the similarity level, to have more flexibility
for the aggregation of the results. Figure 2 illustrates the method. First, for each
representation model, a similarity matrix is computed. A model threshold is
applied to this matrix to filter low similarities. Then, each similarity matrix is
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weighted according to the performances of its respective model for the clustering
task. The matrices are aggregated to obtain a general similarity matrix, which
is filtered using a general threshold. This filtered matrix is then used for the
clustering. The different aggregation methods, configurations and how to obtain
the thresholds and weights are described in the next sections.

Fig. 2. Illustration of the method for the combination of two representation models.

4.2 Aggregation Methods

One of the main step of our method is to aggregate similarity matrices together.
We propose three aggregations and compare their performances.

Similarity Aggregation (SA): For each representation model, for each value
of the similarity matrix, if it is superior to its model threshold, then this value is
used to compute the general similarity matrix. Binary aggregation (BA): For
each representation model, for each value of the similarity matrix, if the value is
superior to its model threshold the value is set to 1. If no, the value is set to 0.
For SA and BA, no general threshold is applied. General Aggregation (GA):
We directly use the similarity matrices for the aggregation without applying
models thresholds. Then, we apply a general threshold to the matrix.

Now that we know how the similarity matrices are aggregated, we present
the different content representation configurations we propose.

4.3 Configurations

We study two configurations: Lexical and Semantic (LS) and Lexical, Semantic
and Twitter Specific (LSTS). LS is composed of TF-IDF, the lexical representa-
tion model, and Universal Sentence Encoder (USE), the semantic representation
model. LSTS is composed of LS and social network specific features, namely
hashtags and URLs shared in the documents.

Each of these configurations will be evaluated using the different aggregation
methods presented in the Sect. 4.2.

4.4 Phases of the Experiments

We present the objectives of each phase of the experiments.

Training Phase: This phase has two objectives: first, we determine the model
threshold for each representation model. We evaluate the clusters produced using
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each model for all threshold values, and the optimal threshold is defined as
the threshold value maximizing the sum of the evaluation metrics, detailed in
Sect. 5.1, as in [6]. The second objective is to determine the relative weight
of each model for the combinations. For each configuration, we determine the
relative importance of each model according to its performances. In practice, we
compute the total of the sum of the evaluation metrics for all the models, and
weight each representation model according to its contribution to the sum [6].

Validation Phase: The objective is to compute the general threshold for each
configuration (i.e. LS and LSTS) for the General Aggregation (GA) method.

Testing Phase: We evaluate USE and IDF and consider these models as the
baselines. We also evaluate each configuration (LS, LSTS) using each aggrega-
tion configuration (SA, BA, GA). In total, during the following experiments, we
evaluate 8 representation models.

5 Experiments, Results and Analysis

5.1 Experimental Setup

Dataset: We use Event2012 [17], a corpus of 120 million tweets, collected from
the 10th of October to the 7th of November 2012 using the Twitter streaming
API. 159,952 tweets are labeled as event-related, distributed into 506 events. Due
to the TREC policy, only tweet ids can be shared and the content of the tweets
must be retrieved using the Twitter API. Some tweets are not available anymore.
Thus, at the time of the experiments, we collected 69,875 labeled tweets. We sort
the dataset according the date of publication of each tweet and divide it into
training, validation and test sets, each one composed of 9 days of data.

Preprocessing: To clean the tweets, we remove from the text the user and
retweet mentions and the URLs.

Evaluation Metrics: Each model is evaluated using B-cubed and AMI. B-
cubed is a generalization of Precision, Recall, F1-score for clustering [3]. AMI
measures how much information is shared between ground truth and the clus-
tering assignment, adjusted to penalize random clusters.

5.2 Results and Analysis

The results of the training phase are presented in Table 1. For the validation
phase, we calculate the thresholds for LS and LSTS in for the GA aggregation.
The thresholds are 0.35 for LS and 0.30 for LSTS. The results of the testing
phase are summarized in Table 2.

The combination methods can be interesting depending on the application.
To favor precision, a combination using the GA aggregation can be interesting
even if USE have similar performances. To favor recall, a combination using the
BA aggregation is interesting. USE is the better compromise, achieving decent
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Table 1. Weights and threshold for each method

Model Threshold Weight LS Weight LSTS

USE 0.40 0.54 0.41

IDF 0.10 0.46 0.38

URLS 0.15 – 0.11

Hashtags 0.85 – 0.10

Table 2. Results from the Testing Phase. As a reminder, the thresholds for the GA
aggregation are 0.35 for LS and 0.30 for LSTS.

Model Aggregation method Precision Recall F1-score AMI

USE – 0.91± 0.08 0.83± 0.19 0.85± 0.12 0.76± 0.22

IDF – 0.85± 0.09 0.77± 0.20 0.79± 0.13 0.65± 0.24

LS GA 0.91± 0.07 0.80± 0.20 0.83± 0.12 0.73± 0.23

SA 0.86± 0.09 0.82± 0.20 0.82± 0.13 0.70± 0.24

BA 0.80± 0.11 0.86± 0.19 0.81± 0.12 0.69± 0.24

LSTS GA 0.92± 0.07 0.78± 0.21 0.83± 0.13 0.73± 0.24

SA 0.86± 0.09 0.82± 0.21 0.82± 0.13 0.71± 0.23

BA 0.79± 0.12 0.86± 0.19 0.81± 0.11 0.68± 0.23

performances in all the metrics and achieving better performances both in terms
of time and computational complexity than the combinations, since only one
similarity matrix has to be computed. In terms of running time, LS performs
better than LSTS as computing the Jaccard similarity is a time consuming step.

6 Conclusion

In this paper, we investigate, for the clustering of event-related social media doc-
uments task, the comparison between document representation models (exploit-
ing either lexical, semantic or specific features). To take advantage of these
different models, we study the combination of multiple models, using multi-
ple aggregation methods. Our experiments showed that some combinations can
be interesting depending on the needs of the application. However, Transformer-
based language models seems to have the better overall performances.

In future work, we plan to transpose these experiments to a more realistic
context by including non-event related documents. A major issue in this context
is to be able to evaluate the methods while most of the documents are not
annotated. We plan to propose new evaluation metrics in order to facilitate the
evaluation of the models and the reproducibility of the experiments.
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Abstract. Over the past decade, governments around theworld have implemented
OpenGovernment Data (OGD) policies to make their data publicly available, with
collaboration and citizen engagement being one of the main goals. However, even
though a lot of data is published, only a few citizens are aware of its existence and
usefulness, which hinders fulfilling the purpose of OGD initiatives. The objective
of this paper is to fill this gap by identifying the appropriate communication
methods for raising awareness and usefulness of OGD to citizens. To achieve
this goal, we first conducted a literature review to identify methods used to raise
citizen awareness of OGD. Then, these identified methods were confronted with
the results obtained from an online survey completed by 30 participants on their
preferred methods to provide recommendations to governments. The contribution
of this paper is twofold. First, it provides an inventory of communication methods
identified in the literature. Second, it analyzes the gap between the use of these
methods in practice and citizens’ preference and uses this analysis to propose a
list of methods that governments can use to promote OGD.

Keywords: Open government data · Citizens · Awareness · Communication
methods

1 Introduction

Across the globe, many governments have implemented Open Government Data (OGD)
policies to make their data more accessible and usable by the public. In its most com-
mon definition, OGD refers to data published by governments that can be freely used
and redistributed by anyone [1]. The release of such data is most often motivated by
values such as improving government transparency [2], stimulating innovation [3, 4],
encouraging citizen collaboration and participation [4]. For these goals to be achieved,
OGD must be used in some way, which requires that citizens know that such data exists
(awareness) and know their added value (usefulness) [5]. Yet, even though a lot of data
are published, only a few citizens are aware of its existence and usefulness [6, 7], which
hinders achieving the goal of OGD initiatives. In this study, the term “citizens” refers to
people with modest technical and data literacy.
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There have been several attempts to examine whether a specific method was suit-
able or reports to suggest methods to increase awareness and usefulness of OGD to
citizens. For instance, in [8], the author studied the contribution of the use of social
media applications (Facebook, Twitter and YouTube) by Thailand’s public sector to
improve transparency and use of OGD. In [9], the authors proposed the use of train-
ing to promote OGD use. In [10–13], other methods in addition to the previous ones,
such as OGD portals, hackathons, and newspapers, have been proposed to raise citizen
awareness. However, none of these previous studies have effectively evaluated multiple
methods with citizens in order to recommend to governments the appropriate methods
to increase awareness and usefulness of OGD to citizens. Therefore, there is a need
to conduct such a study to evaluate methods with citizens and based on this, propose
appropriate methods to governments.

This paper seeks to address this gap by identifying the appropriate methods for
raising awareness and usefulness of OGD to citizens. Therefore, our research question
is as follows: “What are the appropriate communication methods for raising citizen
awareness of the existence and usefulness of OGD?” To answer this research question,
we first conducted a literature review to identify the methods used to promote OGD
in previous studies. Next, these identified methods were confronted with the results
obtained from an online survey completed by 30 participants on their preferred methods.
The results of this survey will then be used to recommend to governments the most
appropriate methods to promote OGD to citizens.

The remainder of this paper is divided into five main sections. In Sect. 2, we explain
the research methodology. Section 3 explores existing methods for raising citizen aware-
ness of the existence and usefulness of OGD and provides an overview of the survey
results. In Sect. 4, we present the discussion and limitations of this study and then propose
some avenues for future work. Finally, Sect. 5 provides a conclusion that summarizes
the contributions of this paper.

2 Methodology

To address the research question of this study, we combined two methods: literature
review and questionnaires. First, we conducted a literature review on methods used to
raise citizen awareness of the existence and usefulness of OGD. The literature review
was conducted using the databases “Scopus” and “Science Direct” with the keywords
“open government data” or “open data”, + “citizen”, + “promote” or “raise aware-
ness” + “usefulness” or “existence”. We also extended our search to the grey literature
and policy reports. Most of the publications found dated from 2011–2021. From these
publications, an additional selection was made based on their relevance to our research,
leaving altogether 15 academic articles, web pages and policy reports which were looked
at more thoroughly. The retained articles were then used to collect appropriate methods
for raising citizen awareness of the existence and usefulness of OGD. Second, we cre-
ated an online survey1 to collect citizens’ preferred methods. The survey was pretested
with two users and later shared via the following communication channels: UNAMUR

1 https://forms.gle/JEnhmEKV94J3612m7.

https://forms.gle/JEnhmEKV94J3612m7
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mailbox, Facebook and Twitter to recruit citizens. In total, 30 participants completed the
survey. The literature review along with the user feedback will be used to improve the
current knowledge base and provide recommendations to governments.

3 Results

In this section,wefirst describe previouswork onmethods used to raise citizen awareness
of the existence and usefulness of OGD. Then, we present the survey results.

3.1 Communication Methods Identified

By performing a literature review described above, we were able to identify a set of eight
methods that could be used to raise citizen awareness of the existence and usefulness of
OGD [10–13]. The following paragraphs explain each of these methods in more detail.

Social Media. According to [14], social media applications are new types of informa-
tion and sharing tools, used in digital environments. They have been adopted by a few
governments with different purposes: sharing information, interacting with citizens, pro-
moting citizen participation in public issues or improving transparency [8, 10]. The most
commonly used socialmedia in the public sector are:blogs, collaborative projects (e.g.,
wikis, online forums), social networking sites (e.g., Facebook, Twitter) and content
communities (e.g., YouTube) [8, 14]. Although social media applications offer many
benefits, they can only reach specific citizens. For example, in the case of social net-
working sites, only the citizens who have an account and who fall within the criteria
used for campaigns can be reached.

Public Outreach Campaigns. Apart from social media, a few governments have used
methods such as radio, television, newspapers, newsletters and poster campaigns
to inform citizens, especially of some applications built on the basis of OGD [12, 13].
The problem with these methods is that the content of the advertisement focuses on the
implemented application without telling citizens that the application was implemented
using open data. Therefore, citizens may use the service without knowing that it was
built using open data.

Workshops and Conferences. These types of events aim to bring together various open
data stakeholders to discuss the adoption and use of open data [10, 12, 15]. Two well-
known examples of these types of events are the Open Government Data Camp and
Open Data Day. The main advantage of these types of communication is that they help
governments to have a direct discussion with citizens and also gather their feedback
(e.g., needs, barriers) for improvement [16]. However, there are some drawbacks to
these types of communication, such as the mandatory physical presence and limited
number of participants.

Hackathons. Like the previousmethod, thismethod is an event that allows developers to
design, implement and present services for a specific issue [4, 10, 12, 17]. This method
allows for the promotion OGD to participants and the development of some services
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that can be published later to help a wider range of citizens. However, this method
faces the following problems. It focuses mainly on developers and most of the results of
hackathons are often not implemented or published online after the events, which does
not impact the awareness of citizens, but only on the developers [11, 18].

Training and Education. This method consists of bringing together different stake-
holders to inform or instruct them on a certain task with the aim of improving their
performance or knowledge [10]. In [10, 12], they suggested enabling the creation of
a “culture for Open Data” to students by integrating the use of open data (e.g. build-
ing apps) into academic programs. This method has been experimented in [9] and by
Thessaloniki’s Digital Strategy [10] but like the hackathons, this method only attracts a
specific and limited part of digitally literate citizens.

Public Displays. These aremainly outdoor displays, aswell as indoor displays in public
spaces, which offer different benefits to users (refer to “passersby”): collecting feedback
such as voting system, displaying information or accessing services [19]. The main
advantage of public displays is that they help citizens to interact directly with services in
real life and can be easily accessible (visible) to “passersby”. However, public displays
face the following problems: difficulty of interaction by a certain range of users and
limited access (only available to a specific location) [20].

Applications. These include platforms developed to help users to easily access gov-
ernment data and also tangible examples of what can be done with published data [10,
12]. For example, OGD portals have offered visualizations, dashboards and success
stories built from the data in addition to raw data, raising awareness of the benefits of
Open Data and showing what can be done with particular datasets [10]. Apart from
these features, some OGD portals have also proposed News and Events sections in their
portals, which helps to increase traffic to the portal [10]. Another way to raise awareness
among citizens is the development of practical applications and services accessible
mainly on the web or mobile that use the data provided by governments and facilitate
the daily life of citizens (e.g., the mobility application which helps Namur citizens to
see the location of available parking in a specific area2). These practical applications are
mainly developed either for a specific purpose or as federative applications to promote
existing applications developed from open data (e.g., Datafruit3 which summarizes in a
mobile application the reuses of open datasets on the French portal). The problem with
this method is that without awareness campaigns like the ones presented above, these
applications cannot be acknowledged by citizens. Another problem is that each gov-
ernment or developer promotes their applications separately, which increases the funds
used to promote the different applications and the need for citizens to go through (or
install) different applications in order to use them.

Word of Mouth. Thismethod involves citizens talking to their friends, family and other
people with whom they have close relationships about a topic of open data [21, 22]. This

2 https://sti.namur.be/.
3 http://opendatatales.com/%f0%9f%a5%a5-datafruit-un-argumentaire-de-poche-de-lopen-
data/.

https://sti.namur.be/
http://opendatatales.com/%f0%9f%a5%a5-datafruit-un-argumentaire-de-poche-de-lopen-data/
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method was less discussed in the literature of open data awareness but was proven to be
one of the most powerful forms of awareness in general (e.g., e-commerce) as 92% of
citizens trust their friends over traditional media [21].

3.2 Survey Results

Through questionnaires that participants completed during the rigor cycle, we were
able to gather their opinions related to the research question “What are the appropriate
communication methods for raising citizen awareness of the existence and usefulness
of OGD?” In total, 30 participants (22 are aware of OGD and 8 are not) responded to
the survey. All participants are between the ages of 18 and 50 and have at least a high
school degree.

After collecting the citizens’ responses on the channels throughwhich they have been
informed or wish to be informed of the existence and usefulness of OGD, we associated
each citizen response with one of the methods presented in Sect. 3.1, where possible.
Some citizens’ responses were ambiguous (e.g., Google search or from municipality)
and therefore were not considered. Figure 1 summarizes the percentage of citizens’
responses on the channels through which they have been informed (A1) or wish to be
informed of the existence and usefulness of OGD (A2).

Regarding the methods used in practice to raise awareness and usefulness of OGD,
Fig. 1 (ref. A1) shows that the “word of mouth” channel (mainly through friends or
colleagues), is the channel through which most citizens have been informed about OGD.
This channel is followed by “training and education”, especially “education”, as many
citizens indicate that they have heard about OGD in their classes. After this method
comes public outreach campaigns, and after applications, workshops and conferences
and hackathons. The methods “social media” and “public displays” were not mentioned
by citizens. Regarding citizens’ preferred methods, Fig. 1 (ref. A2) shows that citizens’
preferred channel is “public outreach campaigns,” followed by applications (suggested
by citizens: OGD portals and OGD-based applications), training and education, and
social media.

4 Discussion

This research contributes to the knowledge base in the following aspects. First, this
research provides an inventory of communication methods that have been used in the
literature to promoteOGD to citizens. Second, unlike these previous studies that examine
whether a specific method was appropriate [8] or suggest methods to increase awareness
and usefulness of OGD to citizens [10–13] without providing an evaluation, this research
presents the benefits and challenges of each of the methods used in the literature and
evaluates each through an online survey completed by citizens. Fourth, based on the
survey results, this research highlights the discrepancies between the methods used in
practice and those preferred by citizens to raise citizen awareness of OGD (See Fig. 1).
Fifth, based on Fig. 1, we recommend for governments to use public outreach campaigns
and applications to inform citizens about the existence and the usefulness of OGD.
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However, the main limitation of this research concerns the representativeness of the
participants for the questionnaires. To increase this representativeness, we suggest using
other communication channels or collecting data on-site in universities or public places.
In this study, this was not feasible due to the COVID-19 situation.
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Fig. 1. Percent of respondents for each method of awareness and usefulness of OGD applied in
the practice (A1) and preference by citizens (A2).

5 Conclusion and Future Work

The purpose of this paper was to identify the appropriate methods for raising awareness
and usefulness of OGD to citizens. To achieve this objective, we first conducted a litera-
ture review to identify methods used to raise citizen awareness of OGD. Then, we used
an online survey completed by 30 citizens to compare the results of the literature review
with the citizens’ perception.

The survey results, along with the literature review, allow us to make the following
recommendations for governments: use public outreach campaigns and applications to
inform citizens about the existence and the usefulness of OGD. The “word of mouth”
method appears to be the most effective method used in practice for spreading awareness
of OGD. Governments should therefore use the methods suggested above and encourage
citizens to disseminate them to those around them. Since applications have proven to
be one of the preferred methods and few studies have been proposed in the literature to
investigate the requirements needed by a usable tool to promote OGD, the upcoming
work is to fill this gap, implement them into a usable tool and evaluate the tool to see its
impact on citizen awareness.
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Abstract. Many organizations have a long history with the use of ERP. However,
organizations are increasingly turning to digital capabilities to transform opera-
tional processes and business models. Extant literature has increased our under-
standing of ERP, but we lack comprehensive insights into the evolving nature of
ERP in the context of digital transformation. Through a review of articles from the
AIS Basket of Eight IT journals, we identified digital capabilities associated with
contemporary ERP across five categories. The identified capabilities foreground
the evolving nature of ERP, resulting in the introduction of a definition for digital
ERP (D-ERP) and a call for research studying the co-evolution of D-ERP and
digital transformation.

Keywords: ERP · Enterprise resource planning · Digital ERP · Digital
technologies · Digital capabilities · Digital transformation

1 Introduction

In recent years, digital capabilities, such as cloud computing, low-code programming,
Internet of Things (IoT), Application Programming Interface (API), and user experi-
ence journeys have become increasingly important. Some of the digital technologies
and capabilities have also affected the Enterprise Resource Planning (ERP) landscape,
which continues to grow between 25% and 35% yearly, with a total value of about $44
billion in 2020 (Gartner, 2021). ERP entered the digital age between 2012 and 2016,
during whichmajor ERP vendors migrated to the cloud and as-a-Service (AAS) business
models [1]. However, besides the migration of ERP to the cloud [1, 2], the integration
of other digital technologies and capabilities has not been explicitly researched. Digital
technologies have had a significant impact on classical Information System (IS) archi-
tecture, capabilities and business models [3]. Given the continued importance of ERP,
more information is needed about how the literature connects digital capabilities to ERP.

These reasons call for a closer examination of the relationship between ERP and
digital capabilities. Hence, our research question is: How does the current literature
support the evolution of ERP with digital capabilities? By combining the fields
of ERP and digital capabilities, this study provides insights into how contemporary
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ERP embeds digital capabilities, based on a systematic literature review (SLR) of peer-
reviewed academic articles.

Section 2 presents the background and conceptual development. Section 3 elaborates
on our SLR methods. Section 4 describes our findings, whereas in Sect. 5, we discuss
our findings. Section 6 concludes our work.

2 Background and Conceptual Development

Prior literature on ERP research goes back to the 1990s. The term ERP was coined
by the Gartner Group and included criteria for evaluating the extent to which software
was actually integrated across and within the various functional silos (e.g., finance and
accounting, human resources, payroll, and sales/marketing) [4]. Since then, various
definitions have been used by scholars from 1998 to 2020 (Table 1).

Table 1. A non-exhaustive overview of ERP definitions over time.

Variants of definitions for ERP systems Year Source

Is the seamless integration of all information flowing through the company
– financial and accounting information, human resource information,
supply chain information, and customer information

1998 [5]

Are designed to support both the functional and operational processes of a
firm’s value chain, including accounting and finance, human resources,
customer and sales, and supply chain management

2006 [6]

Aim to provide a unified IT architecture to enhance data consistency and
integration of modular applications that support business processes

2010 [7]

Is a system of integrated software applications that standardizes,
streamlines and integrates business processes across finance, human
resources, procurement, distribution, and other departments

2020 [8]

Table 1 shows similarities in the various ERP definitions, such as a reference to (1)
business processes, (2) integration, and (3) functions. Some components have evolved
over time emphasizing a set of different applications in contrast to a single system
or software. In addition, some definitions are expanding the scope from supporting
functions to supporting an organization’s entire value chain.

Since the dawn of the ERP systems they have been associated with transformations
due to their IT capabilities to enable organizations to work according optimized pro-
cesses. These transformations have been subject to intensive research and can range
from straight forward IT/business process alignment [9] to complex ERP-enabled busi-
ness transformations to gain a competitive advantage [10, 11]. Prior literature on the
resource-based view (RBV) theory has been widely applied within the IS literature to
explain how organizations gain a competitive advantage and provide superior perfor-
mance. Consistent with the RBV [12] and prior literature on IT capabilities [13], we
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specify digital capability as “a complex bundle of digital-related resources, skills, tech-
nologies and knowledge that enable firms to coordinate activities and other resources to
produce desired outcomes.”

3 Methods

We conducted a systematic literature review (SLR) of peer-reviewed research published
across the AIS Senior Scholars Basket of Eight Journals (AIS, 2021). We included
publications from 2015 onwards, following Kranz [1], who argued that all main ERP
evolved to cloud platforms by 2015.We conducted our SLR inDecember 2020 according
to the Guidelines for performing SLR in Software Engineering [14]. In each journal,
we first searched for “ERP” or “Digital” in the title, list of keywords and abstract. We
reviewed each of the resulting articles to identify synonyms. We then refined our search
results by including these synonyms to refine our search query. Our final inclusion and
exclusion criteria combine our search query for the period 1/1/2015 to 1/1/2021.Our SLR
resulted in a final selection of 30 articles (Table 2). We then manually worked through
the entire set of search results to ascertain if the found publications were relevant to
the discussion of the digital evolution of ERP. We identified relevant ERP or digital
capabilities, mapped them to level two coded capabilities and then grouped them into
five categories.

Table 2. Summary of search results (N = 30).

Description References Count

European Journal of Information Systems (EJIS) [2, 15–22] 9

Information Systems Journal (ISJ) [1, 23–26] 5

Information Systems Research (ISR) [11, 27] 2

Journal of Information Technology (JIT) [28] 1

Journal of Management Information Systems (JMIS) – 0

Journal of Strategic Information Systems (JSIS) [3, 29–32] 5

Journal of the Association for Information Systems (JAIS) [9, 33–38] 7

MIS Quarterly (MISQ) [39] 1

4 Findings

We analyzed the articles to find recurring topics and patterns that relate to “ERP” and
“digital”. We identified five categories that connected our two key topics.
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4.1 Digital Capabilities

The first observed category was based on sixteen articles that name digital capabilities.
Within this first category, we identified five recurring digital capabilities that are linked
to ERP or were relevant to include in our research agenda. First, eight of them mention
a factual positive influence of digital capabilities on performance that matched with the
benefits that traditional ERP promise, such as increased efficiency, lower cost, increased
transparency, and integration. A second identified digital capability refers to transforma-
tional power [3] and the potential of digital technologies to create new value paths and
business models by combining and using them in new and innovative ways. Mendling
[20] (p. 209) cites that “in digital innovation, problem and solution space emerge and
co-evolve.” This iterative or agile delivery approach was identified as a third digital
capability (Table 3).

Table 3. An overview of digital capabilities (N = 16).

ID Digital capabilities References Count

1 Improvement of performance [1, 17–19, 21, 22, 37, 39] 8

2 Enables new business models [3, 11, 16, 17, 20, 22, 24, 29, 32] 9

3 Iterative and agile delivery [3, 17, 19, 20] 4

4 Modular platform [3, 19, 22, 24, 32] 5

5 Light-touch processes [16, 19, 38] 3

The natural synergies between multiple digital capabilities and technologies was
discussed in five papers and identified as a fourth digital capability: “modular platform”.
This is reflected in how firms can integrate digital technologies into existing enterprise
resources or as part of a broader ecosystem or platform. As a fifth topic, three papers
discuss the availability of light-touch flexible processes [16].

4.2 Need for Digital Capabilities in ERP

We identified a second category, based on eleven articles that address ERP capabilities
that are improved by embedding digital capabilities. Within this second category, we
identified three recurring topics (Table 4).

Table 4. An overview of the need for digital capabilities in ERP (N = 11).

ID Need for digital capabilities in ERP References Count

1 Facilitating conditions for use [16, 20, 31, 33, 36] 5

2 Solve misfits between working and requirements [18, 19, 25, 26, 33] 5

3 Mindfulness of novel technology aspects [9, 20, 31, 34] 4
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The first identified topic is how digital technologies enhancing facilitating condi-
tions, such as usability and user support, have a direct positive influence on ERP feature
use and overcome the effects of inertia. The second recurring topic related to deviations
from standard ERP functionality and how to handle these. Malaurent and Avison [25]
discussed how work-around practices can be managed and should not always be consid-
ered as deviant activities. A flexible digital layer of lightweight applications embedded
in the ERP ecosystem can provide a solution for workarounds and misfits [26] without
impacting the ERP core model. The third topic was observed in four papers that stated
that technology adopters and designers ought to be always mindful of novel aspects of
technology in relation to existing systems.

4.3 Digital Technologies in ERP

A third category was based on eight articles that name specific digital technologies. Four
papersmentioned digital technologies that are captured in the acronymSMACIT: Social,
Mobile, Analytics, Cloud, IoT [32]. Contemporary ERP-centered business application
technology stacks have all five of those technologies integrated. It is interesting that IT
platforms are referred to as digital and in two papers ERP and CRM systems are also
referred to as digital technologies [29, 39]. Other mentioned technologies that can be
related to ERP are: blockchain for SCM in ERP, digital marketplace, AI-based tech-
nology, automation, and augmented reality for production planning. These technologies
are more recent and indicate the constant stream of new digital technologies each cre-
ating new opportunities for ERP to adapt and evolve. We observed from this category
that modern ERP solutions have fused with multiple technologies that are referred to as
digital (Table 5).

Table 5. An overview of digital technologies in ERP (N = 8).

ID Digital technology capabilities References Count

1 Social, Mobile, Analytics, Cloud, IoT [1, 20, 22, 32] 4

2 Digital business ecosystems [19, 24] 2

3 ERP and CRM systems [29, 39] 2

4 Blockchain; digital marketplace; and AI-based technology;
augmented reality; automation

[20, 39] 2

4.4 ERP as Digital Platform

The fourth category was based on sixteen articles on ERP within a digital plat-
form/ecosystem context. The first identified topic deals with introducing digital platform
capabilities into or fusing with ERP (Table 6).
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Table 6. An overview of platform capabilities of ERP (N = 16).

ID Digital platform capabilities References Count

1 Introducing or fusing with digital platform
capabilities

[2, 15, 18, 22] 4

2 Flexibility without sacrificing common core [11, 16, 20, 28–30, 32, 35] 8

3 Re-configuration and rapid integrations [17, 18, 22, 27, 29, 35, 37] 7

4 Resilience to cope with external shocks &
trends

[20, 23, 29, 35] 4

The closely related, is the ability tomaintain an operational backbone aswell as a dig-
ital services platform [32]. Jain and Ramesh [19] referred to the capacity to enable flexi-
bility without sacrificing the pursuit of common core functionalities. Research related to
building digital platforms distinguishes between heavyweight and lightweight IT [28],
infrastructural stability and change, and a platform core and peripheral ecosystem [11,
38]. Tallon et al. [35] confirmed the value of enriching ERP with digital capabilities
by finding that IT slack was positively correlated with IT business value. A third topic
regards innovative capabilities that use the efficiencies of re-configuration and rapid
integrations to cope with emergent initiatives [17]. A final recurring topic focuses on
creating a platform of digital options that enable the firm to sense and respond to rapidly
changing market conditions [35].

4.5 ERP Processes Enabled by Digital

The fifth category was based on eight articles that name specific processes enabled by
digital technology. We found that some typical ERP-related processes are mentioned in
the literature as supported and enhanced by digital technologies. Six papers mentioned
typical ERP processes, such as procurement, invoicing [20, 39], supply chain [22],
planning [22] and operational [16, 19, 29] processes. In addition, typical CRMprocesses,
such as customer engagement, sales and marketing processes, as well as e-commerce
are tackled in three papers [17, 29, 37] (Table 7).

Table 7. An overview of ERP processes enabled by digital technology (N = 8).

ID ERP processes enabled by digital References Count

1 Procurement, invoicing, supply chain [20, 22, 39] 3

2 Operational processes [16, 19, 29] 3

3 CRM processes [17, 29, 37] 3
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5 Discussion

Our findings have shown that with the rise of digital technologies and digital transfor-
mation ambitions, ERPs have integrated digital capabilities that have helped them to
evolve. A most interesting observation relates to the need for ERP to “enable new busi-
ness models”. Notably, the literature definitions of ERP are not reflecting such evolution.
Therefore, we propose a definition of digital ERP (D-ERP) as “an integrated digital
enterprise platform for configuring, operating and innovating business processes,
value chains and business models end-to-end, governed in an agile way”.

Our review highlights the need for research that addresses the transformational capa-
bilities of D-ERP. ERP’s capacity to enable business transformations has been exten-
sively discussed in the literature [11]. Digital transformations, however, are typically
associated with disruptive technologies and business models [29]. Thus, many consider
digital transformation as more radical and holistic forms of business transformation [3].
However, we have seen some articles distinguish between ERP-enabled transformations
and digital transformations, suggesting that ERP is a hurdle rather than an enabler of
digital transformations [32]. Based on our research, that shows signs of co-evolution
of ERP and digital transformation, we consider this assessment premature and call for
more research on the relationship between D-ERP and digital transformation.

6 Conclusion

This literature review provides insight into the co-evolution of ERP and digital transfor-
mation. Based on our findings, we derived a definition for D(igital)-ERP. The explorative
nature of our review calls for further investigation into the linkage between D-ERP and
digital transformation.
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Abstract. Recommendation systems have taken the turn of the new
uses of the Internet, with the emergence of trust-based recommendation
systems. These use trust relationships between users to predict ratings
based on experiences and feedback. To obtain these ratings, many com-
putational models have been developed to help users make decisions, and
to improve interactions between different users within a system. Hence,
choosing the appropriate model is challenging. To address this issue,
we propose a two-step approach that, first, allows the user to define
the requirements of his/her target system and, then, guides him/her to
select the most appropriate computational model for his/her application
according to the defined requirements.

Keywords: Trust · Computational model · Requirements ·
Modelling · Recommendation

1 Introduction

Community applications have the specificity of offering their members the tools
and interfaces necessary to communicate, exchange and interact easily with each
other. The functioning of these sites is also largely based on the collective sharing
of information, sometimes making it possible to rapidly increase one’s visibility
among a whole group of contacts. These applications involve creating your own
connection with the other persons by setting up actions. Trust is one of the key
elements that allow users of these applications to interact safely. This concept
is used in several fields (psychology, social sciences, politics, computer science,
etc.). In computer science, several definitions have been proposed for the concept
of trust. According to Gambetta in [6] “Trust (or symmetrically distrust) is a
particular level of subjective probability with which an agent will perform a
specific action, both before we can track each action (or independently of his
ability to even trace it) and also in a context in which it affects our own action”.

In the literature, there are mainly two types of trust systems: Policy-based
trust systems and Reputation-based trust systems. The former is based on the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. Guizzardi et al. (Eds.): RCIS 2022, LNBIP 446, pp. 694–702, 2022.
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principle of competences and authorizations required to perform an action while
the latter, which we will consider in this paper, makes use of the reputation of an
entity allowing to grant or not the trust towards this entity. Reputation-based
trust systems use the interactions, or direct experiences, between entities and/or
the experiences of others for the choice to trust another entity. Nowadays, several
modern applications are based on these systems to guarantee the security within
their algorithms. Examples include systems from Blablacar [13], Airbnb [7], etc.
In order to guarantee and compute trust, several computational models had
emerged, see [5] for a survey. The major problem in this area is how to choose
the most appropriate computational model according to the user’s requirements.
To the best of our knowledge, there are no works in the literature that allow user
to choose the computational model that best meets his/her requirements. Our
contribution is divided into three steps. The first step of our approach aims at
helping the user to define the expectations of their target system, and to be able
to model these requirements. The second step focuses on modelling the sequence
of user’s actions within the system and on the way the user would like the trust
evolves in the system. As for the third step of this work, and starting from the
results of the first two steps, it deals with the issue related to the selection of
the most adequate computational model according to the user’s requirements.

The rest of the paper is made up as follows; Sect. 2 briefly describes the
state of the art that contextualizes our work. Section 3 discusses the different
steps of our approach for modelling trust requirements in order to help the
user of trust-based systems to choose the most suitable computational model
for his/her needs. To validate our proposal, we provide in Sect. 4 a complete
case study with concrete examples, covering all aspects of the contribution and
showing its technical feasibility. Finally, the points to remember and perspectives
are presented in Sect. 5.

2 State of the Art

The internet and computer systems have become more and more important in
our lives and this covers several domains, such as e-commerce, banking, health-
care, etc. It is genuine that the field of use varies, but the issue that binds together
all these domains is Trust. Many researchers have proposed models to represent
and compute trust in computer systems. [5]. One can classify these models into:
Bayesian models [1,3], Belief-based models [1,2], Discrete value models [11],
Fuzzy models [4] and Flow models [14]. However, the choice of the computa-
tional model that better meets user requirements is challenging because of the
variety of computational models available in the literature. Some works have
been proposed to evaluate and compare computational models, see for instance
[12]. [12] outlines a set of criteria that a good rating system should meet. We
can cite for example : Accurate for long-term performance, Weighted toward
current behavior, Robust against attacks, Amenable to statistical evaluation,
etc. A good rating system should meet the above-mentioned qualities. Contrary
to these studies, our aim in this paper is to propose an approach to know which
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computational models fulfill a set of requirements related to the trust compu-
tation. Existing studies can been seen as a static comparison of computational
models whereas our proposed approach makes a dynamic comparison driven by
the designer requirements.

A second issue to be addressed in this paper is the modeling of requirements
based on user’s activities. There are several formalisms in human-machine com-
munication systems that allow users to define the expectations of their system,
e.g.: Business Process Model and Notation (BPMN), Unified Modeling Language
(UML), etc. Task Models [10] are of a great interest in system user activity and
aim at producing a list of tasks, a description of the tasks and their interactions.
Different task models have been developed in the literature, see (CTT, GTA,
etc.). However, all these modelling methods have not been developed to deal
with the trust topic. This is the first time that such methods are leveraged to
deal with and model the requirements in trust-based systems.

3 An Approach to the Trust Computational Model
Selection

In order to manage and compute trust, trust-based systems make use of com-
putational models. In this work, our goal is to provide an approach to model
the trust requirements in order to help the users of these systems to choose the
most adequate computational model for their needs. Our approach consists of
the three steps. The first step builds a model to express the application require-
ments of the target system. This will allow us to classify the different types of
actions that can be performed by users within the system.

The second step deals with the trust requirements model. This will allow us
to model the chain of the defined actions and apply constraints on the desired
trust value. For example, after a single carpool, a desirable wish is the smooth
evolution of trust i.e. the trust value evolves in a gradual way.

The third step is to evaluate a trust computational model against the two
models defined in steps 1 and 2. The computational models will be used to
compute the score, compare it with the constraints set and recommend the best
suited model w.r.t. the requirements.

3.1 Application Requirements Modelling

In this section, we will discuss the first level of our approach, which defines the
different types of actions of a system based on the application requirements.
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Fig. 1. Application requirements modelization

The priority for trust-based systems is to ensure safety for the user interacting
with the system. Therefore, each user is characterized by reputation esteem on
which cooperation choices are based. This estimate is computed from the actions
made by the user. A user with a good behavior will have a great reputation value.
Whereas a noxious user will have a bad reputation value. Therefore, in order to
recognize a good user from a bad one, it is vital to recognize at the beginning
the distinctive types of actions they can do.

Figure 1 shows the first step in our model to represent and characterize user
actions. As we can see, each action in the system is linked to a rating from which
we can know the type of action. In fact, each action in the system is evaluated by
the other users in the interaction. Depending on the value of this evaluation, the
system can distinguish whether the user has done a positive action to increase
his reputation value, or a negative one to decrease it. A user can also do neutral
actions that do not impact the reputation value (e.g. registering, browsing the
system, etc.). Generally these actions depend on the context in which they were
performed. This context represents the system application requirements.

At this step, this model makes it conceivable to know within the application
which type of actions are carried out by the users. However, this step does not
take into consideration the chaining of actions and does not allow to describe
what is anticipated from the computational model, i.e. it does not permit to
indicate requirements on the trust score. In order to be able to select the correct
model for the user’s requirements, it is essential to be able to depict and model
the way trust evolves concurring to the user’s behavior. This is the second part
of our approach which will be clarified within the following section.

3.2 Model for Trust Requirements

In order to deal with the evolution of trust, it is necessary to understand the
behaviour of the user and therefore the chaining of his/her actions. For this
reason, we have enriched the first model, which is static, to address this issue.

In order to express the chain of actions, as mentioned in Sect. 2, we opt for the
use of task models since we are interested in system user activity. The purpose of
task analysis with these models is to produce a list of tasks and a description of
the tasks and their interactions. Many task models have been developed, these
models allow to express several characteristics about the tasks. Consequently,
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these models allow us to express the chain of actions, constraints, as well as a
graphical and visual presentation of requirements. In contrast, the limitation of
classical task models is that they do not allow to indicate constraints on the
evolution of the trust score.

Fig. 2. A graphical example that shows our graphical proposal via Task Models prin-
ciple

To enrich these models, Fig. 2 presents our proposed graphical representation
of trust requirements using the principle of task models which allow us to have
tasks decomposed into subtasks with a sequential time operator and information
on the cardinality of tasks. As seen in Fig. 2, to describe trust requirements and
the tasks that made them up, we use the concept of constraints. In this paper,
the constraint is a Boolean predicate that allows to define an interval in which
the value of the trust should be included. Here, we only handle simple constraints
based on exact values and percentages. A percentage relies on a previous trust
value to express its evolution. The integers N and M used provide information
on the iteration of tasks (i.e. the number of times a task can occur). And finally,
“OP” is a temporal operator to link the different tasks. Currently, only the
sequence operator is managed, as it is deterministic and allows to produce a
single output passing through the same tasks. Other operators are provided,
but they are non-deterministic (e.g. choice, interrupt, parallel, etc.) which allow
several outputs. Based on the task models, we are able to define new concepts
that allowed us to express constraints on the trust requirements and to track the
chaining of the user’s actions. This proposal will allow us enriching our model in
Fig. 1 to have a wealthier model that helps the user both to describe the sequence
of human activity being on his system, to specify the type of action performed
and to indicate requirements on the evolution of trust score.

From the proposed model, each trust requirement can be described by a task.
The system performs tasks to compute the score, monitor the behavior, etc. The
user can do different types of actions that we described earlier. Furthermore,
the principle of subtasks in task models allows us to specify partial constraints
for each subtask, as well as a final constraint on the task to meet the desired
requirement. The partial constraint provides information on the evolution of the
trust value after each subtask. While the final constraint is used to specify the
desired final trust value towards the end of the task.

Using these two models, we can proceed to the last step of our approach,
which is to choose the most appropriate computation model according to the
user’s requirements.
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3.3 Trust Computational Model Recommendation

A trust-based system must, as mentioned above, have a strategy for computing
the value of trust. In fact, the computation of trust must permit a choice to be
made, for example, a high degree of trust in an entity allows it to be judged
reliable and a choice to trust it to be made. Many authors have proposed models
to represent and compute trust in systems. These models are categorized as
Bayesian Models, Discrete Value Models, Belief-based Models, Fuzzy Models
and Flow Models. In order to evaluate these models, this paper focuses on the
criteria that permit observing the behavior of the human being within the system
followed by the evolution of the trust score. The idea behind this part of the
approach is to generate a scenario that the user can do in the system, put
constraints on the desired way the trust score evolves (e.g. smooth evolution),
and compute the value of the score using computational models developed in
the literature.

As a yield of this model, we will have an estimate of the correspondence
between the constraints set and the values obtained. This will facilitate the
recommendation of the foremost suitable computational model for each require-
ment. A more complete demonstration with results will be illustrated in the next
section.

4 Case Study

To validate our approach, we present in this section a complete case study that
allows to cover all aspects of the contribution, to explain the complete process
and to show the technical feasibility of our work. To be able to show results
for our approach, a development has been made in which both models and
the main computational models have been implemented. The objective is to
provide a tool, called TME (Trust Model Evaluation), that can automatically
assess computational models against the expressed requirements. Currently, the
source code is available on the lab’s forge in which you can find the complete
experimentation1. Taking the example of carpooling systems, this concept refers
to the joint and organized use of a vehicle by a driver and one or more traveling
passengers for the purpose of making a common journey.

4.1 Model Requirements for Carpooling

The first part of our approach is to define the types of actions that a user
can perform to subsequently monitor their sequencing, require preferences on
the evolution of this value, compute a trust value and choose the appropriate
computational model.

To do this, in our example, if the user receives a “Disappointing or Very
Disappointing” rating, the system considers this as a negative action. If he/she
receives an “Excellent or Good” rating, then he/she has taken a positive action.
1 https://forge.lias-lab.fr/projects/trustmodelevaluation.

https://forge.lias-lab.fr/projects/trustmodelevaluation


700 C. Sellami et al.

And if the user receives a “Correct” evaluation, then he/she has taken a neutral
action. In order to be able to classify the type of action performed by the user, we
need to associate continuous values for these discrete assessments to understand
the user’s behavior and score evaluation: Very Disappointing = 0; Disappointing
= 1; Correct = 2; Good = 3; Excellent = 4.

Thus, these values allows us to put constraints on the assessments. Each
user can give a rating ∈ [−1; 1], if the rating > 0, the action is positive, if the
rating < 0, the action is negative, if the rating = 0, the action is neutral.

Let’s take the example of a passenger who made 7 trips and was evaluated
after each experience as shown in Table 1.

Table 1. Example of user behavior and evaluations in the system.

Actions Trip 1 Trip 2 Trip 3 Trip 4 Trip 5 Trip 6 Trip 7

Evaluation Good Good Excellent Disappointing Good Disappointing Disappointing

Constraints rating > 0 rating > 0 rating > 0 rating > 0 rating < 0 rating > 0 rating < 0

Type Positive Positive Positive Positive Negative Positive Negative

4.2 Trust Requirements Model for Carpooling

At this stage, our first model is able to define the types of actions that a user
can perform. The second step is to be able to model this behavior and require
constraints on the trust score. The objective of this part of the approach is to be
able to model what is expected of the evolution of trust in the system in relation
to the actions expressed in the previous model.

Let us take the example of a forms of trust evolution among the criteria
mentioned in the Sect. 2. “Weighted towards current behavior”: If the user has
a good reputation, i.e. he has done several positive actions (PT), and he starts
doing negative actions (NT), the system should show a strong impact on the
trust score (S). After the first modelling step, we can define the set of actions of
the user and thus have a sequence of actions (Table 2):

Table 2. Constraints applied to the desired trust score for Weighted towards current
behavior criterion.

Actions P P P P P P P N N N N

Constraints S > 22 S > 24 S > 26 S > 28 S > 30 S > 33 S < 36 S < 23 S < 14 S < 9 S < 5

4.3 Trust Computational Model Recommendation

In this example we have proposed constraints to satisfy the two criteria we have
considered. For these constraints, we focused on the fact that the evolution of
the trust score is progressive, to satisfy the “smooth” criterion. Thereafter, if
the user behaves badly, he must lose his reputation (Weighted towards current
behavior criteria).
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Fig. 3. Compatibility of computational models for Weighted towards current behavior
criterion

Figure 3 shows results obtained from our implemented model. As we can see,
our model allows to express preferences on the desired trust score value for the
user (U), which can be seen in the form of bars in the figure, and to challenge
existing computational models in the literature in order to know subsequently
the most adequate model.

5 Conclusion and Perspectives

In this paper, we have addressed the problem of evaluating trust-based systems
and choosing the most appropriate model for the application requirements. We
attempted to propose an approach that helps the user to select the most fitting
model for his system. We have defined and implemented a complete case study.
This latter shows that our approach can be used to model different requirements,
found in the literature, on the trust computation. Moreover, our approach and
the associated tool compare the different computational models on the basis of
a set of requirements in order to select the most appropriate one. This work
can be improved by adding some features such as building a hybrid model that
better meets trust requirements, i.e. if for example the designer wants to satisfy
two requirements at the same time, and our approach provides him/her with a
different recommendation for each requirement, merging the two recommended
computational models to have a new one may be an idea.
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Abstract. Currently, the state of a house is typically assessed by an
expert, which is time and resource intensive. Therefore, an automatic
assessment could have economic, social and ecological benefits. Hence,
this study presents a binary classification model using transfer learn-
ing to classify Google Street View images of houses. For this purpose,
a three-by-three analysis is conducted that allows to compare three dif-
ferent network architectures and three differently-sized data sets, using
properties located in Leuven, Belgium. A DenseNet201 architecture was
found to work best, as illustrated quantitatively as well as by means of
state-of-the-art explainability methods.

Keywords: Google Street View · Real estate · Deep learning ·
Convolutional neural networks · Transfer learning

1 Introduction

Houses that are poorly isolated, or that have high carbon emissions, have a neg-
ative impact on climate change [22]. Socio-economically disadvantaged groups
typically reside in houses that do not have a high degree of quality [7]. The state
of a house has a big impact on the price estimation and valuation of a house
[13,21]. Automated detection of properties in extremely bad state will allevi-
ate the task of manually assessing the state of the house conducted by experts.
This, in turn, would result in economic, ecological and social benefits as it facil-
itates gathering information about a property’s condition in various scenarios.
Nonetheless, no prior articles were found that focus on classifying houses based
on their state using street view images. In this study, a Convolutional Neural
Network (CNN) is trained on GSV images to identify houses in a bad state. The
remainder of this work is organized as follows. In the next section, the related
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work is further elaborated. Section 3 describes the methodology consisting of
three steps: data set creation, model training and evaluation. Next, the results
are presented, followed by the discussion and conclusions.

2 Related Work

Applications of machine learning (ML) techniques with Google Street View
(GSV) images vary greatly. Some researchers are interested in the buildings for
predicting their functionality or construction year, some focus on the vehicles
parked in the street to predict socioeconomic characteristics of regions, traffic
signs or street name signs [2,4,10,14,23]. To extract and use this information
from the image data, either classification or object detection techniques are used.
These techniques consist of training deep neural nets that need large data sets
and computing resources [14]. However, as GSV images are not always usable
because of low resolution and obstructions in the image, and labeling them is
time intensive, it is difficult to train these models properly [2]. Therefore, with
the use of transfer learning, existing, large data sets are leveraged for pretraining
networks, which can then be fine-tuned for the task at hand. As several CNN
architectures and large data sets exist, a common approach is to test several
pretrained networks and select the model that results in the highest accuracy.
Li et al. [14] find that DenseNet is a better feature extractor than AlexNet [12]
and ResNet for the estimation of the construction year of a building. Kang et
al. [10] prefer VGG [19] over AlexNet and ResNet to classify the functionality
of buildings. For the detection of traffic signs, the pretrained SSD MobileNet is
used [2].

Prior work on assessing the state of a house using images is based on the clas-
sification of interior images [16]. A pretrained VGG-16 network is used in com-
bination with a technique for object localisation. Similar to the above, Tavakkoli
et al. [21] build their own data set, in this case of street level images, which is a
process that causes additional limitations. Low quality images, or images with
a poor view of the house cannot be used to classify house types, but also house
types that are too similar lead to misclassification. To address these issues, an
object detection model was combined with a classification model to preprocess
the data before it was used for image classification. Another approach is to com-
bine several types of image data. In [13], GSV images are combined with satellite
images to improve value estimation of properties.

3 Methodology

Despite the prior work, classification of houses based on their state using street
view images has not been researched yet. To address this gap, a three-by-three
analysis is conducted to find the most suitable CNN architecture across three
differently-sized datasets. The pipeline used for the experiments consists of sev-
eral steps: data set creation, model training and evaluation.
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The data set was created by querying the GSV API with addresses in Leu-
ven, Belgium. These house images were manually filtered and labeled as “good” or
“bad” for state. To eliminate adjacent houses and other obstacles, bounding boxes
were created in order to crop the images. This resulted in a data set of 651 images
(476 “good” and 175 “bad”). Subsequently, a test set of 98 images was created. To
test robustness, the remainder of the data was used to create three differently-sized
training and validation sets consisting of 164, 325 and 1132 images respectively.
The largest dataset was created using data set augmentation.

Three pretrained CNNs networks were selected, i.e. VGG-16 [19],
DenseNet201 [8] and ResNet50V2 [6], because they emerged as either most com-
mon or best performing architectures for similar applications in related work
[10,14,16]. Using the Keras API, these networks with ImageNet [3] weights
were then customized. The pretrained VGG-16 network was extended with three
dropout layers, a global average pooling layer, two batch normalization layers,
and two dense layers. A dropout, global average pooling, and batch normaliza-
tion layer were added to the ResNet50V2 model. Similarly, in the DenseNet201
model, the existing head was replaced with dropout layers, a global average
pooling layer, batch normalization layers, and dense layers. The last layer in
each model is the dense layer with one unit that classifies the images with the
sigmoid activation function and an L2 regularizer (weight decay). Before train-
ing, the optimizer, the learning rate, the number of layers to unfreeze, and the
dropout rate were tuned based on validation accuracy. Because of the rather
small data sets and the significant yet doable level of class imbalance, multiple
evaluation metrics were computed on the test set. The second part of model
evaluation is based on the explainability technique LIME [17], which produces a
mask that indicates which pixels of the image contribute most to the prediction.

4 Experimental Results

4.1 Prediction Accuracy

First, Table 1 shows the accuracy on the test set of the nine configurations. For
each CNN architecture, using the largest training data set is advisable, with
DenseNet201 achieving the best performance overall. This is consistent with
the cross-entropy loss on the test set as reported in Table 2. When considering
precision (Table 3) and recall (Table 4), the typical trade-off can be observed,
with mainly the DenseNet201 being able to strike the best balance, especially
when using the medium or large training sets. This is confirmed by the AUC
results in Table 5.

Figure 1 shows the training and validation accuracy with increasing number
of training steps for four architecture/data set combinations. Overall, training
accuracy improves consistently as expected, however, fairly flat validation accu-
racy curves can be observed. For example, the large DenseNet201 model validation
accuracy stays around 89% throughout all epochs (Fig. 1a). The smallResNet50V2
(Fig. 1c), small DenseNet201 (Fig. 1d), and medium VGG-16 model (Fig. 1b) show
severe overfitting. As the CNNs are trained on very small data sets in this study,
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Table 1. Accuracy on test set

VGG-16 RESNET50V2 DENSENET201

Small 0.8163 0.4796 0.7959

Medium 0.2551 0.8265 0.8776

Large 0.8776 0.8163 0.8980

Table 2. Loss on test set

VGG-16 RESNET50V2 DENSENET201

Small 0.5871 0.7988 0.4954

Medium 1.3817 0.4866 0.4423

Large 0.5406 0.5042 0.3563

Table 3. Precision on test set

VGG-16 RESNET50V2 DENSENET201

Small 0.7692 0.3194 0.6471

Medium 0.2551 0.8333 0.8824

Large 0.6250 0.6667 0.8000

Table 4. Recall on test set

VGG-16 RESNET50V2 DENSENET201

Small 0.4000 0.9200 0.4400

Medium 1.000 0.4000 0.6000

Large 0.8000 0.5600 0.8000

Table 5. AUC on test set

VGG-16 RESNET50V2 DENSENET201

Small 0.8277 0.6164 0.8296

Medium 0.8838 0.8496 0.8671

Large 0.9123 0.8660 0.9553

while they are designed to be trained on large data sets because of their millions
of parameters, this is not surprising [15]. As it has been explained above, transfer
learning allows to transfer knowledge from a larger data set to a relatively smaller
but similar data set. Thus, pretrained networks with ImageNet weights, which is
a large data set with more than 14 million images [3], were used to avoid overfit-
ting [18]. The other measures consisted of adding Batch Normalization layers [9],
and dropout layers [15,20] to all architectures. Even though early stopping, evi-
denced by the small number of training steps, and several other measures were
taken against overfitting, our results indicate that overfitting remains an intricate
problem, especially due to the small size of the data set, and possibly also due to
the class imbalance in the small data set, given that fairly high levels of accuracy
can be obtained by near majority prediction models.

4.2 Model Explainability

The predictions of the best performing configuration, the DenseNet201 model
with the large data set, are explained using LIME [17]. For each of the four
categories of the confusion matrix, one example is analysed. Figure 2 presents
the results, with for each example one image with green and red masks and one
with a heatmap. Red masks indicate the pixels of the image that significantly
contribute to the prediction of the label “bad”, corresponding to red areas with a
positive weight on the heatmap. Consequently, green areas support the prediction
of the label “good” and indicate a negative weight.
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(a) DenseNet201 - large data set (b) VGG-16 - medium data set

(c) ResNet50V2 - small data set (d) DenseNet201 - small data set

Fig. 1. Accuracy in function of training steps for different combinations

Figure 2a shows the explanation of a house that was labeled “good” and a
prediction score of 0.1187 which indicates the same label, using the threshold
0.5. The heatmap shows two areas that have a low weight, a part of the wall
between the windows and the sidewalk. While the former would be important for
a human labeler to assess the state of the house, the latter would not. For the true
positive example (Fig. 2b), the model uses an adjacent house for the prediction,
which is counterintuitive. However, the actual house carries the largest weights,
producing a correct prediction. For the two wrongly predicted examples, the
windows carry important weights, contributing to the correct label. In the false
negative example (Fig. 2c), the pixel weights are surprising. The windows carry
a negative weight while a part of the wall was attributed a large positive weight
and the area with flaking paint has negligible weights. Some irrelevant parts
of the image also carry relatively important weights. Lastly, the false positive
example (Fig. 2d) shows that the model also recognizes the importance of the
front door.

5 Discussion and Conclusions

Based on the reported performance measures on the test set, the DenseNet201
model trained on the large data set performs best compared to the other models.



708 M. Geerts et al.

(a) True Negative (b) True Positive

(c) False Negative (d) False Positive

Fig. 2. LIME explanations with masks (left) and heatmap (right)

Additionally, the performance measures of the small and medium DenseNet201
models are relatively good. For this CNN architecture, an expected trend is
noticeable, the accuracy, loss, precision, recall, and AUC reported on the medium
data set are better than those reported on the small data set, and an even
better performance is achieved on the large data set. This is expected as machine
learning models tend to learn more when trained on a larger set of examples.
The training and validation accuracy showed that the configurations based on the
small and medium data sets overfitted severely. In addition, closer investigation
revealed that the VGG-16 model only predicted the “bad” class when trained
on the medium data set.

In this study, the robustness of the models is based on the performance on
the three data sets. The VGG-16 and ResNet50V2 architectures are not robust
as these models perform particularly bad on the medium and small data set
respectively. However, DenseNet201 does perform consistently well on the three
data sets, so, in this respect, DenseNet201 can be viewed as a robust architec-
ture for this classification task. The robustness of a model can also be evaluated
by comparing the performance on the test set with the training and validation
performance [5]. Based on the accuracy and loss, the three CNN architectures
all show consistent performance on the large data set and DenseNet201 and
ResNet50V2 do so on the medium data set as well. It can be concluded that
the DenseNet201 architecture is the most suitable for this task. The discrep-
ancy in the performance between the VGG-16 models on the one hand, and the
ResNet50V2 and DenseNet201 models on the other hand, implies that for this
image classification task, deep networks are better suited.

Two important factors that influence these results are the size of the data sets
and the class imbalance. Machine learning models typically have many parame-
ters and are therefore trained on large data sets, but the data sets used in this
study are very small. In [15] the data set CIFAR-10 is described as a small data
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set with 60 000 images with ten classes. However, by leveraging transfer learning
to reduce the number of parameters, this problem is partially mitigated. Nev-
ertheless, the hyperparameter tuner still optimized the models with millions of
trainable parameters. Another factor that limits the performance of the models
is class imbalance [1]. The minority class “bad” has a share of around 25 to 35
percent in the data sets. However, this class imbalance is not necessarily severe
as other sources define ratios such as 1:100 as severe class imbalance [11].

The performance of the models is also limited by the data quality. Generaliz-
ability is the first concern as the data set’s representation of the housing market
is low. That is, the data set only contains houses in the specific geographical
area and only terraced and detached houses. In addition, inherent to street-level
images is that this type of data will never give a complete representation of a
house. Specifically, regulations that limit renovations of house fronts might lead
to incorrect labeling and, in consequence, incorrect predictions. Expanding the
data set in several dimensions could mitigate both issues. Depending on the
study area, properties in a very bad state will often be the exception. Therefore,
class imbalance techniques such as the options discussed in [1], i.e. undersam-
pling, oversampling, thresholding, cost-sensitive learning, and ensemble learning,
can be used to mitigate this effect on the results.

As the described methodology involves manual work that requires quite some
resources and time, further automation of the process would be extremely bene-
ficial. A two-step method could be developed such that in the first step the raw
GSV data is processed into a qualitative data set that can be used in the second
step for classification. Filtering and cropping in the first step is automated by
an object detection model that predicts bounding boxes enclosing the property
on the image [21]. In this way, an end-to-end approach for the classification of
the state of a house would be obtained that facilitates the use of this method.
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Abstract. Internet of Thing (IoT) devices enable the collection and
exchange of data over the Internet, whereas Business Process Manage-
ment (BPM) is concerned with the analysis, discovery, implementation,
execution, monitoring, and evolution of business processes. By enriching
BPM systems with IoT capabilities, data from the real world can be cap-
tured and utilized during process execution in order to improve online
process monitoring and data-driven decision making. Furthermore, this
integration fosters prescriptive process monitoring, e.g., by enabling IoT-
driven process adaptions when deviations between the digital process and
the one actually happening in the real world occur. As a prerequisite for
exploiting these benefits, IoT-related aspects of business processes need
to be modeled. To enable the use of sensors, actuators, and other IoT
objects in combination with process models, we introduce a BPMN 2.0
extension with IoT-related artifacts and events. We provide a first eval-
uation of this extension by applying it in two case studies for modeling
of IoT-aware processes.

Keywords: BPMN · BPM · Internet of Things · IoT in BPM ·
Sensors · Actuators

1 Introduction

As electronic components have become smaller, more powerful, and less expen-
sive, the Internet of Things (IoT) has received an upswing in recent years [1].
Many embedded components are equipped with sensors and actuators that
enable collection of environmental data (sensors) as well as physical responses
to specific events (actuators) [2]. IoT components can be embedded in everyday
objects such as washing machines, refrigerators, vehicles, cell phones, or wearable
devices. Moreover, they can be found in cyber-physical systems, smart cities, or
smart logistics [3]. IoT refers to a network of physical objects or “things” being
equipped with sensors, actuators and software to connect them with other devices
and systems over the Internet. Such interconnected devices, in turn, constitute
the basis for exchanging data [2].

While IoT allows capturing and exchanging data about the physical envi-
ronment, BPM enables the analysis, discovery, implementation, execution, mon-
itoring, and evolution of business processes [17]. BPM-enabled processes can
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. Guizzardi et al. (Eds.): RCIS 2022, LNBIP 446, pp. 711–718, 2022.
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be further enhanced by sensors, e.g., to measure the fill level of a tank and
eliminate the need for manually performing this task [5]. In general, IoT tech-
nology contributes to make abstract process models real-world-aware and, thus,
to align digital processes with the physical world [15]. Moreover, IoT devices can
be used to automate different types of tasks, which may be physical (moving a
conveyor belt) or digital (sending data or notifying a system) [14]. Furthermore,
IoT enhances the monitoring, discovery, and optimization of processes, which are
referred to as IoT-aware processes in the following. An important task for mod-
eling IoT-aware processes is to properly capture IoT-related aspects. Modeling a
process fosters the understanding of how the process works and allows discovering
potential problems (e.g., deadlocks) before process automation. Finally, already
modeled processes can be analyzed, improved, automated and optimized [17].

There are several languages for modeling business processes, such as Petri
Nets, Event-driven Process Chains (EPC), Role Activity Diagrams, Resource-
Event-Agent (REA), and Business Process Modeling Language (BPML) [16]. A
standardized process modeling language is Business Process Model and Notation
(BPMN) 2.0, which has undergone three releases since 2004 [6]. Modeling IoT-
aware processes with BPMN 2.0 is a complex endeavor, and the resulting model
is difficult to understand due to the potentially ambiguous use of modeling ele-
ments. As a drawback BPMN 2.0 does not allow for the explicit representation
of IoT devices and IoT-related aspects, which aggravates the maintenance and
servicing of IoT-aware processes significantly. In particular, the resulting pro-
cess models lack structure, expressiveness, and flexibility. To overcome the lack
of language elements for modeling IoT aspects, BPMN 2.0 needs to be extended.
Existing BPMN 2.0 extensions for IoT-aware processes are either incomplete or
do not comprehensively cover the required treatment.

In this work, we present a BPMN Extension for IoT-aware processes which
enables the explicit integration of business process models with IoT devices. The
approach supports the modeling of IoT-aware processes in terms of different
views and levels of abstraction.

The remainder of this paper is organized as follows: In Sect. 2, we summa-
rize the main issues that emerge when modeling IoT-aware processes with the
existing BPMN 2.0 standard. Section 3 discusses existing works. In Sect. 4, we
present our BPMN 2.0 extension for modeling IoT-aware processes and illustrate
it along two case studies. Finally, Sect. 5 summarizes and discusses our approach.

2 Problem Statement

In order to properly model the behavior of IoT-aware business processes a multi-
tude of input and output devices may have to be integrated with a process model.
In principle, BPMN 2.0 offers various mechanisms for representing IoT devices.
On one hand, script, service and business rule tasks can be used to represent IoT-
related activities. On the other, resources, data objects or events may be used
to model IoT-involvement [7]. However, when following such a straightforward
approach, no distinction between regular BPMN tasks and IoT-related ones can
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be made. The familiarization with such a process may therefore take longer, as
the IoT-related model elements cannot be visually distinguished from standard
BPMN elements. Consequently, the modeled IoT tasks constitute a black box,
i.e., it does not become transparent whether the task refers to a sensor, an actu-
ator, or a service call [7]. On one hand, this aggravates model comprehensibility,
on the other it results in a limited usability and poor maintainability of the
model.

The process model, depicted in Fig. 1, deals with the treatment of the Chronic
Obstructive Pulmonary Disease (COPD). COPD describes the obstruction of the
lungs, which hinders the patient’s breathing [7]. First, the patient’s heart rhythm
is checked (1). If necessary, an emergency alarm is triggered (2). Then the severity
of the COPD is assessed (3) and, depending on the outcome of this assessment,
either no treatment, treatment with an oxygen mask (4), or treatment with an
inhaler (5) is administered. Finally, the results of the treatment are analyzed (6)
and the patient record is updated accordingly (7).

Check heart 
rhythm

Check COPD 
severeness

Sound 
emergency 

alarm

Administer 
inhaler

Mild
attack

Administer 
oxygen mask

Severe
attack

OK Analyze result of
treatment

Update patient 
record

1

2

3

4

5

6 7

Fig. 1. Example of a process model with IoT aspects. (Adapted from [7])

When using standard BPMN 2.0 elements for modeling the physical (i.e. IoT-
related) tasks of the COPD process (Fig. 1), it is unclear, which tasks are IoT-
related and which are not. In addition, it is unclear which sensors and actuators,
respectively, are involved in the processing of the IoT-related tasks. Instead,
it becomes necessary to carefully read and understand the underlying process
model in order to make assumptions whether, for example, a business rule task
refers to a specific sensor or a service task represents an action of an actuator.
Note that this might cause ambiguities due to labeling issues.

When representing sensors in terms of business rule tasks, the involvement of
IoT devices (cf. Fig. 1, Activity (1) heart rate sensor) does not become apparent
as well. Finally, there is no visual difference between an IoT-related Business
Rule Task (1 & 3) and a BPMN Business Rule Task (6), or between an IoT-
related Service Task (2) and a BPMN Service Task (7). This aggravates the
comprehension as well as maintenance of the process model.
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3 Existing Approaches

There exist several works that introduce notations, approaches, or language
extensions for representing IoT devices in the context of BPMN 2.0. This section
briefly describes these approaches and discusses them (Table 1).

[1] and [7] model IoT-aware processes with standard BPMN 2.0 elements.
While [1] uses script tasks for integrating both sensors and actuators, [7] uses
business rule tasks for representing sensors and service tasks for actuators. Cheng
et al. [12] extend the BPMN 2.0 standard with a sensor task covering the follow-
ing aspects: sensor device, sensor service, and sensor handler. Another approach
for representing physical entities (e.g., a bottle of milk) in terms of a collapsed
pool is presented in [10]. In particular, for sensing and actuation activities two
new task types are introduced. Sungur et al. [13] explore the properties of wire-
less sensor networks (WSNs). For this purpose, they introduce a WSN Task and
a WSN Pool. The WSN Task has an actionType element consisting of a question
mark, an exclamation mark, and a square. It is used to specify a WSN opera-
tion as a sensing (?), actuating (!), or intermediating operation (˝). A real-world
temperature control scenario is suggested by [4], which enhances existing BPMN
2.0 events with a conditional event, message event, and error event. [8], extends
BPMN 2.0 with a resource called ResourceExtension, included for both human
and non-human resources. The ResourceExtension has some privileges (Resour-
cePrivileges) and types such as RFID, Sensor and Actuator (ResourceTypes).
uBPMN [6] suggests additional elements for Sensor, Reader, Collector, Camera,
and Microphone. Each of these elements is represented by specific task and event
types. In addition, a Smart Object is introduced to represent transmitted data.
In [9], an Industry 4.0 process modeling language (I4PML) extending BPMN
2.0 with the following elements is presented: Cloud app, IoT device, device data,
actuation task, sensing task, human computer interface, and mobility aspect.

Though existing approaches already enable the modeling of various IoT-
driven process scenarios, there remain some gaps or scenarios that cannot be
fully represented. Except for [1] and [7], all other approaches extend BPMN
2.0 with specific IoT elements. While uBPMN only introduces a Start Event,
none of the approaches explores the execution and/or control of an actuator in
combination with an End Event. In addition, none of these approaches allows for
the combined use of sensors and actuators in the context of a task. Furthermore,
none of the approaches supports responses to an IoT event during task execution.
Another important scenario that cannot be modeled with existing approaches
is the verification of an IoT-driven condition when processing a task. There is
also no concept for representing of IoT-driven processes with different levels of
abstraction in the already existing approaches. Note that modeling IoT-driven
processes with different abstraction levels could enable different views for various
stakeholders (e.g., domain expert, BPMN expert, or IoT expert).

Table 1 provides a systematic summary of the different approaches (with ✓
indicating support of the respective feature and ✗ expressing missing support).
As can be easily seen, non of the approaches comprehensively covers the treat-
ment needed for IoT-aware processes.
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Table 1. Currently supported IoT elements through the extensions

Sensor Actuator Combining
sensor and
actuator

Start
event

End
event

React to
IoT within
a task

Intermediate
event

Condition
element

Physical
entity

IoT data
object

Abstraction
level

Score

Meyer et al. [10] ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗ ✗ 3/10

Sungur et al. [13] ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗ ✗ 3/10

uBPMN [6] ✓ ✗ ✗ ✓ ✗ ✗ ✓ ✓ ✗ ✓ ✗ 5/10

Cheng et al. [12] ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ 1/10

BPMN4WSN [11] ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗ ✗ 3/10

Suri et al. [8] ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ 2/10

I4PML [9] ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✗ 4/10

4 Solution Proposal

To tackle the gaps and problems discussed in Sects. 2 and 3 respectively, we
extend BPMN with artifacts and events as shown in Fig. 2. Note that these
artifacts and events are not limited to specific use cases or processes, but may be
used in any domain. Due to lack of space, the various elements cannot described
in detail. Instead, we demonstrate the use of selected IoT artifacts and events
along two IoT-aware processes from different domains. Note that all elements
are decorated with a WLAN icon and labeled as “IoT”. In addition, the latter
in the upper left corner indicates the artifact type.

Fig. 2. Extended BPMN 2.0 elements

4.1 Case Study 1: Healthcare Process

In Case Study 1, we consider an IoT-enabled measurement process in a medical
facility. The process can be modeled with our extension as shown in Fig. 3. The
process begins when the physician registers the treatment with the help of an
RFID scanner. The patient is then transported to the treatment room. In the
treatment room, sensors are used to check whether the patient has arrived. If
this does not happen within 10 min, a notification appears on a specific monitor
and the process ends. If the patient has arrived within the specified time period,
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a measurement process is started. Afterwards, the measured data is received,
the evaluation is started, and a severity score is calculated. This score serves as
a basis for the next steps. If the score is above 8, an alarm is triggered with an
IoT actuator artifact. If the score is 6 or 7, an indicator light is switched on. If
the score is below 6 nothing happens. Finally, the process ends with a logout at
the RFID sensor.

Fig. 3. Healthcare process of Case Study 1

4.2 Case Study 2: Production Process

Case Study 2 considers a process that sort workpieces based on their color in a
production setting. This process could be modeled with our extension as shown
in Fig. 4. Process execution starts as soon as the light barrier on the conveyor
belt is triggered by an incoming workpiece. The conveyor belt is then started
and remains in operation until the end light barrier is triggered or the weight on
the conveyor belt exceeds 1000 kg. A light is then switched on inside the machine
and a color sensor is used to determine the color of the workpiece. Finally, the
workpiece is sorted according to its color.

Fig. 4. Sorting process of Case Study 2

As shown, the proposed BPMN 2.0 extensions enable a proper modeling of
the two IoT-aware processes analyzed in the case studies. In particular, both
processes can be modeled more intuitively and specifically compared to the
approaches discusses in Sects. 2 and 3.
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5 Conclusions

This paper presented a BPMN 2.0 extension for modeling IoT-aware processes.
Based on the problem description and a literature review, we identified gaps and
problems of existing BPMN extensions for modeling IoT-aware processes. We
then extended BPMN 2.0 with additional IoT artifacts and IoT-related events
that address the identified gaps. In particular, the added elements enable the
acquisition of physical data with the sensor artifact and the control of actuators
with the actuator artifact. Furthermore, subjects and/or objects can be repre-
sented by IoT objects. IoT conditions, in turn, can be validated during task
processing by the IoT intermediate catch artifacts as well as along the sequence
flow by the IoT intermediate events. All artifacts can be aggregated into corre-
sponding group artifacts to increase the abstraction level. Moreover, the process
start may be triggered by an IoT condition associated with an IoT start event.
In addition, a process end may execute and/or control an actuator with the IoT
end event. Finally, we introduced an IoT boundary event, which allows redirect-
ing the sequence flow based on an IoT condition. We have applied our extension
in two case studies to show how the introduced artifacts and events can be used.

In future work we will perform various experiments and studies with different
users such as BPMN modelers or domain experts to investigate the completeness
of our extension and to study model comprehensibility. Furthermore, we inte-
grate our extension with a process engine, i.e., the framework should support
both the modeling and execution of IoT-aware processes.
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Abstract. Fantasy Sports are becoming more and more popular these
days, hence the race to crack it is more trending than ever. In this paper,
we focus on cricket (IPL) and Dream11. Using advanced statistical and
graphical models, and new performance metrics for batting and bowling
we aim to build a model that can predict the top performing 11 players
out of the two teams. This involves predicting the player performance and
selecting the best 11 while complying with league constraints. The pro-
posed model on an average predicts 70% of the players from the Dream
Team.

1 Introduction

Cricket is one of the most followed team games with billions of fans all across
the globe. It is a sport played by two teams with each side having eleven players.
Each team is a right blend of batsmen, bowlers and all-rounders. Indian Premier
League (IPL) is India’s largest cricketing league and one of the most popular
cricket leagues in the world. It is contested by 8 teams which represent 8 Indian
cities. IPL is the most attended Cricket League in the world with major fan-
following from across the globe. According to sources, the viewership count hit
380 million for IPL 2021 [13].

A fantasy sport is a type of game, where participants assemble imaginary
or virtual teams composed of real players of a professional sport. Users create a
team (of 11 players while complying to selection constraints) on these platforms
to compete with other users. The performance of each player playing the game
is converted into points based on rules set by the league that are compiled and
totaled. A user’s team’s score is equal to the summation of points earned by all
the players in the team. The more points the user’s team earns, lower will be the
rank of the team. In this paper our goal is to be able to create a team which is in
the winning zone by predicting as many players as possible from the Dream
Team (Sect. 3.2).
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2 Related Work

Dey et al. [1] used a network approach to team formation however the approach
wansn’t suitable for Fantasy Sports. Although traditionally it is considered that
venue plays an important role (especially for the home team), but with teams
changing every year in IPL the venue is less impact-full. M.Satyam [14] states
in-strength of a player is positively correlated with ICC rankings but these scores
were not impacted by the venue. Iyer et al. [2], classified players into 3 predefined
classes - Performer, Moderate, and Failure based on the set rules. Bhattacharjee
et al. [3] proposed a composite index to measure the performance of cricketers
irrespective of their expertise and to pick an optimal team of 11 players from
a whole squad of players. Pathak et al. [4] used 3 different models to predict
the winner of the match. The paper used traditional attributes of the game like
average, strike rate, total runs for batting and economy rate, wickets for bowling
to make the prediction. Every team was analysed against every other team. Passi
et al. [5] and Lakkaraju et al. [6] introduced many new metrics like consistency,
form, venue, consistency adjusted average and batting impact score and much
more.

Passi et al. [7] featured player selection based on traditional Machine Learning
classification algorithms. It uses various traditional attributes and derives new
attributes such as form, consistency, venue and opposition score. Saurav et al.
[12] discuss the integer optimisation required in such a team selection process.
Hermanus [8] proposed to measure the batting performance of cricketers and use
three parameters, the strike rate, the batting average and the consistency of the
batsman to rank the batting performance of players. Hermanus, in [9], measured
the performance of bowlers based on the wickets they took and weighted the
batsmen to judge better if a bowler took an important wicket rather than an
average one.

Some of the papers [5,8,9] introduced new metrics to quantify performance
while other papers [2–4] have worked on predicting the player’s performance
using traditional metrics of the game. In this paper, we aim to predict as many
players as possible from the dream team, to put the team in the winning zone.
This makes the task unique from all the papers that were explored.

3 Data and Dream11

3.1 Dataset

We used the T20 format data from International cricket and IPL, collected from
CrickSheet. It provides ball-by-ball data of all the cricket matches across all
formats. Although the dataset had 13 years worth data from T20 matches, we
chose to only use data from the last 5 years, due to reasons mentioned above.

3.2 Dream 11

Dream11 imposes a lot of constraints while selecting the 11 players. While select-
ing, there can be 1 to 4 Wicket-keepers, 3 to 6 Batsmen, 1 to 4 All-rounders, 3

https://cricsheet.org/downloads/
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to 6 Bowlers, maximum of 7 players can be from one team and the Total cost of
selected players should be less than 100.

Wining Zone refers to the top 60% of the teams in the contest. After the
match, each user’s team is allotted a rank based on the total points earned by
the players. Lower the rank, higher the reward.

The Dream Team is the best set of 11 players (while complying to con-
straints) for a particular match. The total points earned by the dream team
is the maximum possible points that could have been earned and is announced
after the match.

4 Proposed Model

The proposed model is shown in Fig. Fig. 1. Unlike in other team selection
approaches, the selected 11 players here have to player with each other while
in the real game they play against each other i.e., we pick players who per-
form strongly but not against each other since that can result in negative points
for poor performance of certain players. The overall performance of a player is
calculated using following equation:

Fig. 1. Architecture of proposed model

Sbatsmani
= Success Probability ∗ Base Performancei + In−Strengthi (1)

4.1 Weighted Graph

The interaction a batsman has with all the bowlers and vice versa, is represented
using a weighted directed graph the edges connecting them would represent
the performance. An outgoing edge from a batsman to a bowler indicates the
batsman’s performance against the bowler and vice versa. The summation of
weights of outgoing edges from a player (node) is defined as the In-Strength.
Mathematically, the in-strength of a player i is calculated as
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Sin
i =

∑

j �=i

Wji (2)

where Wji is the weight between player i and j calculated using only the data
between those two players. We call this the Player to Player or P2P metric and
they are explained below for batting and bowling.

To quantify a batsman’s performance against a bowler, we have defined a
metric which incorporates the primary statistics of a batsman in a T20 game -
runs scored (EWA), the average strike rate of the batsman and his consistency
in matches (adopted from Lemmer et al. [11]). This new measure of batting
performance between batsman i and bowler j is defined as

BP P2Pi,j = EWA(S) × SRi,n

avg(SRn)
× CCi

avg(CC)
(3)

where

1. EWA is exponentially weighted average with weights being 0.96, 0.962, 0.963

....0.96n and S is the list of scores of batsman i against bowler j.
2. SRi,n is the strike rate of batsman i in the last n (10 in this case) matches

and avg(SRn) is the avg strike rate of all batsmen in the last n matches.
3. CCi is the consistency coefficient of batsman i and avg(CC) is the average

consistency coefficient of all batsmen.

The Consistency Coefficient measures how consistent a batsman has been
throughout the time period in consideration. It is defined as:

CC =
average runs

adjusted standard deviation
(4)

In adjusted standard deviation the scores above the average and not out
scores are not taken into account since using low not out score contributes to
labelling a batsman as inconsistent when he could have achieved a score closer
to or above his average.

To quantify a bowler’s performance against a batsman, we used a metric
where for any bowler i, the P2P bowling metric against batsman j is defined as
follows:

CBRi,j =
3Ri,j

Wi,j + Bi,j

6 + Wi,j × Ri,j

Bi,j

(5)

1. Ri,j is the runs scored by batsman j against bowler i
2. Wi,j is the number of times batsman j was dismissed by bowler i
3. Bi,j is the balls bowled to batsman j by bowler i

4.2 Base Performance

Based on the overall performance (independent of opponent) we formulated a
new metric called the Base Performance which quantifies the average perfor-
mance. It is defined as
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BPi = ETi × P (Success) (6)

where ETi = Average batting performance (Eq. 7)
To quantify the average batting performance (ETi) of a player we have

adopted metrics from Lemmer et al. [10].

ETi =
(sumoutai + (2.1 − 0.005 ∗ avnoai) ∗ sumnoai)

ni
(7)

where ni = number of innings played by the ith batsman
sumoutai = sum of adjusted runs in the innings where ith batsman was out
sumnoai = sum of adjusted runs in the innings where ith batsman was not out
avnoai = average of the adjusted not out scores of the ith batsman.

The adjusted runs scored by the ith player in the jth match is denoted by
Tij and is defined by

Tij = Runsbatsmani,matchj
∗ (

StrikeRatebatsmani,matchj

MSRj
)0.5 (8)

StrikeRatebatsmani,matchj
= (

Runsbatsmani,matchj

BallsFacedbatsmani,matchj

) ∗ 100 (9)

MSRj =
Total runs scored in match

Total balls bowled in the match
× 100 (10)

Success Probability for batsman is calculated as the number of times a
batsman has scored more than 1

3

rd of his batting average where as for a bowler

it is the matches where the Bowling Rate (Eq. 12) is than 1
3

rd of his/her average
Bowling Rate

We define base performance of bowler i as:

BPi = BowlingRatei × P (Success) (11)

Mathematically, Bowling Rate (BRi) is defined as:

BRi =
(Wij) × Wij

Wj

(Rij) × SRij

SRj

(12)

where Wij is wickets taken by ith bowler in jth match, SRj is same as Eq. 10,
SRij is runs conceded by ith bowler in jth match

SRij =
Runs Conceded by bowler

Balls Bowled by the bowler
× 100 (13)

The scores calculated above are first normalised which brings the mean and
standard deviation to 0 and 1 respectively. And then we bring them within the
range [0,1]. The base performance and the P2P metrics are normalised and scaled
separately. Using the performance metrics defined above, we have calculated the
scores for a few batsmen in Table 1. On any given Match Day we create a subset
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Table 1. Values calculated using above metrics

(a) Values calculated using above metrics

Batsmen Base Perf Batting Avg

AB de Villiers 35.9648 43.63

V Kohli 35.7547 40.36

MS Dhoni 28.9536 39.67

CH Gayle 27.1899 36.36

RR Pant 24.8992 33.51

(b) Batsmen against J J Bumrah (weighted graph)

Batsmen Weight Batting Avg

AB de Villiers 13.4625 41.66

V Kohli 6.3514 31.50

AD Russell 4.4692 20.33

MS Dhoni 4.0501 18.66

graph H using just the nodes (players) from the day’s match only, ignoring all
the edges to players from other teams. The in-strength of any player (node)
from the graph H gives us the relative strength of the player against the players
playing on that particular day. We add the base performance defined in Sect. 4.2
to the in-strength to get the final performance variable for a player.

Fig. 2. Rajasthan Royals vs Sun Risers Hyderabad

4.3 Optimization

We used Excel’s built-in tool Solver to solve this problem. Figure 2 shows all
the variable inputs for the optimizer. The objective function is the cell Total
Strength which is the SUMPRODUCT of the Strength (in-strength + the base
performance) and the Playing column which the Solver tries to maximise by
manipulating the Playing column which is a binary variable indicating the selec-
tion of a player in the squad. The last 3 highlighted rows show the player count
and the cost constraints of the squad. The columns Wicketkeeper, Batsmen, All-
rounder and Bowler are binary variables and denote the role of the player. The
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sum product of these columns with Playing column gives the number of players
selected in that category. We then set the constraints as mentioned in Sect. 3.2.

5 Results

IPL takes in a lot of new players whose past data is not available in the pub-
lic domain. Hence in Table 2 the column Possible Predictions contains the
numbers of players from the dream team who were present in our dataset.

Considering the percentage of correct predictions out of Possible Predictions,
it can be seen in Table 2 that on an average the model predicts 71% of the players
from the dream team. This isn’t the same as saying that this model has a 71%
chance of winning rewards, in fact the user’s team can be almost guaranteed to
stand in the winning zone every time with 6–7 players from the Dream Team.
Having more than 7 player from the Dream Team just increases the chances
of the user securing a higher rank among the participants thus getting higher
rewards. Since there exists no dataset containing the match-to-match Dream11
player costs or the dream teams for previous IPL matches, it was not possible
to test the model on previous year IPL matches. The model was tested on IPL
2021 matches as and when they were held. Unfortunately due to COVID-19 IPL
2021 was suspended, hence the limited results.

Table 2. Results of the model

6 Conclusion and Future Work

The approach involved combining some earlier works to quantify player per-
formance better and statistical/graphical approaches on a real world use case.
There are a few short-comings in the proposed approach which can be improved
in the future for better rewards and ranking. They are:

1. The model cannot select the Captain and the Vice Captain. Captain and
Vice-captain have higher weightage to their points (2x and 1.5x).

2. As of now there is no way to include new players (players with no record in
the dataset).

3. At the moment, there is no penalty for the model even it selects the least
performing 7 players from the dream team.
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Abstract. Open-source process mining provides many algorithms for
the analysis of event data which could be used to analyze mainstream
processes (e.g., O2C, P2P, CRM). However, compared to commercial
tools, they lack the performance and struggle to analyze large amounts of
data. This paper presents PM4Py-GPU, a Python process mining library
based on the NVIDIA RAPIDS framework. Thanks to the dataframe
columnar storage and the high level of parallelism, a significant speed-
up is achieved on classic process mining computations and processing
activities.

Keywords: Process mining · Gpu analytics · Columnar storage

1 Introduction

Process mining is a branch of data science that aims to analyze the execution
of business processes starting from the event data contained in the information
systems supporting the processes. Several types of process mining are available,
including process discovery (the automatic discovery of a process model from
the event data), conformance checking (the comparison between the behav-
ior contained in the event data against the process model, with the purpose
to find deviations), model enhancement (the annotation of the process model
with frequency/performance information) and predictive analytics (predicting
the next path or the time until the completion of the instance). Process min-
ing is applied worldwide to a huge amount of data using different tools (aca-
demic/commercial). Some important tool features to allow process mining in
organizational settings are: the pre-processing and transformation possibilities,
the possibility to drill-down (creating smaller views on the dataset, to focus
on some aspect of the process), the availability of visual analytics (which are
understandable to non-business users), the responsiveness and performance of
the tool, and the possibilities of machine learning (producing useful predictive
analytics and what-if analyses). Commercial tools tackle these challenges with
more focus than academic/open-source tools, which, on the other hand, provide
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. Guizzardi et al. (Eds.): RCIS 2022, LNBIP 446, pp. 727–734, 2022.
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more complex analyses (e.g., process discovery with inductive miner, declarative
conformance checking). The PM4Py library http://www.pm4py.org, based on
the Python 3 programming language, permits to integrate with the data pro-
cessing and machine learning packages which are available in the Python world
(Pandas, Scikit-Learn). However, most of its algorithms work in single-thread,
which is a drawback for performance. In this demo paper, we will present a
GPU-based open-source library for process mining, PM4Py-GPU, based on the
NVIDIA RAPIDS framework, allowing us to analyze a large amount of event
data with high performance offering access to GPU-based machine learning. The
speedup over other open-source libraries for general process mining purposes is
more than 10x. The rest of the demonstration paper is organized as follows.
Section 2 introduces the NVIDIA RAPIDS framework, which is at the base of
PM4Py-GPU, and of some data formats/structures for the storage of event logs;
Sect. 3 presents the implementation, the different components of the library and
some code examples; Sect. 4 assess PM4Py-GPU against other products; Sect. 5
introduces the related work on process mining on big data and process mining
on GPU; Finally, Sect. 6 concludes the demo paper.

2 Preliminaries

This section will first present the NVIDIA RAPIDS framework for GPU-enabled
data processing and mining. Then, an overview of the most widely used file
formats and data structures for the storage of event logs is provided.

2.1 NVIDIA RAPIDS

The NVIDIA RAPIDS framework https://developer.nvidia.com/rapids was
launched by NVIDIA in 2018 with the purpose to enable general-purpose data
science pipelines directly on the GPU. It is composed of different components:
CuDF (GPU-based dataframe library for Python, analogous to Pandas), CuML
(GPU-based general-purpose machine learning library for Python, similar to
Scikit-learn), and CuGraph (GPU-based graph processing library for Python,
similar to NetworkX). The framework is based on CUDA (developed by NVIDIA
to allow low-level programming on the GPU) and uses RMM for memory man-
agement. NVIDIA RAPIDS exploit all the cores of the GPU in order to maximize
the throughput. When a computation such as retrieving the maximum numeric
value of a column is operated against a column of the dataframe, the different
cores of the GPU act on different parts of the column, a maximum is found on
every core. Then the global maximum is a reduction of these maximums. There-
fore, the operation is parallelized on all the cores of the GPU. When a group-by
operation is performed, the different groups are identified (also here using all
the cores of the GPU) as the set of rows indices. Any operation on the group-by
operation (such as taking the last value of a column per group; performing the
sum of the values of a column per group; or calculating the difference between
consecutive values in a group) is also performed exploiting the parallelism on
the cores of the GPU.

http://www.pm4py.org
https://developer.nvidia.com/rapids


PM4Py-GPU 729

2.2 Dataframes and File Formats for the Storage of Event Logs

In this subsection, we want to analyze the different file formats and data struc-
tures that could be used to store event logs, and the advantages/disadvantages
of a columnar implementation. As a standard to interchange event logs, the
XES standard is proposed https://xes-standard.org/, which is text/XML based.
Therefore, the event log can be ingested in memory after parsing the XML,
and this operation is quite expensive. Every attribute in a XES log is typed,
and the attributes for a given case do not need to be replicated among all the
events. Event logs can also be stored as CSV(s) or Parquet(s), both resem-
bling the structure of a table. A CSV is a textual file hosting an header row
(containing the names of the different columns separated by a separator char-
acter) and many data rows (containing the values of the attributes for the
given row separated by a separator character). A problem with the CSV for-
mat is the typing of the attributes. A Parquet file is a binary file containing the
values for each column/attribute, and applying a column-based compression.
Each column/attribute is therefore strictly typed. CuDF permits the ingestion
of CSV(s)/Parquet(s) into a dataframe structure. A dataframe is a table-like
data structure organized as columnar storage. As many data processing opera-
tions work on a few attributes/columns of the data, adopting a columnar storage
permits to retrieve specific columns with higher performance and to reduce per-
formance problems such as cache misses. Generally, the ingestion of a Parquet
file in a CuDF dataframe is faster because the data is already organized in
columns. In contrast, the parsing of the text of a CSV and its transformation to
a dataframe is more time expensive. However, NVIDIA CuDF is also impressive
in the ingestion of CSV(s) because the different cores of the GPU are used on
different parts of the CSV file.

3 Implementation and Tool

In PM4Py-GPU, we assume an event log to be ingested from a Parquet/CSV file
into a CuDF dataframe using the methods available in CuDF. On top of such
dataframe, different operations are possible, including:

– Aggregations/Filtering at the Event Level : we would like to filter in/out a
row/event or perform any aggregation based solely on the properties of the
row/event. Examples: filtering the events/rows for which the cost is > 1000;
associate its number of occurrences to each activity.

– Aggregations/Filtering at the Directly-Follows Level : we would like to filter
in/out rows/events or perform any sort of aggregation based on the properties
of the event and of the previous (or next) event. Examples: filtering the events
with activity Insert Fine Notification having a previous event with activity
Send Fine; calculating the frequency/performance directly-follows graph.

– Aggregations/Filtering at the Case Level : this can be based on global proper-
ties of the case (e.g., the number of events in the case or the throughput time
of the case) or on properties of the single event. In this setting, we need an

https://xes-standard.org/
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initial exploration of the dataframe to group the indexes of the rows based on
their case and then perform the filtering/aggregation on top of it. Examples:
filtering out the cases with more than 10 events; filtering the cases with at
least one event with activity Insert Fine Notification; finding the throughput
time for all the cases of the log.

– Aggregations/Filtering at the Variant Level : the aggregation associates each
case to its variant. The filtering operation accepts a collection of variants
and keeps/remove all the cases whose variant fall inside the collection. This
requires a double aggregation: first, the events need to be grouped in cases.
Then this grouping is used to aggregate the cases into the variants.

To facilitate these operations, in PM4Py-GPU we operate three steps starting
from the original CuDF dataframe:

– The dataframe is ordered based on three criteria (in order, case identifier, the
timestamp, and the absolute index of the event in the dataframe), to have
the events of the same cases near each other in the dataframe, increasing the
efficiency of group-by operations.

– Additional columns are added to the dataframe (including the position of the
event inside a case; the timestamp and the activity of the previous event) to
allow for aggregations/filtering at the directly-follows graph level.

– A cases dataframe is found starting from the original dataframe and having a
row for each different case in the log. The columns of this dataframe include
the number of events for the case, the throughput time of the case, and
some numerical features that uniquely identify the case’s variant. Case-based
filtering is based on both the original dataframe and the cases dataframe.
Variant-based filtering is applied to the cases dataframe and then reported
on the original dataframe (keeping the events of the filtered cases).

The PM4Py-GPU library is available at the address https://github.com/
Javert899/pm4pygpu. It does not require any further dependency than the
NVIDIA RAPIDS library, which by itself depends on the availability of a GPU,
the installation of the correct set of drivers, and of NVIDIA CUDA. The different
modules of the library are:

– Formatting module (format.py): performs the operations mentioned above on
the dataframe ingested by CuDF. This enables the rest of the operations
described below.

– DFG retrieval/Paths filtering (dfg.py): discovers the frequency/performance
directly-follows graph on the dataframe. This enables paths filtering on the
dataframe.

– EFG retrieval/Temporal Profile (efg.py): discovers the eventually-follows
graphs or the temporal profile from the dataframe.

– Sampling (sampling.py): samples the dataframe based on the specified amount
of cases/events.

– Cases dataframe (cases df.py): retrieves the cases dataframe. This permits
the filtering on the number of events and on the throughput time.

https://github.com/Javert899/pm4pygpu
https://github.com/Javert899/pm4pygpu
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Table 1. Event logs used in the assessment, along with their number of events, cases,
variants and activities.

Log Events Cases Variants Activities

roadtraffic 2 1, 122, 940 300, 740 231 11

roadtraffic 5 2, 807, 350 751, 850 231 11

roadtraffic 10 5, 614, 700 1, 503, 700 231 11

roadtraffic 20 11, 229, 400 3, 007, 400 231 11

bpic2019 2 3, 191, 846 503, 468 11, 973 42

bpic2019 5 7, 979, 617 1, 258, 670 11, 973 42

bpic2019 10 15, 959, 230 2, 517, 340 11, 973 42

bpic2018 2 5, 028, 532 87, 618 28, 457 41

bpic2018 5 12, 571, 330 219, 045 28, 457 41

bpic2018 10 25, 142, 660 438, 090 28, 457 51

– Variants (variants.py): enables the retrieval of variants from the dataframe.
This permits variant filtering.

– Timestamp (timestamp.py): retrieves the timestamp values from a column
of the dataframe. This permits three different types of timestamp filtering
(events, cases contained, cases intersecting).

– Endpoints (start end activities.py): retrieves the start/end activities from the
dataframe. This permits filtering on the start and end activities.

– Attributes (attributes.py): retrieves the values of a string/numeric attribute.
This permits filtering on the values of a string/numeric attribute.

– Feature selection (feature selection.py): basilar feature extraction, keeping for
every provided numerical attribute the last value per case, and for each pro-
vided string attribute its one-hot-encoding.

An example of usage of the PM4Py-GPU library, in which a Parquet log is
ingested, and the directly-follows graph is computed, is reported in the following
listing.

import cudf
from pm4pygpu import format , dfg
df = cudf . r ead parquet ( ’ r e c e i p t . parquet ’ )
df = format . apply ( df )
f r equency d fg = dfg . g e t f r e quency d f g ( df )

Listing 1.1: Example code of PM4Py-GPU.

4 Assessment

In this section, we want to compare PM4Py-GPU against other libraries/
solutions for process mining to evaluate mainstream operations’ execution time
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against significant amounts of data. The compared solutions include PM4Py-
GPU (described in this paper), PM4Py (CPU single-thread library for pro-
cess mining in Python; https://pm4py.fit.fraunhofer.de/), the PM4Py Dis-
tributed Engine (described in the assessment). All the solutions have been
run on the same machine (Threadripper 1920×, 128 GB of DDR4 RAM,
NVIDIA RTX 2080). The event logs of the assessment include the Road Traf-
fic Fine Management https://data.4tu.nl/articles/dataset/Road Traffic Fine
Management Process/12683249, the BPI Challenge 2019 https://data.4tu.nl/
articles/dataset/BPI Challenge 2019/12715853 and the BPI Challenge 2018
https://data.4tu.nl/articles/dataset/BPI Challenge 2018/12688355 event logs.
The cases of every one of these logs have been replicated 2, 5, and 10 times
for the assessment (the variants and activities are unchanged). Moreover, the
smallest of these logs (Road Traffic Fine Management log) has also been repli-
cated 20 times. The information about the considered event logs is reported in
Table 1. In particular, the suffix ( 2, 5, 10) indicates the number of replications
of the cases of the log. The results of the different experiments is reported in
Table 2. The first experiment is on the importing time (PM4Py vs. PM4Py-GPU;
the other two software cannot be directly compared because of more aggressive
pre-processing). We can see that PM4Py-GPU is slower than PM4Py in this set-
ting (data in the GPU is stored in a way that facilitates parallelism). The second
experiment is on the computation of the directly-follows graph in the four differ-
ent platforms. Here, PM4Py-GPU is incredibly responsive The third experiment
is on the computation of the variants in the different platforms. Here, PM4Py-
GPU and the PM4Py Distributed Engine perform both well (PM4Py-GPU is
faster to retrieve the variants in logs with a smaller amount of variants).

Table 2. Comparison between the execution times of different tasks. The configurations
analyzed are: P4 (single-core PM4Py), P4G (PM4Py-GPU), P4D (PM4Py Distributed
Engine). The tasks analyzed are: importing the event log from a Parquet file, the
computation of the DFG and the computation of the variants. For the PM4Py-GPU
(computing the DFG and variants), the speedup in comparison to PM4Py is also
reported.

Importing DFG Variants

Log P4 P4G P4 P4G P4D P4 P4G P4D

roadtraffic 2 0.166 s 1.488 s 0.335 s 0.094 s (3.6×) 0.252 s 1.506 s 0.029 s (51.9×) 0.385 s

roadtraffic 5 0.375 s 1.691 s 0.842 s 0.098 s (8.6×) 0.329 s 3.463 s 0.040 s (86.6×) 0.903 s

roadtraffic 10 0.788 s 1.962 s 1.564 s 0.105 s (14.9×) 0.583 s 7.908 s 0.055 s (144×) 1.819 s

roadtraffic 20 1.478 s 2.495 s 3.200 s 0.113 s (28.3×) 1.048 s 17.896 s 0.092 s (195×) 3.380 s

bpic2019 2 0.375 s 1.759 s 0.980 s 0.115 s (8.5×) 0.330 s 3.444 s 0.958 s (3.6×) 0.794 s

bpic2019 5 0.976 s 2.312 s 2.423 s 0.156 s (15.5×) 0.613 s 8.821 s 0.998 s (8.9×) 1.407 s

bpic2019 10 1.761 s 3.156 s 4.570 s 0.213 s (21.5×) 1.679 s 19.958 s 1.071 s (18.6×) 4.314 s

bpic2018 2 0.353 s 1.846 s 1.562 s 0.162 s (9.6×) 0.420 s 6.066 s 5.136 s (1.2×) 0.488 s

bpic2018 5 0.848 s 2.463 s 3.681 s 0.214 s (17.2×) 0.874 s 14.286 s 5.167 s (2.8×) 0.973 s

bpic2018 10 1.737 s 3.470 s 7.536 s 0.306 s (24.6×) 1.363 s 29.728 s 5.199 s (5.7×) 1.457 s

https://pm4py.fit.fraunhofer.de/
https://data.4tu.nl/articles/dataset/Road_Traffic_Fine_Management_Process/12683249
https://data.4tu.nl/articles/dataset/Road_Traffic_Fine_Management_Process/12683249
https://data.4tu.nl/articles/dataset/BPI_Challenge_2019/12715853
https://data.4tu.nl/articles/dataset/BPI_Challenge_2019/12715853
https://data.4tu.nl/articles/dataset/BPI_Challenge_2018/12688355
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5 Related Work

Process Mining on Big Data Architectures: an integration between pro-
cess mining techniques and Apache Hadoop has been proposed in [3]. Apache
Hadoop does not work in-memory and requires the serialization of every step.
Therefore, technologies such as Apache Spark could be used for in-memory pro-
cess mining1. The drawback of Spark is the additional overhead due to the log
distribution step, which limits the performance benefits of the platform. Other
platform such as Apache Kafka have been used for processing of streams [5].
Application-tailored engines have also been proposed. The “PM4Py Distributed
engine”2 has been proposed as a multi-core and multi-node engine tailored for
general-purpose process mining with resource awareness. However, in contrast
to other distributed engines, it misses any failure-recovery option and therefore
is not good for very long lasting computations. The Process Query Language
(PQL) is integrated in the Celonis commercial process mining software https://
www.celonis.com/ and provides high throughput for mainstream process mining
computations in the cloud.
Data/Process Mining on GPU: many popular data science algorithms have
been implemented on top of a GPU [1]. In particular, the training of machine
learning models, which involve tensor operations, can have huge speed-ups using
the GPU rather than the CPU. In [7] (LSTM neural networks) and [6] (con-
volutional neural networks), deep learning approaches are used for predictive
purposes. Some of the process mining algorithms have been implemented on top
of a GPU. In [4], the popular alpha miner algorithm is implemented on top of
GPU and compared against the CPU counterpart, showing significant gains. In
[2], the discovery of the paths in the log is performed on top of a GPU with a
big speedup in the experimental setting.

6 Conclusion

In this paper, we presented PM4Py-GPU, a high-performance library for process
mining in Python, which is based on the NVIDIA RAPIDS framework for GPU
computations. The experimental results against distributed open-source soft-
ware (PM4Py Distributed Engine) are very good, and the library seems suited
for process mining on a significant amount of data. However, an expensive GPU
is needed to make the library work, which could be a drawback for widespread
usage. We should also say that the number of process mining functionalities sup-
ported by the GPU-based library is limited, hence comparisons against open-
source/commercial software supporting a more comprehensive number of fea-
tures might be unfair.

Acknowledgement. We thank the Alexander von Humboldt (AvH) Stiftung for sup-
porting our research.

1 https://www.pads.rwth-aachen.de/go/id/ezupn/lidx/1.
2 https://www.pads.rwth-aachen.de/go/id/khbht.

https://www.celonis.com/
https://www.celonis.com/
https://www.pads.rwth-aachen.de/go/id/ezupn/lidx/1
https://www.pads.rwth-aachen.de/go/id/khbht
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Abstract. Process mining techniques make the underlying processes
in organizations transparent. Historical event data are used to perform
conformance checking and performance analyses. Analyzing a single pro-
cess and providing visual insights has been the focus of most process
mining techniques. However, comparing two processes or a single pro-
cess in different situations is essential for process improvement. Different
approaches have been proposed for process comparison. However, most
of the techniques are either relying on the aggregated KPIs or their com-
parisons are based on process models, i.e., the flow of activities. Existing
techniques are not able to provide understandable and insightful results
for process owners. The current paper describes a tool that provides
aggregated and detailed comparisons of two processes starting from their
event logs using innovative visualizations. The visualizations provided by
the tool are interactive. We exploit some techniques recently proposed in
the literature, e.g., stochastic conformance checking and the performance
spectrum, for conformance and performance comparison.

Keywords: Process mining · Event logs · Comparison visualization ·
Performance spectrum · Earth mover’s distance

1 Introduction

Process mining [1] is a branch of data science that analyzes business processes
starting from the information contained in event logs. Event logs store the events
executed inside processes w.r.t. time, process instances, activities, and the cor-
responding resources. For instance, in a bank, the act of opening an account
(Activity), for the customer number 123 (Process Instance, or Case ID) by John
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Fig. 1. The overview of the proposed tool for comparing two processes using their
event logs. After preprocessing the event logs, two main modules are designed and
implemented for detailed and aggregated comparisons of two processes, w.r.t. behavior
and performance similarity. For instance, using EMD (Earth Mover’s Distance), the
cost of mapping one behavior from the first log to the second one is calculated. Using the
Performance Spectrum, the execution times between activities a and b are compared
in two event logs.

(Resource), at 01/10/2021 14:00:10 (Timestamp) is considered as an event. The
sequence of events for one process instance (Case ID) w.r.t. their timestamps
is called a case. A trace is the sequence of activities of a case. For instance,
for customer123 (a case), 〈open account, deposit money,withdraw money, ...〉
is the corresponding trace.

Several techniques, such as process discovery (the automatic discovery of a
business process model using the event log), conformance checking (the compar-
ison between the behavior of an event log and the corresponding process model),
model enhancement (the annotation of the process model with frequency and
performance information) have been provided in the process mining context.
Visualizations often accompany these techniques. For instance, one of the tech-
niques which provides an insightful visualization of event logs is the dotted chart
visualization [17]. Such visualizations are the main resources to compare the
behavior of different processes (process comparison) since the analyst can visu-
ally spot the differences. Process comparison is also essential to create valid
simulation models, and what-if analyses [13].

To compare two processes w.r.t. their event logs, two significant aspects of
the processes can be considered, the control flow (sequence of activities) and the
performance patterns. In this paper, we focus on these aspects and demonstrate
the features and functionalities of our proposed tool.

We elaborate on the motivation of designing and developing the proposed tool
in Sect. 2. The scientific novelty and features provided by the tool are introduced
in Sect. 3. In Sect. 4, we explain the tool in practice along with the technical
aspects, and Sect. 5 concludes this paper by discussing the future work and
limitations.
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2 Motivation

In this section, the open issues are highlighted by exploring the related work.
Then, the techniques that are used by the proposed tool to address these require-
ments are briefly explained.

Several approaches have been proposed for the comparison of processes using
their event logs, e.g., in [18], a case study involves resources and activities com-
parisons. In [11], the authors propose a case study for process comparison among
different hospitals with the focus of activity flows. In [2], the idea of process cubes
is presented and applied to compare the processes in the context of education.
Then, the results of queries are visualized using standard techniques such as dot-
ted charts. In [4], the authors use process cubes to analyze and compare different
aspects of business processes where they generate multidimensional processes.
However, as discussed in [19], the complexity of considering all the dimensions
and the effort to generate a multidimensional process is high, and it is not easy
to provide an understandable visualization for the user.

Most of the current approaches for process comparison are not advanced
enough in both aspects, i.e., conformance checking and performance analysis. For
instance, standard comparison techniques exploit conformance checking between
the event logs and the corresponding process models [5]. In addition, for perfor-
mance comparison, general metrics [8] are mainly considered for the comparison.
Although detailed comparison techniques such as using Earth Mover’s Distance
address this issue, e.g., in [10] and [15], there still exists a gap in transforming
insights into comprehensive visualizations.

This paper proposes a tool for systematically comparing two processes or the
outcomes of changed processes in different contexts. This tool supports and com-
plements the existing comparative process mining techniques. We use a compar-
ison technique for processes that graphically depicts the differences. Two main
comparison areas are based on the distance between conformance and perfor-
mance of two processes. The proposed tool visualizes the performance and com-
pliance findings interactively. Figure 1 represents an overview of the proposed
tool’s architecture and modules. It includes three main modules, (A) prepro-
cessing, (B) conformance comparison, and (C) performance comparison. The
conformance comparison is inspired by the distance metrics proposed in [10]
and [15]. For performance analysis, we exploit the idea of performance spectrum
described in [7].

3 Approach

The comparison modules provided by our tool use different conformance and
performance analyses initially proposed to analyze a single process. We adapt
them for comparative purposes and create interactive visualizations for such
comparisons. The modules are explained in Sects. 3.1 and 3.2.
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Table 1. An example of EMD measurement for two event logs [15]. The reallocation
function allocates 1 out of 50 traces 〈a, b, c, d〉 in L1 to the same trace in L2 and 49
traces to the trace 〈a, e, c, d〉 which is the most similar one in L2. The sum of the table’s
values indicates the general EMD value, i.e., the difference between the two event logs.

AL1 AL2

〈a, b, c, d〉 〈a, c, b, d〉 〈a, e, c, d〉49 〈a, e, b, d〉49
〈a, b, c, d〉50 1

100
× 0 0 × 0.5 49

100
× 0.25 0 × 0.5

〈a, c, b, d〉50 0 × 0.5 1
100

× 0 0 × 0.5 49
100

× 0.25

3.1 Conformance Comparison

This section explains the provided method for the comparison of the control
flow based on the activities and the paths recorded in the event log. We use
a stochastic conformance checking technique to identify differences. A process
consists of different process instances showing the possible paths that can be
taken using the process model. All the possible paths that are unique traces,
i.e., sequences of activities, are considered the process behaviors. Given two
event logs L1 and L2, we denote AL1 and AL2 as their sets of sequences of
activities. Given this information, we look for the matches and mismatches from
two viewpoints; aggregated and detailed :

– Aggregated Metrics: we consider one of the event logs as a base and
identify the non-existing behavior in another event log. For instance, if
AL1={〈a, b, c〉, 〈a, b, e, d〉} and AL2={〈a, b, c〉, 〈a, b, e, f〉}:

• Removed behavior from L1 in comparison with L2: AL1\AL2={〈a, b, e, d〉}
• New behavior from L2 in comparison with L1: AL2\AL1={〈a, b, e, f〉}

And the measures |AL2\AL1 |
|AL1∪AL2 | and |AL1\AL2 |

|AL1∪AL2 | are the fraction of the new and
removed behaviors, respectively. The pairwise comparison of the behaviors of
processes and their frequencies, which indicate their importance in each event
log, is also considered. One of the results of these metrics using an example
is shown in Fig. 2.

– Detailed Comparison: we use the idea of Earth Mover’s Distance (EMD) for
the detailed comparison between traces of two event logs. EMD indicates the
amount of effort required to change one pile of earth into the other. We use the
conformance techniques provided in [10] to compute the EMD measurement
between two event logs. The frequency of each trace is considered as the
pile that needs to be moved, and the normalized edit distance (Levenshtein)
is used to calculate the distance between every two traces. EMD solves an
optimization problem that minimizes the cost of converting one event log
to another one, i.e., it finds the best reallocation function. The outcome of
applying the proposed EMD measurement to two sample event logs is shown
in Fig. 3. The x-axis and y-axis represent the unique traces in the first event
log (L2) and the unique traces in the second event log (L1), respectively.
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Thus, each row is the relative effort that the first unique trace in L1 needs to
be transformed into one or more unique traces in L2. The details of functions
and formal definitions are discussed in [13].

3.2 Performance Comparison

General performance KPIs at a high level of aggregation, e.g., the average wait-
ing time of traces, or the average service time are too abstract to be used as
comparison metrics. Therefore, besides the usual metrics, we propose the usage
of the performance spectrum [7]. The performance spectrum is a concept intro-
duced to visualize the performance of a process at a detailed level. If we consider
a single path between two activities a and b, the performance spectrum shows all

Fig. 2. The comparative frequency chart represents the similar behaviors, removed
behaviors, and the new behaviors w.r.t. the second event log.

Fig. 3. Two example event logs are compared in detail. The EMD diagram depicts the
differences between the two event logs in terms of the activity flow. For example, the
cost of mapping each trace to the second event log is based on the activities, the order
of activities, and the frequency of traces, i.e., the distance between two logs.
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the temporal segments going from an event having activity a to an event having
activity b in the cases of the event log. This permits to identify the time intervals
with higher/lower performance, the queuing pattern (FIFO/LIFO), and other
performance patterns that are useful for predictive purposes [6,9].

We use the information of the performance spectrum to calculate statistics for
each segment (namely, the average time and the frequency) that are compared
between two event logs. Figure 4 shows the result of the introduced performance
measurement for two example processes. It represents different aspects of the
results: (1) new/eliminated segments, (2) frequency of each segment, and (3)
duration of each segment. For instance, given L1 and L2, each segment’s colors
refer to an event log, the size refers to the average time difference between the
segments, and the transparency indicates the frequency (darker, more frequent).
The gray color represents the overlapped segment in two event logs with similar
performance metrics, the blue color shows the segments in the original log L1,
and the yellow points represent the new segment existing in L2. The implemen-
tation also includes the option to display only the differences (red points).

Fig. 4. Part of the performance measurement for the example process is based on
the aggregated performance spectrum. Each event log is represented by a different
color, i.e., blue for the original and yellow for the simulated one. Overlapping segments
are represented by the gray color (same duration between segments). Each point’s
transparency and size indicate the frequency and duration of the segment in the event
logs. (Color figure online)

4 Tool

In this section, we describe the availability, components, and maturity of the
tool.
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4.1 Availability

The tool is implemented as a web application. The code is publicly available.1

The tool is implemented in Python, and the web-based interface has been imple-
mented using Flask. By uploading two event logs, the comparison results w.r.t.
different aspects are presented interactively. The process mining insights are on
the basis of [3,15,16]. The tool is also available as a Python library, which makes
further extension and integration for different purposes possible.

4.2 Components

The tool offers four different components. For the conformance comparison, the
EMD Comparison tab provides the Earth Mover’s distance between the traces of
the first event log against the traces of the second event log. With the selection
of the variants, it is possible to focus the visualization on a given set of variants.
The Variants Frequency Comparison tab compares the relative frequencies of
the variants recorded in the first and second log. The Overlap Between Logs tab
shows how much the behavior between the two logs overlap. Finally, the Aggre-
gated Performance Spectrum tab compares the performance of the segments in
the first and the second event logs. In the component, it is possible to visualize
the comparison between the performance, the aggregation of the performance in
the first event log, or the aggregation of the performance in the second one.

4.3 Maturity

The authors have used the tool in multiple projects.2 For instance, it has been
used for assessing the quality of the simulation results in [12,14]. Moreover, a
comparison of production lines with different settings, e.g., removing one of the
stations and introducing concurrency in the process, has been done w.r.t. the
process behaviors as well as performance aspect in the Internet of Production
project of the RWTH Aachen University.3

5 Conclusion

The goal of process mining techniques is to provide insight into the processes of
organizations. Several techniques such as process model discovery, conformance
checking, and social network analysis are proposed to analyze an event log,
while some limitations exist in the comparison between two processes. Given the
complexity of the comparison task, such techniques are valuable when the result
is able to be presented comprehensively. This paper proposed innovative and
interactive visualizations to understand the differences between two processes
using their event logs. Our approach is implemented as a tool that can be used
1 https://github.com/mbafrani/VisualComparison2EventLogs.
2 https://www.researchgate.net/project/Forward-looking-in-Process-Mining.
3 https://www.iop.rwth-aachen.de.

https://github.com/mbafrani/VisualComparison2EventLogs
https://www.researchgate.net/project/Forward-looking-in-Process-Mining
https://www.iop.rwth-aachen.de
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with other process mining and comparison techniques to capture the difference.
In the current version, the tool supports comparing the traces of the two event
logs and the performance comparison. As future work, we aim to support process
comparison w.r.t. resources, i.e., social network analysis and roles, and embed
expert knowledge.

References

1. van der Aalst, W.M.P.: Process Mining - Data Science in Action, 2nd edn. Springer,
Heidelberg (2016). https://doi.org/10.1007/978-3-662-49851-4

2. van der Aalst, W.M.P., Guo, S., Gorissen, P.: Comparative process mining in edu-
cation: an approach based on process cubes. In: Ceravolo, P., Accorsi, R., Cudre-
Mauroux, P. (eds.) SIMPDA 2013. LNBIP, vol. 203, pp. 110–134. Springer, Hei-
delberg (2015). https://doi.org/10.1007/978-3-662-46436-6 6

3. Berti, A., van Zelst, S.J., van der Aalst, W.M.P.: Process mining for python
(PM4Py): bridging the gap between process-and data science. In: Proceedings of
the ICPM Demo Track 2019, Co-located with 1st International Conference on Pro-
cess Mining (ICPM 2019), Aachen, Germany, 24–26 June 2019, pp. 13–16 (2019).
http://ceur-ws.org/Vol-2374/

4. Bolt, A., van der Aalst, W.M.P.: Multidimensional process mining using process
cubes. In: Gaaloul, K., Schmidt, R., Nurcan, S., Guerreiro, S., Ma, Q. (eds.) CAISE
2015. LNBIP, vol. 214, pp. 102–116. Springer, Cham (2015). https://doi.org/10.
1007/978-3-319-19237-6 7

5. Carmona, J., van Dongen, B.F., Solti, A., Weidlich, M.: Conformance Checking -
Relating Processes and Models. Springer, Heidelberg (2018). https://doi.org/10.
1007/978-3-319-99414-7

6. Denisov, V., Fahland, D., van der Aalst, W.M.P.: Predictive performance monitor-
ing of material handling systems using the performance spectrum. In: International
Conference on Process Mining, ICPM 2019, Aachen, 24–26 June 2019, pp. 137–144.
IEEE (2019)

7. Denisov, V., Fahland, D., van der Aalst, W.M. P.: Unbiased, fine-grained descrip-
tion of processes performance from event data. In: Weske, M., Montali, M., Weber,
I., vom Brocke, J. (eds.) BPM 2018. LNCS, vol. 11080, pp. 139–157. Springer,
Cham (2018). https://doi.org/10.1007/978-3-319-98648-7 9

8. Hornix, P.T.: Performance analysis of business processes through process mining.
Master’s Thesis, Eindhoven University of Technology (2007)

9. Klijn, E.L., Fahland, D.: Performance mining for batch processing using the perfor-
mance spectrum. In: Di Francescomarino, C., Dijkman, R., Zdun, U. (eds.) BPM
2019. LNBIP, vol. 362, pp. 172–185. Springer, Cham (2019). https://doi.org/10.
1007/978-3-030-37453-2 15

10. Leemans, S.J.J., Syring, A.F., van der Aalst, W.M.P.: Earth movers’ stochastic
conformance checking. In: BPM Forum 2019, pp. 127–143 (2019)

11. Partington, A., Wynn, M., Suriadi, S., Ouyang, C., Karnon, J.: Process mining for
clinical processes: a comparative analysis of four australian hospitals. ACM Trans.
Manage. Inf. Syst. 5(4) (2015). https://doi.org/10.1145/2629446

12. Pourbafrani, M., van der Aalst, W.M.P.: GenCPN: automatic CPN model gen-
eration of processes. In: 3rd International Conference ICPM 2021, Demo Track
(2021)

https://doi.org/10.1007/978-3-662-49851-4
https://doi.org/10.1007/978-3-662-46436-6_6
http://ceur-ws.org/Vol-2374/
https://doi.org/10.1007/978-3-319-19237-6_7
https://doi.org/10.1007/978-3-319-19237-6_7
https://doi.org/10.1007/978-3-319-99414-7
https://doi.org/10.1007/978-3-319-99414-7
https://doi.org/10.1007/978-3-319-98648-7_9
https://doi.org/10.1007/978-3-030-37453-2_15
https://doi.org/10.1007/978-3-030-37453-2_15
https://doi.org/10.1145/2629446


Visualized Process Comparsion 743

13. Pourbafrani, M., van der Aalst, W.M.P.: Interactive process improvement using
simulation of enriched process trees. In: 2nd International Workshop on AI-Enabled
Process Automation (2021)

14. Pourbafrani, M., Jiao, S., van der Aalst, W.M. P.: SIMPT: Process improvement
using interactive simulation of time-aware process trees. In: Cherfi, S., Perini, A.,
Nurcan, S. (eds.) RCIS 2021. LNBIP, vol. 415, pp. 588–594. Springer, Cham (2021).
https://doi.org/10.1007/978-3-030-75018-3 40

15. Rafiei, M., van der Aalst, W.M. P.: Towards quantifying privacy in process mining.
In: Leemans, S., Leopold, H. (eds.) ICPM 2020. LNBIP, vol. 406, pp. 385–397.
Springer, Cham (2021). https://doi.org/10.1007/978-3-030-72693-5 29

16. Rafiei, M., van der Aalst, W.M.P.: Group-based privacy preservation techniques for
process mining. Data Knowl. Eng. 134, 101908 (2021). https://doi.org/10.1016/j.
datak.2021.101908

17. Song, M., van der Aalst, W.M.P.: Supporting process mining by showing events at a
glance. In: Proceedings of the 17th Annual Workshop on Information Technologies
and Systems (WITS), pp. 139–145 (2007)

18. Syamsiyah, A., et al.: Business process comparison: a methodology and case study,
pp. 253–267 (2017)

19. Vogelgesang, T., Kaes, G., Rinderle-Ma, S., Appelrath, H.J.: Multidimensional
process mining: questions, requirements, and limitations. In: CAISE 2016 Forum,
pp. 169–176 (2016). http://eprints.cs.univie.ac.at/4689/

https://doi.org/10.1007/978-3-030-75018-3_40
https://doi.org/10.1007/978-3-030-72693-5_29
https://doi.org/10.1016/j.datak.2021.101908
https://doi.org/10.1016/j.datak.2021.101908
http://eprints.cs.univie.ac.at/4689/


Research Incentives in Academia Leading
to Unethical Behavior

Jefferson Seide Molléri(B)

Simula Metropolitan Centre for Digital Engineering, 0167 Oslo, Norway

jefferson@simula.no

Abstract. A current practice in academia is to reward researchers for
achieving outstanding performance. Although intended to boost produc-
tivity, such a practice also promotes competitiveness and could lead
to unethical behavior. This position paper exposes common miscon-
ducts that arise when researchers try to game the system. It calls the
research community to take preventive actions to reduce misconduct
and treat such a pervasive environment with proper acknowledgment
of researchers’ efforts and rewards on quality rather than quantity.
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1 Introduction

A common practice in academia nowadays is to grant incentives or rewards to
researchers that achieve productivity metrics. In an ideal academic world, one
expects such incentives to promote research growth in both quantity and quality.
These incentives, sometimes also career development and funding opportunities,
are awarded to researchers that perform better in terms of the number and
impact of the publications. Therefore, the quantitative aspect plays a major role
sometimes in detriment of quality. Inappropriate behavior arises from that when
researchers take advantage of the system to improve their performance metrics.

2 Background

2.1 Researcher Performance Evaluation

Researcher performance is often evaluated through scientometric aspects, i.e.,
quantitative measures reflecting the impact of research [12]. For individual
researchers, the number of publications or, more specifically, the number of pub-
lications per year, is a commonly used measure of productivity [1]. Higher publi-
cation counts reflect hard work done by a particular researcher and their students
and collaborators. Moreover, by putting together individual researchers’ publi-
cations in a group or department, it is possible to derive an aggregate measure,
then used to compare different groups and institutions.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. Guizzardi et al. (Eds.): RCIS 2022, LNBIP 446, pp. 744–751, 2022.
https://doi.org/10.1007/978-3-031-05760-1_51
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The publications’ impact is evaluated through citations, indicating the
research’s influence on others’ works. Papers cited extensively often provide
insights and experiences, describe new research directions, or summarize state-
of-the-art practice in a specific field. Derivatives metrics of citation count (e.g.,
impact factor and h-index) are employed to assess and compare different pub-
lication venues, such as journals and conferences [1], but also researchers and
organizations.

An example of such metrics’ usage to assess researchers’ performance, a
recently published paper publicly report the 100,000 topmost scientists across all
scientific fields according to their citation indexes [7]. Similarly, a bibliometric
study periodically published in the Journal of Systems and Software ranks the
most cited researchers and institutions in the field of Software Engineering [8].
Those papers promote a comparison based solely on quantitative performance
measures.

Although those well-established measures are essential to assess the perfor-
mance of researchers, they face several criticisms, see e.g. [3,10]. Quantitative
measures often disregard the quality of the research produced. On the one hand,
one could expect a peer review process to assess the quality and fairly reward
the excellent research with a corresponding good publication, i.e., better papers
published in prestigious venues. On the other hand, those qualitative measures
are prone to human errors and the reviewers’ subjective evaluation and require
considerably more effort than collect the quantitative performance measures.

2.2 Perverse Incentives

Quantitative measures provide decision-making support for institutions hiring,
promoting, or funding researchers. Those are the essential actions for researchers’
career development and thus are subject to competition. Although the competi-
tion is inherited to selection processes, performance evaluation favors researchers
that perform better regarding the quantity instead of quality. This skewness of
the quality/quantity relation (illustrated in Fig. 1) creates a gap in the actual
productivity due to unethical behavior (the difference between the solid and
dotted curves).

Awards and financial incentives are a common practice to reward researchers
for better performance. Such incentives intend to foster researchers to boost their
productivity to match performance targets (e.g., minimum publication score).
Nowadays, many universities and high-education institutes have such initiatives,
and many others are designing or implementing similar programs.

The incentives, primarily intended to foster and strengthen scientific research,
could produce a negative impact on researchers’ behavior. Edwards and Roy [5]
identify the main problems arising from the incentives practice and discusses
their implications. Table 1 summarize the problems, their intended and actual
effects.
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Fig. 1. True scientific productivity in relation to emphasis on research quality/quantity
- adapted from Edwards and Roy [5].

Table 1. Growing Perverse Incentives in Academia - adapted from Edwards and Roy
[5]

Incentive Intended effect Potential effect

Researchers
rewarded for
increased number
of publications

• Improve research productivity
• Provide a means of evaluating
performance

• Avalanche of substandard, incre-
mental papers
• Poor methods
• Increase in false discovery rates
leading to a “natural selection of
bad science”
• Reduced quality of peer review

Researchers
rewarded for
increased number
of citations

• Reward quality work that
influences others

• Extended reference lists to inflate
citations
• Reviewers request citation of their
work through peer review

Researchers
rewarded for
increased grant
funding

• Ensure that research programs are
funded
• Promote growth
• Generate overhead

• Increased time writing proposals
and less time gathering and thinking
about data
• Overselling positive results and
downplay of negative results

Increase Ph.D.
student
productivity

• Higher school ranking
• More prestige of program

• Lower standards and create over-
supply of PhDs
• Postdocs often required for entry-
level academic positions
• PhDs hired for work MS students
used to do
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3 Unethical Outcomes

A scientific environment that provides rewards based only on performance met-
rics is prone to unethical behavior [5]. The effects of quantitative evaluations
produce a competitive response among institutions and individuals. Ultimately,
the competitive environment can influence those deliberately willing to bene-
fit from the rewards to take questionable steps to maximize their productivity
metrics.

3.1 Publication Misconducts

Journals and scientific publication venues are the pivots of the performance
evaluation. The quantitative measures of productivity are based on scientomet-
rics (see Sect. 2.1). To ensure a steady and progressive career development, a
researcher should aim to publish their work, and even more, to foster readers
to consider using it and referring back to this report in further studies. It is,
therefore, vital to ensure that the publication in a high-impact venue.

Although some criticism, peer review is the most common process to assess
if a candidate report is suitable for publication [1]. Most scientific publication
venues have ethical guidelines to regulate the process. The guidelines cover
reviewers’ anonymity, conflict of interests, plagiarism, and authorship, among
other topics. Despite this, inappropriate behavior and misconduct in the publi-
cation process are not unknown.

Citation Manipulation. Together with the manuscript assessment, review-
ers provide comments to the authors to improve their report. Not infrequently,
reviewers suggest the authors read additional material and include those refer-
ences. Similarly, some scientific venues (and their editors) require self-citations
before acceptance [13]. Unethical reviewers can take advantage of these practices
by coercing authors to cite their own papers.

Ghost and Gift Authorship. It is difficult, if not impossible, to assess if the
authors of the paper contributed to the research reported. In that sense, the
scientific venues rely on the author(s) to fairly credit meaningful contributions
into the report. Authorship misconducts occur both for omitting as for falsely
crediting co-authors [11]. In the first case, due authors are deprived of the paper’s
impact, whereas in the second, guest authors benefit from the undeserved credit
from the paper’s impact.

Taking Undue Credit. One could particularly expect senior researchers to
acknowledge all research collaborators in the submitted manuscript fairly. How-
ever, some of them deliberately use ideas and artifacts produced by other, often
novice researchers (e.g., PhD candidates and research assistants) without proper
acknowledgment [9,11]. Fearing reprisal from the superiors and other senior
researchers, novices rarely report this exploitation to research ethics boards.
The practice is particularly worrisome as the students should ideally learn ethi-
cal behavior from their seniors’ exemplars.
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3.2 Individual Misconduct

The exposure of individual researchers to the hypercompetitive environment has
consequences on the quality of produced research. As the quantitative factors
weight the career development, the “unassessed” principles of a good researcher
(e.g., honesty and integrity) are often forgotten. A few borderline behaviors
resulting from this trade-off relation are presented below:

Superficial Research. A large amount of small but insignificant studies
increase a researcher’s publication count. However, they are less likely to produce
an impact on research and practice than a profound, long-term study [10]. One of
the questionable practices is to produce a series of incremental papers reporting
small fragments of a research topic. By choosing the easiest path to get publi-
cation numbers, researchers abdicate to contribute with the most relevant and
novel results. Ultimately, this practice leads to a “bad science” environment, in
which substantial research is likely to produce no impact front the vast amount
of irrelevant articles.

Falsification or Fabrication of Data. Through careless or deliberated manip-
ulation of the data, positive results are oversold on negatives [5]. Positive results
are more likely to produce prestigious publications, whereas negatives struggle
to be published, thus encouraging researchers to downplay or hiding them. Ide-
ally, the scientific community should judge the negative results as important as
the positive ones. Negative results can potentially refute wrong assumptions and
inspire new directions for further studies.

3.3 Group Misconducts

Other undesirable effects are likely to occur on collective behavior, thus impact-
ing researchers’ groups and institutions. Productive researchers produce bet-
ter results according to the quantitative metrics, therefore bringing prestige
to the group. Besides that, they are expected to submit projects for funding
applications. If selected, those projects often ensure grant for hiring additional
researchers, often novice researchers.

In a research group, novice researchers are often perceived as a workforce.
They increase the group’s capacity to produce research and submit manuscripts.
Senior researchers acting as advisors benefit from the novices’ productivity as co-
authors. Having novices responsible for the research practice, seniors move their
focus to funding applications. When successful, this iterative activity increases
the group’s metrics (in size, performance, and financial).

Corruption in the Grant Process. The most successful groups and insti-
tutions are therefore more promising to get better grant opportunities. This,
in turn, encourages the group to invest funds to offer incentives for its mem-
bers based on their performance. Finally, as this cycle continues, groups with
lower metrics are less motivated to compete for grants or unlikely to achieve
them. Their best researchers start to search for more successful groups, where
the incentives for individual researchers are plentiful.
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Publishing Pact. It is an effective way to produce better productivity metrics
for a research group. Members of a group are often included as co-authors in
the group’s publications, even when their collaboration is not substantial [10].
This inappropriate behavior is self-perpetuating, i.e., it is likely that the bene-
fited researcher returns the favor. Mainly, novice researchers are subject to this
practice starting from their senior colleagues.

Institutional Harassment. Most research institutions conduct periodic eval-
uations of researchers’ performance based on minimum productivity targets [4].
Although these evaluations are inherited from the career development process,
the results can also intimidate or penalize researchers. Cases of researchers
threatened by not complying with the metrics have been reported [4]. The effects
of these stressful situations impact not only the performance measures but also
the morale and quality of life of the individual.

4 Reflections and Recommendations

The inappropriate behaviors and misconducts discussed herein result from a
competitive environment that favors the quantitative assessment. These issues
are not unheard of in information sciences research, nor are they specific to
this domain. Still, it is essential to make them explicit and visible to foster the
discussion and search for solutions the research community can act upon.

Changes that make the competition fairer are encouraged. As pointed out
before, the changes should reduce the quantity-in-research perspective, compen-
sating it with qualitative measures. However, a break-even between quantity and
quality should be achieved, as excessive-quality assessment could ultimately hin-
der a researcher’s productivity [5]. To achieve this optimum balance in research
assessment (see Fig. 1), it is vital to:

– Apply evaluation metrics that combine both quantitative and qualitative fac-
tors [3]. Besides its impact, good research should be acknowledged by its
credibility, integrity and accessibility. We acknowledge that measuring the
quality of research is not a trivial task. The research community has yet to
find a consensus about metrics to assess research quality that are both fair
and feasible.

– Reduce the importance of quantitative metrics for funding applications and
career development in favor of more in-depth quality-based evaluation [4,6,
10]. In order to lessen the adverse effects from the quantitative emphasis,
it is necessary to avoid awarding prizes to researchers who achieve desired
productivity figures. Only by doing so can we make room for a so expected
qualitative shift.

– Provide more stable career structures and long-term funding options [6]. A
pressing appeal for research misconduct is the fear of career stagnation or
unemployment. Research institutions should concentrate efforts on assisting
researchers to achieve their career goals. In addition to that, researchers could
be awarded a basic fund on a regular basis rather than fostered to compete
for a few multimillion-dollar research grants.



750 J. S. Molléri

Moreover, the unethical actions are taken by individuals, i.e., researchers,
reviewers, and managers of academic institutions. It is crucial to raise awareness
of the problem and the implications of such misconduct to future academics and
institutions’ upper management. Preventive actions should be put into effect to
inhibit inappropriate behavior, such as:

– To disclaim the exact contributions of each author of the manuscript to reduce
authorship misconducts [2,11]. Many publishers have introduced disclosure
of research contribution in journal articles, e.g. CRediT author statement1.
Such initiatives also help to make explicit the role and responsibilities of each
contributor.

– In addition to the manuscript peer-review, it is important to assess the
research artifacts to avoid data manipulation [5]. Such artifacts could include
digital objects that were either generated as an outcome of the research, or
designed by the researchers to be used as part of the study.

– To employ independent external reviewers in the grants selection process [6].
It is vital to reduce biases related to prestige and networking in the grant
application review process. This is particularly challenging for domains where
the research community is too narrow or tightly connected. In such cases,
employing reviewers with a multidisciplinary profile is encouraged.

– Confidential report and rigorous investigation of allegations of research mis-
conduct [6,9]. To implement such a practice, institutions should firstly ensure
an independent ethics committee (IEC) or similarly unbiased research ethics
board. If such a board is locally unavailable, researchers should know which
regional authorities to appeal when reporting ethics misconducts.

Finally, it would also be important that there is a genuine willingness to
coach and support novice researchers in learning the skills to become strong
researchers, rather than being solely used as a workforce to increase research
productivity. More evenly discussions between well-established seniors and early
career researchers should positively impact the research environment’s ethical
behavior, resulting in a better quality of research.

5 Conclusions

This position paper explores research misconducts encouraged by competi-
tiveness in the academic environment. Researchers’ performance is evaluated
through a series of measures, particularly the number of publications and cita-
tions. The emphasis on the quantitative aspects provides means for gaming the
system, i.e., maximizing the productivity metrics in an unappropriated manner.
Several of those unethical actions and their impact on academia are discussed,
followed by a few proposed solutions.

There is an urgent need to implement preventive measures in the actual sce-
nario. Still, it is crucial to ensure long-term actions that have the potential to
1 Available at https://www.elsevier.com/authors/policies-and-guidelines/credit-

author-statement.

https://www.elsevier.com/authors/policies-and-guidelines/credit-author-statement
https://www.elsevier.com/authors/policies-and-guidelines/credit-author-statement
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balance the ratio between quantity and quality in research. I hope that this dis-
cussion encourages readers to discuss ethical misconduct among their colleagues
and organizations. By disseminating such ideas among the decision-makers, we
can nurture a revolutionary change of the status quo.
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Abstract. There is a rising demand for assessing the performance of
organisations on ethical, social and environmental (ESE) topics. Ethi-
cal, social and environmental accounting (ESEA) is common practice in
many types of organisations and initiatives. Currently, scientific confer-
ences are not in the spotlight nor feeling pressure to disclose their ESE
accounts. However, proactively adopting these practices is an opportu-
nity to lead the way and show commitment and responsibility. Since no
existing ESEA method fits the domain of conferences well, this paper
presents preliminary results on engineering such a method. We discuss
material ESE topics for conferences, key performance indicators, mea-
surement and data collection methods, and ICT infrastructure. We illus-
trate the method concepts by applying it to the RCIS conference series.
We are confident that conference organisers and scientific communities
will start assessing the performance of their conferences under many
organisational sustainability dimensions and, what is more important,
initiate reflection processes to improve such performance over the years.

Keywords: Ethical social and environmental accounting ·
Sustainability reporting · Ethics in information science · Scientific
conferences

1 Introduction

Ethical, social and environmental accounting (ESEA) is the process of assessing
the social and environmental effects of an organisation’s actions and reporting
them to particular interest groups and to society at large [7]. It is how responsible
organisations typically assess and disclose their contributions to the community
and their performance on topics related to the social dimension (e.g. social inclu-
sion), to the environmental dimension (e.g. waste management), and to business
ethics and governance (e.g. workplace democracy). The results are a valuable
input for strategic managers with long-term vision.

Currently, scientific conferences are not in the spotlight nor feeling pressure
to disclose their ethical, social and environmental (ESE) performance. However,
proactively adopting these practices is an opportunity to lead the way and show
commitment and responsibility. Most conference impact measurement initiatives
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. Guizzardi et al. (Eds.): RCIS 2022, LNBIP 446, pp. 752–760, 2022.
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have focused on bibliometric performance (e.g. [3]) and some papers have focused
on CO2 footprint and greenhouse gas emissions [13,17]. We argue that a holistic
assessment of ESE topics is of paramount importance. This paper contributes
the first version of an ESEA method that focuses on scientific conferences, being
the foundation stone of a long-term research endeavour.

Section 2 explains the research method. Section 3 provides background and
contextual knowledge on ESEA. Section 4 presents a preliminary version of the
ESEA method. Section 5 proposes a list of ESE topics that we consider relevant
for conferences. As a proof of concept, we have defined a few indicators that can
be used to assess the performance on some topics, and calculated their values
for the RCIS conference series. Section 6 concludes the paper.

2 Research Method

We aim at contributing an ESEA method that focuses on scientific conferences:

– RQ1. What method could assess conference performance on ESE topics?
– RQ2. What are material ESE topics for conferences and related indicators?
– RQ3. Is the method actually applicable to assess conferences?

Figure 2 presents an overview of the research method (process A). Activities
with grey background are outside the scope of this paper but serve to place
the project in context. For instance, we are collecting documentation of ESEA
methods through a long-term multi-vocal literature review, characterising and
metamodelling the methods (A1) [5]. This knowledge allows us to tailor an ESEA
method that is suited for conference assessment (A2), which we metamodel with
the Process Deliverable Diagram (PDD) technique [20]. To better understand
the domain of conferences, we conduct an analysis of their stakeholders (A3),
following the analytical framework in [9]. We propose a set of topics that are
material to conferences, and some indicators that can be used to assess con-
ference performance on those topics (A4). To do this, we have carried out a
brainstorming session, we have reviewed ESEA frameworks and methods (e.g.
Global Reporting Initiative1, and we have elicited topics from other academics
through informal conversations. We then define the ICT requirements to sup-
port the method (A5). As a proof of concept, we apply some of the indicators to
earlier editions of the RCIS conference series2 (A6). As future work, the method
will be completed. This implies designing the stakeholder surveys (A7). Then,
during the ESEA4RCIS participatory workshop3, we plan to validate the topics
and indicators with stakeholders (A8), and apply the method in order to perform
the ESEA of RCIS 2022 (executing process B, discussed in Sect. 4). We also hope
that this workshop will initiate deeper stakeholder engagement actions, such as
reflecting on the results and improvement planning.

1 https://globalreporting.org/standards.
2 https://www.rcis-conf.com.
3 https://esea4rcis.sites.uu.nl.

https://globalreporting.org/standards
https://www.rcis-conf.com
https://esea4rcis.sites.uu.nl
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3 Background Information

3.1 The Overarching Improvement Cycle

ESEA processes typically provide key performance indicators to guide a contin-
uous ESE improvement cycle [1], such as the one we now describe.

Materiality Assessment (P1) allows organisations identifying and priori-
tising the ESE topics that are relevant for them [21]. These depend on organisa-
tional characteristics, strategy, sector, and stakeholders. Sometimes, materiality
assessment is performed by ESEA method engineers, who prescribe, along with
the method activities and deliverables, the topics they find to be relevant for the
intended method users. This is the approach used by networks such as B Cor-
porations, and Economy for the Common Good4. Following the same approach,
we propose a set of material topics for conferences in Sect. 5.

ESEA methods (P2) typically define a set of indicators to assess organisa-
tional performance on a set of ESE topics. Terminology in this domain is very
diverse, but we have created the so called openESEA metamodel, which offers
a conceptual framework [5]. The values of direct indicators can be provided by
a handful of organisational managers with access to the organisational infor-
mation systems and policies, through stakeholder surveys or, if necessary, by
other data collection means (e.g. scraping). Collecting evidences is necessary if
later auditing and assurance are required. Indirect indicators require formulas
or algorithms to produce their value.

Improvement planning (P3) typically starts with a gap analysis between
the current performance revealed by the ESE account and either (i) the sustain-
ability strategy goals of the organisation, (ii) the performance of peers according
to industry benchmarks, or (iii) the requirements of a certification the organisa-
tion aims at. Once the set of topics whose performance they wish to increase are
identified, a set of improvement actions are defined, either by means of brain-
storming, top-down or bottom-up feedback, or advice from external consultants.

Organisational re-engineering (P4) is the execution of the improvement
plan. Changes should also be reflected in the enterprise models, and their effects
are assessed in the next iteration of the cycle.

Organisations often disclose the results of the ESEA or the whole cycle in
a non-financial report (a.k.a. sustainability report, social balance, integrated
report) [16], alongside narrative and examples of good business practices.

3.2 The Need for Stakeholder Management and Engagement

Timely stakeholder participation is essential for the effective enactment of the
improvement cycle in general, and of ESEA in particular [6]. Such participation
results in more influential assessment processes and increases the positive impact
of subsequent actions, reducing their social conflicts and costs [19]. We have
identified relevant groups in the context of scientific conferences (see Fig. 1).

4 https://www.bcorporation.net, https://www.ecogood.org.

https://www.bcorporation.net
https://www.ecogood.org
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Fig. 1. Main conference stakeholder groups

We plan to climb the 5-level stakeholder participation scale from Pretty [14].
Our paper presents a proposal engineered with limited participation from peers;
i.e. level 2. It is meant to trigger discussions in our scientific community and kick-
start greater engagement. During the upcoming ESEA4RCIS workshop, we will
continue the materiality assessment process with the participants, and we will
collaboratively perform the ESEA of RCIS 2022; this jumps to level 4. During the
later reflection moments, we hope to engage additional stakeholder groups, such
as the RCIS Steering Committee and part of the RCIS community. By reaching
level 5, where self-organisation is achieved, we expect to minimise resistance to
change the status quo of conference management.

4 ESEA Method Overview

Figure 2 shows our first attempt at producing an ESEA method for assessing
the ESE performance of conferences. Process A, at the top, depicts the research
method; find the explanation in Sect. 2. Process B, at the bottom, shows the
actual ESEA method process and data structure. It starts with the ESEA
accountants collecting data for the direct indicators (activity B1), refined as
a partial order of finer-grained activities. Collection can be done by manually
entering known data, scraping available data, or sending out stakeholder surveys.
If the ESEA accountants are working on behalf of the conference organisers, they
will likely have access to information they can manually enter themselves (B1.1).
Scraping (B1.2) allows gathering vasts amounts of data (e.g. author names, affil-
iations), but this data should then be cleansed (B1.3). Surveys (B1.4) can collect
more personal data (e.g. ages, perceptions, opinions). Indirect indicators can be
calculated automatically (B2). Once all the indicators are calculated, the ESE
account can be submitted (B3). Auditing the collected data (B4) is optional and
it depends on the needs for accuracy or assurance; auditing is a complex process
that we leave out of the scope in this paper. To produce a comprehensive report
(B5), the following activities are often performed in an intertwined way. The
results need to be interpreted (B5.1). Visualising results with the proper tabular
or graphical formats (B5.2) helps with the interpretation. Writing the report
(B5.3) often requires additional context-setting, story-telling, explanations, and
examples. Disclosing the results (B5.4) is up to the conference steering com-
mittee and organisers, but it is convenient for accountability and transparency
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purposes, as well as an enabler for collective reflection. To support the ESEA
of RCIS 2022 we will use openESEA, an open-source model-driven tool we are
developing [5]; it supports the manual collection of data (B1.2). For automated
collection (B1.1) we resort to Python scripts, publishing house APIs5 and a
spreadsheet. The gender of authors has been guessed from their full names using
an online service6, and we have manually audited the results until achieving a
probability of accuracy of 97.2%.

Fig. 2. An overview of an ESEA method for conferences (process B), along with the
research method followed to produce it (process A), expressed as a PDD [20]

5 https://developer.ieee.org and https://dev.springernature.com.
6 https://namsor.app python SDK (we acknowledge that gender is a social and per-

sonal construct, that we have artificially restricted it to a binary classification, and
that the only way to determine it accurately is by asking the persons themselves).

https://developer.ieee.org
https://dev.springernature.com
https://namsor.app


Assessing the Ethical, Social and Environmental Performance 757

5 Material Topics for Conferences

Let this initial proposal trigger discussions within our scientific community, con-
ference organisers and steering committees. We calculate some indicators for
RCIS conference editions from 2007 to 2021, purposely avoiding interpretation.

Climate Change and Carbon Emissions. Academics show interest in esti-
mating the CO2 footprint of conferences. Sources of emissions are travelling
[2,4,17], proceedings [15], catering and additional conference material (e.g. com-
plementary gift bag) [13]. Conference organisers could also resort to renewable
energy sources.

Data Privacy and Cybersecurity. Conference organisers manage financial
information of attendees and other data considered sensitive by the GDPR.
For instance, dietary constraints can reveal religion or ethnic origin. They are
expected to protect this data properly and make sure that any outsourced service
providers (e.g. event management organisation) do the same.

Research Topics. Conference calls for papers often list themes and topics of
interest. Whether these encourage research on ESE topics is an indication of
the awareness of the chairs towards such topics. For instance, 3 out of 15 RCIS
editions (2016, 2017, 2021) have a theme related to an ESE topic (e.g. Informa-
tion science for a socially and environmentally responsible world, in 2016). The
extent to which submitted and accepted papers actually address such ESE topics
is an indication of the real commitments of the underlying scientific community.
This could be assessed using a sustainability maturity framework [11].

Diversity, Inclusion and Equity. Diversity refers to all aspects of human
difference (e.g. socio-economic status, sexual preference, race, ethnicity, gender
identity). Inclusion refers to creating a space where all individuals have a sense
of belonging and are able to achieve to their potential. Equity acknowledges that
there are unique experiences and barriers that not everyone faces [12]. Equity
can be expected at the level of all stakeholder groups. An occasional practice
is offering grants to authors with low incomes (e.g. from developing countries).
Across the 2008–2019 RCIS editions, 31.8% of General Chairs and 45.5% of
Programme Chairs are persons identified as having a feminine gender, and the
ratio is for paper authors is 35.0%. The gender ratio of first authors within each
edition ranges from 24.1% in 2011 to 57.8% in 2018. From 2007 until 2018, an
average of 8.6 developing countries (those with an economy either developing or
in transition, according to United Nations) were represented by accepted paper
authors; from 2019 to 2021, only 5 developing countries were represented, on
average.

Waste Management. Conferences produce waste [10] and need to manage
materials and goods that are no longer of direct use to them. They need to
comply with all applicable legal criteria for disposal of waste, including e-waste.
To act responsibly, they need to proactively reduce the amount of waste, while
also optimising and researching new ways to recycle.
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Responsible Conference Management. Conventional concerns refer to
proper financial management and offering the attendees the expected services,
but we should be more ambitious. Volunteers should be treated fairly (e.g.
duties aligned with interests, ensure their learning experience, free registration,
acknowledgements). Reviewers should receive a reasonable number of reviews
aligned with their preferences, be given sufficient time avoiding periods in which
the reviewing can hinder work-life balance (end-of-year vacations). Registration
and other attendance costs should be affordable (wide range of accommodation
offerings). The early-bird (or lowest) full-conference registration fees for paper
authors of earlier in-person RCIS conference editions from 2009 to 2019 range
from €390, in 2013, to €595, in 2019. Since conferences receive public money
(directly as subsidies, indirectly as travel expense reimbursements), society could
demand that their financial accounts are publicly disclosed. To the best of our
knowledge, no edition has done this so far. And how the surplus (if any) is used,
seems a matter of concern; i.e., whether benefits are reinvested in the community
(e.g. as research grants) or instead shared among a few stakeholders (e.g. a pri-
vate organisation). As a scientific community, we could also consider whether we
would like that certain decisions about our conferences are made democratically.

Open Science. This calls for transparent and accessible knowledge, shared and
developed through collaborative networks [18]. E.g. whether conference proceed-
ings are open publications, whether reviewing systems align with open reviews,
whether the conference promotes or prescribes the publication of software arte-
facts under open-source licences, and the publication of FAIR and open data.
Of course, conference management systems could also be free software. From
2009 to 2019, RCIS proceedings have been published by IEEE and, from 2020
onwards, by Springer; none of these books are offered as open publications.

Attendee Experience. Attendees need to be satisfied with the scientific and
organisational aspects. But their work-life balance should also be considered (e.g.
schedules compatible with family matters, availability of milking and relaxation
rooms, childcare possibilities). Lastly, outreach by means of science communica-
tion in layman terms returns back to society.

Responsible Supply Chain Management. Responsible procurement trades
off economic social and environmental criteria and it is important for many
organisations [8], but is rarely heard of in scientific conference management. Con-
ferences could support social entrepreneurship and NGOs by hiring or procuring
services and products from them. Catering could offer organic and local food.

6 This Is Just the Start

In this paper, we make an initial proposal for an ethical, social and environ-
mental accounting method for conferences. We also propose a list of topics
that goes beyond the usual suspects (e.g. CO2 footprint) and intends to be
thought-provoking. We expect that the discussions will span further than the
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RCIS Forum. When applying the method later on, it is not the actual account-
ing results what is most important, but the process of obtaining those results,
the reflections that they can produce within the scientific community, and the
effort of jointly tackling the subsequent improvement actions. Together, we can
contribute to more ethical, socially inclusive, and environmentally friendly con-
ferences.
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Abstract. Natural language processing is used for solving a wide variety
of problems. Some scholars and interest groups working with language
resources are not well versed in programming, so there is a need for a
good graphical framework that allows users to quickly design and test
natural language processing pipelines without the need for programming.
The existing frameworks do not satisfy all the requirements for such a
tool. We, therefore, propose a new framework that provides a simple way
for its users to build language processing pipelines. It also allows a sim-
ple programming language agnostic way for adding new modules, which
will help the adoption by natural language processing developers and
researchers. The main parts of the proposed framework consist of (a)
a pluggable Docker-based architecture, (b) a general data model, and
(c) APIs description along with the graphical user interface. The pro-
posed design is being used for implementation of a new natural language
processing framework, called ANGLEr.

Keywords: Natural language processing · Graphical framework ·
Language understanding

1 Introduction

Recently we have seen a lot of interest in the natural language processing tools
with Uima [5] receiving around 6 thousand downloads and GATE [3] receiving
over 400 thousand downloads since 20051. NLP tools are used by people from
various backgrounds. For the users outside the computer science area to use the
available tools effectively, we have to provide them with an intuitive graphical
user interface that allows a simplified construction of text processing pipelines.
In this paper, we design an architecture for a new framework that enables quick
and simple construction of natural language processing pipelines - ANGLEr. In
addition to that, the framework features a way to add new tools that is simple
for developers to implement. The researchers could showcase their projects by
including them in our framework with very little additional effort. In the past,
several frameworks for simplifying NLP workflows were designed. However, they

1 The number of downloads was recorded by https://sourceforge.net.
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all fall short either in the expandability or the ease of use. In our work we
identify the key components of such framework and improve upon the existing
frameworks by fixing the identified flaws.

The main contributions of our proposed framework are the following:

a) An architecture that allows simple inclusion of new and already existing
tools to the system.

b) A data model that is general enough to store information from many differ-
ent tools, while enabling compatibility between different tools.

c) A graphical user interface that speeds up the process of building a pipeline
and makes the framework more approachable for users without technical
knowledge.

The rest of this paper is organised as follows: in Sect. 2 we present the existing
frameworks and compare them to our proposed framework. In Sect. 3 we present
our framework and its most important parts. We conclude the paper in Sect. 4.

2 Existing Frameworks Review

We examined the existing frameworks and selected the ones that we believe to
be most useful for users with limited programming knowledge. Analyzing the
strengths and weaknesses of the existing tools helps us to define a list of features
that could be improved by introducing a new framework. The comparison is
summarized in Table 1. We compare the frameworks on a set of features that
were presented by some of the frameworks as their main selling points while
others were selected as we find them important for usability. We compare the
tools on (1) their graphical user interface (GUI), which affects usability for new
users, (2) data model, which affects expandability, and (3) the language required
for creation of plugins, which is important for plugin developers.

GATE: One of the best-known frameworks for text processing is GATE [3]. It
was designed to feature a unified data model that supports a wide variety of
language processing tools. While the GATE framework provides a graphical way
for pipeline construction, its interface has not been significantly updated in over
10 years. The program is thus difficult to use for new users. Another limitation
of the GATE framework is that it requires all of its plugins to be written in the
Java language. Because of that, it is difficult to adapt an already existing text
processing algorithm to work with the framework.

UIMA: Uima [5] is a framework for extracting information from unstructured
documents like text, images, emails and so on. It features a data model that com-
bines extracted information from all previous components. While Uima provides
some graphical tools, they are not combined into a single application and do not
provide an easy way for creating processing pipelines. The primary way of using
UIMA still requires the user to edit XML descriptor documents, which limits
usability for new users and slows down the development. New components for
the framework can be written in the Java or the C++ programming languages.
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Orange: Another popular program for graphical creation of machine learning
pipelines is Orange [4]. The main feature of the orange framework is a great
user interface that is friendly even for non technical users. Orange provides a
variety of widgets designed for machine learning tasks and data visualisation.
The framework was designed primarily to work with relational data for classic
machine learning. It supports two extensions for processing natural language
which allow us to use the existing machine learning tools on text documents.
The largest drawback when using Orange for text processing is that the tabular
representation, used for representing orange data, is not well suited for repre-
senting information needed for text processing. The two extensions tackle this
problem in different ways.

Orange Text Mining: The Orange text mining extension implements a data
model based on the tabular representation used by the existing tools. This repre-
sentation allows integration with the existing machine learning and visualization
tools, however, it also limits the implementation of some text processing algo-
rithms. Its biggest limitation is that it only works with features on a document
level.

Textable: On the other hand, the Textable extension uses a significantly differ-
ent approach to data representation. In Textable, different tools produce different
data models. This allows for more flexibility when developing new tools, how-
ever, it also limits the compatibility between different types of tools. Ideally, we
would want a single data model that is capable of supporting every tool. This
way we could reach high compatibility between tools while keeping the flexibility
when creating new ones.

Libraries: In the past multiple libraries that support text processing have been
developed. These libraries are commonly used by experts in the field of natu-
ral language processing. They are not well suited for use by other people that
might also be interested in language processing. One of such libraries is called
OpenNLP [1]. It supports the development of natural language applications in
the Java programming language. There are also multiple Python libraries, such
as NLTK [2], Gobbli [6], and Stanza [7]. To use any of these libraries, the user
is required to have some programming knowledge. Writing a program is also a
lot slower than constructing a pipeline through a graphical interface.

Table 1. Comparison of different natural language processing frameworks.

Framework Graphical UI Unified data model Plugin language

GATE Yes (native) Yes (too general) Java

UIMA Yes (limited) Yes Java or C++

Orange Yes (native) Diverse Python

Orange textable Yes (native) Diverse Python

Orange text mining Yes (native) Tabular data only Python

Libraries No Diverse Java

ANGLEr Yes (Web) Yes (versioned) N/A (Docker packaged)
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3 ANGLEr: A Next-Generation Natural Language
Exploratory Framework

Based on the problems we identified during the review of the existing frameworks
we identified the following important elements: (a) common and versioned data
model, (b) extensible Docker-based architecture with API-based communication,
and (c) unified and pluggable user interface (see Table 1). The data model and
APIs will ease the creation of new functionalities for the community. On the other
hand, the user interface and simple installation or public hosting are important
for the general audience who need to use the language processing tools but do
not have the programming skills.

3.1 Data Model

The data model defines a structure that is used to transfer the analysis results
between the tools. We aim to support all text processing tools that are available
in the existing frameworks as well as new types of algorithms that have not been
identified yet. A general view of the data model is presented in Fig. 1.

Relations between textComplex resultsText features

Sequence classification

Sequence tagging RelationshipDiscourse

Parsing Summarization

Question answering

Comparison Clusters

TokensPreprocessed document Document features

General object type

Preprocessing results

Fig. 1. The upper-level hierarchy of ANGLEr object types.

The data model is a central part of the proposed system. It has to provide
enough versatility to support every processing tool while keeping a well defined
structure to enable compatibility between different tools. We propose a model
comprised of two parts. The first part is a corpus of all documents that we
want to process. We store the basic metadata about the corpus and each of the
documents captured in it. Each document can also be separated into sentences
and tokens in case this information was provided in the loaded corpus. The
second part of the model stores all of the processor outputs. Outputs and inputs
to available processors are encoded in the same schema - i.e., a processor’s output
can be directly another algorithm’s input. We define a list of object types that
can be used for representing results as follows:

Preprocessed document type stores a new version of the documents in a
corpus after a preprocessing algorithm has been applied.

Document features type stores the values of the features that represent each
document in a corpus.
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Sequence classification type is used to store information about the result of
the classification of an entire document or a part of a document.

Sequence tagging type is used to store a set of tags for different parts of
the documents. This type could be used for instance to store named entity
recognition results.

Relationship type is used to represent relations between two entities from the
source documents.

Discourse type is used to store entities that appear in the documents. Each
entity also contains a list of all entity mentions that correspond to this entity.
This object would be used for instance to store coreference information.

Parsing type stores parts of the document that are linked together. For exam-
ple, this type would be used to store phrases detected using a chunking algo-
rithm.

Tokens type stores the information about tokens that appear in the documents.
This type would be used to represent for instance the result of a tokenizer or
n-gram generator.

Summarization type is used to store summaries of a document.
Question answering type is used to store questions and their answers based

on the provided text.
Comparison type is used to store similarity between different parts of the

documents.
Clusters type is used to store clusters of similar documents.

Type hierarchy is proposed to improve backward compatibility when adding
new object types. This way each new specific object type contains the attributes
of its parent as well as some of its own attributes (each level also allows for
key-value metadata storage). An algorithm that was designed to work with a
general object type can also work with all of its descendants. For example, a
tool for performing named entity recognition would accept the token type to get
the tokens on which to perform named entity recognition. The user could also
provide the parsing type since it is a descendant of the token type.

3.2 High-Level Architecture

The goal of our framework architecture (presented in Fig. 2) is that adding a
new module would be as simple as possible. In addition to that, we want to
make sure that the framework and its modules can be also used by third-party
applications. Based on this, we have decided that each module should run as
a Docker container, which simplifies the inclusion of already existing tools into
our framework. The modules are connected to the ANGLEr backend, which is
responsible for managing and running the pipeline. The user interacts with the
graphical user interface that runs as a web page in a web browser.

3.3 REST Interface

All of the communication between the parts of the framework is done over REST
application programming interfaces (API). This also allows third-party applica-
tions to access the modules and the ANGLEr backend.
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Fig. 2. ANGLEr high-level system architecture. The communication between all of the
modules an the backend is done using the versioned data model.

Fig. 3. An example of the input attribute for a named entity recognition module.

The framework features multiple REST APIs shown in Fig. 2. The Module
API (Table 2) is responsible for commands that are sent from the ANGLEr
backend to a module. It allows the ANGLEr backend to gather information
about the processors that are running in a module. It also allows the backend to
send the data and start its processing. After the processing is done, the module
sends the results to the backend using the Callback API. The ANGLEr backend
also exposes the Application API, which is responsible for communication with
the graphical user interface, as well as with any third-party applications that
might want to use the ANGLEr functionality. Since the Module API has to be
implemented by each module, we present its endpoints in Table 2.

Once a module is added to the framework, the ANGLEr backend creates
a request to the about endpoint, which provides the basic information about
the entire module. After that, it requests the processors endpoint, which lists
all processors that are contained in the module. This information allows the
framework to visualise the processor in the graphical interface. It also provides
the endpoints that the ANGLEr backend uses to send data for processing and
to show configuration and visualisation pages.
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Table 2. Endpoints in the Module API. The underlined attributes are required. The
processors endpoint returns a list of objects where each object has the presented
attributes.

Endpoint Parameters Description

/about UUID Identifier of the module

name Name of the module

version Module version

data model Version of the data model used

Desc Module description

Authors List of authors

Organisation Organisation of the authors

url URL address of the page about the module

/processors name Name of a processor

short name Short version of the name

data endpoint Endpoint where the data for processing can be sent

settings endpoint An address of a page containing processor settings

ui endpoint An address of a page for visualization

icon An address of the icon to be used to represent the

processor

category A category of the processors menu that should

contain this processor

inputs A list of objects representing different inputs. Each

object should contain a name and a list of types

required. An example is shown in Fig. 3

outputs A list of objects representing different outputs.

Each object should contain a name and a type of

the output

/docs html page A web page containing the documentation

3.4 Graphical User Interface

The user interface is a key component for making the framework simple to use.
It allows the users without any programming knowledge to use the framework.
This is especially important since language processing tools are very useful for
linguists, who typically do not have advanced computer knowledge. We propose a
simple design for the user interface, which is shown in Fig. 4. The tabs at the top
of the page organise the tools into groups based on their purpose. For example,
the groups contain the tools for text preprocessing, for semantic and syntactic
analysis etc. A user can get a widget for each tool by dragging and dropping.
The widget has a page for setting its parameters and a dialog for selecting the
input. A widget can optionally also provide a page for data visualisation (see the
Fig. 4 right). The user connects the widgets into a pipeline that can be stored
to a file and loaded by any user. The ANGLEr framework then executes the
pipeline to process the data.
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Tool groups
Tools

Pipeline

Tool options

Connection configuration Result visualisation

Fig. 4. The main parts of the ANGLEr user interface.

4 Conclusion

We describe the main components for implementing a new natural language
processing framework - ANGLEr. We believe that a new framework based on our
proposal would provide a large improvement over the existing frameworks and
would greatly benefit users that are working with natural language processing.
The framework would provide a fast way for prototyping when developing text
processing pipelines. It would also allow users with no programming knowledge
to build advanced NLP pipelines. In addition to that, the new framework would
provide the researchers with a great way for showcasing their work in the NLP
area. Since the tools can be implemented in any programming language, their
inclusion is much less complicated than with existing frameworks.
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Abstract. The digital economy brings us a wide range of services and products
assisted by emerging technologies in Industry 4.0. Nevertheless, already since the
1990s and early 2000s, IT has had a huge impact on the digitalization and digitiza-
tion of businesses. This phenomenon of advancing in digital-oriented work prac-
tices is not only affecting the customer side, but is also changing thewayofworking
within organizations. Although employees are one of the crucial elements in each
organization and their level of work satisfaction is critical to the efficiency of a
business, their work impression is still undergoing scrutiny when it gets to digital
process innovations. Moreover, organizations still benefit from assistance in their
adoption of digital-oriented work practices, for which a related maturity model
(MM) can be one of the solutions. The current Ph.D. plan consists of three research
projects that follow a mixed-method approach with a combination of quantita-
tive and qualitative designs, within an overall design of Design-Science Research
(DSR). Project 1 has two subprojects (i.e., a Systematic Literature Review (SLR)
and a data-driven analysis). It starts with analyzing the relevant literature from
a people–process–technology (PPT) perspective to extract relevant factors when
digitalizing business processes. Afterwards, it investigates a representative set of
European employee data using statistical data analysis (e.g., factor analysis and
ANOVA) and data mining (e.g., clustering) techniques to delve into the impact of
digital-oriented work practices on work satisfaction. After this artefact identifica-
tion, we continue with Project 2 (i.e., expert panel, case study) to add evidence
for a maturity-based gradation alongwith the identified clusters of digital-oriented
work practices. Finally, Project 3 helps concretize the intendedMMby focusing on
the relationships with employee satisfaction and the relevant factors. Our findings
will assist organizations to upgrade their work practices (i.e., including assessment
and improvement advice), while simultaneously empowering their employees.

Keywords: People-process-technology ·Maturity model ·Work satisfaction

1 Research Problem and State of the Art

In the new era of information technology, almost all services and business activities are
benefiting from technology advances. In the field of business, the concept of using digital
innovation has become a primary trend, taking opportunities from emerging technologies
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and triggering organizations to work differently in a digital economy. As a result, the
work practices have to adapt to the new technologies, and also employees are affected
[1]. Similarly, business processes (i.e., as being part of every business and innovation)
are no exception to this shift, and are fully part of this evolution from traditional to
digitalizedwork.Moreover, digital transformations inwork practices are assisted by new
technologies (i.e., Internet of Things, robotics, blockchain) to drastically change or even
potentially disrupt the way of working for employees [2, 3]. Such digital transformations
havepotential for both employees and their organizations to performmore efficiently than
in a traditional or non-digital way of organizing work [4]. Additionally, the development
of emerging technologies and the way of managing these new disruptive innovations
require new aspects to be added as main primary factors (e.g., differences in terms of
management functions, innovation, customer focus) [5]. All above-mentioned factors
help increase operational efficiency and improve resource utilization under the umbrella
of “value stream management”, namely with business processes being the value chains
within organizations [6]. For instance, their importance have been highlighted during
the recent disaster management plans due to Covid-19, including restrictions in task
management within organizations.

Our underlying theoretical perspective is called people-process-technology (PPT).
Its roots go back to the early 1960s, whenLeavitt proposed amodel for creating change in
organizations. The final version of this model was formed by the three main factors (i.e.,
people-related, process-related, and technology-related factors) as well as the common
zone between them (i.e., relationships between people-process, people-technology, and
process-technology). This theoretical viewclaims that an organization’s topmanagement
decides and acts in a common zone between the people and process dimensions in order
to empower employees to do their tasks more efficiently [5].

Meanwhile, most of the existing studies have been focusing on customer satisfaction,
the market, and innovation management [7, 8]. As an extension to earlier views, this
doctoral journey aims to primarily focus on the employee-related aspects by considering
their work satisfaction while supporting the interaction between the PPT factors. Our
objective is to gradually build and test a maturity model (MM) with different adoption
degrees of digital-oriented work practices in order to enable organizations to assess
their current level of digital work and by evolving accordingly. This self-assessment
instrument will give an opportunity to organizations to know about their current level of
maturity and either stay and develop within the same level, or to clime up the maturity
ladder to get to the higher levels of digitalization.

The intendedMMwill be created based on our findings along three research projects,
each with their own research question:

• MainRQ1.Which PPT (i.e., people, process, technology) subfactors aremost decisive
for characterizing the different degrees of digital-oriented work practices? And, what
is the expected link with work satisfaction?

• Main RQ2. How can the PPT subfactors of RQ1 be combined in maturity levels to
build and test a MM for assessing an organization’s digital-oriented work practices?

• Main RQ3. How can the PPT subfactors be measured along the different levels of a
MM for digital-oriented work practices? And, to what extent does higher maturity in
digital-oriented work practices correspond to higher work satisfaction?
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To tackle these research questions, our overall approach is situated in the Design-
Science Research (DSR) methodology [9–11], and combining quantitative with quali-
tative methodologies.

2 Research Methodology

Design-Science Research (DSR) is an established paradigm in the field of information
systems research that aims at constructing a solution via artefact development instead
of explaining an existing phenomenon [9–11]. DSR is based on iterative cycles that
refine artefacts in each build-test iteration. In this study, we will design our artefacts
in three iterations with the aim of MM development. First, the maturity levels will be
extracted by a data-driven analysis and literature review in a first iteration. In a second
iteration, we will validate the proposed maturity levels with subject matter experts and
in an illustrative case study. Finally, in a third iteration, we will build a measurement
tool to assess an organization’s current level of maturity by means of our proposed MM.
Thus, we defined three projects to tackle each of these three iterations. An overview of
these three projects is shown in Fig. 1. The Ph.D. is currently situated in the middle of
Project 2. We subsequently discuss the methodology of each project.

Fig. 1. An overview of the Ph.D. and its three projects.

2.1 Project 1. Systematic Literature Review and Data-Driven Analysis for Level
Identification

To get a better comprehension of the PPT sub factors to be involved in our analysis, we
started with a systematic literature review (SLR). An SLR is “a means of evaluating
and interpreting all available research relevant to a particular research question, topic
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area, or phenomenon of interest” (p. vi) [12]. This SLR method1 determines the areas
for collecting compatible sources based on a protocol with inclusion and exclusion
criteria [13, 14]. As a result of the related filtering approach, 45 relevant papers were
included in our literature-based analysis. To assign the potentially relevant PPT factors
concerning digital-oriented work practices, we counted the sampled papers in one or
more compatible groups of variables (Table 1). As a result, we extracted a total of
nineteen independent variables, of which four consisted of individual and organizational
characteristics and 15 PPT subfactors were representations of digital work.

Table 1. Selection of variables in the dataset, derived from the literature study.

Digital-oriented work characteristics along PPT

PPT pillar Main variables Sub variables

Technology IT use

Process Quality control

Pace of work

Work interruptions Work interruptions (frequency)

Work interruptions (effect)

Cognitive work Problem-solving tasks

Task complexity

Task repetitiveness

Task novelty

Multi-skilled tasks

People Employee involvement

Decision autonomy

Skills match

On-the-job training

Payment for team performance

For instance, payment for team performance (as an organizational characteristic) is
important for process work when employees work together in multi-disciplinary teams.
Ideally, employees (as process workers) are also paid as team members with the aim
of team work development. Although such variables do not directly affect the Process
factor, they enact organizational advancements from the perspective of HR, and are thus
organization capabilities from within the People factor [19]. The seven dependent vari-
ables (i.e., perceived work performance, work usefulness, perceived working conditions,
career advancement, work motivation, work satisfaction, work security) were related to

1 https://drive.google.com/file/d/1x6MvIp6M_szsk24xnDQqgdJ15f4VSETS/view?usp=sha
ring.

https://drive.google.com/file/d/1x6MvIp6M_szsk24xnDQqgdJ15f4VSETS/view?usp=sharing
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work satisfaction and included in our final list to examine work satisfaction from an
employee’s perspective.

In a second phase, we applied our findings to the most recent working conditions
dataset of the European Foundation for the Improvement of Living and Working Con-
ditions [15]. This dataset is publicly available and was chosen because of its represen-
tativeness in terms of the number of respondents, and because of its matching variables
with the PPT subfactors supported by our SLR outcomes. More specifically, the 2015
dataset consisted of 43,850European employees.Wefirst prepared our data by doing data
cleansing, and removed missing values. All statistical analyses were conducted using
SPSS (version 26). The 15 digital work variables were classified using a cluster analysis
(i.e., K-means) [16]. For our independent variable of work satisfaction, we conducted a
factor analysis and extracted two main factors among seven dependent variables: “Cur-
rent Work Perception” (CWP) and “Future Work Perception” (FWP). In order to find
any difference in work satisfaction among the obtained clusters, ANOVA-based testing
was conducted.

The clustering output will be input for the remaining projects, during which we
identify any logical progress over time in order to turn them into gradual maturity levels.
Thus, the clustering exercise in Project 1 was our first step to derive the intended MM.

2.2 Project 2. Validation Study with Expert Panel and Illustrative Case Study

An iterative validation of the MM and the related maturity levels was the aim of Project
2, with the PPT-related subfactors acting as “construct” artefacts. Finding a maturity
ladder approach among the earlier identified clusters served as our “model” artefact.
We therefore decided to carry out an expert panel and then a case study to evaluate
the proposed “model” artefact, and to examine the validation feedback in a second
DSR iteration [17]. Thus, the proposed framework in Project 2 was constructed by the
extracted artefacts from the first iteration. Similarly, the output of this iteration in Project
2 will be a validated model for the third iteration (Project 3), which then aims at defining
the measurable relationships in our proposed model.

The ultimate purpose of the expert panel was to redesign the model that presents
the relationships among the PPT constructs, and to gradually demonstrate its positive
impact on business value [18]. The expert panel was conducted with 12 participants
(i.e., 10 CIOs, 2 CTOs) from 12 countries across three continents (i.e., 1 from North
America, 2 from the Middle East, 7 from Western Europe, and 2 from Eastern Europe).
They gained their work experience in 10 sectors and in different organizational sizes
(i.e., 1 micro, 2 small, 2 medium, 7 large-sized). On average, the interviews took 36
min, during which we asked the experts to evaluate our proposed framework based on
four traditional DSR criteria (i.e., usefulness, quality, efficiency, effectiveness) using a
5-point Likert scale (1= fully disagree; 5= fully agree), plus an “I don’t know” option.
We therefore visualized our proposed maturity levels along a ladder, and by explaining
their main differences in terms of the five most differentiating PPT subfactors as derived
from Project 1 (i.e., IT use, decision autonomy, employee involvement, task complexity,
and task repetitiveness). Additionally, we asked the experts about their points of view
to further extend and update each of the five subfactors with an eye on: (1) emerging
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technologies and (2) the impact of the global COVID-19 pandemic on the digitalization
efforts of organizations.

Currently, this is the actual stage of our researchwork in the entire Ph.D. path.Within
Project 2, we also plan to conduct one illustrative case study to actually demonstrate an
organization’s longitudinal journey along the different maturity levels. We will therefore
translate and apply our findings of the previous iterations together with employees of a
large-sized organization that is situated in one of the two highest levels of our suggested
MM. The illustrative case study will thus show the digitalization journey of an organiza-
tion that has well advanced in terms of digitalizing its work practices. The longitudinal
focus will especially be on the different stages that the organization has experienced over
time, and its triggers to evolve from lower to higher digital-oriented work practices. The
three departments related to PPT (i.e., people, process, and technology) will be involved
(i.e., HR, operations and/or a process-related center of excellence, and IT). We plan to
have interviews with two roles per department (i.e., one employee, one manager) on
order to understand their opinions about their organization’s evolution along the three
PPT pillars. Furthermore, we will collect relevant documents to obtain data triangulation
(e.g., mission statement, digitalization plans).

2.3 Project 3. Generalization Study with a Quantitative Approach (Survey)

While Project 1 and Project 2 aimed at identifying and validating our proposed MM,
Project 3 continues with the “method” artefact for assessing and improving maturity.
More specifically, each MM needs its own measurement tool to enable its users to
assess their organization based on the respective model stages (i.e., maturity levels).
In this iteration, we will conduct an international survey to attach a measurement to
each maturity level. In other words, after a verification and validation in the first and
second iterations, we will now focus on building a measurement instrument to make our
suggestedMMmore applicable for digital-oriented work practices within organizations.

We plan to target at least 300 managers from three continents (i.e., North America,
Europe, Asia). The survey questions will be derived from the survey questions in Project
1 and the extensions gathered from the expert feedback in Project 2. The PPT subfactors
will act as latent variables, each of which will have three to five statements on a 5-point
Likert scale (1=most unimportant; 5=most important). Managers will be asked about
their degree of importance (weight) for their organizations.

Before the large-scale survey will be launched, we plan to organize a pilot survey
with 50 Belgian managers. These results can be evaluated using a factor analysis per
latent construct. Afterwards, the large-scale survey results will be analyzed using Partial
Least Squares - Structural EquationModelling (PLS-SEM). This statistical analysis will
also allow investigating the relationships between the maturity levels and the related
performance outcomes (and particularly work satisfaction) [19].

3 Intermediate Results

The Ph.D. journey is currently in themiddle of Project 2 (i.e., after 2.5 years of research),
and ends by September 2023.Meanwhile, we have been able to select 15 PPT-related sub
factors (Table 1) along five differentiators that best describe thematurity level transitions:
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• Main people-related differentiators: decision autonomy, employee involvement
• Main process-related differentiators: task complexity, and task repetitiveness
• Main technology-related differentiators: different level of IT use ranging from simple
producting tools to more advanced tools

The clustering method in Project 1 resulted in five types of digital-oriented work
practices. A deeper understanding of these types has brought us to a MM for gradually
adopting digital-orientedwork practices, and forwhich the cluster types serve asmaturity
levels with an underlying gradation of the main PPT differentiators:

• Initial: slightly digitized and little empowerment work with unambiguous tasks
• Developed: highly digitized and little empowered work with difficult tasks
• Optimized: slightly digitized and greatly empowered work with difficult tasks
• Advanced: somewhat digitized and empowered work with challenging tasks
• Excellent: greatly digitized and greatly empowered work with challenging tasks

In Project 1, we uncovered significant performance differences between the clustered
digital-oriented work practices in terms of one’s “Current Work Perception” (CWP) and
“Future Work Perception” (FWP). The results showed that employees in organizations
with an “optimized” maturity level (i.e., in the middle of our MM) were most satisfied
with their current work. For future work, we observed a stronger positive relationship
(i.e., the higher the maturity level, the more satisfied about the future).

Based on Project 2, most experts considered the DSR evaluation criteria higher than
average (i.e., circa 35%with “very agree” and 40%with “agree”). The experts’ priorities
were, from higher to lower: (1) IT use, (2) employee involvement, (3) task complexity,
(4) decision autonomy, and (5) task repetitiveness. The experts considered that themodel
would enhance once more details and measurements are developed in order to create a
more useful and efficient MM. This motivates us to continue with Project 3.

4 Conclusion and Future Steps

This doctoral consortium report has described three DSR-related iterations to gradually
build and test a MM for digital-oriented work practices, underpinned by the theory of
PPT. The findingswere first verified by a Systematic LiteratureReview (SLR) and proven
by a data analysis round in Project 1. In Project 2, we gathered extra validation by means
of an expert panel and case study round, which further enhanced the practical implica-
tions of our intended MM. In Project 3, we will develop a measurement instrument for
the MM and enrich this PPT association between the journey of digital-oriented work
practices and work satisfaction. In the end, the findings can be applied as a roadmap for
different organizations to determine a digitalization path for digital work.

Acknowledgments. This Ph.D. is organized byGhentUniversity (Belgium) under the supervision
of Prof. Dr. Amy Van Looy. I acknowledge the financial support of BOF, grant 01N14219.
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Abstract. Automated scriptless testing approaches use Action Selec-
tion Rules (ASR) to generate on-the-fly test sequences when testing a
software system. Currently, these rules are manually designed and imple-
mented. In this paper we present our research on how to automatically
create ASRs by evolving them using an evolutionary algorithm. Expected
results are an automated system for Evolutionary Scriptless Testing con-
taining a representation of ASRs, different fitness functions and manip-
ulation operators.

Keywords: Automated GUI testing · Scriptless testing · Evolutionary
testing

1 Introduction

TESTAR [1,2] implements a scriptless approach for automated testing at the
Graphical User Interface (GUI) level. It is based on agents that implement Action
Selection Rules (ASR). The underlying principle is very simple: generate test
sequences of (state, action)-pairs by starting up the System Under Test (SUT)
in its initial state, and continuously select an action to bring the SUT into
another state.

Selecting actions characterizes the fundamental challenge of intelligent sys-
tems, i.e. what to do next [15]. Currently, TESTAR offers a few default rules
for action selection. One of these rules, i.e. Random, has already shown to be a
valuable addition to the testing process in industrial contexts [3,4,12]. If a tester
wants to add new more sophisticated rules, these need to be manually designed
and implemented.

The hypothesis of this research is that we can automate the creation of effec-
tive new rules by evolving them using an Evolutionary Algorithm (EA). Using
EA on software engineering problems and reformulating them as optimisation
problems is known as Search-Based Software Engineering (SBSE). According to
Harman et al. [8], three things are needed for such a reformulation: a represen-
tation of individuals, a fitness function, and a set of manipulation operators.

In this paper, we briefly discuss SBSE for scriptless testing in Sect. 2. Section 3
explains the working process of the TESTAR tool. Section 4 describes the
research needed to obtain the three parts to use EA to automate the creation of
ASRs, and Sect. 6 presents the expected contributions. Finally, Sect. 6 presents
the plan for validation and evaluation.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. Guizzardi et al. (Eds.): RCIS 2022, LNBIP 446, pp. 779–785, 2022.
https://doi.org/10.1007/978-3-031-05760-1_55
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2 Related Work

Using EAs in software testing is not new, an extensive amount of literature exists
[9,10]. However, most existing work concentrates on test input data or sequence
generation. Evolving complete ASRs for scriptless testing, as we propose in this
work, is a new research direction that has some initial results that we will describe
in continuation.

The first work that defined a preliminary and simple representation and fit-
ness function is [5]. Subsequently, [6] presents results on using both in TESTAR,
showing an increase in test effectiveness. Then a more complex representation
is researched in [7] and [14]. After that [13] makes a first attempt to define
more complex fitness functions. However, the efficiency and effectiveness of the
complex representation and fitness functions have not yet been validated. The
research of this paper aims to do that by implementing the automatic creation
of effective ASRs through an Evolutionary Algorithm and validate them with a
corpus of fresh SUTs.

3 TESTAR

A test run with TESTAR works as follows (see Fig. 1): start the SUT, detect
the current state (i.e. all available control elements (widgets)) of the GUI, derive
all possible actions for these widgets, select one action using the current ASR,
execute that action, and observe the effects. This flow is repeated until a stop
criterion is met, e.g. when a previously defined sequence length has been reached
or a crash has been detected.

Start SUT Detect widgets (state) Derive actions

Select and
execute action

Observe effectsStop?

Continue?

Stop SUT
yes

no

yes

no

Fig. 1. Test sequence execution flow in TESTAR.

The default ASRs currently in TESTAR are Random (RND), Least Exe-
cuted Actions (LEA), Prioritize New Actions (PNA) and Unvisited Action First
(UAF).

State abstraction (StAb) is an important facet of scriptless GUI testing.
TESTAR has an implementation to calculate state identifiers based on hashes
over a selected set of widget attributes. This selected set defines the abstraction
level.
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if

v w if

x y z

condition then
terminal else

condition then
terminal

else
terminal

Fig. 2. The structure of an Action Selection Rule tree.

4 Towards Evolutionary Scriptless Testing

The goal of this research is to evolve new ASRs for TESTAR using EA. We will
call this Evolutionary Scriptless Testing (EST). As indicated, for this we need to
research three components such that we can formulate an optimisation problem
and use EA to solve the problem:

1. a representation of the individuals (i.e. the ASRs)
2. a fitness function
3. a set of manipulation operators

Subsequently, to solve the optimisation problem, the EA mimics evolution in
nature. It manages a population of individuals (candidate solutions) whereby the
most suitable individuals (as judged by the fitness function) survive to the next
generation. Every round the manipulation operators diversify the population
and replace the individuals that did not make the cut with new individuals.
This process is repeated until termination.

In the next subsections, we will describe the research that is needed for each
of these three components.

4.1 Representation: ASRs as Individuals

The EA variant used in this research is Genetic Programming (GP), which rep-
resents individuals as trees. This gives the ASRs an if-then-else-like structure, as
is shown in Fig. 2. Every set of children consists of 1 condition (a state predicate
over the state of the GUI) and 2 ASRs. The ASRs can be subtrees or terminals.
In [14] a first version of a context free grammar is presented for ASRs. Exam-
ples of conditions are ‘state has not changed’ and ‘number of actions available’
of a specified type. Examples of terminals are ‘random unexecuted action’ and
‘random drag action’. Towards our EST implementation this grammar will be
extended with more conditions and terminals.

Listing 1.1 shows a simple ASR example. It encodes the following strategy: if
there are any click actions available, pick one of the not executed actions among
those click actions. If not, randomly select an action that has been executed the
least number of times.
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IF ava i l ab l e−act ions−of−type c l i c k −ac t i on
THEN random−unexecuted−act ion−of−type c l i c k −ac t i on
ELSE random−l e a s t−executed−ac t i on

Listing 1.1. An example of an ASR.

Crossover Mutation

Selection Terminate?

Initialisation

results

start

Evaluation
no

yes

EA TESTAR instance

ASR StAb SUT

TESTAR

action

state

State DB Metricsdata
fitness metrics

state metrics
individuals

Fig. 3. The proposed evolutionary system

4.2 Fitness Function

A fitness function judges the performance of individuals (i.e. the ASRs) [8]. Only
the most suitable individuals are kept to form the basis for the next generation.
The fitness should be based on a suitable metric that leads to test effectiveness.
In [6,7,14] the used fitness was “the number of different (abstract) states visited
during testing”. In [13] other fitness functions have been defined that focus on
introducing “new actions” more often, achieving high “state model coverage” or
“code coverage”.

Whether these fitness functions lead to ASRs that do better testing is still
something that needs to be investigated on realistic SUTs. Defining the right
fitness function is not an easy task; the goal of testing is to find faults, but not
finding any is not necessarily a proof that the testing process was adequate.
Other challenges will be researched in this work towards ETS. For instance,
finding a suitable level of abstraction for states, which is an important issue
that can influence the fitness [15]. We need to find an equilibrium between the
necessary expressiveness of the states and the computational complexity [11].
Also, we need to research how we can include more metrics to judge fitness, and
whether these can be used in a multi-objective search.

Returning to the previous ASR example (Listing 1.1), let us say that this
ASR has been loaded into a TESTAR instance and used for a full run. The
resulting code coverage is 76% and it reached 54 states out of approximately
80 states total. The used fitness function weights the results of this ASR and
awards it a score of 37. All other ASRs have also received a score, with which the
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, crossover======⇒ , ,

p1 p2 p1 p2 child

mutation======⇒
m m

Fig. 4. The manipulation operators crossover and mutation for tree-structures.

Evolutionary Algorithm can judge which are more ‘fit’, and thus which ASRs to
keep.

4.3 Manipulation Operators: Crossover and Mutation

Manipulation operators (see Fig. 4) control how much the individuals (i.e. ASRs)
of the population change with every generation. The two operators crossover and
mutation determine the next generation of individuals.

Crossover. Two ASRs act as ‘parents’ and reproduce. Their child is randomly
assembled from copies of the components of their parents.

Mutation. Randomly apply a change to one node of a chosen individual, in
keeping with the constraints. This can change a condition or a terminal to
another component of the same type. Alternatively, the tree can gain or lose
a set of children at that position.

Typically, one or more applications of mutation follow the crossover phase.

5 Expected Contributions

In order to be able to execute EST with the resulting three components (indi-
viduals, fitness and operators) and validate our hypothesis we will develop an
evolutionary system to execute the tests.

The system will have 3 main components: the EA system, TESTAR and a
database. Figure 3 provides an high-level overview of the system.

After initialisation, the EA system will evaluate every ASR of the newly
generated population. This evaluation starts with TESTAR that uses the ASR
during a complete test run. During and after the run, TESTAR will collect state
data and metrics (e.g. percentage of code covered) and save this in a database.
Subsequently, the ASRs are evaluated using the fitness function and the collected
metrics. The results are fed back into the EA system and a new population
is built up from the old in the following steps (selection, crossover, mutation),



784 L. V. Hufkens

SUT1

SUT2

SUTn

Evolve

Evolve

Evolve

TESTAR1

TESTAR2

TESTARn

SUTs

EA
ASR1

ASR2

ASRn

Fig. 5. The setup for validating the evolved ASRs.

whereby the best performing individuals form the basis. Starting from the evalu-
ation step this process repeats. After a set number of generations the EA process
terminates.

As mentioned in Sect. 4, our contribution will be a suitable representation
definition, an updated fitness function, and our choice of manipulation operators.
For this we must define and collect suitable data for building fitness functions
and measuring test effectiveness.

6 Plan for Validation and Evaluation

To validate our approach we need to select SUTs and need to define a set of
metrics to measure test effectiveness (preferably these should not be exactly
the same as those used for the fitness function.) On one hand, we will select
(or create) a set of toy programs to use for initial exploratory experiments to
establish the groundwork for further research and validation with more complex
SUTs. On the other hand, we will select realistic open-source SUTs and closed-
source SUTs obtained from our IVVES1 project partners. These SUTs can be
web applications, desktop applications or mobile apps, since TESTAR can handle
all of them due to its plug-in architecture [15].

Figure 5 outlines the approach for validating the evolved ASRs. For every
SUT in the training corpus, the EA will have evolved an ASR to match. These
‘optimised’ ASRs are then each loaded into a TESTAR instance and tested on
all SUTs from the training corpus. Naturally, every ASR should perform well on
the SUT it was evolved on, but the results with other SUTs will indicate if it
also works well on similar SUTs.

As part of the evaluation, all ASRs (earlier results, new results, as well as
the current ones in TESTAR) will be tested on a validation corpus (a fresh set
of SUTs). This should prove whether the ASRs work well on a new SUT.

Acknowledgements. This work has been funded by the ITEA3 IVVES project, with
contract number 18022.
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Abstract. Extended Reality (XR) systems are complex applications
that have emerged in a wide variety of domains, such as computer games
and medical practice. Testing XR software is mainly done manually by
human testers, which implies a high cost in terms of time and money.
Current automated testing approaches for XR systems consist of rudi-
mentary capture and replay of scripts. However, this approach only works
for simple test scenarios. Moreover, it is well-known that the scripts break
easily each time the XR system is changed. There are research projects
aimed at using autonomous agents that will follow scripted instructions
to test XR functionalities. Nonetheless, using only scripted testing tech-
niques, it is difficult and expensive to tackle the challenges of testing XR
systems. This thesis is focus on the use of automated scriptless testing
for XR systems. This way we help to reduce part of the manual testing
effort and complement the scripted techniques.

Keywords: Scriptless testing · State model inference · Extended
reality

1 Introduction

XR systems have been on the rise in recent years to allow users to interact
with simulated environments. XR software systems have emerged in different
domains, ranging from medicine, for marketing purposes, to computer games
[19]. The latter sector accounts for about 50% of the Virtual Reality (VR) soft-
ware market. The complexity of the navigation and interaction in 3D spaces, the
increasing importance of user experience, the existence of randomness and non-
determinism in VR games, together with the agile development requirements of
the market [9], makes XR testing a challenging and critical task [10].

Nowadays, XR testing practice is mainly done manually. This implies high
costs in terms of time and money. The sector lacks automation processes, frame-
works, and tools [13]. Even though automated software testing has been signifi-
cantly researched to reduce the problems of manual testing (time, cost, etc.), for
instance, as shown for testing through the Graphical User Interface (GUI) [16],
the existing testing tools do not consider the complexity of testing XR systems.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. Guizzardi et al. (Eds.): RCIS 2022, LNBIP 446, pp. 786–794, 2022.
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Automated scripted testing is based on scripts that are manually crafted,
generated from models, or recorded with a tool to replay them later [15]. These
scripts contain the interactions that the automated tool must execute to val-
idate some functional requirements. However, the current automated testing
approaches for XR systems are often based on the rudimentary capture and
replay of scripts, which only works for simple test scenarios. Furthermore, the
scripts break easily when the XR system is changed.

In order to tackle the problems of applying automated scripted testing to
XR systems, the Intelligent Verification/Validation for Extended Reality Based
Systems (iv4XR, 2019–2022) project is developing a framework to allow the
observation of XR entities and the use of autonomous Functional Test Agents
(FTAs) to achieve testing goals [14]. These FTAs follow scripted tactics and
imply the need to manually create and maintain scripts.

Manually defining and maintaining scripts to cover all possible functional
System Under Test (SUT) dependencies would mean investing a lot of money
and time. Therefore, using only scripted techniques, it is difficult and expensive
to tackle the challenges of testing XR systems. To reduce the effort related to
test scripts, additional and complementary testing approaches are required.

Scriptless testing is an outstanding approach intended to automatically inter-
act and validate the software without the use of scripts. These tools automati-
cally explore and generate test sequences by selecting and executing the available
actions in the discovered states. The use of scriptless testing tools has proven
to be complementary to scripted tools for covering different parts of the SUT
and for detecting unexpected software failures [11]. Moreover, scriptless testing
can be beneficial to check offline oracles [7], to visualize model transitions and
changes between different versions of the same software [2], to automatically
generate test cases from the model [1], or to automatically apply regression test-
ing to detect changes [8]. Despite all these benefits, there is a lack of research to
apply the scriptless approach for XR environments.

The goal of this research is to evaluate the benefits of using scriptless testing
for two VR software systems. To do that, we select the scriptless open source
tool TESTAR [22]. TESTAR is an actively maintained tool that tests desktop,
web and mobile applications through the GUI. In this research, TESTAR must
be evolved to be an intelligent exploratory agent that tests XR environments.
Thus, we advocate that scriptless testing can help developers and testers at XR
companies by reducing manual effort and complementing scripted techniques.

The rest of this paper is structured as follows. Section 2 presents the related
work. Section 3 introduces the main characteristics of TESTAR. Section 4
exposes research challenges for XR systems. Section 5 presents the completion
plan for this thesis research, including the validation plan. Section 6 concludes.

2 Related Work

Testing XR systems is difficult. The development of XR systems differs from
traditional systems due to less clear requirements, high level of interactivity and
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increased realism, entities behavior dependent on the context, among others;
making testing a challenging work [17]. Testing XR systems is mainly performed
manually, because it is needed to deal with interfaces in 3D spaces, human behav-
ior is difficult to reproduce, and entities are highly dependent on the context.

Little research has been performed on automated testing of XR systems.
In [12], the difference in the evolution of the requirements between traditional
desktop, web or mobile software, and XR video game open source projects is
presented. This study shows that, as a XR video game project evolves, the
development effort is reduced from code functionality and focuses more on the
multimedia features. It also shows that testing objectives of XR systems evolve
differently than those of traditional software, and that malfunctions of XR sys-
tems are more related to the interface than the programming errors.

In [4], a script based approach for automated functional testing of XR sys-
tems is proposed. It offers a semi-formal language to describe the requirements
specification and then automates the generation of test cases using scene graph
concepts to represent the virtual environment. Although this proposal can be a
useful scripted approach, the effort to maintain the scripts is problematic.

The iv4XR project uses autonomous agents that follow declarative tactics
to test XR systems [14]. Artificial Intelligent (AI) techniques are applied to
have robustness tactic-based tests and reduce the maintenance effort [18]. MBT
is used to generate tactic-based test cases automatically [5]. However, manual
effort is still required if the XR testing needs to cover a high amount of system
paths, either to create tactic tests or to craft a model of an existing level.

The scriptless approach and the use of AI agents has not been thoroughly
investigated in terms of test effectiveness, efficiency and usefulness. Conse-
quently, the motivation of this work is to research the benefits of using the
scriptless tool TESTAR as an exploratory agent within the iv4XR project.

3 TESTAR Tool

TESTAR is a scriptless tool that, while testing, infers a state model that is
stored in an OrientDB graph database. TESTAR connects and interacts with
the SUT using an API to obtain the current state and execute actions. Windows
Automation and Java access bridge can be used for desktop applications, Sele-
nium WebDriver for web pages, and Appium for mobile applications. To be able
to connect and interact with XR systems, we use the open source iv4XR Java
software plugin that allows TESTAR to interact with two iv4XR use cases:
LabRecruits1 and Space Engineers (SE)2. LabRecruits is a VR open source
demo game and SE is an industrial VR game with millions of players.

The logical flow of TESTAR together with the integration of the iv4XR
plugin is shown in Fig. 1. The World Object Model (WOM) interface allows
TESTAR to observe the information of the virtual entities through a set of
properties such as the entity type, the position and the size. Thus, the XR state
1 https://github.com/iv4xr-project/labrecruits.
2 https://github.com/iv4xr-project/iv4xr-se-plugin.

https://github.com/iv4xr-project/labrecruits
https://github.com/iv4xr-project/iv4xr-se-plugin
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consists on the set of entities that exist in the observation range. Because the
type of entities and their properties are different depending on the virtual SUT,
TESTAR needs to define the XR state differently for LabRecruits and SE. For
example, SE entities contain properties that indicate the actual integrity and 3D
position of blocks, which is something that does not exist for LabRecruits game.

XR actions are the available interactions that TESTAR can execute in each
XR state. We derive two types of XR actions: basic commands and compound
tactics. A basic command action is the most basic event that TESTAR can
execute, e.g. move or rotate one step, equip a tool and start or stop using a tool.
However, due to the essence of XR systems, most of the time it is necessary to
execute a compound tactical action that contains several basic commands. For
example, to interact with a SE block entity TESTAR needs to rotate to aim
the block, move to reach the block, equip a tool and start using this tool.

Based on the available actions in a state s, TESTAR selects and executes
an action a and obtains a new state s′. The transition (s, a, s‘) is then stored
into the state model and TESTAR continues with state s‘. It generates test
sequences until the STOP condition is met. Thus, the state model is a knowledge
graph that contains information about the elements in the states, as well as the
executed and non-executed actions.

Fig. 1. TESTAR operational flow

During the integration of the iv4XR plugin, TESTAR was able to discover
two failures. In LabRecruits, we detected a hang exception when interacting with
a non-interactive entity. In SE, we discovered a plugin exception when TESTAR
took off his helmet and died while exploring SE system. For this reason, we expect
to use possible failures found by TESTAR as a measure of test effectiveness.

4 XR Research Challenges

To evaluate scriptless testing for XR systems, we work to solve four challenges
that are described in this section.
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When TESTAR interacts with desktop, web or mobile SUTs, most of the
GUI actions are based on mouse movements in the 2D screen followed by click,
drag or type events. However, for XR systems there is greater complexity when
executing actions. An XR action may require move and orientate TESTAR in
3D environments and deal with obstructive objects to reach the entities. There-
fore we have to research: 1. How to develop an action derivation mechanism to
perceive the environment and realize smart interaction movements.

TESTAR maintains two types of states in its model: concrete and abstract
states. Concrete states are created using all the properties of all the entities.
Abstract states creation can be customized by selecting which properties are used
for state abstraction. A suitable level of abstraction allows TESTAR to select
non-dynamic properties to create a traceable model avoiding a state explosion.
However, for XR systems, some properties, such as the position of the agent, are
important but too concrete to determine the XR state. Thus, we need to analyze:
2. How to define a suitable approach to abstract the area of the TESTAR agent.

For GUI applications, when TESTAR obtains the GUI state, the tool detects
the available widgets to interact with. However, for XR systems, the observation
about the reachable entities is restricted to the observation range and obstructive
objects. A basic movement can modify the observed entities and discover that
new entities can be reached by navigating to certain positions. Since TESTAR
does not contain such a complex navigation feature, we need to investigate: 3.
How to implement a feature that allows TESTAR to navigate the XR space and
remember how to reach the existing entities.

For XR systems we need a new definition of test oracles. Crash and hang
failures are generic oracles that, in principle, can be used for most XR systems.
However, other oracles intended to check the functionality of the XR interac-
tions or the correct visualization of virtual entities, can be specific and different
between XR systems. Thus, we need to analyze the test requirements for each
SUT and study: 4. How to adapt TESTAR oracles for XR systems.

5 Completion Plan

This thesis aims to improve four functionalities of TESTAR to tackle the chal-
lenges presented above. It is the first time presented in a doctoral consortium.

5.1 Smart Interaction Movements

TESTAR needs to be able to observe the environment, select an entity to inter-
act with, and perceive which virtual objects obstruct the movement to the entity.
For LabRecruits, TESTAR can use tactical actions, together with the automatic
NavMesh [21] map created by Unity to follow the NavMesh positions to reach
the desired entity. However, in other XR systems such as SE VR game, this
NavMesh map does not exist by default. We are working on creating a 2D as
well as 3D pathfinding (with jetpack) algorithm for SE. This constructs a sparse
grid on-the-fly as the agent moves around and avoids obstacles.
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5.2 XR State Abstraction

Current abstraction mechanisms are not feasible for some XR systems. In SE,
TESTAR movements change the observation range and, therefore, the SE blocks
of the XR state. This implies the constant creation of new abstract states in the
model. A possible solution for SE is to use the location area of TESTAR together
with the SE grid entities. One grid is a group of blocks that generally represents
a structure such as a spatial base. The exploration movements along these grids
will modify the observed blocks but not the grid structure.

5.3 Navigable State Model Layer

In XR systems, especially in virtual games, the user has the possibility to move
around the virtual world or a navigable area, in order to reach the interac-
tive entities. To determine which are the reachable entities, TESTAR needs to
explore the navigable areas and store the position of the discovered entities.

A navigable state has been implemented in the TESTAR state model.
Figure 2 shows an example of this feature with LabRecruits. TESTAR prioritizes
the exploratory movements to discover the reachable entities of the navigable
state. After fully exploring the navigable state, TESTAR selects an interactive
action not executed previously. Then, TESTAR starts a new exploration to be
able to map which interactive actions of the SUT connects the existing navigable
states.

Fig. 2. TESTAR navigable state transition

5.4 XR Test Oracles

Although there are generic oracles that can be applied to most systems to detect
crashes, hangs or exception messages, the definition of what a failure is and the
oracles to detect it, depends on each system. In the development of XR systems,
a lot of effort is dedicated to the visualization of virtual objects. Thus, the oracles
aiming to verify the correct visualization of these objects are of great interest in
the development processes of virtual systems.
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iv4XR project has a trained model that helps to verify the correct visu-
alization of SE blocks according to their integrity values. TESTAR is able to
detect the type and the integrity of the blocks using the iv4XR plugin and take
screenshots of the SE system using the Windows Accessibility API. Thus, we
aim to research the integration of the model in TESTAR to be used as a visual
oracle while TESTAR explores the virtual environment.

5.5 Validation Plan

LabRecruits and SE partners are interested in conducting this research and pub-
lishing the validation results. We will evaluate TESTAR effectiveness, efficiency,
and the usefulness of the test results. Let us look into each of these separately.

– RQ1: How does TESTAR improve test effectiveness of XR systems?

On non-XR systems, TESTAR test effectiveness can be measured by the
usual code coverage, GUI coverage and failures found. Although these are still
desired (two interesting system failures were already found during the TESTAR
integration), the usual metrics are not enough. This is because, for XR systems,
test effectiveness also depends on game-specific properties like the entities, the
interactions, the reality, the high level game objectives, the levels and the players.

Therefore, to answer RQ1, first we need to discuss with the product owners to
determine what they consider to be effective for their particular system. Then,
we need to execute a series of experiments to obtain and evaluate these metrics.

For LabRecruits, it is considered effective to test the transition coverage of
the buttons and doors at different levels. Also, because this system is developed
with Unity, it is possible to obtain code coverage metrics [20]. For SE, it is
considered effective to test the integrity and the visualization of the blocks when
using a tool to interact with it, or the correct use of materials to build blocks.

In this first PhD year, we expect to execute a series of experiments with
LabRecruits to measure how effective is TESTAR in terms of transition and
code coverage. Since LabRecruits can have different types of levels, and because
TESTAR always contains a certain level of randomness, we need to make sure
we obtain significant evidence. For this we will realize an empirical evaluation
and use for example the Bayesian statistical analysis [6]. Furthermore, for SE,
we need to research and determine which metrics to use to measure effectiveness.

For the second PhD year, we plan to conduct an industrial experiment with
SE. We expect to use TESTAR to explore SE and interact with different blocks
to validate properties such as integrity, and research the use of an image recogni-
tion model as an oracle to validate blocks visualization. Then, realize an empirical
evaluation by using the effectiveness metrics defined during this PhD year.

– RQ2: How useful are the test results of TESTAR?

TESTAR creates logs, HTML reports with screenshots, and the state model,
as test result artifacts. Logs and HTML reports are useful to visualize how a test
sequence was executed, especially if a failure has been found. The state model
is an artifact that can be useful for more purposes, as was stated in Sect. 1.
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One of the research topics of the iv4XR project is the use of a MBT tool
to generate button-interaction test cases. To use the MBT tool with an existing
LabRecruits level, it is necessary to manually craft the finite interaction model
before being able to generate test cases [5]. TESTAR navigable state model
contains the necessary information that the MBT tool needs to automatically
generate these test cases. For this reason, we expect to analyze the useful com-
plementarity of TESTAR and the MBT tool before the end of this PhD year.

– RQ3: How efficient is the TESTAR exploration process on XR systems?

Besides investigating effectiveness and usefulness of the TESTAR results,
we still need to research the third important property of testing: efficiency [3].

Because TESTAR does not test a specific set of actions but explores the
existing amount of available actions, it needs more time than scripted approaches
to reach significant effectiveness. For the third PhD year, we expect to research
the integration of a distributed framework that allows the execution of multiple
TESTAR instances that use the state model as a central knowledge database.

6 Conclusion

In this doctoral consortium paper we have presented the challenges for testing
XR systems, the research performed so far, the goal of our research, and the
completion activities and validation plan that will be carried on during the PhD.
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16. Rodŕıguez-Valdés, O., Vos, T.E.J., Aho, P., Maŕın, B.: 30 Years of automated GUI
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Abstract. Over the last few years, companies’ investment in new AI systems has
seen a strong and constant progression.However, except for theBigTech, the use of
AI is still marginal at this stage, and seems to spark cautiousness and apprehension.
A potential reason for this hesitation may be linked to a lack of trust related in
particular to the so-called black box AI technologies such as deep learning. This
is why our research objective is to explore the effects of explainability on trust
in these new AI-based digital systems with which the users can either interact or
directly accept its results in case of fully autonomous system. More precisely, in
the perspective of an industrialized use of AI, we would like to study the role of
explainability for stakeholders in the decision-making process as well as in value
creation.

Keywords: Artificial Intelligence · Explainability · Trust · Value creation ·
Decision making ·Machine learning

1 Introduction

Idealized or handled with apprehension [1, 2], companies see AI as a key investment for
its value creation potential [3]. This explains why between 2015 and 2020, all sectors
combined, investment in AI has seen increased by more than 500% reaching thereby
above 67 billion dollars [4]. And nothing to date suggests a downward trend in the
coming years. Estimated to be worth more than $300 billion by 2021, the global AI
market is growing rather exponentially [5]. Despite this craze, the large-scale use of
AI-based systems is still a minority in most companies [6]. This reveals that the use of
AI is still in its infancy and is becoming a strategic priority.

Nonetheless, beyond the technological challenge and the quest for cost reduction or
quality improvement, AI brings forth complex and unprecedented modalities of human-
machine interaction [7, 8]. Undoubtedly more than for any other digital system, the
trust that is required at the heart of this interaction is a crucial factor for the successful
large-scale integration of AI [9]. As a true pillar of trust, explainability manifests itself
as a promising tool in the construction of an AI-based organizational and digital device.

Our research work, started this year, is taking place in an IT department of the French
company La Poste Group where we will be involved in the management of AI during
the PhD research endeavor. By placing the concept of explainable AI at the heart of
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this study, we are interested in its impact on the decision-making and value creation
processes. This study is set to contribute to a better understanding of the role that AI
explainability can play as well as ways in which it can be taken into consideration.

2 The Problem

By promoting the development of decision support or prediction algorithms, AI systems
give access to a complexity that the user did not integrate until now in his work. However,
what appears to be an important technical advance is being challenged by the opacity
of recent AI techniques known as Machine Learning [10–12]. Indeed, the functioning
of these AI-based systems such as neural networks or Support Vector Machines (SVM)
are generally opaque and perplexing to both the data scientist and the end user. The said
opacity constitutes a major obstacle to the efficient use of AI systems [6, 9]. Technical
quality does not always guarantee usage or adoption, and human factors play a vital role
in this matter [13, 14].

Among the factors that drive adoption and value creation, trust is of utmost impor-
tance [9, 15]. In fact, Trust allows the user to act with confidence based on recom-
mendations from an automated and artificially intelligent decision support tool, even
in situations of uncertainty [16, 17]. That being said, one must also acknowledge the
fact that over confidence, i.e., trust without limit, can have harmful effects.

To foster a trusting relationship with new AI systems, explainability appears to be a
promising approach. Graphical representation is not always the most suitable medium to
facilitate explainability, and some forms may contribute more than others to accelerate
decision-making [18, 19].

While research in the area of Explainable AI (XAI) is growing [12, 20, 21], research
on its adoption and impact remains limited [9]. To date, no informed consensus has
emerged on this topic. Moreover, some researchers not only defend the idea that the
explainability requirement cannot be systematic, but they also question its usefulness
[22].

Thus, making the most opaque AI techniques more explainable is a challenge for
companies that want to gain the trust of their users to stay successful. In particular, we
focus on the issues related to selecting the most useful manner to convey the explanation,
and its potential impact and adoption by end-users at the individual and organizational
levels.

3 State of the Art

This questioning about the explainability of AI-based systems is not new and dates
back to the early 1970s [23]. If progress has been made to make AI models and their
results more understandable, there remain some shortcomings. These shortcomings are
accentuated today with the advent of Big Data [24] and ever more powerful machine
learning techniques. Thus, deep learning algorithms resemble black boxes, and once
again trigger the need for explainability. Faced with performance, legal, and ethical
requirements, companies see the explainability of AI as a way to acquire the confidence
necessary to grow their business. We are then witnessing a significant revival of interest
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in explainable AI that materializes in the academic literature starting in 2015 [21] and at
the end of 2017 with DARPA’s Explainable AI (XAI) project [25]. Explainable AI thus
sets an ambitious goal to make all algorithms as powerful as they are explainable.

In parallel to this, AI-based solution providers are starting to offer integrated func-
tionalities that offer explanations for each result computed by an AI [26]. We are also
witnessing a data scientist community that is very active on the subject and that is devel-
oping algorithms to try to meet this need for explainability [27]. Although companies
are at a stage where they have not yet acquired sufficient maturity on the use of AI, they
are well aware that explainable AI is a valuable asset.

To conclude, at this stage of our research, we have not yet found any research works
that addresses explicitly the impact and the adoption of AI explainability in a business
context similar to ours.

4 Research Objectives and Methodology

This research effort aims to explore the organizational and economic effects of new
AI-based digital systems in companies. The aim is to study more specifically the role
of explainability for stakeholders in the decision-making process and in the creation of
value. On the basis of empirical data, the goal is to gain a better understanding of ways
in which integration of explainability in the construction of a system (organizational
and technical) can ensure better performance. More precisely, the topic of this thesis is
articulated around four main questions:

1. How does the need for explainability materialize and position itself in the course of
an AI-based system implementation project?

2. Does the incorporation of mechanisms for interpreting and explaining the results
provided by AI-based organizational and digital devices contribute to an increase
in user confidence, and ultimately, to the adoption of these devices and to value
creation?

3. What forms and types of explanation are more likely to foster user confidence in
their decision-making process?

4. Are there moderating factors that interfere during the explainability process (e.g.,
age, gender, level of maturity in digital use, hierarchical position, etc.)?

To carry out this study, we chose a hybrid exploration that uses an abductive approach
in order to take into account empirical observations and theoretical knowledge [28–30].
The intervention in the field, within the framework of AI-based systems implementation
projects, allows us to study the process of taking into account the explainability in
its actual context [31]. With regard to this intervention context, which is favorable to
the interaction between research and practice, our ambition is to conduct controlled
experiments combined with a Design Science approach [32–34].
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5 Theoretical Background

We rely on three theoretical fields. First, management information system (MIS) theories
on the impact of IS, such as Delone and McLean’s theory [10, 11], and how information
quality in AI-based systems can be impacted by explainability.

Secondly, theories in organization sciences [35, 36] allow us to address the complex-
ity of decisional [37–39] and structural [40] dimensions. In particular, studies show that
AI has the capacity to influence decisions in companies [41]. This leads us to assume that
it contributes to the co-construction of meaning by interfering in the course of vertical
and horizontal interactions in the company.

Thirdly, the theoretical field of Knowledge Management on organizational learning
[42–45], and explainability as a contributor to the justification of the resulting informa-
tion. With the help of new learning technologies, such as deep learning, we assume that
AI plays a role in the production, dissemination and updating of knowledge.

6 Expected Tangible Results

For a supply chain topic, we are currently developing a proof of concept (POC) with
AI-based technology whose objective is twofold: to be a valuable tool both for decision
support and for material transportation expenses reducing. Currently, in order to ensure
the postal mail processing and distribution, material transportation management is daily
performed by La Poste teams according to a regional division of the territory. Based
on a daily transportation plan consisting of approximately 20,000 routes, each team is
responsible for identifying and choosing the best transportation methods (type of truck,
day, schedule, etc.) to meet the supply needs of materials. This supply process is charac-
terized by a strong expertise of the teams who have developed routines allowing them to
provide answers within three days. Identifying the best way to meet requests is handled
by each team after matching material requirements with routes that have sufficient car-
rying capacity. The AI algorithm is designed to predict the carrying capacities on all the
routes planned for D, D+ 1 and D+ 2.With this prediction, AI contributes to the supply
process by enabling this automated matching task every morning that the teams will be
in charge for validating. The confidence of the teams is essential for this validation step.
The explainable AI is a real challenge to obtain this trust and generate gains.

The outcomes expected by this POC will offer a better understanding of how the
company is impacted by the use ofAI. In a decision-making point of view,AI capabilities
interact with teams and their managers. The economic evaluation should indicate if these
decisions have a positive effect or not. So much information to analyze to feed our
research work. The two following decision-making process indicates the existing one
without AI (see Fig. 1) and this with AI as it is planned through the POC (see Fig. 2).
Here we have the opportunity to further analyze the impact of AI on decision-making
and value creation.

At this stage, the chosen way consists first in producing an analytical framework in
order to identify if a typology of explainability exists according to specificAI algorithms.
Furthermore, we assume that depending on the nature and the level of project require-
ments (performance, ethics, legal and regulatory…), the chosen AI algorithm will affect
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the explainability in a specific way. Such a framework could help us, for example on
specifying the expected formalism (visual representation, text…) and to evaluate how it
contributes to an increase in user confidence.

In terms of risk, we realize that La Poste Group is a large historical French company
evolving in a complex environment. Then, we are mindful of the risks inherent in such an
environment that could interfere with our work (access to sensitive data, organizational
or strategic changes…). Therefore, we will make a particular effort to better control the
threats to validity throughout our research.

Fig. 1. Existing decision-making process without AI used

Fig. 2. Decision-making process with AI as it is planned in the near future

7 Conclusion

This study aims to contribute to a better understanding of the role and impact of the
explainability of AI-based systems in decision-making and value creation processes
in companies. On the basis of initial evidence from field experience as well as from
scientific and professional literature, this study shows that the need for explainability is
likely to increase with regard to expected investments in the implementation of AI-based
digital systems.
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If explainability can play an important role in the confidence in these systems, we
have underlined the need to make this concept operative. It is in this sense that avenues
of reflection are proposed in order to identify different types of explainability with a
view to their articulation with another concept, that of interpretability. It would then
seem that the construction of new organizational and digital devices is to be imagined.
The creativity of organizations will be an essential asset to meet the challenge.
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Abstract. “Apicture isworthmore than a thousandwords”may be said of process
models, using the words of business and IT leaders. Business Process Model and
Notation (BPMN) is a de facto standard used for business process modelling that
helps flexible and responsive understanding, analysis and communication of busi-
ness processes and inter-organisational collaborations. Despite the importance,
there are significant gaps in providing empirically justified and systematic peda-
gogy in teaching process modelling. The research seeks to cover the gap through
the systematic literature review of the broader area of conceptual modelling, anal-
ysis of novicemodellers’ common errors and patterns, design of learning goals and
course design of process modelling and validating the result using experiments.

Keywords: Business process modelling · Process modelling education ·
BPMN · Course design · Formative assessment · e-learning

1 Context and Motivation

Conceptual modelling (thereon, CM for short) is the process and discipline of describing
aspects of the physical and social world via simplifying it through abstraction and con-
ceptualisation for understanding, communication and managing complexity (Mylopou-
los 1992; Buchmann et al. 2019). CM is broad and is used in areas such as software
engineering and business process management, and there are particular idiosyncratic
differences (Guarino et al. 2020). For example, there are many modelling languages
used for different purposes in enterprise modelling – an activity used to capture, repre-
sent and capitalise basic facts and knowledge about an enterprise(s) how it’s structured,
organised and operated. It’s contrary to, say, ISmodelling, where the purpose is to model
an IS, its functionalities, implementation and so on. BPMN (Business Process Model
and Notation) is a de facto industry standard for process modelling (thereon, PM for
short; Vernadat 2002; Linden and Proper 2014). PM is used to support strategic and
operational tasks in organisations, bridge the communication gaps between business
and IT and facilitate the engineering of information systems. Hence, it is essential to
deliver effective teaching of PM to business students (Dumas et al. 2018). Proficient PM
requires the translation of verbal descriptions and non-explicit requirements into formal
and visual diagrams of conceptual models and coping with ambiguity, versatility, open-
ended problems, making it a challenging activity for novices and experts alike (Claes
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R. Guizzardi et al. (Eds.): RCIS 2022, LNBIP 446, pp. 803–810, 2022.
https://doi.org/10.1007/978-3-031-05760-1_58

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-05760-1_58&domain=pdf
http://orcid.org/0000-0003-0344-4718
https://doi.org/10.1007/978-3-031-05760-1_58


804 I. Maslov

et al. 2017). To this task, usually, the pedagogy is not systematised, primarily based
on the teacher’s personal experience, while also imbalanced in terms of different levels
of remembering, understanding and applying the knowledge, with the eminent gaps in
scaffolding and overall evaluation of student’s knowledge, leading to a wide diversity of
pedagogy methods (Bogdanova and Snoeck 2017 and 2018a). Moreover, even though
the quality of process models may impact the outcome of business processes and high
demand is placed on the high-quality process models, the general quality of such models
is low in many cases. Assisting in training modellers may help improve process mod-
elling skills and subsequent process models (Claes et al. 2017). Furthermore, despite
the extant quality frameworks and studies about process model quality, which also focus
more on the syntactical rather than semantic quality metrics, there are currently no con-
crete frameworks applicable to effective teaching of process modelling (de Oca et al.
2015; Claes et al. 2017; De Meyer and Claes 2018). Out of 87 studies analysed by Avila
et al. (2020), only a third provide empirical evidence for process modelling guidelines,
warranting consistent definitions, empirical evidence and feedback about guidelines to
modellers. Given all that, researchers in CM and PM education call for better, more
systematic and effective approaches to deliver such education. It is also suggested that
CM education may not always corroborate between fields of application, e.g., process
modelling and ISmodelling (Buchmann et al. 2019; Rosenthal et al. 2019). This research
project will seek to systematically analyse findings from the CM education and apply
them in grounding research on PM education, as the latter is conceived partially as a
type of the former in the literature. The project will also seek to establish process quality
frameworks, which are specific to teaching PM. Optimal learning objectives and course
design qualities shall be designed using the framework, which are then to be validated
through the use of experiments and assignments, hence aiming towards promoting sci-
entifically rigorous theory within PM education discipline. Consequently, the sections
will introduce state of the art, research objectives and planned research methodology to
attain the objectives.

2 State of the Art

In this section, I shall briefly review the concepts relevant to the research project and
state of the art literature discussions. Figure 1 below summarises the research framework
of concepts and relationships relevant to the project. It is based on the preliminary results
from a systematic literature review and helps frame the research, even though it is still
work-in-progress and may not be considered as very precise, with further potential
to rethink the proposed conceptualization and abstraction of phenomena. Due to the
space limitations, the framework description will be briefly sketched using the evidence
examples from the literature, primarily via the explanation of Relationships (R) between
Concepts (C), which are numerically referenced.

There are multiple individual factors (C1) that have an impact on the learning out-
comes and constitute an important theme of learner differences (R10) (Lim and Morris
2009). For example, the learner’s working memory’s two functions (holding and pro-
cessing of information and ability to build new relations between elements) were found
to influence the process and hence, the model quality (R1, R6) (Martini et al. 2016).
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Intelligence is strongly correlated to the ability of individuals to learn and apply new
information and the structuredness and self-directedness of learning (R2) (Gottfredson
1997). The cognitive styles of people correlate with the way process models are con-
structed (R1) (Figl and Recker 2016). Personality and intrinsic students’ motivation to
learn are very reliable and highly important in determining the learning outcome and how
a student learns (R2, R10) (Zhou 2015). Academic discipline may affect how students
view the process of CM and understand the course content through their discipline lens
(R1, R2) (Buchmann et al. 2019). Educators are suggested to target individual learners’
motivation by suggesting learning application or how useful it would be to the learners
in the future. It is also recommended tomatch students’ knowledge level, learning needs,
cognitive style to the learning difficulty and variation in delivering instructions, hence
promoting (at least partially) individually personalized course design (R2, R5) (Lim and
Morris 2009; Cope and Kalantzis 2016).

Fig. 1. Proposed (work-in-progress) research framework.

In addition, there are relevant social and other contextual factors (C2). Even though
individual factors better predict motivation to study and learning outcomes, social factors
were found more frequent. Social factors can be conceptualised as social punishment
avoidance, social expectations by parents and teachers, material rewards and social
privileges. Hence, both the classroom social environment and broader socio-economic
environment significantly impact learning outcomes and are suggested to keep in mind
when viewing the educational system at large (R3, R9) (Marić and Sakač 2014). Per
se, collaborative CM in higher education may facilitate learning outcomes, mediate
the interaction between individual and social factors, and promote transformation and
reflection between various forms of knowledge (R4, R6) (Kosonen et al. 2010). In
collaborative PM within corporate settings, modellers may adapt their modelling style,
with stronger modellers being able to create both concrete and abstract models and focus
more on the comprehensibility of the models. In contrast, weaker modellers can create
only concrete models (R4, R6) (Wilmont 2020).

Recent research indicates the potential to adapt course design (C3) to deliver more
effective training of PM skills and achieve better learning outcomes (C6). Buchmann
et al. (2019) viewed the course design of teaching CM as a design problem and using
workshops while bearing in mind students’ individual factors (R3, R4). Claes et al.
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(2017) have developed a method that adapts to the student’s cognitive profile and trains
with the most fitting approach to model (R2, R5, R8). Bogdanova and Snoeck (2018b)
trained students’ CM through a Massive Open Online Course’s formative assessment
using a learning ontology that connects learning items, learning objectives and errors,
and such feedback is well-received by the students (R3, R5, R8). Sanchez-Ferreres et al.
(2020) developed an automated software, which allowed to make BPMN models and
automatically provide immediate feedback about quality issues in the model (R5, R8).
Software systems overall play an important part both in training and in future work
related to process modelling (R5,R8) (Dumas et al. 2018), as part of an e-learning trend,
which is using ICT to deliver information in training and education, often in the blended
learning context (R5, R6) (e.g., Lim and Morris 2009).

There are several frameworks to evaluate conceptual models’ qualities and guide-
lines to follow during process modelling to improve the quality (C4 and C5). Process
model quality frameworks (C4) may include 3QM (Lindland et al. 1994), Guidelines of
Modelling (Uthmann and Becker 1999), a taxonomy of quality components (Thalheim
2010). The qualities of conceptual models may be used to evaluate the errors made
during the teaching and learning process by the novice modellers (R6, R7) (Bogdanova
and Snoeck 2018). There are also PM guidelines used to improve the process of PM and
novice modellers’ skills (R5,R6), e.g., 7PMG is a set of seven process modelling heuris-
tic guidelines (Mendling et al. 2010). There are currently no directly applicable process
model quality frameworks and guidelines in the context of teaching novice modellers’
because the existing ones are too abstract to apply in the educational context (R7, R8)
(de Oca et al. 2015; De Meyer and Claes 2018; Avila et al. 2020).

3 Research Objectives and Methodology

The PhD research will be conducted for four years. In this work, the ultimate goal is
to create empirically validated learning goals, course design and modelling proficiency
assessment methods to provide effective and systematic PM education, thus extending
the theory of PM education. Since BPMN is an industry-standard and used by companies
(in and outside the IT sector), teaching BPMN and quantifying modelling quality and
modellers’ proficiency is thus also relevant for training programs within organisations.
Hence, the research project leans towards a pragmatic research philosophy and research
design methodology (e.g., Buchmann et al. 2019). The research stages within a research
design methodology may have to be iterative, following the four research objectives as
roughly the four stages: (1) to explore the problem, (2) to analyse the problem, (3) to
design the solution, (4) to validate the solution. The research will promote reproducible
research via research data management plans making collected data available online on
free repositories and following other ethical research guidelines (Arnold et al. 2019).
The research project will seek to achieve the research objectives (ROs) via the following
approaches and methodologies:

RO1. To explore the state of the art in the literature of teaching methods and student
behaviour in the field of conceptual and process modelling.

RO1 is to give research context to the PhD project, and will mainly be achieved by
answering theRQ: “How can the research findings fromCM education help to extend the
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research of process modelling education?” Given the early literature review findings,
there are some significant gaps in connecting research theories of CM education to
PM education, which may differ concerning educational context, students’ background,
intended use, etc. Covering the research gap can help promote the understanding of PM
education based on the findings inCMeducation. On this basis, the first paper is currently
in progress, aiming to answerRQ1.The review is based on the bibliometricmethods (e.g.,
see Zupic and Čater 2015) of analysing bibliographical data of 2000–2021 years with the
help of statisticalmethods,which is an uptrending technique facilitated by the availability
of powerful software and hardware. Bibliometrics promote research replicability and
facilitate easy analysis of the broader field of research through literature analysis. If
combined with qualitative content analysis, it further promotes in-depth analysis of
emerging themes and research topics. At later stages, the research will continue to
explore literature at need.

RO2. To analyse students’ novice modeller’s behaviour of process modelling, using
a dataset of BPMN models, focusing on typical types of errors (patterns).

RO2 does raise an important RQ: “Can we find error patterns and types that typi-
cally reflect novice modeller’s behavior and expose novices’s miscomprehension of PM
in particular?” Analysis of modeller’s behaviour will primarily deal with produced
process models and qualities (C5). The research project will deal with a previously
collected extensive dataset of students’ BPMN models. The dataset contains over 1000
BPMN models already. Data is collected from three campuses, three different teachers,
and three different programs across two universities in Belgium. Each academic year
new data can be added. Attaining RO2 will involve assessing the models via qualita-
tive manual analysis and potentially quantitative software-facilitated analysis. In such
a way, an empirically evidenced taxonomy of common novice modellers’ errors could
be constructed, like in Bogdanova and Snoeck (2018a). However, feedback and review
from the course teachers will be required. Such a qualitative approach to systematisation
of empirically-based taxonomies and categories is an inductive approach, which allows
building a theory of common errors in the learning of PM ground-up, which can later
be used for course design and be tested in experiments. The approach also follows the
ideas of the past research (e.g., 3QM) but aims to extend existing taxonomies with more
semantical metrics and guidelines. The analysis could be combined with the research
of process patterns (Fellmann et al. 2018), but in the context of education. The analysis
may be done also at the modelling process level (C4). For example, using eye-tracking
data from the way students interact with the process models could give insights into
cognitive styles of process modelling (Tallon et al. 2019). This can help move towards a
broader theory of PM education, with early attempts at hypothesizing different concepts
and relationships shown in Fig. 1.

RO3. To design and validate pedagogical approaches and theories (process pattern
learning, a taxonomy of errors, formative testing and (semi-)automated feedback) for
PM, through experiments, surveys, interviews and (formative) test results.

The final RO raises an important, pragmatically valuable RQ: “What scientifically
rigorous pedagogical approaches are most effective to training process modelling, and
among novice modellers in particular?”Designing systematic learning goals and course
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content (C3 and C6) of PM education may be accomplished using design methodol-
ogy (Buchmann et al. 2019). Within the research scope of this project, there already
exist some pedagogical solutions, suggesting some course design (e.g., see Bogdanova
and Snoeck 2018a). Past literature has already tried to analyse these solutions based
on the classical learning philosophies: behaviourism, constructivism, cognitivism (e.g.,
see Rosenthal 2019). This research project will seek to extend the existing literature,
developing PM-specific learning goals and course design. Notably, Cope and Kalantzis
(2016) have suggested moving the pedagogy from the traditional teacher-led, didac-
tic pedagogy towards more reflexive pedagogy, which is an adapted pedagogy with
effective use of digital media, not just the traditional pedagogy done over the Internet.
They suggested using seven affordances provided by the new e-learning technologies,
including recursive feedback throughout the learning, multimodal meaning of knowl-
edge, active knowledge-making by the students, collaborative learning, and personalised
learning. This theoretical framework may provide invaluable guidelines to frame the
design methodology. Furthermore, designing an adapted Bloom’s learning framework,
like Bogdanova and Snoeck (2019a), can help arrive at appropriate learning goals and
outcomes in education. For example, previously established error taxonomies and pat-
terns in the educational context can further improve PM pedagogy (Bogdanova and
Snoeck 2018a). Only recently, researchers started to systematise patterns of processes
(Fellmann et al. 2018), which is a potential to research the yet underexplored field of
pattern-based learning of process models. Designing and utilising formative assessment
IT systems can help with personalized teaching of CM in different areas, and in partic-
ular in PM, even though it is still an underexplored topic of research (Claes et al. 2017;
Bogdanova and Snoeck 2018b; Bogdanova and Snoeck 2019b; Sanchez-Ferreres et al.
2020). The potential is to replicate and extend the experiment in Bogdanova and Snoeck
(2018b), as they have constructed a MOOC and suggested improving the learning out-
comes via formative assessment in the course design methodology. IT and software are
thus an essential theme in the research project as a critical component. ICT is the main
mode through which conceptual models of all types are generally created in academia
and the workplace and ICT facilitate learning under an emerging e-learning paradigm.

Conducting experiments in the learning context is one of themost popular approaches
to validate learning goals and course design hypotheses. It is empirically evidenced, and
there is a lack of empirical studies in the research topic area (Avila et al. 2020). The
primary goal of the RO3 is to validate the hypotheses concerning the implementation
of the improved pedagogical approach (C3, C4 and C6). There are multiple ways to
validate the hypotheses through the experiments. Experiments could be based around
specific cognitive tasks involving certain experiment conditions with learning outcomes
as outcome variables while controlling for independent variables (Martini et al. 2016).
For example, Claes et al. (2017) suggested analysing the two student groups with and
without newmethod implementation to teach process modelling before and after admin-
istration, showing potential for their method. RO4 will seek to validate the designed
course instructions. Another approach to validation is to scrutinise learning outcomes
andmonitor their evolution. Equally, student’s learning progress can be analysed through
formative assessment and continuous feedback.
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4 Conclusions and Future Work

The topic of process modelling education is a complex phenomenon, drawing on knowl-
edge from different disciplines. The research project has a pragmatic orientation, with
the ultimate goal of moving towards an empirically validated effective PM education
pedagogical framework. To this objective, a research design methodology is a practical
approach. Within this methodology, there will be an emphasis on getting empirical data
and validating the hypotheses using experiments. The project has been focused on RO1
with the ongoing SLR insofar. The required data is available for RO2, and for RO3, there
are valuable frameworks to be used to design appropriated learning goals and contents,
such as ideas suggested byCope andKalantzis (2016) orBogdanova andSnoeck (2019a).
RO2 and RO3 will be achieved in parallel and iteratively. Several potential approaches
have been discussed, such as an experiment to analyse the impact of real-time process
model simulation on learning outcomes.
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Abstract. An important aspect of understanding written language is
recognising and understanding events described in a document. Each
event is usually associated with a specific time or time period when it
occurred. Humans naturally understand the time of each event based
on our common sense and the relations between the events, expressed
in the documents. In our work we will explore and implement a system
for automated extraction of temporal relations between the events in a
document as well as of additional attributes like date, time, duration
etc. for placing the events in time. Our system will use the extracted
information to build a graph representing the events seen in a document.
We will also combine the temporal knowledge over multiple documents
to build a global knowledge base that will serve as a collection of common
sense about the temporal aspect of common events, allowing the system
to use the gathered knowledge about the events to derive information
not explicitly expressed in the document.

Keywords: NLP · Knowledge graphs · Temporal relations ·
Information retrieval

1 Introduction

Computer understanding of written language is a crucial part of various applica-
tions. It enables the use of vast resources available in the unstructured text form,
as well as a more natural interaction between humans and computers. In order for
computers to understand natural language, they have to extract parts of the doc-
ument that are of interest and often also recognise the relations that hold between
those parts. One of the common ways for achieving this is entity and relation
extraction. The goal of this process is to recognize entities described in a docu-
ment and also recognise the relations between them. The relations extracted in
this way are then usually represented in the form of a knowledge graph. This is a
graph where entities are represented by vertices and the relations between them are
represented by edges. When trying to understand the content of a document, an
important aspect is the time and order of the events that are described. The process
of recognising temporal relations that hold between events described in a document

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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is often referred to as temporal relation extraction. The goal is to find the events in
a text document and recognise the temporal relations that hold between them. For
example, we want to recognise the sequence of events. In addition to the temporal
relations between the events, we would also like to extract additional attributes
about the time of the event. For example, the time when the event occurred and
its duration. These attributes can help us to gain a better understanding of how
the events transpired. Our goal is to (a) create and evaluate a neural network archi-
tecture for recognising relations between the events in a document and their tem-
poral features. The model will take advantage of a pretrained transformer-based
language model. Apart from the text document, the model will also use an exter-
nal source of common sense knowledge. This should help with the events where the
temporal relations or attributes are not expressed explicitly. (b) The general tem-
poral knowledge about the observed events will get stored in a global time-based
knowledge base. This knowledge will be used as an additional source of common
sense for extracting information about the following events. The entities stored
in the global knowledge base will be also linked to an existing knowledge base,
for example to Wikidata. This will make the knowledge base more useful to our
future projects and to other researchers. (c) The final component of our system
will combine the events and information about them, extracted from a document,
andpresent that in the formof a single time-centric knowledge graph.By represent-
ing the relations between events in a graph we will enable inference of document
level relations and the relations that are not expressed directly. This component
will also visualise the final graph showing the events and entities in a document.

2 Proposed End-to-End Architecture

The main goal of our research is to create a system for the automatic construc-
tion of knowledge graphs focused on events and their temporal attributes. The
temporal attributes like time, date and duration will help place the events at
specific points in time. The system will consist of multiple parts shown in Fig. 1.
In the first part, the document will get preprocessed and the events and entities
will get extracted. The preprocessing will be done using existing tools, while the
entity and event extraction will likely need some modifications from the existing
models. One option for the implementation of the event and entity extraction
model is to use the work done by Ro et al. [14], as they have built a model
for open relation extraction, which solves a similar problem. Another promis-
ing method for entity extraction is genre [3]. This method also performs entity
linking, which would be useful for later stages of the pipeline.

The second part of the system (number 1 in Fig. 1) will be responsible for
identifying relations between the events and the event temporal attributes. To
solve this task we will design a new neural model architecture. The model will
use the tokens, recognised events, and entities from the previous part. In addition
to that, the model will take advantage of additional common-sense knowledge
like (a) statistics about the common relations between the events [12], and (b)
the existing information about the events captured in a knowledge graph like the
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Fig. 1. Proposed system architecture. The parts shown in blue will be based on already
existing architectures, while the parts shown in red will be designed from scratch and
the parts in gray are external resources.

one presented in [6]. In order to take advantage of these external resources, the
extracted entities will need to be linked to the ones present in existing knowledge
graphs. We plan on implementing the extraction of multiple temporal features
using a multi-task learning approach where a part of the network will be shared
between the models for recognising each attribute. The relations and attributes
extracted in the second part will also be used to build and update a global
knowledge base (number 2 in Fig. 1) containing information about the common
events. The information captured in this global knowledge base will be also used
as a source of common sense for the following relation and attribute predictions.
By using entity linking it will also be possible to reference information captured
in an external knowledge base, like for example in Wikidata. In the third part
(number 3 in Fig. 1) the recognised relations and attributes are combined into a
single knowledge graph and visualised.

We present an example of the data after each step of the pipeline in Fig. 2.
The system starts with a sentence containing two events and three entities. These
get grouped into two groups containing an event and its corresponding entities
and one group containing the two events. After that, the system extracts event
attributes and relation between the events. Finally, the extracted information
gets combined into a time-based knowledge graph.

3 Research Questions

Research Question 1: Which temporal attributes are most relevant for lan-
guage understanding?

The goal of our research is to design a system that can automatically extract
temporal attributes about events described in a document. By extracting more
attributes we are increasing the amount of information that is captured in the
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Fig. 2. An example of the data after each processing step in our system.

final graph; however, we are also increasing the complexity of the task, which
will likely result in lower accuracy. Because of that, it is important to focus on
the attributes that will be most helpful for understanding the document. The
attributes that we will be recognising will be based on the ones described in the
time ontology in owl [8].

Research Question 2: Which additional knowledge is useful for recognising
temporal attributes of the events?

One of the advantages of our system for building a time-centric knowledge
base is that it takes advantage of external sources of common sense in order
to improve the quality of the extraction process. In our work, we will try using
multiple common sense resources and determine which provide the most benefit.

Research Question 3: To what extent can the temporal attributes be
extracted?

The main component of the system will be performing recognition of multiple
event attributes. In order for the final knowledge base to be useful, extracted
attributes have to be reliable enough. We will explore the quality of the attributes
that can be extracted when using unstructured documents as a source for our
pipeline.
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4 Related Work

The idea of building a knowledge graph containing events and their tempo-
ral features has already been somewhat explored. One example of an event-
based temporal knowledge graph was proposed by Gottschalk and Demidova [6].
They built a knowledge graph containing temporal information about historic
events. The knowledge graph was built by aggregating information from other
already existing knowledge graphs and semi-structured documents. This is a
major limitation since most of the information available is presented in the form
of unstructured documents. In order to take advantage of the information con-
tained in unstructured text documents, we can use temporal relation extraction.
In the area of temporal relation extraction, a number of approaches have already
been described and tested. Traditionally the researchers used a number of hand-
engineered features to predict the temporal relations between different events.
This approaches were the ones performing best in the i2b2 challenge [16] and
the clinical TempEval tasks [1,2]. In recent years the use of neural networks has
gained popularity as neural models provided better results than hand-engineered
features. One of the early approaches using neural networks for temporal relation
extraction has been proposed by Dligach et al. [5]. They compared the use of
LSTM and convolutional neural network architectures for extracting temporal
relations between medical events. In their tests, the convolutional network out-
performed the LSTM network. They also propose the use of specialized tokens
for marking the events in a sentence. Their work focused on data from the
medical domain. The use of neural networks for extracting temporal relations
between events has been further explored by Ning et al. [11]. They use an LSTM
network to extract temporal relations. They also use statistical features about
the common relations between two verbs. The use of static resource to aid tem-
poral relation extraction has been presented in their earlier work [12]. Since
some verb pairs might not be present in the precomputed list of frequencies,
they introduce the idea of encoding the triplets containing the two verbs and
a relation between them. The encoding is done in a way that allows them to
predict probabilities even for unseen triplets. That way they are able to improve
over the previous state of the art performance on the MATRES dataset. On the
other hand, Vashishtha et al. [17] aim to predict more precise temporal relations
between the events. They use the neural networks for fine-grained predictions
of temporal relations, where the aim is not only to detect coarse relations like
which event happened before the other, but also how long the events were, how
much time has passed between them and so on. Using their methods they are
able to generate timelines of events described in a pair of sentences. The time-
lines capture the event sequence as well as the relative duration of each event.
They also released their dataset to the public.

In recent years the use of large transformer-based language models [18] has
become very popular in the area of relation extraction. One of the most well-
known transformer-based models called Bidirectional Encoder Representations
from Transformers (BERT) was proposed by Devlin et al. [4]. The use of the
BERT model improved the results of many natural language tasks including the
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task of relation extraction. The use of BERT for relation extraction was explored
in the work by Ro et al. [14]. They use a multi-head attention network on top of a
BERT model to label the parts of the sentence corresponding to the entities and
their relations. This provides a way to achieve open information extraction. In
contrast with using a transformer model to label a sentence, recent approaches
for relation extraction seem to also focus on generative architectures that use an
approach similar to machine translation in order to translate a sentence into a set
of relation triplets. This approach was described by Han et al. [7] and by Zhang
et al. [19] Josifoski et al. [9] present a way to use a generative entity and relation
extraction in a way that limits the extracted relations to a set of relations that
we are interested in. This approach allows building highly structured knowledge
graphs that are more useful for most computer applications.

Since transformer based model architectures have shown large improvements
for the tasks of open and closed relation extraction, we can expect that they
would also achieve performance gain for the task of temporal relation extraction.
This idea has been researched by Lin et al. [10] as they used a neural network
architecture using a BERT pretrained language model for extracting the contains
relation in the medical domain. They use their model on the THYME corpus [15].
Zhang et al. [20] also develop a temporal relation extraction model based on
BERT, however, their model is not limited to a single domain as it is able to
predict the before, after, during and is included relations from the MATRES
corpus [13]. In our work, we would like to take this idea even further by not
only extracting the temporal relations but also multiple temporal attributes like
time, date, duration and similar, as well as recognising entities that participate
in the event. The extracted information will get combined into a single temporal
knowledge graph that will contain information about the entire document.

5 Data Construction

In our work, we plan on developing a neural network architecture capable of
extracting temporal relations between events. For training the model, we will
need enough labelled data. We will likely use a combination of existing datasets.
The first promising dataset is the fine-grained relation extraction dataset pub-
lished by Vashishtha et al. [17]. The dataset contains 91.000 event pairs that have
been manually placed on relative timelines. Another dataset commonly used for
temporal relation extraction is the MATRES dataset [13]. This dataset contains
documents with annotated events and time expressions as well as temporal rela-
tions between the events. The dataset only features the simple temporal relations
like before, after and simultaneous. Since our model is designed to solve multiple
tasks, we can use data from multiple similar datasets by simply training each
task on a separate dataset. We believe the existing datasets contain enough data
for training our model.
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6 Scientific Contributions

By researching the proposed topic we will make multiple scientific contributions.
The main contributions of our work are the following:

– An algorithm for temporal attribute and relation extraction using external
semantic resources (common sense knowledge and temporal knowledge base).

– A new architecture for end-to-end temporal data extraction.
– Temporal centric knowledge base along with visualisation techniques and

entity links to existing knowledge bases.

Additionally, there are also some smaller contributions, like the use of existing
architectures, designed for relation extraction on the task of event extraction.
Another smaller contribution is the exploration of external resources that can
be used to improve temporal information extraction.

7 Conclusion

In our work, we will design a system capable of automatically building a
temporal-centric knowledge graph from a document. The main part of the
research will be focused on the extraction of temporal attributes and relations
about the events. The process will take advantage of the external resources pro-
viding common sense as well as a global knowledge base that will get automati-
cally updated over time. The global temporal knowledge base that we will create
will be also available to other researchers to use in their projects or to enrich
the existing knowledge bases with temporal information. The code developed as
a part of our research will be published in a public repository, allowing anyone
to use our work in their future research. We also plan on publishing all models
that we will train to make our work more easily reproducible.

The automatic construction of event-centric temporal knowledge graphs
enables a variety of applications. For example, it could be used directly as a
technique for summarising a document by providing a series of events and their
corresponding entities. For instance, we could summarize a cooking recipe to
form a list of steps. Constructing such knowledge graphs could also be used as
an approach for classifying documents based on their contents.
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1 Tutorial Abstract

As digital information has come to underpin the majority of modern systems in almost
all domains (e.g. business, finance, government, education, health, third sector),
increasingly sophisticated cybersecurity attacks have become an unavoidable reality of
modern life. In the face of this, regulation and best practice are increasing moving from
simplistic security control tick-lists towards risk management frameworks (such as
recommended in the EU’s GDPR and NIS directive and described in standards such as
ISO 27005). Consequently, it is highly relevant for students, practitioners, and
researchers alike to understand risk management, systems modelling, attack paths, and
human interactions and risks in order to understand the central value and importance of
cybersecurity risk management in supporting trustworthiness in information systems.

As part of the H2020 CyberKit4SME project, this interactive, hands-on tutorial will
explore state-of-the-art approaches to trustworthy cybersecurity risk management that
is able to effectively and sufficiently account for the risks that humans introduce into
any information system [1]. After establishing the basic concepts around cybersecurity,
trustworthiness, system modelling, risk management and socio-technical theory, an
exploration of the importance and role of visualised attack paths in providing easily
understood risks, thereby ensuring intelligent risk management tools do not become
‘black boxes’ to their users, will be undertaken. Alongside this, how attack paths help
support human decision-making by pinpointing the most effective risk mitigation
strategies will be investigated. In addition, the tutorial will explore human interaction
flows and how they can combine with attack paths to empower comprehensive
cybersecurity risk assessments and help guide holistic mitigations. In the final part of
the tutorial, there will be an opportunity to get practical experience of modelling an
information system and identifying and mitigating the cybersecurity risks to it using
two tools: the System Security Modeller [2, 3] (University of Southampton) and the
Human and Organisational Risk Modelling framework (SINTEF) which is derived
from the Customer Journey Modelling Language [4, 5] (CJML).
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Learning Goals

By the end of the tutorial attendees will have a general understanding of risk management; of
what is meant by trustworthiness in cybersecurity system modelling and of the risk impact of
humans in information systems. A specific understanding of the role of visualised attack paths in
promoting trustworthiness and human choice in cybersecurity system modelling; of how to
conceptualise and model human interaction flows and of how attack paths and human interaction
flows interact when assessing cybersecurity risk and risk mitigation strategies will be imparted
along with experience using a system modeller and interaction flow charts to identify cyberse-
curity risk and risk mitigation strategies.

Presenters

Dr. Stephen C. Phillips, Principal Research Engineer, technical coordinator of the H2020
CyberKit4SME project, System Security Modeller product manager.
Dr. Gencer Erdogan, Research Scientist, technical lead H2020 CyberKit4SME, developer of
the Human and Organisational Risk Modelling framework.
Dr. Nic Fair, Research Engineer, digital education and learning expert, contributor to the System
Security Modeller.
Simeon Andersen Tverdal, Researcher, developer of Human and Organisational Risk Model-
ling framework.
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Tutorial Abstract

Every year more than 150 million people worldwide are affected by natural dis-
asters. As declared by the United Nations Office for the Coordination of Human-
itarian Affairs, “The first 72 h after a disaster are crucial; response must begin
during that time to save lives”. Social media has been demonstrated to be a
potential data source to provide actionable data just as a disaster happens and
develops, thus allowing emergency responders to better coordinate their activ-
ities. However, social media data also presents many challenges regarding data
quality and geolocation (i.e., the geographical location of a post). Over the years,
several technologies enabled the retrieval and processing of high volumes of data,
with artificial intelligence often employed as a replacement for human intelligence
for data classification tasks. Nevertheless, the need to deliver high-quality results
within a critical response time is still a major challenge.

In this tutorial, we will see how crowdsourcing assisted by artificial intelli-
gence can make a significant contribution, especially where critical thinking and
decision making are needed, in extracting valuable information from unconven-
tional data sources. The tutorial will introduce the basics for extracting and
analyzing information from social media, with a specific focus on retrieving
images in an emergency after a natural disaster. We will provide the basics
about social media crawling and analysis. A specific focus will be given to fine-
grained geolocalization of tweets and the combination of AI and crowdsourcing
to filter relevant images and confirm or improve geolocations, which are needed
to deliver high-quality information. Our experiences with social media analysis
(e.g., [5]), geolocalization (e.g., [1, 6]), and crowdsourcing (e.g., [2, 3]) obtained
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in a recently concluded H2020 project E2mC (Evolution of Emergency Coper-
nicus services) [4] and in the on-going H2020 project Crowd4SDG (Citizen Sci-
ence for Monitoring Climate Impacts and Achieving Climate Resilience, https://
crowd4sdg.eu) will be illustrated.

The objective of the tutorial is to provide an introduction and hands-on
experience in some of the tools available in the field of emergency information
systems. In particular, we focus on the tools that enable the search and anal-
ysis of social media posts, mainly on Twitter but also on other social media.
The analysis of posts includes approaches for selecting relevant images based
on image contents and text analysis techniques for information extraction. We
also show how we could leverage citizen scientists by setting up a crowdsourc-
ing environment, based on the PyBossa open-source platform (https://pybossa.
com), and we demonstrate how we evaluate the quality of crowdsourcing results.
We will also discuss the methods and processes for using such tools in a sudden
emergency to gather different types of information to support first responders
and decision makers.

The tutorial is intended for participants who represent organizations looking
for emergency data, who can benefit from collective intelligence, especially where
there is a data gap in their research using traditional data sources, but are
skeptical in reliability of this kind information; communities and agencies looking
for tools to analyze the data; individuals interested in learning about available
tools that can enrich and ensure reliability and usability of data obtained from
social media.
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1 Tutorial Abstract

More and more research on Information Science is based on the use of techniques
from machine learning (ML). Supervised machine learning, where ML models are
trained on labeled datasets, has been used for categorizing requirements [1, 7,
11], for information retrieval from large documents [3], or for data-driven risk
management [10]. Unsupervised machine learning, where ML models are trained
on unlabeled data to identify recurring patterns has been used to cluster user
feedback and requirements [6, 8]. Advances in ML have further enhanced the
possibilities to process large amounts of natural language text [2]. This enables
new areas for IS research such as user feedback mining [5], app store analyt-
ics [9], or crowd-based requirements engineering [4]. ML becomes so prevalent in
IS research because of the ever growing availability of data and the ease of using
ML algorithms out of the box based on frameworks and libraries. Although ML
algorithms are so approachable, researchers can still make a lot of methodolog-
ical mistakes that may invalidate a study or, if these flaws are not detected by
unaware reviewers, lead to invalid conclusions in published IS research papers.
The aim of this 90-min tutorial is to:

– provide an overview of ML techniques and their capabilities for IS research
– Describe the typical steps of an ML pipeline
– Make participants aware of best practices and the most common pitfalls when
applying ML for IS research

We will walk the audience through a typical ML pipeline and discuss pitfalls
and best practices in each step. We will focus on pitfalls prevalent to IS research
scenarios such as reliability of data labeled by humans, imbalanced data sets,
lack of baseline comparisons, lack of clear problem description, or lack of hyper-
parameter optimization. The tutorial is designed for researchers interested in
using ML techniques in their research with the goal to increase the quality and
reliability of IS research that uses ML techniques.
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