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Foreword

Human-computer interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, as well as having more impact on people’s everyday life, as an
ever-growing number of human activities are progressively moving from the physical to
the digital world. This process, which has been ongoing for some time now, has been
dramatically accelerated by the COVID-19 pandemic. The HCI International (HCII)
conference series, held yearly, aims to respond to the compelling need to advance the
exchange of knowledge and research and development efforts on the human aspects of
design and use of computing systems.

The 24th International Conference on Human-Computer Interaction, HCI
International 2022 (HCII 2022), was planned to be held at the Gothia Towers Hotel
and Swedish Exhibition & Congress Centre, Goteborg, Sweden, during June 26 to
July 1, 2022. Due to the COVID-19 pandemic and with everyone’s health and safety in
mind, HCII 2022 was organized and run as a virtual conference. It incorporated the 21
thematic areas and affiliated conferences listed on the following page.

A total of 5583 individuals from academia, research institutes, industry, and
governmental agencies from 88 countries submitted contributions, and 1276 papers
and 275 posters were included in the proceedings to appear just before the start of
the conference. The contributions thoroughly cover the entire field of human-computer
interaction, addressing major advances in knowledge and effective use of computers in
a variety of application areas. These papers provide academics, researchers, engineers,
scientists, practitioners, and students with state-of-the-art information on the most recent
advances in HCI. The volumes constituting the set of proceedings to appear before the
start of the conference are listed in the following pages.

The HCI International (HCII) conference also offers the option of ‘Late Breaking
Work” which applies both for papers and posters, and the corresponding volume(s) of
the proceedings will appear after the conference. Full papers will be included in the
‘HCII 2022 - Late Breaking Papers’ volumes of the proceedings to be published in
the Springer LNCS series, while ‘Poster Extended Abstracts’ will be included as short
research papers in the ‘HCII 2022 - Late Breaking Posters’ volumes to be published in
the Springer CCIS series.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution and
support towards the highest scientific quality and overall success of the HCI
International 2022 conference; they have helped in so many ways, including session
organization, paper reviewing (single-blind review process, with a minimum of two
reviews per submission) and, more generally, acting as goodwill ambassadors for the
HCII conference.



vi Foreword

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my
appreciation to Abbas Moallem, Communications Chair and Editor of HCI International
News.

June 2022 Constantine Stephanidis
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Preface

Computer games have grown developed to become beyond simple entertainment
activities. Researchers and practitioners have attempted to utilize games in many
innovative ways, such as educational games, therapeutic games, simulation games, and
gamification of utilitarian applications. Although a lot of attention has been given to
investigate the positive impact of games in recent years, prior research has only studied
isolated fragments of a game system. More research on games is needed to develop and
utilize games for the benefit of society.

At a high level, a game system has three basic elements: system input, process,
and system outcome. System input concerns the external factors impacting the game
system. It may include, but is not limited to, player personalities and motivations to play
games. The process is about game mechanism and play experience. System outcome
includes the effects of game play. There is no doubt that users are involved in all three
elements. Human Computer Interaction (HCI) plays a critical role in the study of
games. By examining player characteristics, interactions during game play, and
behavioral implications of game play, HCI professionals can help design and develop
better games for the society.

The 4th International Conference on HCI in Games (HCI-Games 2022), an
affiliated conference of the HCI International Conference, intends to help, promote
and encourage research in this field by providing a forum for interaction and exchanges
among researchers, academics, and practitioners in the fields of HCI and games. The
Conference addresses HCI principles, methods and tools for better games.

This year, researchers from around the world have contributed significant amounts
of work in multiple themes. Regarding system processes, the papers present research
about gameplay and game mechanics, a major constituent of the overall gaming
experience that needs to be carefully crafted. For system outcomes, studies about user
experience, player behavior, and gamified interactions have been conducted, shedding
light on how a game is perceived and experienced by its target users, the players.
Research has also expanded to a broad range of disciplines and application domains,
such as games in education and learning, serious games, as well as augmented and virtual
reality games.

One volume of the HCII 2022 proceedings is dedicated to this year’s edition of the
HCI-Games Conference and focuses on topics related to gameplay and game mechanics
design, user experience in games and gamified interactions, player behavior and games’
impact, games in education and learning, serious games, as well as augmented and virtual
reality games.

Papers of this volume are included for publication after a minimum of two single—
blind reviews from the members of the HCI-Games Program Board or, in some cases,
from members of the Program Boards of other affiliated conferences. I would like to
thank all of them for their invaluable contribution, support and efforts.

June 2022 Xiaowen Fang
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Movement Control Methods for Mobile
Devices: An Empirical Study
of Displacement Interfaces

Elias Bestard Lorigados®™ | I. Scott MacKenzie, and Melanie Baljko

York University, Toronto M3J 1P3, Canada
{elias39,mack,mb}@cse.yorku.ca

Abstract. We conducted a user study to compare four displacement
interfaces on mobile devices. An Android application was developed with
four displacement methods: Soft Joystick, up-down-right-left Buttons,
Tilt Sensors, and Dual Soft Joystick. The study involved 12 participants
using the four interfaces to control an object from a starting point to a
goal point in five trials having different paths. The time (s), number of
wall hits, efficiency (%), and out-of-path movement (%) per trial were
logged to compare the methods. There was a significant effect of Dis-
placement Method and Path on each dependent variable (p < .005). The
Button method had 95.5%, 90.4%, and 84.2% less out-of-path movement
than the Soft Joystick, Tilt Sensors, and Dual-Soft-Joystick methods,
respectively. Also, the number of times the object missed the path using
Buttons represented 10% of the total, followed by Dual-Soft-Joystick
with 20% of the total. Tilt Sensors was 2.8% faster than Buttons (sec-
ond fastest) in time per trial. Button reported the best numbers for
efficiency with 58.8% on average per trial being 12% more efficient than
Soft Joystick as the second best. In addition, there were statistical dif-
ferences in post hoc tests (p < .005) between Button, the best overall
method, and the remain interfaces on all dependent variables results. The
participants indicated Buttons as the most comfortable method overall
and Tilt Sensor as the best and most promising method.

Keywords: Displacement -+ Movement control - Joystick - Sensors -
Buttons - Up-down-right-left Buttons - Mobile user interface

1 Introduction

Mobile devices are broadly used by all generations in daily life. The use of these
gadgets varies depending on the needs, impediments, interests, and even pref-
erences of each person. Individuals who suffer from certain physical or social
impediments might use a cell phone, tablet, or any other specific interface to
facilitate their interaction with the external world in order and exploit the device
sensors for movement simulation. On the other hand, other individuals primarily
use these devices for entertainment, such as filling leisure time with activities

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
X. Fang (Ed.): HCII 2022, LNCS 13334, pp. 3-21, 2022.
https://doi.org/10.1007/978-3-031-05637-6_1
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like playing video games, where motion is present most of the time. Nowadays,
almost every person commonly interacts with and uses these devices for a com-
bination of the aforementioned purposes. Therefore, the study and development
of new user interfaces have become a necessity.

If we examine specific interfaces, we can focus on the displacement or move-
ment of an object from a starting point to a goal point. Examples include moving
a cursor, virtual ball, or playing card, as well as controlling virtual racing cars,
space ships, or other objects, including players, in games scenarios, such as shoot-
ing games, role-playing video games (RPG), sports games, etc. For the purpose
of this research, we refer to “displacement” as the movement of an object from a
starting point to another point. Displacement is commonly found in games, but
we aim to target all applications that use displacement in some way or another.

This study focuses specifically on an empirical comparison of displacement
from a starting point to a goal point in mobile devices. We aim to collect data
using different game-like interfaces to control an on-screen object’s motion and
use that information for a comparison of the interfaces with a set of participants.
We will examine which input method is better for movement control, which one
is easier or more intuitive for users, and if these input methods can be improved.
This comparison can help to enhance several areas of research and development of
mobile user interfaces, particularly for games. The results will help to determine
situations where one interface or another is preferable for users. Also, these data
will facilitate the selection of a preferred interface for future mobile application
development or game development.

1.1 Related Work

Plenty of work has been conducted in the area of displacement control interfaces.
Research progress is particularly evident in the use of joysticks, arrow buttons,
tilt sensors, and key pads on mobile computing devices for gaming. Examples
of these improvements were studied by Chu and Wong in evaluating partici-
pant experience on hard and soft keypads [3]. They found that the input device
directly affected the gaming experience, and offered a list of game genres best
suited to various input modalities.

Constantin and MacKenzie performed a user study examining tilt-control
to move an object in a maze [4]. They compared the control of a ball using
velocity-control and position-control. They found position-control 16% faster,
with similar accuracy compared to velocity-control. On the other hand, the par-
ticipants preferred velocity-control.

Medryk and MacKenzie compared gaming performance during gameplay
using tilt-control and touch-based input system [5]. They observed better results
using touch input during gameplay. On the other hand, participants preferred
tilt-control since it brought more challenges to the games. Similarly, Browne and
Anand conducted a study evaluating mobile interfaces specifically in video games
[2]. They performed a study with 36 participants using three interfaces, where
they had a combination of accelerometer sensors, buttons, and a touchscreen-
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based interface. The reported that users preferred sensors over joysticks and
buttons.

Other studies compared on-screen game-pad designs with sensor-controlled
designs for mobile devices on video games. Baldau et al. conducted a com-
parison of four game-pad controllers using traditional input methods [1]. They
specifically compared directional buttons, a directional pad, a floating joystick.
And tilt control and observed that directional buttons were the most precise for
direction-restricted navigation. Additionally, unintentional movements occurred
while using the joystick and the use of tilt was rejected for some tasks.

In addition, Teather and MacKenzie evaluated the tilt-control method on
mobile devices [6]. They investigated the performance of cursor control using
devices with built-in accelerometers, different levels of tilt gain, and two selec-
tion modes. This study reported a tilt gain range of 50-100 to obtain optimal
performance for movement time.

Similarly, Teather et al. proposed the use of tilt sensors coexisting with touch
control in mobile devices [8]. They used two soft joysticks to independently
control the moving and aiming in shooting games and included a standard dual
analog control scheme. They also tested two options using tilt control in lieu
of touch control for either movement or aiming, and a tilt-only control scheme.
Conclusively, they report that touch-based control offered the best performance
but tilt-based was a comparable interface.

Zhang et al. worked on an interface to control games based on different
sensors [9]. Their results in the games studied indicate better performance using
a joystick. However, participants still preferred using the sensors, which provided
more freedom controlling the movement.

Input using a tilt sensor has also shown good results in comparison with
touch-based interfaces in a study on motion sickness while gaming [7]. In the
cited study, motion sickness was commonly seen with users who spend many
hours gaming. This is an additional reason for testing the use of a tilt sensor
in the present study. All the cited studies support velocity-control using a tilt
sensor as an input method and stress the importance of studying the differences
between movement interfaces. They inspired us to examine traditional and novel
methods to control the movement of objects in mobile devices. Thus, the optimal
values for tilt gain obtained by Teather and MacKenzie [6] were relevant to
the development of our Android application. It was also found that directional
buttons and the use of joysticks are common in the literature.

2 Method

A user study was conducted to compare four different movement interfaces in
terms of performance differences and user preferences. Each participant com-
pleted five trials, each using a different path pattern, on the four different move-
ment interfaces (see apparatus section for a description of the interfaces).
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2.1 Participants

Twelve participants were selected to conduct the study and evaluation of the
experiment. They were divided into four groups to counterbalance learning
effects. Aiming to include variety, the study included daily smartphone users,
avid gamers, and those who do not tend to play video games. Ages ranged from
18 to 35 years, with most of the participants between 21-30 years old. Six of the
participants were male, six were female. The participants were selected from the
local university campus and received $25 compensation for their assistance.

2.2 Apparatus

The study was conducted on an LG G4 smart phone running the Android 8
operating system. The device had 5.5-in. display with a resolution of 1440 x
2560 pixels and 538 ppi density (Fig.1).

Fig. 1. Mobile device used in the user study, LG G4.

The software’ was developed on Android Studio (4.1.1) using Java as the
programming language for the main activities and XML for the graphical inter-

faces.
The application contains four interfaces for displacement control:

Soft Joystick, Fig. 2(a)

— Dual Soft Joystick, Fig. 2(b)
Up-down-right-left Buttons (Buttons), Fig. 2(c)
— Tilt Sensors.

Each interface controls the movement of an on-screen object differently. The
Soft Joystick and Tilt Sensors interfaces give a 360° of movement control of
the object while the Dual Soft Joystick and Buttons interfaces are limited to

! The software was developed using Demo_TiltBall as the starting point.
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moving an object up, down, left, right, and diagonally. The Tilt Sensors inter-
face uses the device’s built-in tilt sensor and the tilt of the device to control
the direction and speed of the object. Additionally, the Soft Joystick presents a
wide circle containing a smaller circle in the center as shown in Fig. 2(a). This
interface directs the object to where the smaller circle is positioned within the
larger circle. The speed of object movement is computed by the distance of the
smaller circle to the center of the joystick. Maximum speed is reached when the
smaller circle touches the circumference of the joystick. The Buttons interface is
maybe the most commonly seen interface for displacement control, see Fig. 2(c).
It functions simply by moving the object in the direction of the pressed button.
When pressing two buttons, such as right+up, movement is diagonal in the up-
right direction. Finally, the Dual Soft Joystick interface is composed of two Soft
Joysticks, as seen in Fig. 2(b). The left joystick moves the object up-down while
the right joystick moves the object left-right. Similarly to the Buttons inter-
face, when using both joysticks simultaneously, the object moves in a diagonal
direction.

(a) (b) (c)

Fig. 2. Displacement interfaces: (a) Soft Joystick, (b) Dual Soft Joystick control, (c)
Updown-right-left buttons.

The flow of the application is shown in Fig. 3. First, there was a setup state
where the user chose the movement method to use during the trials. Users were
asked to try the movement method using a test mode before starting the experi-
ment. This allowed them to become familiar with the input methods. When the
test ends the application returns to the setting state. This was followed by the
experimental state, where the users completed five movement patterns or paths
with each interface. Each path completed is consider a trial. See Fig.4. The
name of each path was given after its shape or directions they follow (N-North,
S-South, E-East, W-West).
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Fig. 3. Flow chart of the application showing how each state interacts with the next

- 1L (N )]
| = ? In
(b) (©)

(d) (e)

o=

(a)

Fig. 4. Paths used in the user study: (a) ESWSE, (b) Square, (¢) SENES, (d) Circle,
(e) Stairs.

The participants then completed a questionnaire about the comfort of the
displacement method after finishing with each input method. Lastly, data were
collected, and the users were then directed to either the setting state to choose
the next interface method to continue the experiment or to exit if they com-
pleted all interfaces. Each participant complete the five path trials with each
displacement method.

The experiment interface was presented in a View panel where the partici-
pants could see and control an object — a virtual ball. There was a starting point
(where the object originally starts), a path to follow, and a goal point. At the
bottom, there was a panel with the input method for controlling the movement.
Figure 5 shows a screenshot of the application layout during a demo run. The
task involved controlling the object by moving it from the starting point to a
goal point and returning to the starting point. The device vibrated each time
the object touched the path borders while the object is inside the path. When
the object completed the out-and-back movement, a sound was emitted and a
dialog appeared indicating the beginning of the next trial, which started after
the user pressed “OK”.

The timing of the trial began when the experiment state started and ended
when the object touched the goal point on its way back. The logged data for
each trial contained the method of displacement control, the time per trial, the
optimal time for each path, the number of times the ball hit the path wall, the
time the object was outside the path, the percentage of time the object was
outside the path, and a set of coordinates tracking the ball movement. Notably,



Movement Control Methods for Mobile Devices 9

—

Object “t ]

Path

q« Goal Point

Movement Panel

Soft Joystick

Fig. 5. Experiment state interface using Soft Joystick.

this percentage of time the object was outside the path was calculated by dividing
the time outside the path by the time to complete the path multiplied by 100.
The optimal path of each path is defined as the fastest time the object can
complete each path following a line in the middle of the path.

After the five trials were completed with a chosen displacement method,
the interface entered a questionnaire state where the participant indicated from
0 to 10 how comfortable they felt using the method, with 10 being the most
comfortable (Fig.6). The users saved their results and either went back to the
setup state to continue the experiment with another displacement interface or
exit the application. When they finished all interfaces, after closing the app, they
answer a set of questions about the procedure.

2.3 Procedure

For the procedure, we ensured each participant understood the purpose of the
experiment, what to do/expect, how long it would take for them to complete the
experiment and which group they belonged to (see design section for a descrip-
tion of each participant group). They were asked to do one practice test with
each interface so as feel comfortable with the displacement method. Participants
were assigned to a group (for counterbalancing) and started the experiment with
no breaks in between. When they finished the five trials on each input method,
they saved the data by clicking a save button and continued with the next
interface until they were done. After finishing all trials, participants indicated
which method they liked the most and which one they felt would become the
most practical after additional practice. The experiment took about 20 min per
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Questionarie

From 0 to 10, being 10 the most
confortable, how comfortable would you
describe the input method?

(— " 5

0 S 10

Fig. 6. Questionnaire state.

participant to use the four input methods. We did not allow trial repetitions or
incomplete experiments when performing the analysis. Figure 7 shows an exam-
ple of a participant performing the experiment using the Dual Soft Joystick
interface.

2.4 Design

The user study was a 4 x 5 within-subjects design with the following independent
variables and levels:

— Displacement method: Soft Joystick, Dual Soft Joystick, up-down-right-left
Buttons, Tilt Sensors
— Path: ESWSE, Square, SENES, Circle, Stairs.

In addition, we gathered subjective responses at the end with a questionnaire
asking participants to indicate from 0 to 10 how comfortable they found each
displacement method (higher scores better). Also, participants indicated their
preferred method and the method they felt would work best after sufficient
practice. The experiment took about 20 min per participant.

The dependent variables were time per trial (seconds), the number of wall
hits per trial, the efficiency of each trial (%) defined in Eq. 1, and the percentage
of out-of-path movement time for each trial (%).

OptimalTime

Ef ficiency = x 100 (1)

Laptime

Participants were divided into four groups to counterbalance the testing
order, thereby cancelling the learning effects using a balanced Latin square.
The first group used the input methods in the following order: Tilt Sensor, Soft
Joystick, Buttons, and Dual Soft Joystick. The second group used the order But-
tons, Tilt Sensor, Dual Soft Joystick, and Soft Joystick. The third group used
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Fig.7. A Participant performing the experiment using Dual Soft Joystick in path
ESWSE.

the interfaces in the reverse order of the first group, while the last one used them
in the reversed order of the second group. The total number of trials was 240 (=
12 participants x 4 displacement methods x 5 paths).

3 Result and Discussion

3.1 Time per Trial

The grand mean for time per trial was 26.0s. Most trials (81 out of 240) took
between 15.7 and 22.0s to complete when 11.1s was the optimal time average.
Then, the effects of displacement method and path were statistically significant
on the time per trial as expected, (F3 24 = 5.78,p < .005) and (Fy 32 = 20.57,p <
.0001) respectively. Additionally, the overall mean time for Tilt Sensor was 22.8s
having the fastest average of time per trial. The second fastest was reported by
Buttons with an average of 23.50s, followed by Soft Joystick with 26.3s, and
lastly Dual Soft Joysticks with 31.51s. Thus, Tilt Sensor was 2.8% faster than
Buttons and 27.5% faster than the slowest one. Figure9 shows the mean time
per trial (s) on each different displacement method.

It was observed that the time per trial on each path showed a similar behav-
ior with all four displacement methods. Buttons and Tilt Sensors were the two
fastest methods per path with the exception of the Circle path where the But-
tons and Dual Soft Joystick were slowest. This result was interesting since both
methods of movement control (Buttons and Dual Soft Joystick), as part of their
intrinsic characteristics, can only control the object in a specific direction (right,
left, up, down, and diagonals). Also, the circular shape of this path might affect
the time participants take using those two movement interfaces. On the other
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hand, Tilt Sensors and Soft Joystick can direct the object in any direction from
0 to 360°, making them easier to control the object in a circular path Fig.4(d).
Figure 8 shows the time per trial (s) of each different movement control interface
for each path.

A Bonferroni-Dunn post hoc test (p < .05) showed that Buttons-Dual Soft
Joystick and Dual Soft Joystick-Tilt Sensor comparisons were the only signif-
icantly different pairs in terms of the time per trial. In addition, the times of
ESWSE-Stair and Circle-Stair were the only two path pairs that differed signif-
icantly.

60
Buttons
50 Dual Soft Joystick
I Soft Joystick
@ 40 Tilt Sensor
=
i
£ 1 |
= |
& FoRh I I
2 | I
=20 :I: I I
= I I I
10
0
ESWSE Square SENES Circle Stair
Path

Fig. 8. Time to complete each trial (s) per displacement interface. Error bars show +1
SD.

Figure 9 shows trace examples of participant trials. Figure9(a) shows the
fastest time of all trials made in 9.37 s by participant 8 in the Stair path using
Soft Joystick. Figure 9(b) shows an average time of a trial by participant 8. It is
interesting to observe an example of the use of Dual Soft Joystick on the Circle
path. We can see that the control of the object become more complicated in
circular shaped paths taking more time for the participant to complete the path
and worsening the overall results. This example was completed in 23.9s with 10
wall hits and 1.46% out-of-path movement. On the other hand, Fig. 9(c) shows
the result of the same participant in the same path using Soft Joystick showing
a better result of time, 14.3s, 0% out-of-path movement, and smooth control of
the object.
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I

(a) (b) (c)

Fig. 9. Trace examples of a participant’s trials. (a) Trace of the fastest trial, (b) Trace
of trial in Circle path performed using Dual Soft Joystick, and (c¢) Trace showing a
trial in Circle performed using Soft Joystick.

3.2 Number of Wall Hits

The study consisted of 240 trials with 40 trials per displacement method. The
total number of times the object touched the wall (border of a path) was 701.
Only 67 of this number happened with Buttons, representing 10% of the total.
Dual Joystick reported 142 missed paths, which represents 20% of the total. Tilt
Sensors and Soft Joystick reported 31% and 39% of the times the object touched
the wall, 218 and 274 times respectively. See Fig. 10.

Number of Wall Hits per Trial. The grand mean number of wall hits per
trial was 2.92 while most trials (93 out of 240) had between 0-2 wall hits.
Analyzing the effects of the independent variables on number of wall hits,
both (Displacement Method, Path) were statistically significant as expected
(F324 = 19.4,p < .0001) and (Fy32 = 7.52,p < .0005) respectively. Buttons
had the best performance, only touching the borders with a mean of 1.12 times
per trial, and it is followed by Dual Soft Joystick with a mean of 2.37 times
per trial. On the other hand, Tilt Sensors and Soft Joystick reported 3.63 and
4.57 wall hit times per trial. Thus, Buttons performed 75.5% better than Soft
Joystick and 52.8% better than Dual Joystick as second best. See Fig. 11.

Over the five paths, it is interesting to point out that Buttons and Dual
Soft Joystick performed similarly again in the number of missed paths per trial.
Similarly, to time per trial, Buttons and Dual Soft Joysticks have a representative
peak of missed paths on trial number four, which has a circular shape, as already
mentioned. On the other hand, it is interesting how Tilt Sensor behaved over
the trials in average. This method steadily decreased its number of wall hits per
trial with a significant decrements in the Circle path and went up again as its
usual values in the Stair path. Soft Joystick performed poorly when analysing
each path separately. It decreased the wall hits for the middle paths but started
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Buttons
Dual Soft Joystick

Soft Joystick

Tilt Sensor

Fig. 10. The number of times the object missed the path as a percentage of the total.

6

Number of Wall Hits per Path

Buttons Dual Soft Joystick Soft Joystick Tilt Sensor

Displacement Method

Fig. 11. Mean of the number of wall hits by displacement method. Error bars show
+1 SE.

to increase at Circle path. Overall, both, Buttons and Dual Soft Joystick, show
improvements in the first three paths while Soft Joystick and Tilt Sensor perform
better in the middle path and worst in the first and last path. See Fig. 12.

After conducting a Bonferroni-Dunn post hoc test (p < .05) it was shown that
the pairs Buttons-Soft Joystick, Buttons-Tilt Sensor, and Dual Soft Joystick-
Soft Joystick comparisons were significantly different. Additionally, the wall hits
in the path pairs Square-Circle, Square-Stair, SENES-Circle, and SENES-Stair
were significantly different.
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Fig. 12. The number of wall hits per trial by displacement method. Error bars show
+1 SD.

3.3 Efficiency

When analysing the efficiency of all displacement methods Tilt Sensor was
removed because its results were not comparatively representative with the other
methods. The results show extreme values when comparing the time participant
took to complete the trials with respect to the possible optimal time for each
path. Finally, most results of Tilt Sensor when analysing the efficiency are almost
0%.

The grand mean for efficiency per trial was 51.0% with most trials (63 out
of 240) between 8% and 23% efficient. For both independent variables, displace-
ment method and path, the effect on efficiency was statistically significant with
(F3,24 = 88.3,p < .0001) and (Fy 32 = 53.2,p < .0001), respectively. The average
efficiency for Buttons was 58.8% which represents the best overall performance.
The second one was reported by Soft Joystick with 52.5%, followed by Dual
Soft Joystick with 43.9%. Thus, Buttons was 34% more effective than Dual Soft
Joystick and 12% more effective than Soft Joystick.

Figure 13 shows trace examples of participant trials. Figure 13(a) shows an
example of a trial with average efficiency performed by participant 4 using Soft
Joystick and obtaining 48.3% of effectiveness with two wall hits. In addition,
Fig. 13(b) shows the best efficiency obtained in the experiment by participant 9.
It is interesting to highlight that this trial broke the estimate of optimal time
of the Square path (16.5s) using Buttons in 15.3 s with no wall hits — a perfect
trial! Both had 0% out-of-path movement.
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Fig. 13. Trace example of the participants’ trials. (a) Example of an average efficiency
trial, (b) Trace of the trial with best efficiency.

It was observed that the efficiency on all four different methods was decreas-
ing overall. Soft Joystick seems to be more conservative about the effectiveness
and stayed balanced around 50% on each different path. On the other hand,
Dual Soft Joystick and Buttons showed similar results with their highest effi-
ciency numbers in path number two and then a constant decrease with their
lowest number in path number four. This also arguments that these two dis-
placement methods do not perform well with circular shapes. See Fig. 14.

When analysing each pair of displacement method with respect to their effi-
ciency conducting a Bonferroni-Dunn post hoc test it was found that the pairs
Buttons-Dual Soft Joystick, Buttons-Tilt Sensor, Dual Soft Joystick-Tilt Sensor,
and Soft Joystick-Tilt Sensor were significantly different between them. Similarly,
the pair of paths ESWSE-Circle, Square-Circle, Square-Stair, and SENES-Circle
were significantly different of each other. We can see how Circle path showed a
difference with respect of most paths which is an interesting result to further
study.
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Fig. 14. The efficiency per trial by displacement method. Error bars show +1 SD.

3.4 Percentage of Out-of-Path Movement Time

The grand mean of percentage of out-of-path movement time was 3.5% with the
great majority (188 out of 240 trials) between 0% and 4.9% of out-of-path move-
ment. The displacement method with best results in average was Buttons with
only 0.4% of out-of-path movement while Soft Joystick reported an average of
7.9%. Dual Soft Joystick and Tilt Sensor presented similar results with 2.2% and
3.7%. Thus, Buttons was the most accurate overall being 95.5% more accurate
than Soft Joystick (with the worst results) and 84.2% more accurate than Dual
Soft Joystick. See Fig. 15.

There is a notary difference between Buttons and Dual Joystick over the
five trials. After analyse the effects of displacement method and paths on the
percentage of out-of-path movement, both were statistically significant (F3 04 =
4.20,p < .05) and (Fy32 = 6.99,p < .0005) respectively. The first method had
an overall almost zero percent of out-of-path movement in all paths with zero in
ESWSE and Stair. On the other hand, Soft Joystick oscillated between percent-
ages above 10% and 3.7% as the lowest result in Square. The other two methods
have a similar tendency over the five paths, they start decreasing and reported
a spike in path number four and finished with a low percentage of out-of-path
movement. It is worth highlighting that Buttons and Dual Soft Joystick had 0%
average of out-of-path movement in two of the five paths for all trials. Figure 16
shows the overall percentages of out-of-path movement path on each trial.

When analysing each pair of displacement method with respect to their out-
of-path movement conducting a Bonferroni-Dunn post hoc test it was found that



18 E. Bestard Lorigados et al.

only Buttons-Soft Joystick were significantly different form each other. Similarly,
the pair of paths Square-Circle, Square-Stair, SENES-Circle, and SENES-Stair
were significantly different of each other.

|

Bquon Dual Soft Joystick Soft Joystick Tilt Sensor

Percentage of time out of Path
S

Displacement Method

Fig. 15. Out-of-path movement (%) by displacement method. Error bars show +1 SE.
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Fig. 16. Out-of-path movement (%) per trial by displacement method. Error bars show
+1 SD.
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Fig. 17. Subjective comfort by displacement method.

3.5 Questionnaire

Each participant was asked to complete a questionnaire after they completed the
five trials with each displacement method as well as they complete the experi-
ment. The questionnaire asked how comfortable the participants felt from 0 to 10
with each method used right after they finished the five trials with each method.
It also asked after the experiment ended which method they prefer and which
method they felt will become better to use after time with practice. The most
comfortable method was Buttons with a mean of 8.8 out of 10. It is followed by
Dual Soft Joystick and Tilt Sensor with a mean of 6.4 and 5.42, respectively.
Lastly, the least comfortable interface overall was Soft Joystick with a mean of
4.7 out of 10. See Fig. 17.

When analysing the preferences of each participant, Buttons and Tilt Sensor
were the ones most preferable with five votes each. Then, Tilt Sensor was vote
as the best method to used after time of practice followed by Buttons and Soft
Joystick with three votes each.

4 Conclusions

A user study was conducted comparing four interfaces that control the movement
of an object in mobile devices (Soft Joystick, Up-down-right-left Buttons, Tilt
Sensors, and Dual Soft Joystick). The study revealed that Tilt Sensors (fastest
time per trial method) was 2.8% faster than Buttons (the second fastest) in time
per trial. On the other hand, the Buttons method had the lowest number of wall
hits overall, outperforming Tilt Sensors as the third method with less wall hits.
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Additionally, the Buttons method had the best efficiency overall. These results
suggest that Buttons is a robust interface for movement control, having the best
favourable results in number of wall hits, efficiency, and out-of-path movement
while having the second-best results in time per trial.

Overall, participants gave a high comfort rating (>6) to Buttons and Dual
Soft Joystick, thus confirming the high results for Buttons. On the other hand,
the Buttons and Tilt Sensor were the most preferable even though Tilt Sensor
had a low comfort rating overall. Additionally, the Tilt Sensor was also voted
the best method to use after continued use. Even though users did not feel
highly comfortable with the Tilt Sensor overall, its results and expectations
with continued use highlight it as an strong method to exploit in games and
movement control interfaces.

The effects of the independent variables (Displacement Method and Path)
were statistically significant over all dependent variables while the groups for
counterbalancing had no effect (as desired) in the statistical analyses. Overall,
the Bonferroni-Dunn post hoc tests showed that the Buttons method is signifi-
cantly different from the other interfaces over all variables. This reinforces that
Buttons should be considered an irreplaceable option for displacement methods
in different environments.

The study also revealed interesting patterns for the displacement interfaces.
For example, Buttons and Dual Joystick performed similarly over all dependent
variables in different path shapes while they showed significant differences in
half of the dependent variables. This similarity is mostly seen as degraded per-
formance in the Circle path while the Soft Joystick and Tilt Sensors performed
consistently in all paths. These performance issues in the Circle path with respect
to movement-control with the Buttons and Dual Soft Joystick raise questions
regarding to their utility in different path shapes. Additionally, the post hoc
analyses showed that the results with the Circle path are significantly different
from the other paths in the study. This noteworthy observation could lead to
future changes in evaluation strategies. Future work could examine participant
performance on a greater variety of path shapes to determine which interface
is better for each path shape. Furthermore, future studies should include addi-
tional methods of displacement control, more complicated scenarios, and consider
a transition from 2D to 3D where a combination of different methods can bring
new perspectives and opportunities to the game-development industry.
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Abstract. The Co-operative Performance Metric (CPM) is the only existing tool
for evaluating co-located game play experiences but has not yet been extensively
studied. To observe how effectively the CPM captured co-located and co-operative
player behaviour, this study investigates the comprehensiveness of the CPM by
comparing a CPM analysis of co-located gameplay with a much more time-
consuming video ethnographic analysis. Five pairs of participants played the puz-
zle game Portal 2 for one hour, while their interactions were video recorded and
analysed. Results indicate that the CPM successfully captures many co-operative
behaviours relating to player experience, with some exceptions. The most impor-
tant missing components were the social effects; 1) prior experience playing the
game, and 2) whether players were friends. Thus, with some small modifications,
the CPM can function as a quick but comprehensive assessment of co-operative
player behaviour, social effects, and game genre.

Keywords: Co-located gameplay - Co-operative gameplay - Evaluating
co-operative game design - Mechanics - Dynamics and aesthetics - Video
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1 Introduction

Co-located play refers to two or more players occupying the same physical space while
playing a game together.We do not yet have well-validated instruments for measuring
and visualising the quality of co-located player experiences. One promising tool that
could achieve this is the Co-operative Performance Metric (CPM) [1]. The CPM is a
brief and easy to administer tool that allows game designers and researchers to describe
co-located player behaviour, and to link the frequency of different behaviours to features
of game design and player experience [1]. Game designers can use the tool to evaluate
whether their designs are promoting the intended player experiences, and to assess what
might need to be changed to create a desired player experience.

In the small number of studies where it has been used, the CPM has evidenced
both utility and construct validity. For example, in a pilot study for the development of
the CPM [1], the authors demonstrated that varying game designs were reliably scored
as distinct based on observed behaviours, indicating different experiences for player
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groups based on game design. Secondly, in a study of the platform game ‘Geome-
try Friends’ (2015), the CPM, and in particular, in the metric component ‘worked out
strategies’, reliably discriminated between varying extents of cooperative behaviours that
were influenced by how challenging level designs were and whether levels necessitated
cooperation to complete [2]. Emmerich & Masuch [3] utilised components within the
CPM components to detect discrete patterns of cooperative behaviour in a 2D platform
game, where interdependence was manipulated. Findings suggest that interdependent
game designs resulted in better communication and less frustration, and shared control
schemes increased frustration and lowered perceived competence and autonomy [3],
with each of the conditions being reflected in distinct CPM scores.

Beyond the mentioned studies, the CPM has not been extensively evaluated and
since the CPM is relatively brief and simple, it is possible that a CPM-based evaluation
of a game may miss a lot of the rich character of interpersonal interaction during co-
located and co-operative gameplay. Thus, this paper sets out to examine whether a
CPM analysis comprehensively captures data on interpersonal interaction. We do so by
comparing results of a CPM analysis with those derived from a much more detailed video
ethnography. Additionally, this research will comment on the strengths and limitations
of the CPM and suggest potential improvements.

2 Background

To better understand the factors impacting player behaviour/experience and the results
of both the CPM and video ethnographic analyses, the following section will review
literature on; 1) game design, 2) puzzle game design, 3) co-operative gameplay and
player experience, 4) social effects, 5) the Co-operative Performance Metric.

2.1 Game Design

Games are comprised of interaction patterns, wherein implemented game elements
produce intended in-game behaviours and experiences [4], and many scholars have
attempted to catalogue specific game elements to indicate the effects they have on player
behaviour. For example, games have been described in terms of design patterns [5],
narrative [6], skill scaffolding [7], design features [8] and lenses [9].

‘The Mechanics, Dynamics and Aesthetics (MDA) Framework’ [10] is useful for
analysing game design by ignoring distracting details, while still accounting for numer-
ous game elements that capture general player activity and player affect. The MDA
framework separates games into hierarchical elements constituting player experience
[10], breaking games down to 1) their core gameplay mechanics (the obstacles, objects,
abilities, rules and goals), 2) how they combine to form in-game dynamics/behaviours
and; 3) how together they shape aesthetics [or player experiences; see Fig. 1]. This
framework was utilised in this study to supplement the video ethnographic analysis with
compact descriptions of Portal 2 game design, and player behaviour/experience.
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Mechanice —* Dynamics =—* Aessthetics

Fig. 1. Game elements/mechanics culminate to impact player behaviour and experience [10].

2.2 Puzzle Game Design

Since Portal 2, a co-operative first-person puzzle game is examined in this study, it
is important to understand how puzzle game genre and related game designs impact
player behaviour. Previous research has analysed and documented common features
in the design of puzzles. lacovides et al. [11] suggest that puzzle games create their
unique player experience through presenting challenges that encourage problem solving
behaviours, such as breakdowns, breakthroughs, trial and error and hypothesizing. They
suggest that a ‘breakdown’ begins when a player does not know how to progress or
solve a puzzle. In attempting to surmount the obstacle, a player usually begins problem
solving, i.e. ‘trial and error,’ to see if anything of consequence occurs from actions taken,
‘hypothesizing’ a solution when players increase their understanding of game mechanics
which is followed by a ‘breakthrough’ once a new strategy is adopted and a problem is
solved [11].

Lundgren et al. [12] described 7 aesthetics as gameplay ideals (i.e. gameplay that
produces a type of player experience), 2 of which, camaraderie and emergence could
aid understanding of how co-operative puzzle games are experienced by players. Cama-
raderie refers to how players work together to achieve mutual goals while adopting a
shared perspective and emergence refers to consistent rules enable players to understand
and utilize to progress. Bergstrom et al. [13] expanded on the aesthetic of camaraderie
and associated co-operative gameplay dynamics such as: coordination, strategising,
playful mischief and ‘guilting’ (to stop certain activities) [13].

2.3 Co-operative Gameplay and Player Experience

Co-operative gameplay relies on game design patterns that establish how the game
elements cause intended co-operative interactions among players [14]. For example,
Beznosyk et al. [15] identified typical co-operative game mechanics in casual co-
operative games and identified them as either being ‘closely-coupled games’ or ‘loosely
coupled games’. Closely-coupled games’ relied on game mechanics such as limited
resources, complementary abilities and interaction with the same object, while ‘loosely
coupled games’ utilised shared puzzles that were solved individually, or shared goals
while acting independently to complete them. To illustrate the impact of co-operative
game design on player experience and interaction, Beznosyk et al. [15] compared several
player outcomes for closely and loosely coupled games which led to different reported
levels of enjoyment and in game behaviours [15].

Additionally, game design patterns impact how players communicate to accomplish
goals, as seen in previous work on co-operative first person shooters that found infor-
mation is often communicated within the virtual space itself using the in-game objects,
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and interface [i.e. visual pings highlighting a point of interest; [14, 16], or if players are
co-located, through bodily gesturing and pointing [14]. However, much of the commu-
nication was verbal (oftentimes with the use of tactical “call-outs” and was enhanced
through pinging locations [14, 17].

In our study, we anticipate that Portal 2 will adhere to a closely coupled game design,
with frequent verbal communication that makes use of pinging. Beyond game design, the
social context may change how a game is played. We refer to social contexts influencing
player experience/behavior as ‘social effects’.

2.4 Social Effects

Social effects refer to behavioural outcomes that are impacted by social contexts and are
an often-overlooked aspect of player experience frameworks [18]. Poels et al. [ 18] devel-
oped a broad categorization of player experience, that included ‘social presence’, which
comparatively, the CPM does not incorporate [1]. Additional considerations known to
impact player experience/behavior are the history the player has with the game, the atti-
tude of the player (casual or hard-core) and whether or not players are friends [19]. As
such whether pairs of players are friends or have previous experience playing the game
are considered in this study.

2.5 The Co-operative Performance Metric

Numerous techniques have been developed to evaluate ‘Game User Experience’ (GUX).
However, the Co-operative Performance Metric (CPM) is one of the only measures that
attempts to evaluate GUX by gauging co-located behaviour to evaluate co-operative
game designs by analysing recorded game sessions [1]. To create the CPM, Seif El-Nasr
et al. [1] conducted an analysis on the design of popular co-operative video games at
the time and based CPM components on the identified co-operative game designs and
co-operative designs identified by Rocha et al. [20] before them. The pilot study was
conducted utilizing the CPM and attempted to gauge the impact to cooperative game
designs had on player behavior from documented player responses. The CPM succeeded
in displaying divergent frequencies, means, and confidence intervals of observed player
behaviours between games, which enabled discussion about the influence of co-operative
game designs on behaviour [1].

Despite the merits in successfully delineating different player behaviours and experi-
ences as seen in previous studies [ 1-3], there are limitations in the pilot study [1]. Firstly,
in relying on broad co-operative design differences between game genres to illustrate
the utility of the metric, it is possible that the CPM loses data that is specific to game
genre, since genre influences game designs and player experience. Secondly, the study
inconsistently had 2 to 4 players per session, meaning social effects were not controlled
(i.e. certain behaviour/player experience outcomes that occur because of social effects).
Further indicating potential shortcomings in the metric was Emmerich & Masuch’s [3]
research which combined CPM with other metric components on social behaviours
which the CPM remits. In building from Seif El-Nasr et al.’s study [1], this research
will only examine one game (and game type) along with more fixed social contexts by
only having two people play together at one time. This study aims to: 1) evaluate the
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comprehensiveness of the CPM by comparing output to a video ethnographic analysis,
2) comment on the strengths and limitations of the CPM and, 3) suggest improvements
to the metric.

3 Methods

3.1 Participants

10 participants (9 men, 1 woman; M age = 23, SD = 4.1) were conveniently sampled
from a university and were recruited with in-class announcements, with the selection
criteria being that they played at least one hour of video games per week. Participants
were assigned into pairs using a random number generator. There were a total of 5 trials,
with each trial consisting of two participants. To assess social effects, participants’ were
identified as either having previous experience playing Portal 2 or not and each pair was
identified as either being friends or not (see Table 1).

Table 1. Descriptive characteristics of participant pairs in each trial.

Trials Categories of experience and friendship Genders

Trial 1 One experienced and one inexperienced participant | Two men

Who are friends

Trial 2 | Two inexperienced participants Two men

Who are not friends

Trial 3 Two inexperienced participants Two men

Who are friends

Trial 4 | Two inexperienced participants One man and one woman

Who are friends

Trial 5 Experienced and inexperienced participant Two men

Who are not friends

3.2 Portal 2

Portal 2 [21] is a first-person puzzle platformer game from Valve which supports co-
operative multiplayer. In co-operative mode, players inhabit the robots P-Body and Atlas
and embark to solve physics-based puzzles set as a series of obstacle courses.

3.3 Study Design

This experiment was set up in a quasi-natural environment. Two chairs were placed in
front of a desktop computer within a computer lab and individuals were seated and given
a joy pad to play Portal 2 for an hour within a computer lab, while their backs faced the
camera. Before recording, players were given 5 min to become familiar with the controls
and recording began at the start of the first co-operative level.
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3.4 The Co-operative Performance Metric

Recordings were first analysed using the CPM. The CPM is a tool to detect co-operative
game design impact on player experience by observing co-located behaviours that are
influenced by game designs [1].

These scored observed behaviours are: 1) Laughter and Excitement Together: when
players laugh simultaneously, express enjoyment or excitement at the same game event;
2) Worked Out Strategies: verbal expressions of plans and problem solving and navigat-
ing the game world together; 3) Helping: when players teach each other’s how to play,
use controls or save/rescue others and giving unreciprocated instruction on how to nav-
igate the world/obstacle; 4) Global Strategies: events where players take different roles
during gameplay that complement each other’s responsibilities and abilities; 5) Waited
for Each Other and; 6) Got in Each Other’s Way: events where one player leads and
the other lags behind, or when both players want to do different actions. An inter-rater
agreement was performed in El-Nasr et al.’s (2010) pilot study and kappa values were
produced; four of the CPM components had almost perfect agreements ranging from .84
(Helping) to .94 (Laughter and Excitement Together), and two of the CPM components
had substantial agreements ranging from .69 (Worked Out Strategies) to .71 (Waited for
Each Other) [22].

3.5 Video Ethnographic Analysis and the Supplementary MDA Analysis

There were two steps in the video ethnographic analysis; 1) an MDA analysis of the game
in order to produce a concise description of the game context with which our participants
were interacting, and 2) the analysis of players interacting with that game. The first author
(GG) conducted the MDA analysis by playing through the first hour of the game 4 times
with a friend, and writing out a formal MDA analysis after each playthrough. Gameplay
was described according to Hunicke et al.’s [10] hierarchical elements of mechanics,
dynamics and aesthetics which enabled the generation of descriptive patterns between
gameplay and behaviour without overwhelming data. The broad description of gameplay
was vital since there are currently no established methods for succinctly describing video
games in a video ethnographic analysis.

Video ethnography observes people and technology in complex environments, to
provide naturalistic (i.e. nonexperimental or quasi-experimental conditions) analyses of
work and Human Technology Interaction [23]. Since co-operative co-located game play
shares many characteristics as co-operative co-located work, this method was deemed
appropriate to gather nuanced data on how social contexts and the video game being
played impact behaviour. The use of recordings provides access to specific conduct, con-
versation, and participant engagement with technology, objects, and artefacts [24], which
provides insight into how contextual artefacts can shape behaviour, therein obtaining
nuanced findings to compare with the CPM results. This analysis broke down: conversa-
tion, actions, the context and time [see Fig. 2]. The video game dynamics and aesthetics
that were coded for in the MDA analysis were used in the video ethnographic analysis.
Game dynamics (reoccurring behaviours with game elements) were CAPITALISED and
game aesthetics were italicised.
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Both players EXPLORE, TRIAL & ERROR with mechanics and DISCOVER/
Action INVESTIGATE cause and effect.

The introduction of a new mechanics brings both players to INVESTIGATE what the
Context mechanics (buttons) do. Once they learn it is a timer, they quickly HYPOTHESIZE a

correct solution reasoning and emergence
Time 11:55-13:51

Fig. 2. Anexample of trial 3 from the video ethnographic analysis, to demonstrate how conversa-
tion, in-game action/behaviour, context, and time were each documented across a horizontal table
as they co-occur. The entireties of all trials were documented in this format.

3.6 Synthesizing Results

This mixed-methods analysis was designed to detect frequently occurring player dynam-
ics that are shaped by both game design and social effects leading to diverging aesthet-
ics/experiences in each of the paired participants. In order to synthesize results across
both analyses, we compare and consolidate results from the CPM and video ethnographic
analysis (which is facilitated with the MDA framework, see Fig. 3).

—*

Develop language for succintly describing Portal 2

Descriptive Analysis of scored observed behaviours J

Y .

Comparing output of both analyses, to guage the comprehensiveness of the CPM

Fig. 3. Blue signifies the analyses, green the output, and the orange, the synthesis of outputs.
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3.7 Ethics

Ethics was obtained from the School of Applied Psychology’s Ethics Committee
board on 18/02/2020. Once transcriptions were complete, the original video files had
been deleted and only the transcript files were kept on encrypted university servers.
Pseudonyms were given to participants to ensure anonymity in transcripts.

4 Results and Discussion

4.1 CPM Results

Video footage was scored by each individual pair according to the six CPM behavioural
metrics, as seen in Table 2.

Table 2. Scores, means and standard deviations of each metric component across all trials.

Laughter & | Worked Out | Helping | Global Waited for | Got in Each
Excitement | Strategies Strategies | Each Other | Other’s Way
together

Trial 1 |59 51 60 2 15 12

Trial2 | 15 108 40 1 1

Trial 3 |37 116 70 2 1

Trial 4 |28 80 63 2 2

Trial 5 |3 38 81 0 2 0

M 28.4 78.6 62.8 1.4 5.6 2.6

SD 15.0 34.2 232 0.5 59 53

The two highest scoring metrics are Worked Out Strategies (M = 78.6) and Helping
(62.8), both of which successfully capture frequently occurring dynamics elicited by the
game’s design. The metric Worked Out Strategies captured when players navigated the
world together or spoke aloud about it and how to solve a shared obstacle/puzzle. Helping
mostly occurred with players unreciprocated instruction about the correct sequence of
actions to take, which was particularly frequent if that player had prior experience of
playing Portal 2, as seen in Trial 1 and Trial 5 scoring the higher in Helping than in
Worked Out Strategies when pairing experienced players with inexperienced players.
While the CPM was very functional in identifying Worked Out Strategies and had a
very clear definition for it, the component of Helping was less clear in the original study
whether a single instruction or a string of instructions are scored differently on the metric
[1]. This analysis scored Helping with every conjunction used (e.g. Do X and then do Z
after Y would count as three scores).

Laughter and Excitement Together was most prominent among friends with one
player having experience of playing the game (Trial 1 scoring 59), as opposed to friends
without experience scoring (Trial 3 scoring 37, and Trial 4 scoring 28). It was much
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lower amongst those who weren’t friends (Trial 2 scoring 15) and was lowest among
strangers when one player had experience and the other did not (Trial 5 scoring 3).
These results indicated that behaviour was socially mediated, with both experience and
friendship status playing important roles.

Global Strategies refer to in-game mechanics wherein player roles and abilities com-
plement each other, and players strategize around that and scored low in this analysis
since the game gave players identical abilities. Waited for Each Other and Got in each
other’s scored lowly and highlighted the lack of ‘loss’ condition or skill requirement,
since problems could be overcome through instruction of a sequence of actions rather
than waiting on a player if the game demanded high skill execution.

4.2 MDA Analysis

The aesthetics identified in the MDA analysis are repeatedly referred to throughout video
ethnographic results, and described as a combination of behaviours/dynamics which are
CAPITAISED, while the aesthetics are italicised. These aesthetics are:

Camaraderie: How players achieve more working as a group than individually. Espe-
cially important in forming this experience are MUTUAL GOALS and a SHARED PER-
SPECTIVE, although somewhat abstract when observing this game alone, it becomes
more salient when considering research on ‘closely-coupled games’ or ‘loosely coupled
games’ based on their co-operative game design, with reliably different experiences
based on mechanics that require close team play, such as, INTERACTING WITH THE
SAME OBJECT (which occurs in Portal 2) compared to distant teamplay when solving
problems independently [15]. Given that Portal 2 is a ‘closely coupled game’, the Cama-
raderie experience is similar to the Co-operative Challenge, however there are loosely
co-operative puzzle games could score these differently if players have independent
goals when working apart.

Co-operative Challenge: The LIMITED RESOURCES (only one exit and entrance por-
tal per player) along with SIMULTANEOUS CHALLENGES ensures that both players
must understand their tasks. This encourages INTERACTION for player success as play-
ers must each perform the correct sequence of actions to solve puzzles (this is related
to Emergence as RULE CONSISTENCY is needed for communication and verbalized
HYPOTHESES to be meaningful). This meant players had to overcome the same obsta-
cles to reach the same goals through team strategy and interpersonal communication
with players providing feedback and information to one another.

Emergence: as an aesthetic ideal stresses the importance of simplicity and RULE
CONSISTENCY wherein players predict the consequences of actions and understand
cause and effect of mechanics. Emergence is made evident with players forming
HYPOTHESES and achieving BREAKTHROUGHS.

Fellowship: refers to social affiliative behaviours that are not goal orientated. This was
the least prominent aesthetic but did consistently result from participants reflecting on
shared game related experience during DOWNTIME or made comments unrelated to
the game and resisted the incorporeal and mocking Al named GLaDOS.
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Humour: refers to how game designs facilitate Humour (both GAME GENERATED,
and PLAYER GENERATED). Game generated humour referred to uncontrollable or
scripted game events that made players laugh (in this case, character designs and dialogue
from the AT GLaDOS), while player generated was more linked to player behaviour,
especially when players PLAYFULLY SABOTAGED one another, made MISTAKES
when LEARNING about new game mechanics or witnessed something unexpected or
RANDOM.

Reasoning: The game has consistent mechanics to navigate puzzles that use momen-
tum, gravity, objects, and portals. In order to LEARN these mechanics, a process of
EXPLORATION, ANALYSIS, TRIAL & ERROR and BREAKDOWN occurred until
eventually mechanics were UNDERSTOOD, and Emergence could occur.

4.3 Ethnographic Analysis of Each Trial

Video ethnographic results are presented with a short account of each trial and document
the behaviours that were impacted by social effects in this experiment.

Trial 1. Brendon and Carlos were friends and Brendon had previous experience playing
the game while Carlos did not. This opened up the possibility for Brendon to engage
in PLAYFUL MISCHIEF with prior knowledge of how to utilise the game mechanics.
Game design supported PLAYFUL MISCHIEF with a LACK OF PENALTY upon player
death and NO TIME PRESSURE, which resulted in the trial with the most Humour.
There was intermitted DISTRUST, but MUTUAL GOALS reinforced by game mechan-
ics that utilized LIMITED RESOURCES kept them playing co-operatively despite fre-
quent MISCHIEEF. It is also worth noting that Brendon never betrayed his co-player’s
trust excessively and did not subvert the lusory attitude. At times, Carlos’ playfully
GUILTED, Brendan for his PLAYFUL SABOTAGE [laughing] “What the hell man!”.
Brendan’s previous experience also negated a lot of EXPLORATION, DISCOVERY,
TRIAL & ERROR, HPYOTHESISING and BREAKDOWN and BREAKTHROUGHS
since he was already familiar with the game, thereby changing Carlos’s experience of the
game through a lot of INSTRUCTION, as evident with the frequent series of directions
given by Brendon “Now right hit the thing”, resulting in less LEARNING and UNDER-
STANDING (less Reasoning and Emergence) compared to other trials. DOWNTIME,
like other trials led to REFLECTION on performance, but since they were friends,
they also JOKED about the MISCHIEF during the level which increased Fellowship.
This trial had higher levels of Humour and Fellowship and moderate Camaraderie,
Co-operative Challenge, Emergence and, Reasoning. The one-sided INSTRUCTION
lowered the experience of Co-operative Challenge, Emergence, and Reasoning.

Trial 2. Stephan and Tim were strangers and both were inexperienced at Portal 2.
Being strangers impacted how the game was played, with both players strictly try-
ing to solve puzzles. As every new puzzle began, they EXPLORED, ANALYZED, set
about TRIAL & ERROR and HYPOTHESIZED before achieving the correct sequence
of actions. They LEARNED the mechanics as the game intended through puzzles slowly
increasing in difficulty. DOWNTIME featured silence or comments on game quality or
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comments in response to the Al. The response to the Al encouraged some Fellowship in
resisting the AI’s attempts to, as Tim put it “¢o pif us” against each other, and facilitated
humourous interactions between the two “watch by the end of the hour we’ll be killing
each other. [Laughing]”. In this trial, the game is functional but other aspects of game
dynamics are not present due to the social context, such as the opportunity for playful
sabotage since both players are strangers and inexperienced to the game which kept
the lusory attitude related to in-game goals [13]. Here the aesthetic experiences were
high in Camaraderie, Co-operative Challenge, Emergence, and Reasoning, moderate in
Fellowship, and low in Humour.

Trial 3. George and Michael were both friends and new to the game. Almost every
puzzle involved EXPLORATION, ANALYSIS, TRIAL & ERROR, HYPOTHESIS,
LEARNING, TEAM STRATEGY IDENTIFACTION and MUTUAL GOALS. The pro-
cess of co-operatively solving problems and using newly introduced game mechanics
contributed to an experience of Camaraderie, Co-operative Challenge, Reasoning, and
Emergence. Humour and Fellowship were facilitated by their friendship which enabled
a more light-hearted play through with self-deprecating jokes during DOWNTIME, and
some MISCHIEF. However, there was less Humour when compared to the first trial,
since in that trial, one player had prior experience and engaged in a lot more MISCHIEF
due to his familiarity with game mechanics, suggesting an interaction between the effect
of ‘experience’ and ‘friendship’ and game design.

Trial 4. Ryan and Sinead were both friends without previous experience of playing
Portal 2. This was a similar social context to trial 3 with George and Michael and
resulted in similar behavioural outcomes. Their friendship enabled a more light-hearted
play through with exaggerated resistance to GLaDOS during DOWNTIME, achieving
both Fellowship and Humour, “They’re trying to break down our teamwork. Don’t listen
to her [GLaDOS][Both laughing]”.

Trial 5. Sean and Brian were both strangers and Brian was new to the game while
Sean had previous experience. This resulted in moments when Sean would knowingly
progress or instruct Brian, while Brian did not get the opportunity to UNDERSTAND
game mechanics “I have no idea what is going on”. Many of Sean’s attempts to converse
were not reciprocated resulting in a lot of silences or one-sided laughter (which does not
score on the CPM as a ‘laughter’ event) [1]. It is very plausible that the game experience
of Camaraderie, Co-operative Challenge, Emergence, and Reasoning was disrupted due
to Sean’s history of playing Portal 2 which contributed to his excessive INSTRUCTION.
Furthermore, they did not have a base to socially relate on since they were not friends
which reduced experiences of Humour and Fellowship. As the game progressed and
Brian got more experience and was able to help Sean during a BREAKDOWN and
began ANALYZING and HYPOTHESIZING more; resulting in a slightly more engaged
co-operative experience as the experience gap was lessened.

4.4 The Impact of Social Effects

The social factors in this analysis were explored in the video ethnographic analysis and
summarised in Fig. 4 below.
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Social facilitators to gameplay experience

Trials Social Effect Game Degrees of Experience

Trial 1 ccl 't B B 'R
Trial 2 EE - BE
Trial 3 N s
Trial 4 B Y

(2]

Trial 5 .C .--.

Key: High [l Medium | Low [l

Fig. 4. The social factors incorporated in this analysis were EXP/INEXP (Experi-
enced/Inexperienced) and FR/NFR (Friends/Not Friends) which seemed to have impacted how par-
ticipants engaged with the game and therein, the six types of aesthetics and associated behaviours
detected in the MDA analysis. These aesthetics are: Camaraderie (CA), Co-operative Challenge
(CC), Emergence (E), Fellowship (F), Humour (H), and Reasoning (R). The interpretation of
‘high’, ‘moderate’ and ‘low’ degrees of experience was subjectively judged, based on the video
ethnographic analysis.

4.5 Comparing the CPM and Video Ethnographic Results

This section compares and synthesizes both CPM and video ethnographic findings, then
identifies the strengths and weaknesses of the CPM in detecting co-located behavioural
data relating to player experience and co-operative game design. As such, this section
discusses what the CPM detected and what puzzle specific behaviours were missing in
the CPM. We recommend referring to Fig. 5 to visually consolidate this synthesis as we
describe how CPM scores relate to gameplay behaviours/aesthetics.

The CPM component Helping detected dynamics revolving around unreciprocated
INSTRUCTION about gameplay mechanics or controls, and was associated with Co-
operative Challenge, while Worked Out Strategies detected dynamics surrounding
EXPLORATION, MUTUAL GOALS, SHARED PERSPECTIVES, TEAM STRAT-
EGY IDENTIFICATION and SIMULTANEOUS CHALLENGES and was tied to feel-
ings of Camaraderie and Co-operative Challenge. The CPM component Worked Out
Strategies successfully detects dynamics relating to the aesthetic of Camaraderie that
resultsina ‘closely coupled game’, relying on dynamics like VIRTUAL CO-PRESENCE
(as opposed to not occupying the same virtual space), MUTUAL GOALS and SHARED
LEARNING [12]. CPM scores that were high in Worked Out Strategies and low in
Helping were associated with numerous experiences of Camaraderie and Co-operative
Challenge (trials 2, 3 and 4) whereas those scoring high on Helping but low on Worked
Out Strategies were associated with high Co-operative Challenge but low Camaraderie,
indicating a less fun experience (trial land trial 5). The video ethnographic analyses
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Trials Social Effect CPM scores Degrees of Experience

M1 M2 M3 M4 M5 M6
Trial 1 —>

59 51 60 2 15 12 CA {oo] E F H R
Trial 2 P 15108 40 1 1 0 e B B . R
Trial 3 - 37 116 70 2 1 0 5 B 0 BB
Trial 4 > 2 80 63 2 2 1 N B B B s
Trial 5 - 3 388 0 2 0 . cc . . . .

Fig. 5. CPM items: M1 = Laughter & Excitement, M2 = Worked Out Strategies, M3 = Helping,
M4 = Global Strategies, M5 = Waited for Each Other and M6 = Got in each other’s way.

suggests these divergent results manifested due to previous experience playing the game
(social effects) wherein the SHARED EXPERIENCE of LEARNING game mechan-
ics is restricted due to excessive INSTRUCTION, and resulted in lower Camaraderie,
Co-operative Challenge, Emergence, and Reasoning (trial 1 and 5). Zabal et al. [25]
noted a cooperative game degenerates into a single player game when one player begins
performing or directing all the games’ actions and consequently becomes boring; these
results suggest gaps in player experience with a game could exaggerate this tendency in
co-operative games.

The component Laughter and Excitement Together captures the several dynamics
that shaped player behaviour to encourage Humour, which were GAME GENERATED
HUMOUR (often through refuting or enjoying the snarky Al, GLaDOS and humorous
avatar design and animations) or PLAYER GENERATED HUMOUR which occurred
through a variety of non-goal orientated behaviour (PLAYFUL MISCHIEF and PLAY-
FUL SABOTAGE) or RANDOMNESS when engaging with novel mechanics. This
could justify splitting CPM component of laughter and excitement as either player
generated or computer generated.

Humour as scored in the MDA analysis or ‘Laughter and Excitement Together’ in
the CPM analysis was mostly mediated by the social effects, with the highest score being
achieved in Trial 1 (EXP + INEXP/FR group). This was mediated by prior knowledge of
game mechanics and a friendship that allowed for MISCHIEF and non-goal orientated
behaviour to alter the lusory attitude and a game ‘well-played’ for mostly humorous
aesthetic ideals [19]. Those who were friends without experience still utilised game
mechanics with humorous intent, especially compared to those who were not friends
(trials 1,3,4 compared to trials 2 and 5). These results support research that found social
norms are adhered to less when players are more familiar with one another, allowing for
more fun and ‘bending of social rules’ [19].

The remaining three metric components, Global Strategies, Waited for Each Other,
Got in each other’s way each scored very lowly, but still highlight game mechanics that
did not provide complementary roles, had low skill execution requirements, and lacked
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the possible tension of getting in one another’s way since there was unlimited time and
no punishment when making mistakes.

The behaviour reflecting Reasoning reoccurred across all trials and is an indicator
of the process involved with LEARNING the rules to navigate puzzles, these were:
1) EXPLORATION AND ANALYSIS; 2), TRIAL AND ERROR and 3) BREAK-
DOWNS. Emergence also reoccurred across trials and was a demonstration of behaviours
that reflected UNDERSTANDING, these were 1) HYPOTHESIS and 2) BREAK-
THROUGH, which manifested as actions and verbal explanations (or planning) that
show the players’ understanding of the game and ability to estimate cause and effect
based on the rules established in the game. Portal 2 engaged both of these processes and
are worth including in the metric when analysing puzzle games.

In the CPM, the metric component worked out strategies could comprise both Emer-
gence and Reasoning however, we recommend breaking the component worked out
strategies into two aspects, ‘Emergence’ and ‘Reasoning’, which could be more reveal-
ing in a game analysis. High scores in Reasoning and low scores in Emergence could
also serve as an indicator for frustration, due to excessively random TRIAL & ERROR
along with a lack of UNDERSTANDING and BREAKDOWN; whereas high scores in
Emergence and a low score in Reasoning could indicate that the game is too easy with
puzzles that do not necessitate LEARNING.

Moreover, the aesthetic of Fellowship was facilitated by the lack of punish-
ment for failure (lack of frustration) and mechanics supporting PLAYER GENER-
ATED HUMOUR. Furthermore the antagonistic Al encouraged positive social inter-
action between players and DOWNTIME encouraged REFLECTION or more personal
communication unassociated with problem solving.

Put briefly, the strengths of the CPM lie in its success in capturing dynamics associ-
ated with Camaraderie, Co-operative Challenge, and Humour with the metric compo-
nents worked out strategies and laughter and excitement together. However, improve-
ments could be made by adding social categories that impact game experience, such
as previous experience with the game and whether players are friends. Additionally,
splitting the component worked out strategies into Emergence and ‘Reasoning’ could be
useful to capture the experience of different stages of solving puzzles.

5 General Discussion

This research set out to evaluate the comprehensiveness of the CPM by comparing out-
put with a video ethnographic methodology across five pairs of participants playing
Portal 2. 1deally, the CPM could be used to document consistent co-located co-operative
behaviours with associated game designs, and to effectively analyse how a game orches-
trates behaviour, and assess what might need to be changed to create a desired player
experience. CPM results were compared to a video ethnographic analysis which had
descriptive game data organised using an MDA analysis, so moment-to-moment video
game contexts could be succinctly described. Six aesthetics were observed in the MDA
analysis: camaraderie, cooperative challenge, emergence, fellowship, humour and rea-
soning. No new aesthetics were identified in follow up playthroughs by different players,
suggesting that the identified aesthetics from the MDA analysis were valid and reliable
for these trials.
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This study identified strengths of the CPM, wherein the components could suc-
cessfully detect co-operative aesthetics and game designs based on the six observable
behaviours it was scored on. The fact that there were parallels between the CPM and
video ethnographic results in detecting camaraderie, co-operative challenge and humour
demonstrates impressive efficacy, despite being such a brief and easy to use tool. How-
ever, some shortcomings in the CPM were identified, the first being the lack of con-
sideration for social effects. The ‘social effects’ identified in this study were ‘previous
experience’ (playing the game) and ‘friendship status’, and should be considered if game
designers wish to evaluate co-operative game designs, since outcome behaviours are not
isolated from social context and seemed to impact how the game was played in this
study. Additionally, the CPM did not account for social behaviours relating to solidarity
between players which was covered in the aesthetic of ‘Fellowship’. Furthermore the
CPM did not differentiate ‘Humour’ as being computer generated (i.e. scripted events in
game) or player generated (scenarios that encourage humour through gameplay), which
could be useful to inform which elements of Humour a game designer might wish to
improve upon.

Moreover, co-operative puzzle game behaviours were found to be related to the
CPM component worked out strategies. However this component could be improved
by splitting the component into two aspects, ‘Emergence’ and ‘Reasoning’. This way,
game designers could more easily identify which aspect of a puzzle game design is
functioning as intended, with ‘Reasoning’ capturing the behaviours around the learning
process and ‘Emergence’ relating to behaviours when a puzzle is understood. Worked
out strategies alone does not capture these differences, and they are useful in document-
ing if puzzles are too difficult (i.e. too high in ‘Reasoning’ and associated behaviours
of breakdown and trial and error) or too easy (too high in ‘Emergence’ or understand-
ing of rules/game elements). Future research could conduct MDA analyses on different
game genres and appropriately factor these components into a modified version of the
CPM to capture associated niche behaviours relating to game genre. For example, incor-
porating ‘Emergence’ and ‘Reasoning’ into a modified version of the CPM to detect
niche behaviours for puzzle games could be named the CPM-PZ (The Co-operative
Performance Metric-Puzzle).

Finally, it is worth noting that Emmerich & Masuch’s [3] previous research used
both CPM components and social components items to annotate videotaped gaming
sessions and included friendly behaviours such as ‘shared success and failure’ and
‘off-topic’ that could arguably be included under the single construct of ‘Fellowship’.
Their work also included several other useful items to indicate player frustration, with
behaviours like swearing. We recommend including these additional behaviours into a
metric for increased accuracy. For example, when all aspects are included for a puzzle
modified CPM, the metric would include: game generated humour, player generated
humour, excitement, worked out strategies (scored aspects beingreasoning and emer-
gence), waited for each other, got in each others way, global strategies, fellowship
and frustration, along with nominal categories on the social effects of friendship and
experience with the game. Furthermore, there was little physical behaviour during the
gameplay sessions, with players almost exclusively behaving in the game, meaning this
metric could be applied to online gaming sessions in future studies.
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6 Strengths, Limitations and Recommendations

This study utilized a mixed methods design to view whether the CPM was a comprehen-
sive metric by comparing CPM and video ethnographic outputs to identify the CPM’s
strengths and weaknesses in detecting player experience and associated behaviours. The
video ethnographic analysis succeeded in uncovering puzzle game effects and social
effects that mediated player behaviour and experience.

This research has a potential limitation in the hour-long trial format which could
have exaggerated the impact of a disparity of experience with the game, wherein hour-
long trials would not observe how inexperienced players would behave as they famil-
iarised themselves with the game. Additionally, due to the scrupulous nature of video
ethnography, only a small sample size was obtained, meaning that observations in this
study can only infer a possible pattern, and not describe an established pattern between
social effects and niche game designs that cause reliable behavioural outcomes. Future
research can investigate whether social effects and game genre explain statistically sig-
nificant variance by incorporating them into a modified CPM as nominal variables and
analysing data from larger sample sizes which could be conducted online using voice
communications and recordings of in-game behaviour.

7 Conclusion

Overall, the six CPM components captured aspects of behaviour that was influenced
by co-operative game design. However, to effectively compare games within the same
genre, as indicated by video ethnographic results, it is important to distinguish behaviours
that are unique to specific game genres, as highlighted by the suggestion to split the
CPM component ‘worked out strategies’ into two aspects, reasoning and emergence for
puzzle games. Furthermore, the social context (prior experience playing the game and
whether players were friends) has a pronounced impact on behavioural outcomes and
we recommend adding these as nominal categories to the CPM (e.g., EXP/INEXP and
FR/NFR) in future studies along with a humour component that discriminates between
player generated and computer-generated humour, and finally the inclusion of fellowship,
indicating behaviours of solidarity.
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Abstract. Methods of algorithmic data generation, also known as Pro-
cedural Content Generation (PCG), consist of a striking vision within the
gaming development industry. It is a way of creating enormously unique
and diverse content, something that exponentially increases the game
replayability. Although PCG in video games has a long history, there are
also plenty of methods that have already been applied to levels, maps,
models and textures among others. There is a variety of methods that
have been used in video games, each with its own advantages and disad-
vantages. In the current study, an algorithm which generates 2D maps
filled with rooms and some decorating items is presented. Map generation
in commercial games heavily relies on constructive algorithms which do
not evaluate and regenerate the output if something goes wrong. They
do not demand heavy processing power and they can be used in real time
situations, such as generating big worlds with fauna and flora. However,
the playability of the generated map is examined by an agent which is
usually created to access every corridor, room, and the start to finish
pathway.

Keywords: Computer games + Two dimensional display maps - Game
content generation + Procedural dungeon generation - Algorithms -
Replayability -+ PCG -+ Entertainment industry

1 Introduction

3

Algorithmic generation of data, usually referred as Procedural Content Gener-
ation (PCG), is a method that has been used for creating random content for
several occasions such as maps, loot, item attributes and so on [30], in contrast
with manual creation. A game is often evaluated by its replayability, how lav-
ish content has, play hours etc. Game content of good quality usually demands

manual generation and a lot of effort by a considerably large team consisted

of designers and developers, something that is expensive and severely time-
consuming. Large studios, as well as publishers are capable of affording such
concepts. On the other hand, this luxury cannot be afforded by independent
(indie) developers, so an alternative way has to be found. PCG content has long
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history in electronic gaming and many games have relied on it, such as games
that have been heavily based on replayability in order to hold player’s interest.
Some popular games which utilise PCG methods are: The Binding of Issac [7]
which randomly generates rooms (Fig. 1), Minecraft [22] in which its universe
is procedurally generated and each asset is placed in a unique arrangement,
every time a new game is loaded so that no two players’ worlds resemble. In
APFEX Legends [8] the weapons’ spawn location is fully randomized, albeit the
whole map is divided into areas and each area has different percentage of special
weapon spawn. An important side effect of PCG methods is the fact that the
final game size on disk is significantly reduced as the content which is generated
by the game engine, is not stored somewhere but it is created on-the-fly, so a
better resource management is also achieved.

The purpose of this paper is the presentation of an algorithm creating a
top-down open-air level map filled with rooms of three sizes and a fountain in
a random arrangement that changes every time the map is loaded. The same
algorithm is possible to be used in several other applications such as the interior
of a dungeon or a room [10]. In other instances, it could be used to randomly
arrange loot and/or weapons along with random range attributes throughout a
map or to add details such as vegetation, doors, clouds and so on [21]. Neverthe-
less, such methods do not intend on replacing any work in the illustration field
but aim more at being used as helper applications [17]. The rest of our paper
includes four sections ordered as follows: Sect. 2 introduces some basic methods
and strategies regarding PCG. An analysis of the rules which have to be taken
into consideration by the algorithm and the algorithm itself are presented in
Sect. 3. In Sect. 4, some limitations and possible solutions as well as our future
plans are reported and finally in Sect.5 an overall conclusion and discussion
about PCG are presented.

Fig. 1. Binding of Isaac is a game where all rooms are generated and decorated ran-
domly.

2 Concepts of PCG

Throughout the years, several methods of PCG have been developed that signif-
icantly differ from each other in terms of how to achieve it [11]. There are usu-
ally methods which generate the game content before the game level is loaded
(Offline) [5], while other methods, less popular such as the Online one, cre-
ate game content during gameplay according to various criteria such as player’s



42 L. Lazaridis et al.

performance. A major difference between methods is whether an algorithm is
constructive or not. Constructive algorithms [14,19] do not demand any evalua-
tion regarding the playability of the final content, as opposed to generate-and-test
algorithms [12,24] in which an agent is also created in order to test for instance
if a level can be successfully completed. The algorithm that will be shown in
this paper is an Offline one in which the map is created before the game level
begins. It is also a constructive one without the need of an agent to be present
as it is based on a ruleset that prevents the final map to be unplayable and the
final content is being created each time from scratch [4]. Furthermore, although
it relies on its generative rules to build varied level maps every time is loaded
it is not considered as random seed [25] entirely as it can be accepted a minor
input in order a little higher degree of complexity to be added by defining some
parameters.

2.1 Solutions for PCG

A whole game can be built by only using PCG methods regarding the content
of each asset (difficulty, loot, map, room interior, weapons etc.) that can be gen-
erated randomly each time by following some rules according to game progress.
Specifically, the most common techniques rely on i) Markov Models [23] which
are quite fast in PCG generation, ii) Cellular Automata [1,9] that follows a rule-
set in a grid map and examines if the neighbor cells can be used for a potential
asset or not. This method is well-known for cavern-like level creations. iii) Gener-
ative Grammar [28] is basically a grammatical rule system which is traditionally
used by parsers to strictly define what is possible to be done and what is not.
It is widely used by games which require action by the user and depending on
his options either different game progress is achieved, or different quests are
generated, or if a Non-Playable-Character (NPC) member team will follow the
player. iv) Machine Learning heavily relies on learned content of previous actions
or of an initially standard dataset [26]. Although this approach is very fast, it
cannot guarantee that the final game will be completely playable especially if
the final result is a room. However, several solutions have been proposed that
soothe the problem presented above based on Generative Adversarial Networks
(GAN) [15,29], Reinforcement Learning (RL) [6,16,27] and Deep Learning [20].
v) Ewvolutionary Algorithms [2], although a newly growing field within PCG,
they have been used in 3D landscape modelling, to improve strategy game maps
and assist in dungeon creation [13]. They have some vulnerabilities related to
natural aesthetic or some conflicts between some objects. Therefore, they can be
used for specific operations for the time being. Our algorithm uses the Cellular
Automata (CA) strategy as grid space is a better fit for our needs.

3 The Spawn Algorithm

In this section, a Spawn Algorithm will be presented and analyzed. It is based
on a 2D Grid Map which helps on the creation of random maps filled with
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three types of rooms in three different sizes. The room entrances do not face
the same direction and especially the small rooms can rotate in 360°. Also, a
fountain is placed at the end to decorate the area a bit more. The four elements
by which the level map consists of are shown in Fig. 2, while the final result is a
small scale minimap that can be later translated into a playable one, retaining
the arrangement as shown in Fig.3. It is based on Cellular Automata (CA)
technique and the graphics engine Unity was selected as the basic software while
the algorithm was implemented in the C# programming language.

The concept primarily relies on special rules as the avoidance of any collisions
between rooms is critical. Something that must be noted is the fact that the
algorithm is designed for the outdoor environment. The same method, with
minor changes, could be used for arranging things of any kind for indoor purposes
something that is out of scope in our research. Even though no movement was
predicted and the defined rules prevent any collision, bounding boxes and in
particular hitboxes that will be used for collision detection in later use are applied
on all game assets. AABB hitboxes were used for rooms and the outer wall, while
a spheroidal one was used for the fountain [18].

Fig. 2. There are four constant sized distinct elements that could be put on the level
map.

Fig. 3. An example of a final outcome. This minimap later can be translated into a full
2D landscape and also be decorated with non-collide elements such as grass, flowers,
loot, items etc.
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3.1 Rules Specification

As a constructive algorithm, it does not use an agent to check if the final result
is playable, so a set of strict rules must be set and applied while the final result
must resemble natural or hand-crafted. In addition, the rules must be somehow
flexible especially in terms of room number of each kind. On initial levels the
amount of rooms could be less dense while later ones could be considerably
denser. Additionally, the capability of specific rooms can be excluded if special
conditions are present. Finally, although the algorithm seems to be built for one
level map each time, it can also be used to multi-level maps by creating two or
more level maps [3] before the game is loaded, connecting them with some kind
of stairs in case we desire more than one connecting points on the same level.
The rules are presented:

1. The large rooms are placed first (if the generator selects one - chances not to
be present are rather small)

The medium rooms are placed second (if the generator selects one)

The small room are placed third (if the generator selects one)

The developer can define the maximum rooms of each type

The fountain is placed last

In case a large room is present, it must be single on its column

Large and medium rooms can be rotated only in 0°, 90°, 180° and 270°
Medium rooms should not be placed in a previous and a next column where
a large room is located

9. A minimum distance between assets must be calculated

P NSO W

These rules ensure that there will be no overlap between two rooms or no
rooms will be placed very close to each other. The map is initially divided into
small grids (Fig.4) and then into large ones with each one enclosing a group of
small grids. In general, grid term refers to a large one.

Fig. 4. The level map consists of 50 columns and 15 rows which form a grid map of
750 tiles overall.

Each game asset has its pivot point exactly in its center and it can be moved
anywhere in its selected large grid as shown in Fig. 5. For our research the level
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map has 10 columns and 3 rows which form a large grid map of 30 tiles. In
this space, an asset according to its center can be moved anywhere within a
large grid. The large room that invades the other three adjacent large grids is
the worst-case scenario and it is allowed while the algorithm must predict this
behavior and act accordingly.

Fig. 5. The grid map is divided into larger grids with each one concludes 5 x 5 small
grids. In this instance two large rooms are placed and their pivot points are located
exactly in the center of shape.

By definition, if the pivot point of an asset is placed in the edge of a large
grid then the asset will take space from the adjacent large grid(s). This is not
forbidden and the algorithm must take it into account to set a minimum distance
between them if an asset is selected to be placed in such a way covering some
space of the adjacent grid(s). In our research, the maximum number of large
rooms is set to one as this room takes a lot of space, medium rooms are set to
two and small rooms are set to three.

3.2 2D Map Creation Algorithm

In the following algorithm, a vector is used to create a grid area consisting of
small tiles. Vector is a very useful data structure as in the same “record” can
be saved two, three, or more dimensional information. The algorithm uses two
and three-dimensional vectors with each of the first two attributes representing x
rows and y columns respectively, while the third one (if needed) sets the rotation.

Input: 15 rows x 50 columns grid area, maximum number of large, medium
and small rooms is set 1, 2 and 3 respectively.

2 dimension vectors: map[x, y]

Variables: i, j as counters.

Random values: 0 — large room, 1 — medium room, 2 — small room, 3
— no room
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1. for i = 1 to maxColumns(50) do

for j = 1 to maxRows(15) do
mapli, j] = new Vector2(x, y)
y =y + 1 (+1 tile in the row)
end do (j)
y = 0 (initiate the row tile)
x = x + 1 (+1 tile in the column)
. end do (i)

O NG

9. for i = 1 to largeColumns(10) do

10.  for j = 1 to largeRows(3) do

11. randomGenerator = randomValue 0 to 3

12. if randomGenerator == 0 and maxNumberLargeRoom != 0 and noP-
resenceOfAnotherLargeRoom

13. choose a direction other than no face wall

14. create a large room as Vector3(mapl[i,j].x, mapl[i,j].y, direction)

15. reduce the maxNumberLargeRoom by 1 16. end if

17. end do (j)

18. for j = 1 to largeRows do

19. randomGenerator = randomValue 0 to 3

20. if randomGenerator == 0 and maxNumberMediumRoom != 0 and noP-
resenceOfAnotherLargeRoom

21. choose a random direction

22. create a medium room as Vector3(mapli,j].x, mapl[i,j].y, direction)

23. reduce the maxNumberMediumRoom by 1 24. end if

25.  end do (j)

26. for j =1 to largeRows do

27. randomGenerator = randomValue 0 to 3

28. if randomGenerator == 2 and maxNumberSmallRoom != 0 and noP-
resenceOf AnotherLargeRoom

29. choose a freely random direction

30. create a small room as Vector3(mapli,j].x, mapli,j].y, direction)

31. reduce the maxNumberSmallRoom by 1 32. end if

33. end do (j)

34. for j =1 to largeRows do

35. randomFountainGenerator = randomValue 0 to 1

36. if randomFountainGenerator == 1 and maxNumberFountain != 0
37. create a fountain as Vector3(mapl[i,j].x, mapl[i,j].y, direction)

38. reduce the maxNumberFountain by 1

39. end if
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40.  end do (j)

41. nextPointerLargeGridX = 0
42. nextPointerLargeGridY = nextPointerLargeGridY + stepY (10)
43. end do (i)

The algorithm is divided into five main sections. The first one {1...8} creates a
conceivable grid map of small tiles. The remaining loops {9...43} group the small
tiles into large ones. The next three sections {11...17}, {18...25} and {26...33}
essentially scan the whole map area, column by column, to decide if a selected
room can be placed or not. Large rooms have the highest priority, followed by
medium and small ones. The fourth section {34...35} scans the map to find a
suitable place for the fountain. Numbers in parentheses declare the actual values
that they used for this instance. Any value can be used both for map tiles and
the amount of every room type depending on what we would like to achieve,
such as a map with few rooms or a large map with dense contents not all of
them be visible (secret or underground rooms).

4 Limitations and Future Work

The Spawn algorithm has some limitations which in future work will be consid-
ered and fully resolved. The first one is the frequency with which the rooms are
placed, especially the large ones. During the first scanning, the large rooms have
the tendency to choose the first two columns whereas the possibility to be placed
in the last column is majorly reduced. In general, the algorithm always scans
from the first column to the last and in each step, it decides if a large room can
be placed. As the entire grid is empty at the first scanning, it is importantly more
possible for the first pair of columns to be selected. A viable solution could be to
let the algorithm initially choose a random column (equal opportunities for each
column) and finally choose a random row. However, in this case, there will be
an increase in complexity as the other room loops should be properly informed
to save extra information about reserved positions and a new communication
model among scanners has to be created.

Another minor limitation is that medium rooms occasionally appear in the
left column of a large room while the exact opposite does not happen. This
happens because of the scanning technique, as the algorithm scans the entire
map column by column. In case a medium room is selected to be initially placed
upon an empty column, there is no information of what will be placed in the
next column as the corresponding loop still scans the current one. In the next
cycle though, it is possible for a large room to be placed, as the current column
is empty but in this case, the previous column contains at least one medium
room. Although it is not considered a major fault, the environment becomes
quite dense in this specific area. In a later implementation, this will be fixed by
setting a condition in the large room cycle.
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In our future work, the algorithm will be improved in terms of the number of
cycles. In the current release, there are instances in which extra cycles are exe-
cuted and as a result, the upcoming loading screens will be increasingly growing
in a slower rate while there is a map expansion, so a more refined approach is
needed. Also, the rooms will not have a standard size but they will be as much
variable as possible using clearly defined limits.

Future editions of the algorithm will be expanded in other areas of the game,
as well. For instance, the same algorithm, with minor changes, can be used for
decorating the interior of each room according to its size. There can be standard
decoration items from bookcases, stashes, tables to even villains and contraptions
that will affect other rooms or a piece of the outdoor area. It is also planned
to incorporate a random generator for item properties which can be picked up
from a player character as well as the difficulty of villains depending on the
character’s stats or score. Although this will ostensibly take place in real-time,
it will certainly happen during gameplay.

5 Conclusion

Even though research on Procedural Content Generator has a long history, many
issues still remain. Several contemporary games are trying to fully simulate a
specific environment in the best way to increase the end-user immersion. The cre-
ation of these environments demands a lot of effort, workforce, and considerably
a big chunk of the overall amount of time. PCG methods can contribute to this
effort by building ready-to-play or in more complex situations ready-to-decorate
environments. The concept behind PCG is not to diminish the corresponding
workforce but to be used as a tool to create more complex environments, con-
ditions, or decorations with more speed. On the other hand, independent devel-
opers appraise such kinds of methods as they save them valuable time from
designing other parts of the game.
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Abstract. Motion controlled video games were popular with the release of the
original Nintendo Wii, but that popularity faded over time as new peripherals
were released. While the Wii’s success demonstrated the interest that customers
have in motion controls, motion controls too often rely on expensive external
hardware. In this work, we present Spell Painter, a fully motion-controlled spell
dueling game that can be played with only a webcam. We present the game and its
implementation, as well as two preliminary evaluations, which suggest the system
has an accuracy between 80%—-90%.

Keywords: Hand tracking - Gesture recognition - Video game - Control system

1 Introduction

Within the last few decades, the video game industry has seen massive growth and is
now worth more than 150 billion USD globally [35]. Alongside this growth, games have
become exponentially larger and more complex, driving their costs higher as well [33].
This growth has also spurred rapid innovation within the field, allowing developers to
try out novel ideas within all areas of game development.

One such area that has seen innovation in the game development field has been immer-
sive technologies [36]. Immersive technologies attempt to bring the player metaphor-
ically closer to the game, minimizing the interface barriers between them. In 2006,
Nintendo released the Wii [37], which was one of the first truly mainstream immersive
technologies for games. The main selling point of the Wii was its motion controls. Play-
ers had to physically move their bodies to control the games, making gestures that were
mirrored by their in-game avatar. The motion controls proved to be incredibly popular,
as the Wii became one of the highest selling video game consoles of all time [34]. The
enthusiasm and excitement around the system clearly showed an interest in motion con-
trols for mainstream video games. Later, competing video game companies Sony and
Microsoft released their own motion control systems, known as the PlayStation Move
[38] and Kinect [39], respectively. Microsoft also later released an updated version of
the Kinect, known as the Kinect for Xbox One [40]. Despite the enthusiasm for the Wii’s
motion controls, neither the PlayStation Move nor the Kinect were able to replicate its
success, with both falling short of expectations [8]. After these systems, motion controls
became largely forgotten and less prevalent in mainstream gaming. Recently, they were
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brought back in some part due to the rise of virtual reality (VR) systems like the Oculus
Rift [41] and the HTC Vive [42], as well as peripherals such as the Leap Motion [43].

While difficult to pinpoint exactly why competing motion control systems had trouble
replicating the Wii’s success, one factor is likely cost. Cost is currently seen as one of the
aspects holding back VR — and therefore motion controls — from becoming mainstream
[32]. Nearly all motion control systems rely on specialized external hardware, which can
cost hundreds of dollars. As a result, it becomes an interesting question to consider how
one can create a motion-controlled game that is affordable and accessible to everyone.
One possible answer is webcams.

Webcams are practically ubiquitous — they are integrated into nearly every laptop
and smartphone on the market. As such, they are accessible to nearly everyone, and they
come at effectively no extra cost [30]. Therefore, they can be a strong target for making
motion-controlled video games without many of the hurdles present for other devices.
To make a webcam-based motion-controlled game, computer vision techniques for hand
or body tracking can be used.

There are several possible approaches for creating motion gesture recognition in
computer vision. Hidden Markov Models [29] and finite state machines [9] are two
examples. Gesture spotting [10] is another technique that is used to help identify the
start and end of a motion gesture. There are also techniques that are useful for isolating
the user’s body from the background, such as background subtraction [17] and image
segmentation [5]. After a body has been isolated, pose estimation [25] can be used to
interpret full body gestures. In lieu of full body gestures, hand gestures can also be
identified and utilized [3, 19, 20]. In summary, there are many useful computer vision
techniques that can be employed to create a motion-controlled system using only a
webcam. This work primarily focuses on hand gestures.

In this work, Spell Painter — a novel motion-controlled video game that only requires
awebcam —is introduced. The game makes use of hand gesture identification. The game’s
premise is simple: the player takes on the role of a wizard and attempts to defeat their
opponent in a best-of-five duel. The player paints glyphs in the air, representing the spells
they want to cast. They control the painting via hand gestures. This simple game serves
as an introductory exploration into webcam-based motion-controlled video games.

Two preliminary user evaluations, designed to evaluate the accuracy of the hand
tracking and glyph identification system, are also introduced and discussed. Further-
more, a future comparative evaluation that can be performed to further understand the
effectiveness of the gesture control techniques, is discussed. In short, this work makes
the following contributions:

e the introduction of a novel spellcasting video game called Spell Painter, and
e an exploration of motion-control using only a webcam and hand gesture detection.

2 Related Work

2.1 Computer Vision Techniques

Freeman et al. [4] presented a number of computer vision techniques for interactive
computer graphics. They utilized hand tracking and gestures to control a toy robot. They
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also developed a 3D magic carpet game that is controlled via leaning, with the ability
to cast a spell by raising one’s arm. They even created a simple rock paper scissors
game that is controlled with hand gestures. Much of their implementation makes use of
histograms of oriented gradients (HOGs) which make it robust to lighting changes.

Stergiopoulou et al. [23] combined several existing techniques to try and make hand
tracking as accurate as possible. They combined motion detection and morphological
features with a novel skin colour classifier, resulting in an accuracy of over 98 %. Okkonen
et al. [15] also combined several techniques together to better recognize hand gestures.
They chose to use background subtraction and colour recognition, in combination with
support vector machines (SVM) to identify the gestures. They performed an experi-
ment in three uniquely lit and cluttered environments to evaluate the robustness of their
approach, achieving an 89% accuracy.

2.2 Gesture-Controlled Utility Applications

Buades Rubio et al. [2] designed a system to track the user’s hands and face for use in
a VR application. Their system required submitting a photo of the user and manually
highlighting regions that represent skin colour. The system uses this data as the basis for
the tracking, computing a probability that each pixel in the image represents skin. They
adapted their system to work with stereo cameras and used it to place an avatar of the
user’s head and hands into 3D space.

Wu et al. [28] used a Kinect sensor to control a program called MeiTuKanKan.
Their approach relied on the depth information from the Kinect, as they assumed that
the object in the foreground would be the hand. They then utilized HOGs to identify
hand gestures. They connected different gestures within their gesture alphabet to certain
actions in the program, allowing users to control the system fully using motion gestures.
Rautaray and Agrawal [19] created a system that can be controlled with hand gestures,
using techniques such as CAMShift [1] and Haar cascades [26]. They connected their
gesture alphabet to controls in a simple image browser, allowing users to move, zoom,
and rotate images.

Sabab et al. [21] introduced Hand Swifter, which is a gesture control system that
can be used to navigate a computer. The system relies on a webcam as well as a Leap
Motion. It has three distinct modes that can be switched between using gestures. They
performed a preliminary user evaluation and received promising results.

2.3 Gesture-Controlled Video Games

Wilson and Salgian [27] created a webcam gesture-based control system for a first person
shooter game. Their approach relied on background subtraction, skin detection, hand and
face tracking, and gesture recognition. Their gesture alphabet is primarily based on full-
body gestures, with a total of nine unique gestures. They performed a preliminary user
evaluation to understand the system’s accuracy and planned to later connect the system
to Quake II [44]. Kang et al. [10] combined gesture spotting with gesture recognition
to develop a system that identified motion gestures from a user’s upper body. They
completed the integration of their system into Quake I/ and were able to achieve an
accuracy of 93%.
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Zhu and Yuan [31] used the Kinect as the basis for their system which was able to
recognize both one- and two-handed gestures. Their approach used template matching as
well as colour and depth segmentation. They also made use of support vector machines
(SVMs) to identify the difference between an open palm and a closed fist. They connected
their system to both PowerPoint [45] and Need for Speed [46], as a way of demonstrating
its robustness with both slow- and fast-paced tasks.

Doe-Hyung Lee and Kwang-Seok Hong [3] created a Chinese chess game that was
controlled with hand gestures. Their approach used stereo cameras to calculate depth
and assumed foreground objects were the hands. They also made use of difference image
entropy as part of their method for hand recognition. Sriboonruang et al. [22] created a
chess game that is controlled by gestures, where the player can pinch to “grab” a piece
and release to let it go. Their approach made use of skin colour segmentation to identify
the hand.

Yeh et al. [30] created a simple virtual ball catching game that was controlled with
hand tracking and gestures. The user would close their hand to “catch” the ball. They
used background subtraction and colour detection techniques. They chose to build their
system to work with webcams since they are inexpensive and accessible. Khalaf et al.
[11] performed a comparative evaluation between the Leap Motion, Kinect, and Intel
RealSense [47] to compare performance, cognitive demand, comfort, and player expe-
rience. To facilitate this, they made a simple object grabbing game where the goal was
to catch the object as quickly as possible. They found that participants both preferred
and performed the best with the Leap Motion. Similarly, Pirker et al. [18] performed a
comparative evaluation between Leap Motion control and standard keyboard and mouse
control for a small game. They found that participants generally preferred Leap Motion
and had an enjoyable experience with it, but also found it to be exhausting over an
extended period.

Rautaray and Agrawal [19] developed a simple game where the player is stationary
and defends themselves against enemy birds. The game is controlled via a webcam. The
player can use different hand gestures to trigger attacks and defenses in-game. Manresa
et al. [13] created a system to identify hand gestures for use in a video game. Their
approach used image segmentation and convexity defect identification to determine
gestures and they achieved a 98% accuracy. They did not actually connect their system
to a game but could quickly do so given their system correctly maps gestures to action
identifiers.

2.4 Commercial Motion Controlled Spellcasting Games

There are several similar commercial games that make use of hand tracking as well. Harry
Potter and the Deathly Hallows: Part 1 [48] optionally supported the Kinect sensor for
casting spells. Similarly, Fable: The Journey [49] is a spellcasting game for the Kinect
where the player can use gestures and motions to cast spells. Finally, Spellpunk VR [50]
is a VR game released recently that serves as the primary inspiration for this work. In
the game, players duel with magic spells which they can cast by drawing glyphs in 3D
space with the VR system’s motion controls.
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2.5 Summary

Hand tracking and gesture identification have been studied extensively, having been
used for both video games and utility applications. Some systems make use of external
sensors such as the Kinect or Leap Motion, while others rely on webcams. It can be seen
that webcams are a viable medium for creating motion-controlled games, but it has not
been fully explored. Spellpunk VR provides an immersive approach for casting spells
by drawing shapes in 3D space but is restricted by the expensive VR systems required
to play the game. In this work, we present an approach that combines the immersive
interaction of Spellpunk VR with the accessibility and affordability of webcams.

3 Spell Painter

Wead Duel

e 5.9 o
CAST:YOUR SPELL!

=@ M == 5

Fig. 1. A screenshot of Spell Painter. Note the different sub-windows.

Spell Painter was built in Python. A screenshot showing all the aspects of the game
can be seen in Fig. 1. The game screen is split into several important sub-windows. The
top sub-window is where most of the game’s effects and feedback appear. The game’s
theming is that of a medieval festival, where the wizards duel on a field, like a jousting
match. The player controls the blue wizard on the left side of the screen and the artificial
intelligence (AI) controls the red wizard on the right side. Each wizard has three coloured
hearts above them, representing their remaining health. If the heart is brightly coloured,
they still have that health, whereas if it is darkened, that health is lost. The player’s goal
is to bring the AI’s health down to 0 before their own health is depleted.

Below the top window is the spell painting canvas. This is a live feed of the player’s
webcam with two tutorial overlays on it. The top overlay informs the player of the combat
interactions and the glyphs that are needed to be painted for each of the three spells (fire,
water, and lightning). The combat is based on a triangular system where each spell
defeats one other spell and is defeated by another (water defeats fire, lightning defeats
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water, fire defeats lightning). The bottom overlay informs the player of the hand gestures
that are required for controlling the painting. If the player holds up just their index finger,
they can paint by moving their hand in front of the screen, with the “paint” emanating
from the tip of their index finger. If they hold up three fingers, they can clear the screen.
This is important so they can choose to cast a different spell or fix a mistake in their
painting. Finally, if they hold up all five of their fingers, they will cast the spell. The
clearing and casting are not instant, requiring %2 of a second of holding the gesture, to
ensure that the player is certain they want to perform that action.

The game’s internal systems can be broken into four major components: the hand
detection and tracking, the hand gesture recognition, the glyph painting and detection,
and finally the game logic.

3.1 Hand Detection and Tracking

There are two primary sub-components to the hand detection and tracking. They are
background subtraction and hue-saturation-value (HSV) histogram backprojection [24].
Background subtraction is performed first to reduce some of the noise in the image and
provide the backprojection algorithm with a smaller search space.

Background Subtraction. Spell Painter’s background subtraction is implemented
using OpenCV’s [51] default features. The MOG2 subtractor algorithm was used, as
it provided the clearest results without affecting performance substantially compared to
the others (e.g., KNN, CNT, etc.). In the future, it would likely be worthwhile to further
evaluate the performance of the different subtractors to select the best method for Spell
Painter.

Fig. 2. Background subtraction. (Left) The background subtraction mask, after the convolution
operations. (Right) The mask applied to the webcam to illustrate what has been identified as the
foreground.

The output of this stage is a mask that is on the range of 0-1, where 0 indicates the
pixel is the background and 1 indicates the foreground. OpenCV'’s filtering is then used
to smooth out the mask, helping to remove some of the holes in it. At this point, the
background subtraction is complete. The results can be seen in Fig. 2 where the mask
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has been applied to the webcam image as well, for illustrative purposes. Normally, the
player would not see either of these images.

Fig. 3. (Left) A user placing their hand into the ROI. (Right) The histogram generated using the
user’s skin tone as reference. The X-axis is saturation and the Y-axis is hue. Note the higher values
in the bottom left of the image.

HSYV Histogram and Backprojection. The second stage in the hand detection and
tracking involves a technique called histogram backprojection, which was initially intro-
duced by Swain and Ballard [24]. In essence, backprojection is an algorithm that com-
putes the probability of a given pixel belonging to a given histogram. When applied
across an entire image, it results in a greyscale image, which can be treated as a mask
when thresholded.

When the game first launches, it instructs the user to place their hand in front of the
webcam such that it completely fills a rectangle on screen (see Fig. 3). This rectangle is
a region of interest (ROI) which is then used to generate a histogram shortly thereafter.
The histogram is a plot that depicts the concentration of colours in an image (see Fig. 3).
The areas of the histogram that have the highest counts represent the range of colours
that best represent the user’s skin tone.

Fig. 4. The results of the backprojection. (Left) The initial results. (Right) The thresholded
version, resulting in the final mask.

After the histogram is generated, it is passed to another of OpenCV’s functions,
which performs the actual backprojection. It performs the algorithm on the result of
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the background subtraction since, in theory, the player’s hand should be part of the
foreground and therefore the background items are irrelevant. It uses the histogram
as reference and determines the probability for each pixel belonging to the generated
histogram. The values that are returned are often small, and so once again, a thresholding
operation is applied to binarize it (Fig. 4). The result of this operation is a mask that is
1 (white) wherever there is perceived to be skin and 0 (black) where there is not.

3.2 Hand Gesture Recognition

i

Fig. 5. Counting fingers. Convex hulls are red, contours are blue, defects are green circles. (Left)
Two defects have been identified, thus three fingers. (Right) Four defects have been identified,
thus five fingers.

Counting Fingers. After the skin pixels have been identified with backprojection,
OpenCV'’s built-in functionality is used to determine the largest contour (assumed to
be the hand) and convert it into a convex hull. After the hull is defined, its convexity
defects are determined with OpenCV. When someone holds up their hand with their
fingers splayed apart, the hull generated around the tips of the fingers would only be
perturbed by the spaces between the fingers themselves (assuming no noise). As such,
it can be assumed that defects are spaces between fingers (Fig. 5). In reality, there are
often many more defects that are very small due to noise. Therefore, it is best to only
consider defects deeper than a certain threshold. Any defects that pass this threshold are
assumed to be related to fingers.

Following a simple logic, the number of fingers is the number of defects plus one.
The only case where this is not true is when the user is holding up a single finger. The
generated hull does not have any significant defects at all in this case. One can assume
that zero defects would indicate one finger held up, but this does not differentiate between
one finger held up and a closed fist. As such, in the cases where no defects are discovered,
the system determines the highest point of the hull. If the distance between the highest
point and the centroid is greater than a certain value, it can be assumed that one finger
is being held up. Otherwise, it is assumed the hand is actually a closed fist. After the
number of fingers has been determined, the game logic uses the information to control
the painting according to the gesture alphabet.
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% Draw Spell % Clear Spell w Cast Spell
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Fig. 6. The gesture alphabet.

The Gesture Alphabet. Spell Painter has a simple gesture alphabet, with only three
gestures (Fig. 6). If the user holds up one finger, they enter painting mode and can paint
with the tip of their index finger. Holding up three fingers will clear the painting, allowing
the user to erase anything they have painted and correct mistakes. Finally, holding up all
five fingers will cast the spell, triggering the glyph detection and the subsequent game
logic.

3.3 Glyph Painting and Detection

The glyph detection system is built around a convolutional neural network (CNN). The
CNN is built with PyTorch [52] and trained using a synthetic dataset.

Creating the Glyph Dataset. In order to use the CNN to evaluate the player-painted
glyphs, the CNN first had to be trained. We chose to generate synthetic dataset as it
allowed us to train with many images.

M2

Symbol_Fire Symbol_Lightning Symbol_Water

Fig. 7. The base symbols for the three spells. From left to right: fire, lightning, water.

The first step to creating the synthetic dataset was to define the base symbols for
each of the spells. The base symbols were created manually in a photo editing software
and exported into 64 x 64 RGB images (Fig. 7).

After the base symbols were defined, a script using a free library called Pillow [53]
was created to generate a set of 5,000 images for each spell type. The images were
generated by applying random transformations to the symbols and exporting the results
to new 64 x 64 images. Some example results can be seen in Fig. 8.

Training the CNN. The glyph detection CNN was created in PyTorch. It has three
convolutional layers that utilize min pooling and ReL.U [14] as the activation function. It
also has two fully connected layers which also use ReLLU. The first layer takes in a 64 x
64 image as input and the final layer has three possible outputs: fire, water, or lightning.
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Fig. 8. Example generated images for each of the spells.

All 15,000 images were randomly shuffled and used in the process: 90% for training
and 10% for testing. The training relies on the ADAM [12] optimizer with a learning
rate of 0.001. It uses a batch size of 100 images. Initially, it was trained with 3 epochs,
but overfitting was observed. The in-sample accuracy reached 100% but the network
performed poorly with out-of-sample data (the hand-painted glyphs in-game). The final
version was trained with only 1 epoch, which seems to still potentially be overfitting by
reaching a 100% in-sample accuracy. It performs better in-game, however.

After the CNN was trained, the model was deployed and saved out to a file. It is
loaded into Spell Painter when the game is launched so it can be used for analysis.

Fig. 9. The glyph painting. (Left) The glyph painted on top of the webcam seen by the user.
(Right) The painting mirrored to the hidden canvas, unseen by the user.

Painting Within OpenCYV. In order to use the CNN in-game, there must be something
to pass as input, which is where the glyph painting comes in. When the game determines
the user is holding up a single finger, it is set to painting mode. In this mode, it identifies
the highest point on the hull and assumes it is the tip of the user’s finger. From there,
OpenCYV is used to draw a small coloured circle onto the webcam image at that location.
This allows the user to see what they are painting. At the same time, it also places a
white circle onto a hidden canvas that is the same size as the webcam. More circles are
placed every frame as the user moves their finger, which over time creates a painting
(Fig. 9).
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Fig. 10. The hidden canvas shown in the earlier figure, resized to 64 x 64 so it can be sent to the
CNN.

Merging Painting with the CNN. When the game detects the user has held up five
fingers for the required amount of time, it must attempt to identify the spell glyph. To
facilitate this, the hidden canvas is resized to be 64 x 64 (Fig. 10), which is the input
size of the CNN. It is then converted to a tensor and passed to the CNN. The largest of
the three CNN output values is considered its single prediction, which is the spell that
is cast. After the prediction is made, the canvas is cleared for the next spell.

3.4 Game Logic

£ Wizard Duel - X

Fig. 11. The main game view, created with PyGame.

The game itself is simple. It was created in PyGame, which is a free library for making
games in Python. The main game view, which is the top part of the game window (see
Fig. 11), is all drawn with PyGame sprites. The bottom of the window is the result of the
OpenCV webcam operations, and it is converted into a format that works with PyGame.
Finally, PyGame sprites are used to overlay the tutorial images above the webcam output.
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Fig. 12. The triangular spell system. The spell at the tail of the arrow defeats the spell at the tip
of the arrow.

When the player casts a spell, the game displays the corresponding effect in the main
game view. At the same time, it randomly selects a spell for the enemy Al to cast, with an
equal 33.3% chance for each spell. It displays that effect as well and then determines the
“winner” of the round. The winner is defined according to a simple triangular interaction
(see Fig. 12) where every spell can defeat one other spell. If both spells that are cast are
identical, no damage is done and the round ends. If there is a winner however, the winner
deals one damage to the opponent, represented by the hearts in the interface. The game
will end when one of the two wizards has completely run out of health. After this, the
game will simply restart.

4 Evaluations

After completing the development of Spell Painter, two small pilot evaluations were
conducted. The evaluations are preliminary in nature and so formal evaluations will
need to be performed in the future to validate the results. The evaluations had one
primary objective, which was to determine the accuracy of the glyph detection system.
The accuracy depends on both the hand tracking and CNN analysis.

4.1 Evaluation 1

Apparatus. The evaluation was performed on an MSI laptop with Microsoft Windows
10, an NVIDIA GeForce RTX 2060 graphics card, Intel Core i7-9750H @2.60 GHz
processor, and 16 GB of RAM. The laptop was positioned with the webcam facing a
neutral-coloured wall with even overhead lighting.

Participants. Four participants were recruited via convenience sampling.

Design & Procedure. Each participant was introduced to Spell Painter before playing.
The game, its mechanics, and its input method were explained. Then, a short demo
was performed where one spell of each type was cast by the researcher. Any questions
participants had were then answered. This was to ensure participants understood how to
interact with the game and took roughly 5 min.
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When participants were ready to begin, they launched the game themselves and
placed their hand into the ROI as detailed earlier. They then began the game. A list
of 30 spells, 10 of each type, were randomly shuffled. The first spell was read aloud
to the participant and they proceeded to paint the corresponding spell glyph with the
hand tracking and gesture system. Participants were free to clear the screen if they
desired. After they were satisfied with their glyph, they cast the spell. The invigilator
then recorded if the spell that was actually cast by the wizard matched the requested
one. This was repeated for the remaining 29 spells in the list, until all 10 of each type
had been cast. The full session took approximately 15 min.

Table 1. Results from evaluation 1.

Fig. 1. Fig. 2. Fire Fig. 3. Water Fig. 4. Lightning | Fig. 5. Total

Participant ID, Correct (/10, %) | Correct (/10, %) | Correct (/10, %) | Correct (/30, %)

Dominant Hand

Fig. 6. 1, Left Fig. 7. 10, 100% | Fig. 8. 10, 100% | Fig. 9.5, 50% Fig. 10. 25,

83.3%

Fig. 11. 2, Right | Fig. 12. 10, Fig. 13.9,90% | Fig. 14. 8, 80% Fig. 15. 27,
100% 90.0%

Fig. 16. 3, Right | Fig. 17. 10, Fig. 18.7,70% | Fig. 19. 3, 30% Fig. 20. 20,
100% 66.7%

Fig. 21. 4, Right | Fig. 22. 10, Fig. 23. 10, Fig. 24. 6, 60% Fig. 25. 26,
100% 100% 86.7%

Fig. 26. Average | Fig. 27. 10, Fig. 28.9,90% | Fig. 29.5.5,55% | Fig. 30. 24.5,
100 % 81.7%

Results of Evaluation 1. The results of the preliminary evaluation are detailed in Table
1. The participant’s handedness was recorded to make sure it would work with both left
and right hands. It was expected that this would not make a difference since the employed
convexity defect approach for determining hand gestures is an analytical method that
does not consider the underlying image information, and this is what was found within
the small sample size.

It is interesting to note the accuracies. Fire was identified correctly 100% of the time.
Water was slightly less reliable, with an accuracy of 90%. Lightning, however, averaged
55% accuracy which is quite poor in comparison.

Post-Evaluation 1 System Modifications. The following changes were made to the
system to improve accuracy:

e glyph rotation was randomized within full range of 360° (was previously only 30°),
e learning rate was lowered from 0.001 to 0.0005,
e epochs were increased to 5, and
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e batch size was changed to 32.

These changes resulted in an in-sample accuracy of 54.6% after a single epoch
(previously was 100% after a single epoch) and a final in-sample accuracy of 96.7%.

4.2 Evaluation 2

The apparatus and procedure were identical to the ones that were used in the first eval-
uation. The participants were re-used for the second evaluation. The following changes
were made to the system to improve accuracy after the first evaluation:

Table 2. Results from Evaluation 2.

Fig. 31. Fig. 32. Fire Fig. 33. Water Fig. 34. Fig. 35. Total

Participant ID, Correct (/10, %) | Correct (/10, %) | Lightning Correct (/30, %)

Dominant Hand Correct (/10, %)

Fig. 36. 1, Left | Fig. 37. 10, Fig. 38.8,80% | Fig.39.8,80% | Fig. 40. 26,
100% 86.7%

Fig. 41. 2, Right | Fig. 42. 10, Fig. 43.9,90% | Fig. 44.8,80% |Fig. 45. 27,
100% 90.0%

Fig. 46. 3, Right | Fig.47.9,90% | Fig. 48. 10, Fig. 49.8,80% | Fig. 50. 27,

100% 90.0%

Fig. 51. 4, Right | Fig. 52. 10, Fig. 53. 10, Fig. 54.9,90% | Fig. 55. 29,
100% 100% 96.7%

Fig. 56. Average | Fig. 57.9.75, Fig. 58.9.25, Fig. 59. 8.25, Fig. 60. 27.25,
97.5% 92.5% 82.5% 90.8%

Fig. 61. Change |Fig. 62. —0.25, | Fig.63.40.25, |Fig.64.42.75, |Fig.65.+2.75,

from Evaluation | —2.5% +2.5% +27.5% +9.1%

1

Results of Evaluation 2. The results of the evaluation can be seen in Table 2. The
overall accuracy in this evaluation was slightly above 90%, which shows a roughly 9%
increase. In this evaluation, there was an instance where fire was incorrectly identified,
thus showing a decrease in accuracy. This is expected, as over a large enough sample size,
the system is unlikely to be 100% accurate for any symbol type. Water had a similarly
small increase in accuracy, which can again likely be attributed to random variations.

The largest difference is within the lightning detection, as the accuracy increased
by 27.5%. It is possible that the performance increase can be most directly attributed to
the rotations applied to the synthetic dataset. The CNN was possibly mis-identifying the
lightning symbols as slightly rotated fire symbols. Training on more heavily rotated data
seems to have mitigated this effect somewhat. That said, lightning still has the lowest
accuracy and so can be further improved.
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5 Limitations

This work has several limitations. Firstly, the most obvious is the participant sample
size within the evaluations. A proper evaluation would likely require at least 10 or more
participants to have a strong enough sample size. Reusing the participants for both eval-
uations could also have biased the results, as the accuracy increase could potentially be
partially attributed to the participants making better glyphs due to their previous expe-
rience with the system. In addition, the participants were recruited using convenience
sampling within the demographic that does not go against the social distancing norms.
It would be better to have a broad assortment of participants. It would also be valuable
to perform the evaluation in front of several backgrounds, with varying light conditions
and clutter, similar to Okkonen et al. [ 15]. This would give a better idea of the robustness
of the system.

6 Future Work

There are numerous ways this work could be built upon in the future. To begin with, the
hand gesture identification system could be converted to working with a CNN to improve
robustness. Afterwards, both CNN’s could be finely tuned to achieve the highest possible
accuracy. The game could also be expanded, with the introduction of many new spells.
This would require a rebalancing of the combat system, but it would likely become more
engaging as a result. Similarly, the game could be made multiplayer, either locally or
via networking. It would also be interesting to connect the game to full body gestures,
instead of just hand gestures. This could potentially be accomplished by using the Kinect
sensor, or by implementing a deep neural network-based pose estimation system like
DeepPose [25].

Furthermore, formal user studies can be performed to properly evaluate the system.
This would involve an extension of the preliminary evaluations discussed in this paper.
It could also involve an additional user evaluation, with a different procedure. This
evaluation would be similar to those performed by Pirker et al. [18] and Khalaf et al. [11]
in that it would compare the game when played with different input methods. Comparing
the current version of the game with one that uses the mouse to paint spells could be one
consideration, another could use the keyboard to cast them, and potentially one that uses
another peripheral like the Leap Motion. We could also compare against cutting-edge
VR input systems such as the Sensoryx VR Glove [54].The comparison would follow
recommendations from Pettersson et al. [16], in that it would include multiple methods
of data collection. Accuracy metrics, a standard questionnaire such as the NASA-TLX
[6, 7], and a semi-structured interview can all be employed. The goal of the evaluation
would be to identify which spell input method is preferred by users.

7 Conclusion and Future Work

In this paper, we presented Spell Painter, a simple spellcasting game controlled by
painting spell symbols with hand gestures. The game can be played with only a webcam,
mitigating the need for users to purchase expensive external hardware devices. The results
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of two preliminary evaluations were presented, suggesting that the spell detection is
between 80%—-90% accurate. In the future we will use this method for different games
and perform comparative user studies with a larger set of participants.

Acknowledgements. We would like to thank our friend and colleague, Dr. Faisal Qureshi, for
his guidance throughout this project. His assistance was invaluable in sparking the project’s
development.
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Abstract. With the increasing reach of digital games, it is beyond doubt
that the gaming experience should be pleasurable while at the same
time appropriately challenging. In this context, the Dynamic Difficulty
Adjustment (DDA) technique is used to adapt the difficulty level as
a function of the player’s ability. In this work, electrodermal activity
(EDA) data were used to infer the arousal levels and affective states of
each player in order to use them as input in the comparison of two DDA
algorithms: Data Subset Analysis (DSA) and Real-Time Arousal Set
(RTA). A blind experiment was conducted with 60 participants, imple-
menting these algorithms within the game Asteroids: in the 2nd and
1/2th Dimension and collecting data through game metrics, algorithm
adjustments, and through questionnaires regarding the participants’ per-
ception of the experiments, such as game difficulty and their joy while
playing the game. Our findings indicated that the DSA algorithm could
detect the player’s excitement level more adequately when compared to
the RTA algorithm. This allows for finer adjustments to the game’s dif-
ficulty, creating a more enjoyable experience for players.

Keywords: Affective Dynamic Difficulty Adjustment (Affective
DDA) - Electrodermal activity (EDA) - Digital games

1 Introduction

The gaming industry has a constant growth in the entertainment of people of
various ages and profiles. Currently, much is being studied about balancing game
difficulty [9,10], since people with different profiles can play the same game,
strengthening the idea that it is essential to have mechanisms that adjust the
game to the player’s skill level.
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The Dynamic Difficulty Adjustment (DDA) technique aims to adjust the
difficulty of a given game based on player data, either performance data or affec-
tive data. A performance DDA [10] uses only data provided from the gameplay
to adjust the game difficulty, e.g., the number of times the player has died to
a specific enemy. On the other hand, the affective DDA [10] aims to infer the
player’s emotional state from physiological data by sensing whether a player is
angry, bored, frustrated, among other affective states, and from those inferences,
adjust the game difficulty for the player to enjoy it better.

There are several DDA algorithms, whether based on Performance data,
Affective data or Hybrid that were used in previous works [5,10,14,16]. This
study analyzes two Affective DDA algorithms based on electrodermal activity
(EDA) [2]: the Data Subset Analysis (DSA) [12] which was later adapted by Imre
[10] and the Real-Time Arousal Set (RTA) [3] later adapted by Rosa [16]. The
Data Subset Analysis (DSA) is an algorithm with a simple yet robust design,
based on the work of authors Fairclough and Gilleade [4] and Leiner, Fahr and
Frith [12]. The Real-Time Arousal Set (RTA) algorithm, based on Dawson’s
description [3], uses minimum and maximum values of skin conductance, mak-
ing it possible to extract the tonic (slow changes) and phasic (peaks) components
of the user’s EDA.

The main goal of this work is to compare the DSA and RTA algorithms for
affective DDAs, which use electrodermal activity data as the input signal to per-
form the fitting calculations. To this end, a practical experiment was conducted
with a population of 60 participants.

The rest of this manuscript is organized as follows. Section2 presents the
main theoretical concepts involved in this research, such as: emotion and affec-
tive states, electrodermal activity, dynamic difficulty adjustment, among others.
Section 3 details the methodology used to carry out the empirical experiment.
The results have been compiled and are presented in Sect.4. The Conclusion is
found in Sect. 4.

2 Fundamental Concepts

This section introduces the main concepts related to this work, such as Affect,
Electrodermal Activity (EDA), Dynamic Difficulty Adjustment (DDA), and
DDA Algorithms.

2.1 Affect

According to Russell [17], affect can be described by combining two independent
scales: Arousal and Valence. The Arousal scale corresponds to the intensity of a
sensation, i.e. when the arousal is low, it represents tiredness or drowsiness, while
high arousal represents panic or surprise. Valence corresponds to the positivity or
negativity inherent to the emotion, i.e., it corresponds to pleasure when positive
and displeasure when negative.
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From these two scales, Russell proposed a Circumplex Model of Affect
(Fig.1). From this model, it is possible to represent any affect in a two-
dimensional form from the coordinates of Arousal, which corresponds to the
y-axis of the model, and Valence corresponding to the x-axis.

HIGH AROUSAL

Panic ® @ Excitement
Fadii:
Fear ® @ ourprise
Tension @ e
@ Fascination
Rage @
Distress @
Anger @ ® Joy
Frustration @ ® Happiness
NEGATIVE VALENCY POSITIVE VALENCY
@ Satisfaction
Depression @ @ Contentment
Sadness ®
= @ Serenity
elancholy @ B Cobiiiioss
Boredom @
Prostration @ @ Relaxation
©:.Tiredness @ Sleepiness
LOW AROUSAL |

Fig. 1. Circumplex model of affect, proposed by Russell. (Adapted from [17])

The proposed model fits into the context of this work as it allows the player’s
affective state to be estimated from two variables, that is, the player’s arousal
and valence degrees are collected and treated as input to the algorithms that
manipulate them to adapt the difficulty of a game.

2.2 Electrodermal Activity (EDA)

Affective states can be perceptible beyond those who feel them [11] - they
can be perceived through physiological signs such as heartbeat, change in skin
tone, sweat, and agitation, among others. In this context, Electrodermal Activ-
ity (EDA), also known as Galvanic Skin Response (GSR), is described as the
property of the human body that causes continuous variations in the electrical
characteristics of the skin and can be detected through sensors that apply an
electrical potential and measure the resulting electric current flow between them.

According to Braithwaite [2], two main components describe the EDA: the
tonic-level, which correlates to slower changes and secondary features of the sig-
nal (slow rises and slopes over time, its overall level), which is commonly mea-
sured by the Skin Conductance Level (SCL); and the EDA phasic-level, which
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refers to rapid changes in the signal, i.e., the Skin Conductance Response (SCL)
from unexpected, relevant, and aversive events. Recent evidence suggests that
both are essential components and may rely on different neural mechanisms [3].
From the electrodermal activity (combination of tonic and phasic compo-
nents), it is possible to infer the arousal intensity of a person (x-axis of Fig.1)
since these properties are linearly proportional [2]. Once EDA can measure a
sensation intensity (high or low), such a measurement can be used as an input
to difficulty adjustment algorithms. However, it is important to emphasize that
no inference about valence can be made from the EDA data, i.e., panic and
surprise are evaluated as equivalent affective states in this instance [10].

2.3 Dynamic Difficulty Adjustment (DDA)

Difficulty can be defined as what prevents or hinders the development of some-
thing. For games, this concept is not very different. Fundamentally, difficulty in
games is the relationship between challenge and skill; the greater the skill needed
to solve a challenge, the greater the difficulty.

Dynamic Difficulty Adjustment (DDA) [10] is a technique that aims to change
the difficulty of a game as the player progresses during the game. This technique
is designed to analyze the player’s performance so that the game difficulty level
can be adjusted according to the player’s skill, and can be classified either as a
Performance DDA, an Affective DDA, or a Hybrid DDA. A Performance DDA
[10] uses only the data the player provides throughout the gameplay to adjust the
difficulty, such as how many times he/she died for a particular enemy or time
spent in a phase. An Affective DDA [10] tries to infer the player’s emotional
state from physiological data, detecting whether a player is angry, bored, or
frustrated, for example, and from these inferences, it adjusts the game to improve
the player’s experience. The Hybrid DDA [10] uses both, performance data and
the player’s affective data, to ajust the difficulty.

2.4 DDA Algorithms

There are several DDA algorithms, whether by Performance, Affective or Hybrid
that were used in previous works [5,10,14,16]. This study analyzes two Affec-
tive DDA algorithms based on electrodermal activity (EDA)[2]: the Data Subset
Analysis (DSA) [12] which was later adapted by Imre [10] and the Real-Time
Arousal Set (RTA) [3] later adapted by Rosa [16].

The Data Subset Analysis (DSA) is an algorithm with a simple yet robust
design, based on the work of authors Fairclough and Gilleade [4] and Leiner,
Fahr, and Friih [12]. It takes only the last two EDA measurements and computes
the difference between them, adding the result to a final amount. This process is
repeated a certain predetermined number of times, and, based on the obtained
result, the algorithm detects if any change in the player’s excitation state has
occurred. If the change is detected, the game adjustment is performed.

Based on Dawson’s description [3], the Real-Time Arousal Set (RTA) algo-
rithm uses the minimum and maximum values of skin conductance, making it
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possible to extract the tonic (slow changes) and phasic (peaks) components of the
user’s EDA. These components make it possible to establish the general excite-
ment level in a window between 0 and 1000. This process is repeated throughout
the game session and is saved after a certain amount of time. Then, a compari-
son between the excitation value found and the previously calculated excitation
value is performed, and the adjustment is made from the result.

3 Methodology

The main goal of this research is to compare the DSA and RTA algorithms
for affective DDAs using electrodermal activity data as an input to perform
the difficulty adjustment calculations. Therefore, a practical experiment was
conducted in a controlled environment at the University of Brasilia with 60
participants using the game Asteroids: in the 2nd and 1/2th Dimension with
both implementations (Fig. 2).

The game Asteroids: in the 2nd and 1/2th Dimension (Fig.2) has a license
for non-commercial use and is open source, allowing the necessary changes to be
made to the DDA implementation. Moreover, the game has a straightforward
goal — to pass trough an entire level while dodging asteroids — and its difficulty
can be modified just by changing the speed of the asteroids. On each level, the
player must control a ship to cross a finish line after a field of asteroids without
colliding with them. It is also possible for the player to shoot the asteroids to
destroy them. The distance required to complete a level is shown on screen and
the player starts each level with a shield that absorbs only the first collision with
an asteroid. If the player’s ship collides with another asteroid and is destroyed,
the player will return to the beginning of the level.

Fig. 2. Scene from the game Asteroids: in the 2nd and 1/2th Dimension
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In order to avoid bias favoring a specific DDA algorithm, the experiment
participants were randomly and blindly divided into three groups: those who
played the game with the RTA algorithm-based DDA (n = 20); those who played
the game with the DSA algorithm-based DDA (n = 20); and those who played
the game without using any DDA algorithm (control group, n = 20). For real-
time acquisition of the player’s EDA data (tonic and phasic components) the
wristband sensor EFmpatica E4 was used (Fig. 3).

Fig. 3. Empatica E4 Wristband

Each participant received and signed an Informed Consent Form detailing
the objectives of the experiment and how it would be conducted. Also, the par-
ticipants received an initial questionnaire to collect demographic data and infor-
mation regarding expertise with games. Then, the participants played six levels
of the game. After each level, the participants were requested to answer a brief
questionnaire (available at Table 1) on their perception of difficulty, boredom,
frustration, and fun for that specific stage.

At the end of each game session, another questionnaire was applied to collect
the participant’s general perceptions about the gameplay (available at Table 2).
Both the questionnaires involving the participants’ perception on each game
level (Table1) and the general gameplay impressions (Table2) only contained
close-ended questions with a scale from 1 to 10 or a Likert scale [1] as possible
answers.

In addition to the EDA data, the following metrics regarding the game and
the algorithms were captured, which could provide a baseline for comparison
between the two algorithms:

— Number of asteroids;

— Minimum and maximum speed of the asteroids;
— Start and end time of the stage;

— Stage duration;

Average time per life;
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Table 1. Questionnaire questions for each level

ID | Question

Q1.1 | On a scale from 1 to 10, how difficult was this level?
Q1.2 | This level was tedious

Q1.3 | This level was frustrating

Q1.4 | This level was fun

Table 2. Questionnaire questions on general gameplay

1D Question

Q2.1 | On a scale from 1 to 10, how do you rate your performance in the
game?

Q2.2 | The game was challenging

Q2.3 | I was able to overcome all the presented challenges

Q2.4 | The game difficulty was appropriate

Q2.5 | I enjoyed the experience of playing this game

Q2.6 | My attention was entirely focused on the game

Q2.7 | At several moments I found myself doing things automatically,
without having to think

Q2.8 | I lost track of time while playing the game

— Whether the player has completed the phase;

— Time in which the player died;

— The moment and amount of adjustments that were made by the DDA algo-
rithms.

4 Results

4.1 Demographic Profile of the Participants

Regarding their age, 4% of the participants are less than 18 years old, 26% are
between 18 and 22, 58% are between 23 and 27, 2% are between 28 and 32,
and 10% of the players are over 32 years old. Regarding gender, 72% of the
participants identify themselves as male, and 28% identify themselves as female.

Concerning the participants’ experience with video games, on a scale of 1 to 5,
where 1 refers to having no experience and 5 refers to having a lot of experience,
64% of the participants reported to have some experience with games (between
4 and 5), and the other 36% reported to have little experience (between 1 and
3). Regarding how much the participants like 2D games, on a scale of 1 to 5,
where 1 represents no liking and 5 represents liking 2D games a lot, 69.7% chose
between 1 and 3;



76 I. Nery Bandeira et al.

Regarding familiarity with gaming devices, 50% of the participants reported
that they are most familiar with playing on desktops computers, 30% on consoles,
15% on smartphones, and 5% on portable consoles.

About the preferred difficulty setting for games, 33.3% of the participants
reported that when they play a game, it is usually set on hard difficulty, 51%
are set on medium, and 15.7% are set on easy.

With the data from this questionnaire, we have that the audience participat-
ing in the experiment is primarily male, with a high experience playing games. It
can also be observed that the study population is dispersed concerning preferred
difficulty setting. Most respondents do not like 2D games, and the device most
used by the participants to play is a desktop computer.

4.2 Comparative Analysis Between DSA and RTA Algorithms

To effectively compare the described algorithms, we analyze the data regarding
the player’s performance (i.e. average deaths per level and average duration of
each phase); data regarding the algorithms behavior (i.e. average number of
adjustments performed by each algorithm at each level); and data regarding the
players perceptions collected by the questionnaires.

About the number of deaths per level, the Fig. 4 shows that the participants
that played with the RTA algorithm display a higher number of deaths than the
other groups. In contrast, the group with the DSA algorithm has a lower average
than the control group and the RTA algorithm group, particularly in the last
three stages. Regarding the average stage duration per level, presented in Fig. 5,
it can be seen that there is relative maintenance of the average time, with the
RTA group increasing slightly faster than the others.

These data alone has little relevance since the death in games not necessarily
means a bad indicator for the functioning of the algorithms adjustment. Death
is often used as a core mechanic that enhances both gameplay and narrative
[15] in several game genres, including souls-like [6,7,15], platformer [13], and
rogue-like games [7,8,18]. However, considering the analysis of the number of
adjustments made by the algorithms at each level, presented by Fig. 6, we can
see that the number of adjustments performed by the DSA algorithm was higher
than those performed by the RTA algorithm. This finding might indicate that
the DSA algorithm perceives difficulty settings better, especially in the game’s
early stages where the low difficulty can let the player unmotivated without an
adjustment.

The pattern observed in the average amount of adjustments for the DSA
algorithm over the stages may indicate a potential convergence in the number
of adjustments, while the pattern observed in the RSA algorithm adjustments
appears to be erratic. This behavior is positively reflected in the analysis of
perceived difficulty collected at the end of each level, presented in Fig. 7, where
the trend line of the DSA algorithm remained more constant on the difficulty
axis when compared to the RTA algorithm and the control group. This suggests
that the difficulty increased more steadily when analyzing the group using the
DSA algorithm rather than the other two.
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When looking at the Fig.6, the adjustments of the DDA using the RTA
algorithm are higher in levels 1, 2, 3, and 5 when compared to the levels 4 and
6. This reflects on the data of Figs.5 and 4, staying in a similar metric to that
observed in the analyses of the group that used the DSA algorithm. However,
this pattern is not reproduced in stages 4 and 6, which, when compared to
their respective previous levels, the RTA algorithm performed few adjustments.
Thus, we can infer that, with the thresholds proposed by Oliveira [14], the RTA
algorithm works punctually but does not have a consistent behavior throughout
the test, strengthening the idea that these thresholds should be changed for
greater consistency of the results.

B osa H RTA CONTROL

0

DEATHS (AVG)
F =N

o mmfl .0 Hm

STAGES

Fig. 4. Average deaths per level

A punctual analysis of the positive and negative adjustments of each algo-
rithm in a specific stage also enlightens us about the functioning of the algo-
rithms, whereas positive adjustments refer to the ones that increase the asteroid
speed, while negative adjustments refer to the ones that decrease the asteroid
speed. To allow such analysis using varying lengths of stage duration, the data
was normalized into 12 time quantiles, as presented in Figs.8, 9, and 10. They
represent the results for the first, the middle, and the last stages of the experi-
ment, respectively.

In Fig. 8, referring to the analysis of the first and easiest level, the amount of
positive adjustments is higher than the number of negative adjustments, espe-
cially for the DSA algorithm, which performs a more significant amount of incre-
ments in speed than the RSA algorithm. Similar to the level 6 analysis, presented
in Fig. 10, in which the difficulty is greater because the levels are built based on
the final velocity of the previous level plus a fixed velocity, the DSA algorithm
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performs a much larger amount of negative adjustments than the RTA algorithm,
which also performs them in a later period besides having a smaller amount of
adjustments to reduce the velocity of the asteroids.
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Fig. 11. Respondents’ perception regarding whether the difficulty was appropriate or
not (Question Q2.4)
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Fig. 12. Respondents’ perception into whether they enjoyed the game or not (Question
Q2.5)
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From the data collected on each participant’s perception in the general game-
play questionnaire, presented in Table 2, we found that questions Q2.4 and Q2.5,
presented in Figs. 11 and 12, corroborate our earlier findings. The perception of
players regarding the overall difficulty of the game and their enjoyment of play-
ing the game present more positive data (4 and 5 in the caption) for the group
that used the DSA algorithm compared to the other two groups.

5 Conclusion

This work focused on a comparative analysis between the RTA and DSA algo-
rithms for affective DDAs, conducting practical experiments with players. The
data collection took place with 60 participants playing the game Asteroids: in the
2nd and 1/2th Dimension. The participants were randomly and blindly divided
into three sub-groups of 20 subjects each, one employing DDA based on the
RTA algorithm, another with DDA based on the DSA algorithm, and the third
without any DDA.

From the data of the 60 participants and the analyses performed, we found
that the DDA based on the DSA algorithm had a more satisfactory result than
the RTA-based DDA. The graphs in Fig.6 and Fig.7 showed that the DSA
algorithm performed significantly more adjustments, providing a more adequate
game balance.

Therefore, it can be concluded that the DSA algorithm performed better in
the tests. This happens, mainly, because the DSA algorithm is able to more
adequately detect the player’s excitement level. In addition, it has a convergent
behavior in the amount of adjustments at each level, managing to adapt better
to each player’s profile. The RTA algorithm using the thresholds proposed by
Oliveira [14] presented inconsistencies in the regularity of the difficulty adjust-
ments for some game levels. The participants who tested the DDA based on the
DSA algorithm were more consistent during all levels.

Although this study focused on testing a significant number of people, it
was not possible to conduct the experiments with the number of people initially
desired, given the pandemic conditions in which this study is constrained. This
situation made it impossible for more people to participate, as the vaccination
campaign for COVID-19 was not as advanced when the experiments were being
conducted. Although the number of levels was increased based on previous pilot
tests, it was still not sufficient, as it was not feasible to hold the participants
inside the collection room for a prolonged period.
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Abstract. The research aims to test the attributes proposed by the authors Kather-
ine Isbister, Better game characters by design: a psychological approach (2006)
and Ernest Adams in Fundamentals of Game Design (2006). The Playable Char-
acters analyzed were retrieved from the most played digital games from the
Entertainment Software Association (ESA) reports between 2008 e 2017 and fit
the following inclusion criteria: be a third person character; the aesthetical look
of the Playable Character had to remain unchanged throughout the game; be a
single-player game and the Playable Character from the digital game has to be the
protagonist.

Considering the inclusion criteria, the Playable Characters analyzed are Niko
Bellic from the digital game Grand Theft Auto 1V, John Marston (Red Dead
Redemption), Batman (Batman: Arkham City), Edward Kenway (Assassin’s Creed
1V: Black Flag), Joel Miller (The Last of Us), Aiden Pearce (Watch Dogs) and
Link ( The Legend of Zelda: Breath of the Wild). The characters mentioned were
selected based on their commercial success — retrieved from ESA sales reports
and analyzed based on their physical and psychological attributes. The attributes
were tested through 110 participants through an online survey — comparing the
perception between respondents who played and did not play the games in analysis.
The results show that the character perception of the respondents about physical
and psychological attributes is similar regarding their gaming experience.

Keywords: Digital games - Playable characters - Physical attributes -
Psychological attributes

1 Introduction

Digital games and digital games-related media — such as gamified applications — are a
subject with a wide range of applicability covering health, education, marketing, and
so on [1]. In addition, digital games-related industries nowadays have a substantial
economic impact, currently considered one of the most lucrative entertainment industries
[2].

The person’s identification with a character — from a game or other medium — impacts
the individual’s social persona, a phenomenon that in some cases promotes the creation of
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social groups around these characters or digital games [3]. Several authors [4-6] reported
this phenomenon and dedicated research to digital games-related subjects. Furthermore,
there is a lack of empirical research to test the off-the-shelf Playable Character attributes
and the player’s perceptions about Playable Characters from games.

The purpose of this paper is to test the attributes presented by the authors Katherine
Isbister in the book Better game characters by design: a psychological approach (2006)
[5] and by Ernest Adams, in the book Fundamentals of Game Design [6] through an
online survey.

This paper is organized as follows: Sect. 2 explains the attributes proposed by the
authors Katherine Isbister and Ernest Adams that motivates this research; Sect. 3 is about
the survey design and dissemination strategy; Sect. 4 presents the results, divided into
four subsections, sample characterization; the survey results are detailed regarding the
respondents’ perception of the characters they had played; the respondents’ perception
of characters they hadn’t play, and finally the discussion of the results, where an overview
of the results is made, confronting the data collected about the characters’ perception in
analysis. This paper ends with conclusions, research limitations, and future work.

2 Playable Characters Attributes Characterization

Physical attributes generally affect how one perceives and treats a person. From a social
standpoint, the previous sentence is sometimes an uncomfortable truth since, at a young
age, we have been told that “beauty is only skin deep.” Nevertheless, it is true that
sometimes we, as a society, misunderstand a person based on their appearance. It is
the subject of countless fictional works: the infantile fairy tale The Ugly Duckling, the
computer-animated comedy film Shrek, and The Elephant Man are examples of popular
culture portraying this phenomenon [5].

According to the author Katherine Isbister in the book Better game characters by
design: a psychological approach (2006) [5], the same principles can be applied to
Playable Characters, and for that matter, Isbister highlights three key attributes — Attrac-
tiveness, Babyfaces, and Stereotypes — that may affect the player’s first impressions of
digital game characters.

Attractiveness refers to aesthetic values related to possessing features that arouse
interest in others. These qualities are related to being good-looking, beautiful, healthy-
looking, good posture, body and facial symmetry, and the right height. Players tend to
consider characters with these attributes dominant, intelligent, stronger, kinder and tend
to be more sympathetic towards the character. The opposite effect happens when the
visual qualities are reversed, which can be used, for example, to create more disgusting
antagonists. This characteristic is also called the halo effect or halo error [7].

Babyfaces refer to characters with infant-like facial features. These characters tend
to have big eyes and pupils, small chin, high eyebrows and forehead, small nose, and
full lips and cheeks, all resembling an adult’s face and body. The human bias assumes
that those who have babyfaces will be warmer and more trustworthy. These characters
may also be more dependent, less responsible, and more submissive and manipulable
[5].

The last attribute proposed is Stereotypes. These characters are powerful social tools
that guide unconscious decisions perpetuating an inequitable situation. For this matter,
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stereotypes are a sensitive subject. Stereotypes can be defined as schemas or precon-
ceptions in your memory that associate a pattern of cues with a typical set of qualities
in a person. It refers to physical attributes like style, gender, ethnicity, posture, man-
ner of speaking and moving, and the company in which a person is seen. So, being
good-looking, healthy-looking is a sign of intelligence, good companies, and so on.
Stereotypes can help players make rapid character evaluations in a digital game. Still,
stereotypes can withdraw value in a more complex character and lead to a personality
misunderstanding [5].

Once that player gets to know the character — by playing with them; understanding
the character’s background and motivations — the player comes to see the personality
depth of his character [6]. In the book Fundamentals of Game Design [6] (2077), Ernest
Adams classified a character’s psychological depth in four dimensions, namely zero-
dimensional (0d), one-dimensional (1d), two-dimensional (2d), and three-dimensional
(3d):

The most rudimentary characters are the zero-dimensional (0d) characters: they have
binary antagonistic emotional states with no mixed feelings, like happy and sad. The
one-dimensional (1d) characters have only a single variable to characterize a changing
feeling or attitude, like a non-binary zero-dimensional. Still, these two antagonistic
emotions can change in a spectrum: like happy and sad and a bit sad, fully happy, and so
on. The two-dimensional (2d) characters are described by multiple variables expressing
their impulses. Still, those do not conflict between them, like antipathy or sympathy,
hate or love. They can feel antipathy and hate simultaneously, but never antipathy and
love because these feelings are each other’s opposite. The most complex characters are
three-dimensional (3d): they have multiple emotional states that can produce conflicting
impulses. These characters are not just black and white. They have doubts and mixed
feelings. According to the author, these characters are the rarest in digital games because
they are the most difficult to implement in technical terms [6].

The definition attributes were coded to be utilized and conveyed so that the non-
academic public can understand (Table 1).

Table 1. Research key concepts coded to be instrumentalized in the survey:

Author concept Key concepts (coded)

Attractiveness; Babyfaces and Stereotypes [5] | Intelligence

Charisma

Physical robustness

Kindness

Player sympathy towards the character

Dependence (dependent on other characters)

Responsibility

Manipulation (manipulable by other
characters)

(continued)
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Table 1. (continued)

Author concept Key concepts (coded)

Submission (submissive towards other
characters)

Trustworthiness

Psychological robustness

0d character [6] The character has one emotional state at a time,
with no transition in between emotional states

1d character [6] The character is divided between two
dichotomous/binary emotional states

2d character [6] The character shows a change of attitude or
feelings regarding a single variable throughout
the whole game

The character behaves erratically (expresses
emotion and acts in a contradictory way)

3d character [6] The character distinguishes moral values

The character is psychologically complex

3 Methods: Survey Design and Dissemination

As previously mentioned, the research aims to test the attributes proposed for the authors
Katherine Isbister in Better game characters by design: a psychological approach (2006)
and Ernest Adams in Fundamentals of Game Design (2006). So, after the attributes were
coded (Table 1), they were transformed into survey questions to test the respondents’
perception of selected characters.

The Playable Characters tested were retrieved from the most played games from the
Entertainment Software Association (ESA) reports between 2008 e 2017 [8§—14] that fitin
the following four inclusion criteria: 1) be a third person character; ii) the aesthetical look
of the character had to maintain unchanged throughout the game; iii) be a single-player
game, and iv) the playable character from the digital game has to be the protagonist.

In order to test the player’s perception of the characters, a five-section survey was
designed to do the data collection, where each group had different aims as systematized
in Table 2.

Table 2. Survey design:

Section: Questions Typology

1. Sample characterization Age Multiple choice

(continued)
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Table 2. (continued)

Section:

Questions

Typology

Education level

Multiple choice

2. Gaming habits
characterization

Nationality Open question
Digital Games Played (Hours/week) | Multiple choice
Life period when spending more time | Multiple choice
playing (Hours/week)

Gaming Platforms Multiple choice

Three digital games were played and
finished

Open question

Typology player-playable character
[15]

Ranking

3. Games played

Digital game genres which
respondents ever played (from the
characters in the study)

Open question

4. Played character
perception analysis

Resorting to your memory of the
[character], do you consider that
character] shows the usual behavior
(stereotypical) of a playable character
belonging to an action-adventure
game?

Multiple choice: Yes or No

How would you rate the
characterization of [Character image]
regarding Physical appearance;
Physiognomy/Countenance;
Movement

Linkert scale: (1 Less usual
(stereotypical) — 4 More usual

(stereotypical))

5. Played characters
dimensionality [6]

5a. This [Character] one emotional
state at a time, with no transition in
between emotional states

5b. This [Character] is divided in
between two dichotomous/binary
emotional states (Peace/Fury)

Sc. This [Character] shows a change
of attitude or feelings regarding a
single variable throughout the game

5d. This [Character] behaves
erratically (expresses emotion and
acts in a contradictory way)

Se. This Character distinguishes moral
values (right/wrong)

5f. This Character is psychologically
complex

Linkert scale: 1 Do not Agree — 4

Strongly Agree

(continued)
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Table 2. (continued)

Section: Questions Typology
6. Non-played character Focusing exclusively on the pictures | Linkert scale: 1 Less — 4 More
perception analysis above, rate: Intelligence; Charisma;

Physical robustness; Psychological
robustness; Kindness; Friendliness;
Your sympathy towards this
Character; Dependence (dependent on
other characters); Responsibility;
Manipulation (manipulable by other
characters); Submission (submissive
towards other characters);
Trustworthiness

Being set the inclusion criteria, the Playable Characters analyzed were: Niko Bellic
from the digital game Grand Theft Auto IV [16]; John Marston (Red Dead Redemption)
[17]; Batman (Batman: Arkham City) [18]; Edward Kenway (Assassin’s Creed IV: Black
Flag) [19]; Joel Miller (The Last of Us) [20]; Aiden Pearce (Watch Dogs) [21] and Link
(The Legend of Zelda: Breath of the Wild) [22]. The characters mentioned were selected
based on their commercial success — retrieved from ESA sales reports [2] and analyzed
based on their physical and psychological attributes. These attributes were retrieved
based on the authors Katherine Isbister, explicit in the book Better game characters by
design: a psychological approach (2006) and Ernest Adams Fundamentals of Game
Design (2006).

The survey structure changes accordingly to the progress of respondents, such as
whether respondents had played the games in analysis or not to properly evaluate their
perception. When a Playable Character is mentioned in the survey sections, an image
of the character is displayed in three photographic plans: medium shot, close up, and
full shot [23] (from the front and the back of the character). These images displayed
(screenshots) were retrieved from each character in the referent game.

4 Results

The survey was available from June 18th, 2020, to July 18th, 2020, in private digital
game-related social groups in social networks (Facebook and Discord) and distributed
via e-mail throughout University of Aveiro students and Staff.

This section presents the survey results, divided into four subsections. In the first
section, sample characterization is made. Then, in Subsect. 4.2, the survey results are
detailed regarding the respondents’ perception of the characters they had played, fol-
lowed by the respondents’ perception of characters they hadn’t played. In the last
section of this section, the results are discussed, confronting the data collected about
the characters in the analysis.
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4.1 Sample Characterization

The questionnaire had 217 valid responses — 107 (49.31%) from female respondents and
110 (50.60%) from male respondents. Additionally, most of the respondents (N = 104)
came were Portuguese’s (94.55%).

In Sect. 2 of the survey, regarding the question about three games played, 110 respon-
dents declared having played at least 3 games in their life. For that reason, these respon-
dents were considered gamers and selected for further analysis. The remaining respon-
dents were eliminated for not being considered gamers once they did not have enough
familiarity with the medium [24-27].

110 participants declared having played at least 3 games in their life: 34 female
respondents and 76 male respondents. The data collected about respondents’ character-
ization, referent to the first two survey sections, is systemized in Table 3.

In the question where the participant identified the genres of digital games for which
they have the greatest preference, the action-adventure games were selected by N = 66
(64.7%) of the respondents followed by role-playing games (RPG) (62.7%, N = 64) and
shooters (61.8%, N = 63). Only one respondent declared not to identify digital games
by genre.

The last question of the third survey section was as if the respondent had played 3
digital games throughout their life. A total of 110 respondents (54.46%) had played. For
that reason, they were eligible to respond to Sect. 3 (played the game) and Sect. 4 of the
survey (played but did not finish):

1)  Grand Theft Auto IV: N = 34 played the game, N = 7 never played the game, N =
37 played but did not finish;

ii) Red Dead Redemption: N = 21 played the game, N = 66 never played the game,
N = 23 played but did not finish.

iii) Batman: Arkham City: N = 24 played the game, N = 60 never played the game,
N = 26 played but did not finish;

iv) Assassin’s Creed IV: Black Flag: N = 32 played the game, N = 47 never played
the game, N = 31 played but did not finish;

v) The Last of Us: N = 29 played the game, N = 61 never played the game, N = 20
played but did not finish;

vi) Watch Dogs: N = 13 played the game, N = 61 never played the game, N = 36
played but did not finish;

vii) The Legend of Zelda: Breath of the Wild: N = 19 played the game, N = 64 never
played the game, N = 27 played but did not finish (Fig. 1).

The number of players who played but did not finish impacts the survey last section
since the survey questions are different regarding the respondent’s gaming experience.
As previously mentioned, the responses of “Played but not finished” were discarded
once these respondents had contact with the character and game narrative, but they
didn’t experiment with all interaction, which may influence their perception.
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Table 3. Sample characterization:

Survey section Questions Responses Representation
1. Sample Biological sex Female N =34 (30.91%)
characterization Male N = 76 (69.09%)
Age 21-25 years old, N =43 (39.09%)
26 and 30 years N =28 (25.45%)
Other ages N =39 (35.46%)

Education level

Bachelor’s degree or
equivalent

N =53 (48.18%)

High school

N =24 (21.82%)

Master’s degree N =22 (20%)

Other education levels | N =11 (10%)
Nationality Portugal N =104 (94.55%)

Other nationalities N =6 (5.45%)

2. Gaming habits
characterization

Digital Games Played
(Hours/week)

1 to 4 h playing

N =29 (26.36%)

5 to 10 h playing

N = 24 (21.82%)

11 to 15 h playing

N =24 (21.82%)

16 to 20 h playing N =18 (16.36%)
More than 20 h N =20 (18.18%)
playing;
Life period when Childhood N =4 (3.64%)
spen.dmg more time Preadolescence N =9(8.18%)
playing (Hours/week)
Teenage N =50 (45.45%)
years/adolescence
Young adulthood N =39 (35.45%)

Twenties and thirties

N =8 (7.27%)

Gaming Platforms

Personal Computer
PO

N =57 (51.82%)

PlayStation (PS)

N =26 (23.64%)

Mobile devices

N = 11 (10%)

Other platforms

N = 16 (14.54%)

(continued)
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Table 3. (continued)

Survey section Questions Responses Representation
Typology Explorers N =56 (50.91%)
player-playable Achievers N = 24 (21.82%)
Character [15] -
Killers N =20 (18.18%)
Socializers N =10 (9.09%)

Grand Theft Auto IV Nldo Bellic

Red Dead Redemption John Marston

Batman Arkham City Batman

| Assassin’s Creed IV: Black Flag Edward Kenway

The Last of Us Joel

Watch Dogs Aiden Pearce

The Legend of Zelda: Breath of the Wild Link

»mwe

Played, but did not finish . Never played

i
. Played and finished

Fig. 1. Respondent’s gaming experience and his characters from top to bottom: Grand Theft Auto
IV, Red Dead Redemption; Batman: Arkham City; Assassin’s Creed IV: Black Flag; The Last of
Us; Watch Dogs; The Legend of Zelda: Breath of the Wild

4.2 Characters Perception: Played Games

Regarding the respondents’ universe, the number of valid responses of the survey section
four and five scenario varies depending on whether respondents had played the games
under analysis, as said in the previous section.

Suppose the respondent had played and finished the game in analysis (Table 2 —
Sect. 3), the respondent was asked to answer two questions about the Playable Character
(Table 2 — Sect. 4).

Overall, the respondents find the characters stereotypical since more than half
responded “Yes” to the question. The less stereotypical Character is Nico Bellic 18/34;
followed by Aiden Pearce 8/13; Link 14/19; Edward Kenway 26/32; Joel 24/29; Batman
21/24; being John Marston 20/21, the character that had more affirmative answers.

Regarding the specific question about the stereotypes, where respondents were asked
to rate on a Likert scale — 1 Less usual (stereotypical); 4 More usual (stereotypical) —the
average score and correspondent standard deviation can be consulted in Fig. 2.
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The value that appears most frequently — Mode (Mo) of Physical appearance — the
characters Nico Bellic Mo = 2; John Marston Mo = 4; Batman Mo = 4; Joel 4; Aiden
Pearce 3; Link Mo =2 and Mo = 4. The character Edward Kenway has a bimodal score of
Mo = 3 and Mo = 4 as well the Character Link Mo = 2 and Mo = 4. The tendency of the
responses (mean and standard deviation) regarding the character’s physical appearance
is in Fig. 2a).

Concerning Physiognomy/Countenance: Nico Bellic Mo = 3; John Marston Mo =
4; Batman Mo = 4; Joel Mo = 4; Aiden Pearce Mo = 4; Link Mo = 2. The Character
Edward Kenway presents a bimodal score of Mo = 3 and Mo = 4, mean and standard
deviation can be compared in Fig. 2b).

Regarding Movement (the way the character moves in the animations of its different
actions): Nico Bellic Mo = 2; John Marston Mo = 4; Batman Mo = 4; Edward Kenway
Mo = 4; Joel Mo = 4; Aiden Pearce Mo = 3; Link Mo = 4. The other statistically
relevant values regarding Movement perception of the characters are systematized in
Fig. 2¢).

a%sasse S84 asse 38448 e
a) Physical b) Physiognomy c) Movement
appearance Countenance

Fig. 2. Stereotypes, mean and standard deviation.

According to the respondents’ opinions (Mean), the most psychologically complex
character (Fig. 3 — 5f) is Joel Miller from the digital game Last of Us, followed by John
Marston, Batman, Edward Kenway, Niko Bellic, and Aiden Pearce. According to the
respondents’ opinion, the least psychologically complex character is Link.

In the Mo analysis of the responses: the characters John Marston, Batman, Edward
Kenway, and Joel Miller show a Mo = 4, then Niko Bellic Mo = 3, the Character Aiden
Pearce present a bimodal score of Mo = 2 and Mo = 3 and then Link Mo = 1.

Regarding the psychological aspects of the characters, as it is possible to inspect in
Fig. 3, the responses do not show any tendency in the respondents’ answers.
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Strongly
Agree

Agree

Fig. 3. Character dimensionality fifth survey section questions answers: Mean.

4.3 Characters Perception: Non-played Characters

Regarding the respondents’ universe, the number of valid responses of the survey ques-
tion to survey Sect. 6 varies depending on whether or not the player had played the
games under review: Niko Bellic N = 37; John Marston N = 66; Batman N = 60;
Edward Kenway N = 47; Joel N = 61; Aiden Pearce N = 61; Link N = 64 (Fig. 1).

Respecting the Physical Robustness perception of the characters, the character bat-
man presented a Mo = 4, Aiden Pearce and Link Mo = 2, and the rest of the characters
Mo = Query3, (mean and standard deviation can be consulted in Fig. 4a). Regarding
Psychological robustness, all the characters showed Mo = 3 except Nico Bellic (Mo
= 2), (Mean and standard deviation can be consulted in Fig. 4b). Regarding charisma,
based on Mo, the most charismatic Character is Batman Mo = 4. The less charismatic
Characters are Niko Bellic and Aiden Pearce Mo = 2. The rest of the characters present
Mo = 3. The mean and standard deviation of the variables, Physical, Psychological
Robustness, and Charisma, are shown in Fig. 4c).

Based only on the visual perception regarding Intelligence, Nico Bellic is the char-
acter who presents the lowest value, Mo = 2. The highest value, Mo = 4, is related to
Batman and Aiden Pearce. The rest of the characters show Mo = 3; the same happens
with mean values, as is shown in Fig. 5a).

Regarding Kindness, Link presented a bimodal score (Mo = 3 and 4). Then Joel Mo
= 3. Nico Bellic is the one who presents a low Kindness Mo (Mo = 1). The remaining
characters show Mo = 2 regarding Kindness (Fig. 5b).

Respecting sympathy towards the Character (Fig. 5c), Joel and Link show Mo =
3, John Marston presents a bimodal score of Mo = 2 and Mo = 3, and the rest of the
characters Mo = 2.
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Fig. 4. Psychological, Physical robustness, and charisma perception of the respondents who did
not play with the characters in analysis: Mean and standard deviation.

A®sasse 3BiaRee 2Biaf R
a)Intelligence b) Kindness ) Sympathy

Fig. 5. Intelligence, Kindness, and Sympathy towards the characters: Mean and standard
deviation.

The variable Dependence (Fig. 6a) for the other characters, the Mo = 1, happens in
all the characters except Joel Miller, Aiden Pearce, and Link show Mo = 2. Regarding
Manipulation, John Marston and Edward Kenway present the low Mo score (Mo = 1)
Nico Bellic and Batman bivariate score of Mo = 1 and Mo = 2. The rest of the characters
have Mo = 2. Respect the Submission (Fig. 6¢); all the characters present the lowest
possible Mo score (Mo = 1) except Aiden Pearce and Link (Mo = 2).



96 T. Ribeiro et al.

Regarding Responsibility (Fig. 6d): Batman Mo = 1; John Marston, Edward Kenway
and Link Mo = 2 and Nico Bellic and Aiden Pearce Mo = 3. The resume of charac-
ters Dependence, Manipulation, Submission, and Responsibility perception, Mean and
standard deviation are summarized in Fig. 6.

A4 a8 e 3845 a88e 23y is e 2/yaae

a) Dependence b)Manipulation ) Submission d) Responsibility
on other by other issive towards other

Fig. 6. Characters Dependence, Manipulation, Submission, and Responsibility perception: Mean
and standard deviation.

4.4 Discussion

Stereotypes are powerful social tools that guide unconscious decisions perpetuating an
inequitable situation. Stereotypes are a sensitive subject, as pointed out by the author
Katrine Isbister [5]. These stereotypes are schemas or preconceptions in our memory
that associate a pattern of cues with a typical set of qualities in a person that can be
perceived by the data analysis. According to respondents’ opinions, all the characters
analyzed are stereotypical. Nico Bellic is the character pointed as the least Intelligent,
the less Kind, and the less Sympathetic (as previously shown in Fig. 5). Nico Bellic is
also the one who, as a figure (aesthetically), looks less careful with a relaxed style and
posture [16]. This pattern is similar if the respondents had not played the game. In a large
majority, the respondents find that character in analysis shows the usual (stereotypical)
behavior (Fig. 2).

The hero of the game Read Dead Redemption, John Marston, is seen as a stereotyped
character regarding Physical Appearance, Physiognomy, and Movement. He is generally
perceived as an Intelligent character for most of the respondents and psychologically
complex (considering respondents’ replies). From the respondents that have not played
with him, he is also seen as a Physically and Psychologically Robust, Intelligent, and
Charismatic character but less Kind and Sympathetic (Fig. 5). This outcome can be
explained by his super masculine aesthetic [17].

According to the data collected from the respondents who had played the game
Batman: Arkham City, Batman is the most stereotypical character (Fig. 2). He is seen as
Charismatic, Intelligent, Kind, Sympathetic, Responsible (Fig. 5). He is also viewed as
Independent, not manipulable nor submissive (Fig. 6). Batman is the only cross-media
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character in analysis, so the data collected must have influenced other media, like movies
[18].

Edward Kenway also presents a super masculine aesthetic with big muscles and scars
on his face. For this reason, the respondents who have played the game Assassin’s Creed
IV: Black Flag pointed as a stereotypical character (Fig. 2). Regarding the respondents
who did not play the game, their opinion matches those who played (as is it possible to
check Figs. 5 and 6). Edward Kenway is seen as physical and psychologically robust,
with Charisma, Intelligence, and Sympathy (with mixed feelings about their Kindness).

Joel Miller is globally seen as stereotypical. Unlike others, regarding the psycho-
logical perception of the character (character dimensionality), the respondents’ answers
show some tendency. It is possible to conclude that most respondents find that Joel
distinguishes moral values and is psychologically complex, matching with the three-
dimensional (3d) definition proposed by Adams [6]. This tendency (finding Joel Psy-
chological robust) fits the respondents’ perception that they did not play the Game Last
of Us.

Regarding the character Aiden Pearce, he is also seen as a stereotyped character with
Psychological and Physical Robustness and Charisma below average compared to the
rest of the characters in the research (Fig. 2). The respondents who did not play the game
see him as Intelligent and Kind but not so Sympathetic (Fig. 5).

According to the respondents’ opinion, the least psychologically complex character
is Link (Fig. 3 — 5f); Link is also the character pointed as more dependent (Fig. 6a).
Simultaneously, Link is pointed out as the least stereotypical and the only one with
babyface features [22].

Regarding the specific attributes, Physical appearance; Physiognomy/Countenance,
Movement, all the characters present a mean and Mo above 2 (Table 2 and Fig. 2) regard-
ing respondents’ perception of these characters. The Characters Dependence, Manip-
ulation, Submission values are globally less than 2, as shown in Fig. 6 (perception of
respondents who did not play the game).

All the characters analyzed are the heroes of their games, so they are designed to show
some heroism regarding their appearance, as Isbister [5] pointed out. The characters in
the analysis are from digital games produced by major publishers whose characters and
games beneficiate from global publicity and marketing actions. In that sense, this could
be a factor that influences the respondents’ perception.

Regarding Adams’ dimensionality, except for Joel, none of the other characters in
the analysis show any tendency regarding their psychological depth. The direction of the
line in the graph should be a straight line: proportionality positive if the character were
more complex and proportionality positive if the character had a low dimensionality.
This tendency cannot be seen (Fig. 3).

4.5 Conclusions, Limitations, and Future Work

The study shows a discrepancy concerning the representation between biological sex:
The respondents’ biological sex was distributed almost equally between the two (Female
N = 107 and Male N = 110) in the original sample. Compared with the final selection,
after eliminating the respondents who had not played 3 digital games in their lives, 34
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were female respondents, and 76 were male respondents. This finding matches with
common sense that female gamers are commonly regarded as a minority [28].

Besides the small sample, regarding the gamers perception analysis (as shown in
Fig. 1), this research validates that stereotypes are accurate in digital games, as Isbister
suggest [29], especially in the most played games reported in ESA reports [2, 8, 11, 13,
14, 30-32].

These characters were designed with stereotypes, enhancing attractiveness to com-
municate attributes like Intelligence, Kindness, and Charisma (Table 1); the same is
true even in gamers who do not play the digital game or experience the game narrative
(Fig. 4).

The sample nationality is mainly from Portugal. It is impossible to predict if other
cultures have a different perception of these characters, especially regarding the character
Link — the only character who presents babyface features. Link comes from an Asian
publisher (Nintendo), and the rest of the characters show Caucasian features.

The results of this study should be seen as exploratory and a starting point so that
more questions can be asked about the aesthetics of the Playable Characters. Playable
Characters are the center of playability in several digital games. Besides, as stated by
Isbister [5] and confirmed by the respondents in this research, stereotypes may indicate
visual cues about what the character type may be. It should be asked if stereotypical
characters are pleasant and necessary for the narrative or character development. As
examples of the other entertainment products, like the stories pointed out at the beginning
of the article, “the ugly” does not need to be “the bad”. The one who has the big muscles
does not need to be the least dependent, and so on. These major digital game publishers
perpetuate stereotypes that enhance masculinity as a synonym for heroism and power.
This preconception does not place in a plural society, especially when approximately
21% of the gamers are in their teenage years [33].

Regarding future work, we suggest expanding the sample by implementing the survey
in other countries and continents to test if the perception of these characters is the same
between different cultures and ethnic groups.

The games analyzed correspond to a convenience sampling based on sales reports.
They must be considered to open the scope to other characters. As said in the previous
section, the character in the analysis came from major publishers, so it was not certain that
it was the first time respondents saw the character. We suggest testing other characters
from other minor and major publishers. And, of course, a deep understanding of the
character depth must be made since it was impossible to categorize the study’s characters,
as shown in Fig. 3.
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Abstract. There is a notion popular among game designers that it is better to
avoid too much hand-holding, and to allow players to figure out what to do and
where to go themselves rather than guiding them each step of the way. Flow is
the psychological state of “getting in the zone”, of enjoying overcoming a series
of optimally challenging goals for the sake of the enjoyment they provide. Flow
theory suggests that knowing what to do and where to go next throughout an
activity is a flow condition, or a factor that leads to that enjoyable flow state. Is
guidance hand-holding that decreases enjoyment or a flow condition that increases
enjoyment? Does more guidance increase or decrease enjoyment? Humor and
Laughter was identified in a previous card sorting study as a source of enjoyment,
but to the best of our knowledge there has yet to be a controlled experiment testing
if humor increases enjoyment in games. To address these questions, a controlled
experiment with a 2 x 2 x 2 factorial design was conducted to test the impact of
a Navigational Pointer, a Quest Log, and Humorous NPC Dialog on player Flow
and Enjoyment. 314 participants played one of eight versions of a 2D action-
adventure RPG custom game and filled out a survey. The Navigational Pointer, an
arrow pointing where to go next throughout each step of the game, significantly
increased player flow and enjoyment. The Quest Log and Humorous NPC Dialog
did not have a significant impact on enjoyment or flow, but were more text-based
and less effective than the Navigational Pointer. Implications for designing for
enjoyment and flow are discussed.

Keywords: Enjoyment - Navigational guidance - Humor - Clear proximal
goals - Controlled experiment - Flow - Intrinsic motivation - Game design -
Gamification - Serious games - Computer games - Digital games

1 Introduction and Related Work

Is it better to avoid too much hand-holding, and to allow game players to figure out what
to do and where to go themselves rather than guiding them each step of the way? Or is
it better that the game communicates player goals clearly to ensure players know what
to do next throughout the game, and uses navigational guidance to make it clear where
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to go next in the game world? Also, does humor in digital games really increase player
enjoyment? These are the central research questions driving the present research.

Popular games like Elder Scrolls V: Skyrim [1] and World of Warcraft [2] use text
prompts to communicate the next step in the player’s current task, quest, or mission
and navigational aids like on-screen marks on a compass or map or on-screen arrows or
paths indicating the direction the player needs to go to get to their next step. On the other
hand, some games like the Dark Souls [3] series do not use these game design elements
to communicate this information to players, instead leaving players to figure out what
to do and where to go without this guidance. Directly comparing these commercial off-
the-shelf games would introduce too many confounding variables. But by manipulating
game design elements in a controlled experiment, game design elements can be isolated
and their effects on player enjoyment and flow can be tested.

Flow is the experience of overcoming optimal challenges for the enjoyment they
provide while continuously adjusting performance based on feedback. Unlike Self-
Determination Theory which focuses on satisfying needs for autonomy, competence,
and belonging [4, 5], flow theory focuses directly on the autotelic experience or the
experience of intrinsic motivation, enjoyment of an activity as the primary motivation
for that same activity. Flow theory begins with the idea that this enjoyment is a desirable
end result rather than a means to any other end, even if flow may have other benefits.

Much of the research on flow has attempted to measure how much people are in flow.
For example, several flow measures consist of 9 dimensions from Csikszentmihalyi’s [6,
7] popular books on flow (e.g. [8—10]). However, treating all of these factors as measures
of how much a person is in flow may not be accurate because some of these factors are
conditions that lead to flow, while others indicate how much the person is in flow. It
would be better in our view to measure flow with the flow indicators and to test the
impact of the flow conditions by designing controlled experiments to test them.

Nakamura and Csikszentmihalyi [11] separated flow into two sets of factors: flow
conditions, which are the factors that lead to flow, and the characteristics of flow or
flow indicators, which are the factors that indicate how much a person is in flow. Most
previous research that has measured flow has failed to separate flow conditions and
indicators [8, 10, 12]. The flow conditions identified by Nakamura and Csikszentmihalyi
were clear proximal goals, immediate progress feedback, and optimal challenge. The
flow indicators they identified were effortless concentration, sense of control, merging
of action and awareness, loss of reflective self-consciousness, altered perception of time,
and autotelic experience.

For those who wish to design for flow, the logical focus would be on the flow
conditions. Optimal challenge is extent to which a person perceives the task they are
doing has a level of task difficulty that is high enough to stretch their perceived skills
without overwhelming them. Immediate progress feedback is how much the person feels
they know how well they are performing the activity or how well they are making progress
through the activity. Clear proximal goals is how much the person feels they know what to
do next throughout an activity. The word “proximal” emphasizes continuously receiving
information about the goal of the next step rather than simply the overall goal, facilitating
task engagement by providing step-by-step information about how to complete each task.
As Csikszentmihalyi and Nakamura [13] explained, “What counts is not that the overall
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goal of the activity be clear but rather that the activity present a clear goal for the next
step in the action sequence, and then the next, on and on, until the final goal is reached”
(p. 187).

These three flow conditions were identified by Nakamura and Csikszentmihalyi [11]
with descriptive research using interviews and the Experience Sampling Method [14,
15], not with controlled experiments. Evidence from controlled experiments with random
assignment is needed to test the causal relationship between these flow conditions and
increased flow, and to test if other factors increase flow and enjoyment. Controlled
experiments with random assignment need to be conducted to test what specific design
differences actually increase flow and enjoyment among users or players.

If practitioners know what conditions lead to flow, designs can be engineered to meet
the flow conditions. Controlled experiments have shown that optimal challenges lead
to flow [16] and that immediate progress feedback leads to flow [17, 18]. However, the
causal relationship between clear proximal goals and flow has yet to be demonstrated
with a controlled experiment. This paper aims to fill this research gap. In addition, two
other factors of interest were explored, Clear Navigation and Humor. Applying and
extending the concept of Clear Proximal Goals to the task of navigating a game world,
we define Clear Navigation here as knowing where to go next throughout each step of an
activity. It has been theorized that knowing where to go may be a flow condition when
navigation is involved with a task [19], but to the best of our knowledge prior research
has yet to test the impact of Clear Navigation on flow and enjoyment with a controlled
experiment.

In a previous card sorting study, Humor and Laughter was identified as a potential
source of enjoyment in digital games [20]. Much of the empirical research that has been
done on Humor has focused on it as an individual trait, with measures focusing on an
individual’s sense of humor [21-23] or humor styles [24-28]. Perry [29] conducted an
experiment and found that humor in commercials made TV programs more enjoyable,
but to the best of our knowledge there has yet to be an experiment testing the impact
of humor on enjoyment in games. Dormann and Biddle [30-32] discussed theories and
functions of humor and asserted that humor seems to be an important source of pleasure
for game players. However, their research was qualitative and did not test the connection
between humor and enjoyment with a controlled experiment. The causal link between
the experience of Humor and Enjoyment of digital games has yet to be tested with a
controlled experiment.

We define enjoyment as the extent to which people positively evaluate their expe-
rience. But there is little to no consensus about what leads to that positive experience
of enjoyment when people play digital games. Existing theories of game enjoyment are
incomplete or not comprehensive enough as Lazarro’s Four Keys to Fun [33, 34], Self-
Determination Theory [4], Player Experience of Needs Satisfaction (PENS) [35], Flow
Theory [11], the Game Engagement Questionnaire [36], Yee’s model of motivations
to play online games [37, 38], Malone’s model of intrinsically motivating educational
games [39, 40], the taxonomy of gameplay enjoyment from Quick et al. [41], and the
Player Experience (PLEX) Framework [42]. An extensive review of the literature on
what makes games enjoyable has been conducted, which summarizes 61 relevant peer-
reviewed research articles and papers and categorizes them into 12 topic areas [43]. An
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iterative card sorting study with game players reduced 167 sources of enjoyment drawn
from the literature to 34 sources of enjoyment in digital games [20], but the causal
links between these sources of enjoyment and enjoyment need to be tested with con-
trolled experiments. The present research is one step forward towards this larger goal of
identifying and testing what causes enjoyment with a series of controlled experiments.

Knowing what makes digital games enjoyable is important not only for video and
computer game designers, but also for Gamification and Serious Games as well. Gam-
ification is “the use of game design elements in non-game contexts” [44], such as to
make non-game systems more game-like and enjoyable. Serious games are “full-fledged
games for non-entertainment purposes” [44], such as education, exercise, research or
persuasion. Design for enjoyment is the common aim of Game Design, Gamification,
and Serious Games. To reliably engineer enjoyable systems, practitioners need empirical
research using controlled experiments to test what makes digital games enjoyable.

There is a popular notion among game designers and developers that it is better
to avoid too much hand-holding, and to allow game players to figure out what to do
and where to go themselves rather than guiding them each step of the way. This is
incompatible with flow theory’s notion of clear proximal goals, which suggests that it is
best to ensure players know what to do next throughout the game. So, when it comes to
conveying what the player is supposed to do next throughout a game, is guidance good
or is it better to avoid too much hand-holding? Which leads to more flow and enjoyment
among players?

The research questions that drove this research were: 1) Does having a Navigational
Pointer that guides players where to go next lead to more player enjoyment and flow than
not having one? 2) Does having a Quest Log with text prompts that communicate what
to do next lead to more enjoyment and flow among players? 3) Does having NPC dialog
text that is humorous lead to more player enjoyment and flow than non-humorous NPC
dialog? This study will contribute both to the theory and practice of designing interactive
systems for enjoyment. This is an important aim for practitioners and researchers in Game
Design and Development and Human-Computer Interaction.

2 Method

2.1 Participants

Three-hundred and fourteen participants were recruited with Amazon Mechanical Turk.
Participants were 18 years or older, US-only, and had an approval rate of at least 97%
on at least 1000 HITs. Participants were screened to ensure they were accessing the
survey with a laptop or desktop computer to be sure they could play the research game.
Participants were excluded from analysis if they responded incorrectly to attention-
checking questions using the Conscientious Responders Scale [24], if they spent less
than 15 min on the survey, or if their responses to the open-ended qualitative questions
were incomplete or did not answer the questions that were asked. The minimum time to
complete the survey was determined from the pilot testing, and the median time taken
to complete the survey after playing the game was 37.41 min. Participant demographics
and gameplay habits are summarized in Table 1 below.



Guidance is Good

Table 1. Participant demographics
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Total N 314 participants
Females 188 (59.87%)
Males 125 (39.81%)
Non-binary 1

Mean average age 42.03 years
Age range 20-78 years
Range of years played digital games 0-51 years
Mean average years playing digital games 18.72 years
Range of hours played per week 0-70 h

Mean average hours played per week 8.72h

Range of hours played per day 0-10h

Mean average hours played per day 1.97h

2.2 Procedure

Participants were recruited using Amazon Mechanical Turk (MTurk) to participate in an
online study. MTurk has been found to be a reliable tool for recruiting participants for
Human-Computer Interaction Research [45] as long as sufficient precautions are taken to
ensure data quality, such as using attention checks and excluding respondents who are not
paying attention [46, 47]. Participants were given information about informed consent
played a custom research game for 30 min and then responded to a survey questionnaire
about their experience playing the game. The study took approximately one hour to
complete. Participants were given $3.25 USD as an incentive to participate. The study
was approved by the Bradley University Internal Review Board, the Committee on the
Use of Human Subjects in Research.

2.3 Measures

Participants responded to a survey about their experience playing the game that included
psychometric measures of player Enjoyment, the dimensions of Flow, and Humor. These
measures consisted of 7-point Likert scales of agreement ranging from Strongly Disagree
to Strongly Agree.

Enjoyment was measured with an Enjoyment Questionnaire (Cronbach’s o = 0.979).
One of the flow indicators, Autotelic Experience, contained items such as “I really
enjoyed the experience”, and in previous studies [17, 18, 48] this Autotelic Experience
factor merged with Enjoyment, specifically with the Enjoyment-Interest subscale of
the Intrinsic Motivation Inventory [49], so Autotelic Experience and Enjoyment were
measured as one Enjoyment factor in this study as well.

The remaining flow indicators were measured with the Flow Indicator Questionnaire,
which assesses the factors that indicate how much a person is in a flow state [17, 18]
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with the subscales Sense of Control (Cronbach’s a = 0.898), Full Focusing of Attention
(Cronbach’s a = 0.898), Merging of Action and Awareness (Cronbach’s a = 0.871),
Loss of Self-Consciousness (Cronbach’s a = 0.809), and Altered Perception of Time
(Cronbach’s a = 0.939).

The Flow Condition Questionnaire was used to measure the factors that flow theory
suggests lead to flow. It had the subscales Optimal Challenge (Cronbach’s a = 0.904),
Continuous Feedback (Cronbach’s a = 0.925), and Clear Goals and Navigation (Cron-
bach’s a = 0.977). Each subscale had at least 4 items. To assess Clear Navigation, or how
well players knew where to go next, original items were generated based on the items for
the flow condition Clear Proximal Goals. However, in preliminary factor analysis, these
Clear Navigation items merged with Clear Proximal Goals. These items loaded strongly
onto the same factor and fit well together conceptually, so this factor was labeled Clear
Goals and Navigation.

The Enjoyment Questionnaire, Flow Indicator Questionnaire, and Flow Condition
Questionnaire have been used in previous research on flow in games, and they were
found to have sufficient construct validity and reliability [17, 18]. These measures were
adapted to the context of digital games, and drew items primarily from the more general
Activity Flow Scale [50], which was itself adapted from the Flow State Scale [9], a
measure of flow in the context of sports.

A seven-item Humor Questionnaire was used to measure how much participants
experienced humor and laughter while playing the game (Cronbach’s a = 0.949). Exam-
ple items include, “This game made me laugh,” and “This game was really funny.” Exist-
ing measures of humor focused on a sense of humor as an individual trait [21-23], but
the measure used in this study instead focused on measuring the extent to which people
experience humor and laughter while playing the game. Because an existing measure of
the experience of humor could not be easily found, an original measure was developed
and used in this study. Preliminary factor analysis showed all of the Humor items loaded
onto their own factor with factor loadings above 0.7 and no cross-loadings within 0.2
of that main factor loading, providing preliminary evidence that Humor has construct
validity as well [51, 52].

This study was part of a larger survey. Open-ended qualitative questions were asked,
for example about what they enjoyed most and least about the game, and participants
were asked to type in their answers. At the end of the study, participants filled out a
demographics and gaming habits questionnaire.

2.4 Experimental System and Design

A between-subjects controlled experiment with a 2 x 2 x 2 factorial design was con-
ducted with random assignment of participants into eight experimental conditions. Eight
versions of a custom research game were developed for this study with the Unity game
engine and C#. The games were built with WebGL and embedded on Qualtrics, an online
survey platform. The randomizer feature of Qualtrics was used to randomly assign partic-
ipants to play only one of the versions of the game. The research game was a 2D top-down
action-adventure RPG with an open world and towns with Non-Player Character (NPC)
villagers separated by wilderness occupied by monsters. The game had dynamic dif-
ficulty adjustment to maintain optimal challenge across different levels of player skill
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and control for individual differences in skill and changes in skill over time. The speed
that enemies moved and attacked would increase gradually over time, would increase
when enemies took damage, and would decrease when the player took damage or died;
minimum and maximum enemy speeds were set based on internal playtesting. There
were respawn checkpoints throughout the game world. The game ended automatically
after 30 min; the timer paused when the game was paused and the game automatically
paused after 15 s without player input.

A between-subjects controlled experiment with a 2 x 2 x 2 factorial design was
conducted with random assignment of participants into eight conditions. The conditions
consisted of playing different versions of the same game, with the different versions
designed to be identical except for specific design differences intended to manipulate
Clear Navigation, which we define here as how much participants knew where to go next
throughout each step of the game, Clear Proximal Goals, which is how much participants
knew what to do next through each step of the game, and Humor, which is how much
the humorous content in the game made participants laugh. To manipulate these internal
player perceptions about their experience, specific design differences were implemented
across the different versions of the custom research game.

The first independent variable and design difference was the presence or absence of
an on screen Navigational Pointer, an on-screen arrow indicating the direction the player
needed to move their character in the game to reach their current proximal goal, or the
next step of the game. The Navigational Pointer was close to the player near the middle
of the screen, offset from the player’s position enough that the arrow did not overlap with
the player character. As the player moves, the arrow rotates around the player to point
at the player’s next destination in the game world. This design difference was intended
to increase the experience of Clear Navigation.

The second independent variable or design difference was the presence or absence
of an on screen Quest Log consisting of a box at the top right of the screen with a
text prompt indicating the current proximal goal, meaning the goal of the next step in
the sequence of actions the game requires players to do to complete the game. In the
conditions where this Quest Log was present, each time the player completed the current
step they are on, the text prompt in the Quest Log was be updated to show the next step
that needed to be completed to continue making progress in the game.

Preliminary factor analysis results found that player perceptions of Clear Proximal
Goals and Clear Navigation merged into a single factor, Clear Goals and Clear Naviga-
tion, but the Quest Log and Navigational Pointer operationalized these design differences
separately. They can be thought of as two different ways to operationalize increasing
the player’s experience of Clear Goals and Clear Navigation through design differences.
The Quest Log was intended to convey information about what to do next, while the
Navigational Pointer was intended to convey information about where to go next in the
game world.

The third design difference and independent variable was whether the text for the
Non-Player Character (NPC) dialog was written to be humorous or not. In the Humorous
Dialog condition, the NPC dialog is written to be humorous using fourth-wall-breaking
satire of roleplaying game conventions, while in the No Humorous Dialog condition,
the NPC dialog was written to be about the same length of text but without humor. For
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Fig. 1. Screenshot of the research game showing the Navigational Pointer to the right of the
player, the Quest Log at the upper right of the screen, and an NPC dialog text box.

example, in the Humor condition, Sebastian says, “I’d like to help you find one, but I
can’t walk. Because I'm an NPC, I wasn’t given the ability to walk.” In the No Humor
condition he says, “I’d like to help you but I must look after Gallagher.” In the Humor
condition, the old man who gives you the sword says about giving you a stronger sword,
“Look I know the fate of the world hangs in the balance and what not. But the game
would be too short if I just gave it to you here and now. Ah, I know! You can get my dry
cleaning!” In the No Humor condition, the old man instead says, “In order for you to
prove that you are the chosen one, I propose a trial. Go now to the cave where the king’s
soul resides, defeat it and return to me.”

Using a2 x 2 x 2 factorial design, this study tested the impact of these three design
differences on enjoyment and flow. Table 2 below shows the participant demographics
and gameplay habits of those in each of those eight experimental groups.

2.5 Hypotheses

The following hypotheses were made:

H1. Players in the Navigational Pointer condition will report greater Enjoyment (H1A)
and Flow (H1B) than players in the No Navigational Pointer condition.

H2. Players in the Quest Log condition will report greater Enjoyment (H2A) and Flow
(H2B) than players in the No Quest Log condition.

H3. Players in the Humorous Dialog condition will report greater Enjoyment (H3A) and
Flow (H3B) than players in the No Humorous Dialog condition.
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Table 2. Participant demographics in each experimental condition

No Pointer,  No Pointer, ~ No Pointer, ~ No Pointer, Pointer, Pointer, Pointer, Pointer,
No Quest, No Quest, Quest, Quest, No Quest, No Quest, Quest, Quest,
No Humor Humor No Humor Humor No Humor Humor No Humor Humor
N 33 39 37 39 40 44 41 41
Females 17 30 22 18 22 25 33 21
Males 15 9 15 21 18 19 8 20
Other 1 0 0 0 0 0 0 0
Mean Average Age 4133 43.00 4427 42.13 41.22 43.79 40.22 40.24
Age Range 28-78 years  21-76 years  23-69 years  22-69 years  21-71 years  20-68 years  21-71 years = 25-69 years

Mean average years 18.48 years 15.79 years ~ 20.75 years  17.08 years 16.22 years  19.27 years  21.34 years  20.66 years
playing digital games

Range of years played ~ 0-40 years 0-41 years 0-51 years 1-41 years 0-38 years 1-49 years 0-42 years 3-40 years
digital games

Mean average hours 11.18 hours  7.89 hours 6.49 hours 9.61 hours 10.90 hours  7.03 hours 7.46 hours 9.63 hours
played per week

Range of hours played ~ 0-70 hours 0-30 hours 0-25 hours 0-40 hours 0-70 hours 0-30 hours 0-21 hours 0-50 hours
per week

Mean average hours 2.57 hours 1.79 hours 1.78 hours 1.94 hours 2.15 hours 1.78 hours 1.85 hours 1.53 hours
played per day

Range of hours played  0-10 hours 0-5 hours 0-5 hours 0-6 hours 0-8 hours 0.5-6 hours  0-7 hours 0-7 hours
per day

2.6 Efforts Made to Ensure Data Quality

Several measures were taken to ensure data quality. The protocol developed by Winter
etal. [53] was used to screen out those using Virtual Private Networks to hide their country
of origin and to help screen out duplicate responses. The Conscientious Responders
Scale [47] was used as an attention check, with items such as “Choose the first option —
“strongly agree” — in answering this question.” mixed into the questionnaire. These
items were randomly mixed into the sources of enjoyment questionnaire questions.
Participants were excluded from analysis if they responded incorrectly to attention-
checking questions using the Conscientious Responders Scale [47], if they spent less
than 15 min on the survey, or if their responses to the open-ended qualitative questions
were incomplete or did not answer the questions that were asked.

The game automatically paused after 15 s without player input and the game’s count-
down timer paused when the game was paused to make it more likely that participants
had enough experience playing the game to respond to the survey. Player location in the
game was logged every second and at the end of the game it was sent from Unity to a
PHP server. Heatmaps were created with the location data and manually examined by
the researchers to ensure participants were actually playing the game, and respondents
who appeared to be staying in one place for much of the game were excluded.

3 Results

A 2 x 2 x 2 factorial MANOVA was conducted with IBM SPSS 27 to compare the
mean scores on all of the measures across the experimental groups. Tables 3, 4 and 5
show the means, standard deviations, F' values, p values, and partial n2 effect size for
the main effects of each independent variable on all measures.

A statistically significant MANOVA effect was found for playing the game with the
Navigational Pointer, indicating there was an effect on one or more of the measures
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(Pillai’s Trace = 0.477; F10.297 = 27.078; p < 0.001, partial n2 = 0.477). Participants
who had a Navigational Pointer experienced significantly more Enjoyment (F'; =38.124;
p < 0.001, partial n?> = 0.111). This was evidence supporting hypothesis HIA.

Player perceptions of each of the flow conditions, the player perceptions that flow
theory suggests lead to flow, were higher for those in the Navigational Pointer conditions
as well. Having a Navigational Pointer increased player perceptions of Clear Goals and
Navigation (F1 = 218.4; p < 0.001, partial n2 = 0.416), Continuous Feedback (F|{ =
49.715; p < 0.001, partial n* = 0.140), and Optimal Challenge (F1 = 32.423; p < 0.001,
partial n? = 0.096). The greatest effect size was found for Clear Goals and Navigation
(partial n° = 0.416), indicating this experimental manipulation had the intended effect
of increasing this factor. The Navigational Pointer made it more clear to players where
to go and what to do next and increased enjoyment. The positive effect on the other
flow conditions may mean the flow conditions are interconnected in a way that makes it
difficult to separately manipulate perceptions of the flow conditions, as was found in a
previous study of flow in games [18].

Participants with a Navigational Pointer experienced more flow than those without
it, as measured by the flow indicators. The Navigational Pointer led to increased player
Sense of Control (F; = 25.140; p < 0.001, partial n° = 0.076), Merging of Action
and Awareness (F| = 12.494; p < 0.001, partial n*> = 0.039), Altered Perception of
Time (F1 = 10.992; p < 0.001, partial 772 = 0.035), and Focusing of Full Attention
(F1 = 4.082; p < 0.001, partial n?> = 0.013). This means having a Navigational Pointer
increased players’ perception that they had the situation under control, they could act
automatically without having to think, they lost their normal awareness of time passing,
and they had their attention focused entirely on what they were doing. The greatest
effect on the flow indicators by effect size was found on Sense of Control (partial n®
= (0.076), meaning the pointer helped make players feel like they had everything under
control. These results support HIB. The flow indicator Loss of Self-Consciousness was
not significantly different.

Having the Navigational Pointer led participant to rate their experience higher on
Humor (F| = 5.634; p < 0.001, partial n°> = 0.018). Humor was the only dependent
variable to show a significant Levene’s test of unequal variances (p < 0.001), so this
difference was followed up with Welch’s F test, which is robust for unequal variances.
Welch’s F test confirmed that having the Navigational Pointer led to increased ratings
of Humor while playing the game (Welch’s F1 311551 = 5.257; p = 0.023). Perhaps the
experience of not having the Navigational Pointer made the experience of playing the
game less humorous, but the effect size was relatively small (partial n° = 0.018). Table
3 shows the results of having a Navigational Pointer on each measure.

The MANOVA showed playing the game with a Quest Log had a marginal but non-
significant effect on the measures (Pillai’s Trace = 0.058; F19297 = 1.82; p < 0.057,
partial n° = 0.058). Quest Log had a marginal but non-significant effect on two of the
flow conditions, Clear Goals and Navigation (F | =3.848; p =0.051, partial nz =0.012)
and Continuous Feedback (F; = 3.773; p = 0.053, partial n° = 0.012). The effect size
was also small (partial n° = 0.012). The lack of a significant effect on the factor this
experimental manipulation was intended to vary, Clear Goals and Navigation, means
that the design difference of having the Quest Log as it was implemented in this study
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Table 3. MANOVA results for main effect of navigational pointer

Measure Navigational No Navigational | F )4 Partial n2
Pointer Pointer
M SD M SD

Enjoyment 4.547 | 1.658 [3.391 1.625 38.124 | <0.001 |0.111

Clear goals and 5.034 |1.581 [2.600 |1.323 218400 | <0.001 |0.416
navigation

Continuous 4.183 1.528 |2.963 1.573 49.715 | <0.001 |0.140
feedback
Optimal challenge |4.821 1.549 |3.811 1.567 32423 | <0.001 |0.096
Sense of control 4.386 1.481 3.529 1.557 25.140 | <0.001 |0.076
Merging of action |4.196 1.284 |3.693 1.312 12.494 | <0.001 |0.039
and awareness

Altered perception | 4.315 1.732 | 3.696 1.649 10.992 0.001 |0.035
of time

Focusing of full 5.972 1.056 |5.696 1.250 4.082 0.044 |0.013
attention

Loss of self 5.538 |1.079 |5.341 |1.295 2.047 0.154 |0.007

consciousness

Humor 2412 | 1.506 |2.050 |1.292 5.634 0.018 |0.018

did not significantly increase players’ perception that they knew where to go or what to
do next through each step of the game. The Quest Log also did not have a significant
impact on Enjoyment or the flow indicators, the dependent variables of interest. These
results did not support Hypotheses H2A or H2B. Table 4 shows the results of having a
Quest Log on each measure.

The MANOVA showed playing the game with Humorous NPC Dialog had a sig-
nificant effect on one or more of the measures (Pillai’s Trace = 0.085; F 19297 = 1.82;
p = 0.003, partial n° = 0.085). The Humorous NPC Dialog had a significant positive
effect on Humor (F; = 14.953; p < 0.001, partial n* = 0.047). Since Humor showed a
significant Levene’s test of unequal variances (p < 0.001), this difference was followed
up with Welch’s F test, which is robust for unequal variances. Welch’s F test confirmed
that Humorous NPC Dialog led to increased player ratings of Humor and laughter while
playing the game (Welch’s F1302351 = 15.036; p < 0.001). However, the Humorous
NPC Dialog did not have a significant effect on Enjoyment or flow. These results did not
support Hypotheses H3A or H3B. Table 5 shows the results of Humorous NPC Dialog
on each measure.

The MANOVA did not show statistically significant interaction effects between
the three independent variables manipulated in this experiment. This did not support
hypotheses H4A or H4B.
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Table 4. MANOVA results for main effect of quest log

Measure Quest Log No Quest Log | F p Partial n2

M SD M SD
Enjoyment 3.981 | 1.744 14.023 | 1.739 | 0.038 | 0.845 | 0.000
Clear goals and navigation 4.027 | 1.849 |3.745 | 1.951 | 3.848 | 0.051 |0.012
Continuous feedback 3.769 |1.679 |3.444 |1.636 |3.773 1 0.053 | 0.012
Optimal challenge 4.361 | 1.552 | 4.329 | 1.720 | 0.066 |0.798 | 0.000
Focusing of full attention 5.748 | 1.185 |5.937 | 1.127 |2.009 | 0.157 |0.007
Merging of action and awareness | 4.013 | 1.255 |3.904 | 1.384 | 0.722 | 0.396 |0.002
Loss of self consciousness 5418 |1.304 |5.473 |1.062 |0.140 H0.708 | 0.000
Sense of control 3.964 | 1.475 |4.000 | 1.674 | 0.016 | 0.899 | 0.000
Altered perception of time 4.142 | 1.672 |3.903 | 1.762 | 1.633 | 0.202 | 0.005
Humor 2.289 |1.495 |2.193 | 1.339 |0.557 | 0.456 | 0.002

Table 5. MANOVA results for main effect of humor dialog

Measure Humorous No F p FPartial n2

NPC dialog | humorous

NPC dialog

M SD M SD
Enjoyment 3.9351.703 1 4.075|1.780 | 0.411 | 0.522 |0.001
Clear goals and navigation 3.874 1 1.896 |{3.900  1.916 | 0.015| 0.901 | 0.000
Continuous feedback 3.545 | 1.666 |3.677 | 1.662 | 0.375 | 0.541 | 0.001
Optimal challenge 4.321 | 1.590 | 4.371 | 1.687 | 0.029 | 0.864 | 0.000
Focusing of full attention 5.825 | 1.088 | 5.861 | 1.234 | 0.137 | 0.712 | 0.000
Merging of action and awareness | 3.933 | 1.325 | 3.988 | 1.317 | 0.033 | 0.857 | 0.000
Loss of self consciousness 5421 | 1.215 |5.471 | 1.163 | 0.150 | 0.699 | 0.000
Sense of control 3.923 | 1.573 | 4.045 | 1.578 | 0.311 | 0.577 1 0.001
Altered perception of time 3.964 | 1.663 | 4.087 | 1.781 | 0.210 | 0.647 | 0.001
Humor 2.531 | 1.546 | 1.929 | 1.194 | 14.953 | <0.001 | 0.047
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4 Discussion

This study investigated the impact of having a Navigational Pointer, a Quest Log, and
Humorous Dialog on player flow and enjoyment with a between-subjects 2 x 2 x
2 factorial controlled experiment using different versions of a custom-built research
game. The Navigational Pointer had a significant impact on player enjoyment and flow,
while the Quest Log and Humorous NPC Dialog did not have a significant impact on
enjoyment or flow in this study. The significant impact of the Navigational Pointer will
be discussed, and then the lack of a significant finding for the other two will be discussed.

Players experienced significantly more enjoyment and flow if they played the game
with a Navigational Pointer, an arrow on screen pointing players to their next destination
in the game world. Players who had a Navigational Pointer had significantly higher
ratings of enjoyment, all three of the flow conditions, and all but one of the flow indicators.
The highest effect size was on Clear Goals and Navigation, showing the pointer had the
intended effect of making it more clear what to do and where to go next throughout the
game compared to the control group. The Navigational Pointer continuously provided
information about where to go to players in a way that was easy to see and understand
without needing to read text, while players who did not have the pointer may have gotten
lost or not known where to go without that information.

The other two flow conditions were also greater for those with the Navigational
Pointer, Continuous Feedback and Optimal Challenge. Knowing where to go may have
made it easier for players to tell how well they were playing the game, perhaps because
those with the Navigational Pointer made more progress in the game than those without
it and making progress made players feel they were getting more clear feedback. Feeling
lost or unsure where to go may have made the level of challenge feel too high because
they could not find their way or too low because they did not feel challenged when they
could not easily find their way rather than having just the right amount of challenge.

All but one of the flow indicators, the factors that indicate how much a person is
in a flow state [11, 17, 18], were significantly higher for players with the Navigational
Pointer. Players with the pointer felt a greater Sense of Control, meaning the pointer made
them feel more in control of their situation than those without it. They also felt more
Merging of Action and Awareness, meaning they were playing the game automatically
without having to think about it. This make sense because they were able to follow
the Navigational Pointer without having to think about which way to go. Players with
the pointer experienced more Altered Perception of Time, perhaps because time was
flying when they were having fun, or because their attention was focused more on their
task or quest in the game rather than finding their way. Players with the pointer also
experienced more Focusing of Full Attention or concentration on the task at hand, again
perhaps because they were not distracted from their current task in the game by the
additional task of finding their way. The remaining flow indicator, Loss of Reflective
Self-Consciousness, refers to not worrying about how one is presenting oneself or what
others may be thinking of oneself. This factor was not significantly impacted by having
a Navigational Pointer. Loss of Self-Consciousness may be less relevant than other flow
indicators in the domain of flow in games than in studies of flow in other domains such
as sports [9], but this will only become clear by conducting many studies like the present
one and comparing results across them.
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Since having the Navigational Pointer significantly increased player enjoyment and
flow, this evidence supports the notion that guidance is good. To design for enjoyment
and flow, it is better to provide navigational guidance rather than avoiding too much
hand-holding. It is best to provide that navigational guidance in a way that makes it
immediately clear which way to go, such as an arrow or path showing the way to go
rather than a text description.

The Quest Log with the text-based prompts did not have a significant impact on
player enjoyment or flow. This may have been because the text information displayed in
the quest log was not required in order to make progress in the game, and much of that
information about what to do next could also be found by locating NPCs and reading
the NPC dialog text. It may have been because the information was displayed as text
and players did not read it, or that the Quest Log was displayed at the top right of the
screen and players did not look at that part of the screen. However, there were efforts
made to mitigate the possibility of the Quest Log being overlooked or not read by using
very short text in the Quest Log, using a graphic design for the Quest Log intended to
draw the player’s attention (see Fig. 1), and updating the Quest Log with each new quest
or task given to the player throughout the game.

The Humorous NPC Dialog Text also did not have a significant impact on player
enjoyment or flow. It appears it did lead players to report experiencing significantly
more humor and laughter, but that did not increase player ratings of enjoyment or any of
the flow indicators. This could be because the effect on humor was not large enough to
impact flow or their overall enjoyment of the game, or this could be because humor does
not actually have an impact on enjoyment or flow in games. In the present study, no link
was found between making NPC dialog text humorous and player enjoyment or flow in
games. Future research is needed to further test the link between humor and enjoyment
in games by designing an experiment that will have a larger effect on players’ experience
of humor and laughter. Like the Quest Log, the Humorous NPC Dialog was delivered
through text. It is possible that humor delivered with visuals or audible voice acting
that does not depend on players reading text may be more effective at increasing player
enjoyment or flow. It is also possible that humorous text that is simply more humorous
than that used in this study, or a study designed with a control group that is more clearly
non-humorous may be more effective at finding an impact of humor on player enjoyment
or flow. Future research on the effect of humor in games would be advised to take into
account these lessons learned.

Regarding the limitations of this study, controlled experiments benefit from greater
internal validity, meaning the ability to make causal inferences, but tend to have less
external validity, meaning the results of this study may not generalize to all complex
tasks, games, or contexts. Future studies wishing to explore the external validity of these
findings could study commercial off-the-shelf games rather than custom research games.
Another possible limitation of the study was that the Quest Log and the Humorous NPC
Dialog were both text based, and users may skim over or simply not read text. The NPC
dialog was revealed one letter at a time to make it more likely that players would read
it, but players were able to increase the speed that the text was revealed by holding the
spacebar. The text of the quest log was kept very brief and persisted on the screen, but
its position at the upper right may have made it less likely that participants noticed and
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read it. Future studies could test the effectiveness of presenting information about clear
proximal goals and humorous content in a non-text format, such as by accompanying
the text with audible voice acting or presenting the information using visible objects on
the screen rather than text. Future research could also present the clear proximal goals
information and humor in a more salient or easy-to-notice way.

More broadly, future research could explore the effectiveness of other potential
sources of enjoyment and flow on players’ experience. More controlled experiments
are needed to test the effectiveness of the 34 sources of enjoyment identified by Schaf-
fer and Fang’s card sorting study [20], and to operationalize and test these sources of
enjoyment by testing how well specific game design features increase player enjoyment
and flow.

5 Conclusion

This study showed that having an arrow pointing players towards their destination
increased player enjoyment and flow in 2D action-adventure RPG game custom-built
for this research. For those who wish to design for player enjoyment and flow, this study
gives some evidence that guidance is good, that it is better to make it clear to players
where to go throughout each step of the game rather than avoiding hand-holding. Pro-
viding players with navigational guidance showing where to go next increased player
flow and enjoyment. Specifically, the navigational guidance in this study used on-screen
arrow showing the direction to go, so the navigational guidance was visual and did not
rely on players reading text on the screen. If we want to design for player flow and
enjoyment, it is better to avoid players getting lost in the game world by providing nav-
igational guidance. Rather than navigational guidance making the game feel boring as
the concept of avoiding too much hand-holding seems to suggest, a persistent on-screen
navigational arrow pointing the way to go actually led to more optimal challenge, flow,
and enjoyment.

No effects were found on player enjoyment or flow for adding a Quest Log with text-
based information about what to do next or for adding humor to the NPC Dialog text.
This may have been because the Quest Log and Humorous NPC Dialog were text-based
and players simply did not read the text, or it may mean that these design differences
simply did not have a significant impact on player enjoyment and flow. The Humorous
NPC Dialog did have a significant effect on players’ experience of humor and laughter,
but this did not significantly increase their enjoyment or flow. Perhaps the text was not
funny enough, or the control group was not sufficiently un-funny, or perhaps humor
and laughter does not significantly increase enjoyment or flow when people play digital
games.

Controlled experiments with random assignment like the present study need to be
conducted to test what specific design differences actually increase flow and enjoyment
among users or players. Well-designed controlled experiments can provide actionable
recommendations to design for enjoyment and flow. Operationalizing design differences
for controlled experiments also makes it more concrete how to design for the factors that
lead to flow and enjoyment.

More controlled experiments with random assignment like the present study must
be done to operationalize potential sources of enjoyment as specific design differences
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and test how effective they really are at causing increased flow and enjoyment among
players. Building this evidence base through controlled experiments is important for
practitioners and researchers who wish to reliably design games and other interactive
systems for flow and enjoyment. There is more research to be done to engineer evidence-
based interactive systems that reliably provide users with flow and enjoyment. The hope
is that this research can be used to make games and other interactive systems more fun,
and maybe even make life a little bit more fun.
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Abstract. This paper proposes a method to automatically generate per-
sonalized charts (music scores in rhythm action games) for improving
music game skills by analyzing the play logs of music games. When learn-
ing a song, dance, or musical instrument, it is common to slowly repeat
only the part the learner has difficulty with, or for the instructor to say
“one, two, step, turn” in rhythm. This paper aims to confirm whether
this kind of practice method can be applied to learning music games.
For this purpose, we have added a function to collect logs for an existing
music game, and a function to automatically generate a new practice
chart from the logs. The generated chart slows down according to the
failure rate of the previous play, and the section with the most mistakes
is repeated. In addition, voice guides are inserted, such as “Tan Ta Ta
Tan” when the player needs to tap the notes, and “from the right!” or
“alternating!” for specific patterns in the chart. A comparative exper-
iment with 12 participants showed that the learning efficiency tended
to increase when all the methods were combined, and to decrease when
they were used individually.

Keywords: Rhythm action game - Chart - Play log analysis - Memory

1 Introduction

Music games have become deeply ingrained in our daily lives nowadays. Rhythm
action games, born in the 1990s, grew in variety and exploded in video arcades.
Since then, many players have played them on home game consoles and in enter-
tainment facilities. In recent years, these games have become more and more
popular and influential in society; many world championships have been held,
and the games are used in the medical field to rehabilitate the elderly!. Music
games are also attracting attention for their educational aspects; some music

! BANDAI NAMCO CSR Rreport 2007, p. 13: “Rehabilitainment”, https://www.
bandainamco.co.jp/cgi-bin/releases/index.cgi/file/view/82397entry_id=5836.
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games have been adopted as part of the elementary school curriculum to develop
the body and the sense of rhythm?.

However, even with such widespread use, the best way to practice a music
game has not yet been found, unlike for other music-based expressive activities
such as playing musical instruments, singing and dancing. Music games often
have training modes, but their functionality is limited. Functions include not
quitting a song midway even if a player made some mistakes, choosing the same
song continuously, and changing the play speed. In such a situation, to become
more proficient in a music game, a player has to start with an easy song and
repeat that song from beginning to end continuously. When they play that song
well enough, they can move on to the next, slightly more complex, song, repeating
the same process.

One of the main reasons people start playing music games is that the player’s
favorite songs were added to the game. The newcomer wants to play the song,
so they start playing the music game. However, if this song is complicated, the
player will have to play unrelated songs over and over again to practice their
skills. If they start out wanting to play a particular favorite song, but they have
to practice with an unrelated song, it can cause frustration.

Therefore, we propose a method for automatically generating the chart
(music score in rhythm action game). The goal is to help learners improve their
musical game skills by playing the same song, using techniques from traditional
music education. We focused on rhythm action games in which players have to
react to the notes of a scrolling chart at the correct timing (see Fig. 1 and Fig. 2
for examples of a screen and a chart). Our method incorporates learning meth-
ods used in playing musical instruments, singing, and dancing into the practice
of a such kind of game. In the field of learning music, it is common for trainers
to watch the learners’ behavior and give advice. The trainer may ask the learner
to repeat the same part or give verbal instruction on rhythm as the learner
plays. The proposed system logs the learner’s behavior while playing to enable
this kind of learning in music game practice. By analyzing the learner’s log, the
system can estimate the learner’s proficiency level and areas of weakness. Then,
at the end of playing a song, the system automatically generates a personalized
practice chart based on the analysis results.

When practicing singing or instruments, it is common to divide the song into
phrases, repeat them frequently, or practice phrases that the learner is not good
at with a slower tempo. In fact, in an extensive survey of musicians, it was pointed
out that repetition is often used in the practice of advanced musicians [15].

It is also common to teach music performance by putting the movements into
words and rhythm. Classically, when learning a dance choreography, trainers
often attach tentative lyrics to the songs, such as “One, two, step, turn!” and
so on. In the same way, when learning a musical instrument, giving tentative

2 Konami Official Website: “American Public Schools Use KONAMI’s Game for Phys-
ical Education Programs - Dance Dance Revolution -” https://www.konami.com/
sustainability /en/culture/ddr.html.
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Fig. 1. Play screen of Bemuse, the open- Fig. 2. An example of a chart in a typical
source rhythm action game, used in the rhythm action game
experiment

lyrics related to fingering is a common technique. These phenomena are often
discussed in connection with dual coding theory [1].

When people remember non-verbal information, they can associate it with
verbal information to make it easier to recall. For example, the phenomenon
of skilled jazz dancers memorizing choreography by verbalizing it has been
reported [19]. Some studies have shown that learning choreography is more effi-
cient when both visual and auditory cues are used [20].

We focus on three common techniques used in such kind of musical practice:

1. Slow: The Slow function changes the playback speed so that the player can
practice slowly. Specifically, the charts of the music game consist of back-
ground music and sound effects that are played when the buttons are tapped
correctly, so that these can be played slowly without changing their pitch.

2. Repeat: The repeat function allows the learners to practice only their weak
parts over and over again. The proposed method estimates the learner’s weak
parts from the play log. The method rewrites the chart so that the weak parts
are repeated an arbitrary number of times. Blank bars are inserted before and
after each repeat.

3. Voice Guidance: According to the pattern of notes in the score, the voice
guide function gives tentative lyrics that make it easier to remember the
action. In other words, to make it easier for the learners to grasp the rhythm,
the method gives them a “Tan, Ta Ta Tan” voice to go with the notes. Also,
for specific patterns, such as when the player needs to tap the left and right
notes one after the other with two fingers, the system will say “Alternating!”,
and when the player has to tap from one note to the next in succession, the
system will say “From the right!”
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For these three methods, we implemented a system that dynamically gener-
ates practice charts while analyzing the logs. A BMS (Be-Music Source, a file
format) player named Bemuse®, an open-source rhythm action game engine, was
modified for this purpose. Using this system, we confirmed whether these meth-
ods are also suitable for practicing music games through subject experiments.
The experimental results suggest that a combination of these three methods can
be effective.

The structure of this paper is as follows. This section describes the social
background of this study and the outline of our method. Section?2 describes
related studies. Section 3 describes the details of our actual proposed method.
Section 4 describes the evaluation experiment, and Sect. 5 discusses the findings
from the experiment. Section6 summarizes our research and discusses future
work.

2 Related Work

This research aims to improve music game skills by automatically generating
personalized practice charts for each player. This is related to existing research
on improving music games and effective practice methods for improving music
based on music learning theory. Therefore, we will explain the existing studies
from these perspectives and show the position of this research.

2.1 Music Games

In recent years, research on music games has been very active. A typical exam-
ple is developing serious games for learning music. Other research includes the
automatic generation of music game charts, analysis of music games themselves,
and various other research.

Many studies have been done on music games using games as a method of
gamification and learning. As an example, Denis et al. [4,5] propose a music game
that can be used for music education by applying the theory of gamification.

As an example of the broader use of music games, Dannenberg et al. [13]
proposed a music game for the elderly to improve dual tasks in motor cognition.
Through an experiment with older adults over 65 years, the authors point out
that music games can improve cognitive abilities. The music game, combined
with exercises, shows the possibility of practical use for cognitive training of the
elderly.

Charlotte et al. [18] investigate how a serious music game can encourage
independent learning behavior in players. They propose three models: The feed-
back model, the incentive and achievement model, and the progression model.
In these studies, serious games still need to be improved for practical learning
management, even though they have already been used in education in some
cases.

3 Bemuse: “Bemuse - Beat Music Sequence” https://dt.in.th/Bemuse.html#etymo
logy.
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Many studies automatically generate music game charts for various applica-
tions. Liang et al. [11] use fuzzy labels and C-BLSTM models to generate music
scores for music games automatically. Lin et al. [14] also propose generating
charts for a real rhythm action game using deep neural networks. Their system
estimates the timing of the note’s placement from arbitrary music files, and gen-
erates appropriate charts for each player based on their skills. Halina et al. [§]
have proposed TaikoNation, a method for automatically generating more natural
charts by focusing on humans’ patterns. Similarly, Donahue et al. [6] proposed a
method to generate a dance game score from a song using a convolutional neural
network. In these studies, the goal is to automatically generate charts for new
songs. On the other hand, we do not generate charts from songs in this study,
but edit and adjust existing charts for learning.

Regarding the social demand for music games, Johanna et al. [9] have con-
ducted a large-scale user survey from the perspective of the social and physical
impact of the game series Dance Dance Revolution on players’ lives. The envi-
ronment surrounding the music games themselves, which are becoming popular,
is also a research topic. For example, research has been conducted to detect bots
in online music games [12].

2.2 Music Training Support by Using Information Technology

There has been a lot of research on the use of information technology to create
practice content that meets the needs of learners [2,3]. Roger et al. [21] proposed
an electronic tutoring system for piano learning in the early days of computer
use. This tutoring system is a classical expert system with piano input and
multimedia output. The system reads the learner’s input from the piano key-
board and presents followup material according to the level through multimedia.
Similarly, some research aimed to support piano practice with computers com-
prehensively [7].

Another example of music learning support, Nakamura et al. [16] have con-
ducted research on motion capture and rich information presentation interfaces
to help learners train dance. For this kind of computer-based music learning,
technologies have been proposed that use sensors to detect performance errors
in more detail, and technologies that present information such as visualizing
finger movements during practice [5,10,17].

Our research also refers to these methodologies, but as an objective, our
proposed method aims to improve the skills of music games themselves through
playing music games.
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and Web API Modules (C).

3 Automatic Generation of Practice Chart

This section describes our method for generating personalized practice charts
containing slow, repeat, and voice guidance, by analyzing players’ operation
logs.

Since such a method for automatic chart generation is inseparable from the
system, it was necessary to implement a working system. Therefore, this section
explains the method with a description of the working system. The proposed sys-
tem first collects logs, then identifies the player’s weak part, and finally generates
a personalized chart.

Because we used Bemuse, an open-source BMS (Be-Music Source) player, in
the experiment, the rules of the game, the chart’s specifications, and the system’s
outline will be described using this player as an example.

3.1 System Overview

In order to actually create such a practice score automatically, it is necessary to
add a function to the front-end of the game that collects and sends logs. It also
requires a program to analyze the logs and generate the score from the analysis
results. Figure 3 shows the overview of the entire system.

When a player plays the chart of a song, a log is generated of the results
of that play. The server-side application automatically generates a score for the
practice based on the log. By playing the generated chart, the player can practice
in a personalized way.

The proposed system is a Web application that consists of a client and a
server. The client consists of a music game front-end and a log collection/sending
module. The server consists of a music game server, a log receiving/analyzing
module, and a personalized chart generation module. The log collection/sending
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module collects the logs of the chart played on the music game front-end, and
sends them to the server side. The server receives the logs from the log receiv-
ing/analyzing module, and analyzes each player’s weak points in the chart. The
analysis results are passed to the chart generation module, which automatically
generates a chart for practice. This chart is for one song that a player can play
through, including slow, repeat, and voice guidance.

In the experimental implementation in this paper, we needed to prepare
variant methods for comparison, such as voice guidance only, repeat only, and so
on. Thus, each module is implemented as a Web API, and can be played under
different conditions by simply switching the API.

3.2 Collecting and Formatting Play Logs

First, gameplay logs are collected to identify the weak points of each player.
Since this music game is a web application, it is divided into a front-end that
runs on the client and a server that delivers the program and charts. The front-
end program runs in the browser. When users access the Web application, the
program (written in HTML and Javascript) is downloaded and executed. Then
the player can choose the chart to be played and download it from the server.
Next the player can actually play the chart. Logging is performed by modifying
the front-end program to record what is tapped at what timing sequentially (A
in Fig.3). Formatting and cleansing of the logs is performed by the API that
receives the logs (B in Fig. 3).

The play screen in this game is shown in Fig. 1 (this screenshot is the same
as the original Bemuse screen, because we did not modify it except for the log
collection function and the guiding voice). A schematic diagram of the chart is
shown in Fig. 2. A song chart consists of bars, and a bar contains several notes.
Each song has a BPM (Beats Per Minute) and a time signature (e.g., four-quarter
time). In this game, the notes fall from the top of the screen to the bottom in
time with the music. If the player taps the corresponding lane on the screen just
when the note touches the judgment line, a sound effect will be played, and the
player will get a score. The player will be given a grade of “Excellent”, “Good”,
or “Bad”, depending on how well they tap the screen with the right timing.

Results of the gameplay are logged in units of play. In this log, when and
where the player tapped is recorded. By checking this against the chart, this is
formatted into note units. Specifically, the format is generalized to the form of
(note ID, bar number, grade). For example, if a player got a Good evaluation by
tapping the 20th note in bar 12, the result would be (20, 12, GOOD). In this
way, the system can handle the player’s play log in an uniform way.

3.3 Estimating Player’s Weak Part

Next, from the collected logs, the method estimates the player’s proficiency level
and the parts they are not good at (C in the Fig. 3). As shown in Fig. 2, a song
consists of many bars, and each bar contains several notes. It is then judged for
each note whether the player was able to tap the screen correctly or not. Based
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on the percentage of correct taps, the player’s weak bars can be determined. The
weakness score weak(i), the degree to which a player is not good at playing the
i-th bar of a song, can be defined as

0 (O; = 9¢),

weak(i) = loss(vn !
(i) Znotee(l)iojbs(v ote) (otherwise), .

where notes in the é-th bar are defined as O;. The function loss(v) normalizes the
gap v between the time the note is actually tapped and the ideal timing. Here,
the note note; can be expressed from the bar 7 it belongs to and the evaluation
value v as

note; = (1, v). (2)

Using the above definition, the total degree of weakness pro(s,e) from the
s-th bar to the e-th bar can be expressed as

pro(s,e) = Zweak(i). (3)

Here, the sequential parts where pro(s,e) is the maximum among all pairs of
s and e, where e = s 4+ n for the arbitrary number of n, were defined as the
player’s weak parts. The method automatically generates practice chart data for
these extracted weak parts.

3.4 Automatic Generation of Charts with Slow and Repeat

Next, the method generates practice chart data for the extracted weak parts by
cutting out parts of the score and modifying them. The method applies slow
and repeats to the chart as a simple change. The Fig. 4 shows an overview of the
application of slow and repeat to the chart in the system.

Slow is a modification that reduces the playback speed of a song, just as a
learner slows down the playing tempo when practicing an instrument. In order
to actually reduce the playback speed of music games, some implementation
techniques are necessary. The output sounds during music gameplay can be
categorized into two main types:

~ BGM (background music): sounds that are generated regardless of the
player’s input, and
— Operation sound: Sounds made in response to player actions.

Furthermore, operation sounds in music game charts are classified into

— Keypad tone: sound that is a component of a song, played when the player
correctly taps a note, and

— Sound effect: sound played by the player’s input that is unrelated to the
completion of the music.
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In games that adopt a keypad tone, a missed tap will cause the song’s melody
to be choppy. Whether a keypad tone or a sound effect is played when a player
taps notes depends on the game and the song. For example, in Beatmania and
“pop’n music”, pressing a button will play the composition sound of the song.
On the other hand, in games such as Dance Dance Revolution and Taiko no
Tatsujin (Drum Master), when the player operates in time with the background
music, sounds unrelated to the music are played.

When slowing down a song in a game that adopts the keypad tones, it is
necessary to reduce the playback speed of both the background music and the
operation sounds. In this case, only the playback speed must be reduced without
changing the pitch of the sound. On the other hand, in the case of a game where
sound effects are played when the player taps a note, reducing the playback speed
of the sound effects would be unnatural. Since the sound effects are sounds that
do not originally exist and are independent of the music, the playback speed
should be reduced only for the background music.

The system used in this experiment can have both patterns depending on the
song. Since it is difficult to estimate this automatically, we limited the songs used
for the evaluation to songs that adopted keypad tones. Therefore, the tempo of
both the background music and the operation sounds was slowed down in our
system.

In addition, the tempo was not slowed down only for the weak parts that
the player had difficulty with, but for the entire song. In a preliminary experi-
ment, it was observed that beginners tended to be unable to respond quickly to
sudden changes of speed during play. Since this research aims to support first-
time learners, the slow method’s personalization was limited for evaluation with
novice participants.
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Repeat is a modification that allows the player to play the weak parts over
and over again. The method modifies the chart so that the player’s weak parts
are repeated an arbitrary number of times. The number of repetitions can be
determined based on the degree of weakness of the part. In our experiment, the
number of repetitions was fixed at four. Bars of silence were inserted before and
after each repeat section (see Fig.4). This is to avoid players being confused
because they are unaware of the loop section.

3.5 Automatic Generation of Charts with Voice Guidance

In order to help beginners practice, the system reproduces the instructional voice
guide commonly used when studying music. We prepared three types of guiding
voice suitable for beginners to help them remember the finger movements, which
are physical actions:

— form of note sequence: voice when multiple notes appear in a particular
sequence, such as a staircase,

— number of notes: voice when a series of notes appears together in a series
or in parallel, and

— rhythm: voice simply to learn the rhythm of the notes.

The form of note sequence verbalizes the appearance of the group of notes
and plays the guiding voice according to the form of the sequence. Figure 5 shows
an example of notes flowing from the upper direction. The system discovers
staircase and trill patterns based on the temporal difference and the number of
lanes between one note and the next.

If all the time differences are less than one beat and subsequent notes are
shifted in a specific direction, a group of notes is considered a staircase. This only
applies to cases where the gap is one or two lanes. A guiding voice was created to
help the user remember that the notes appear as a staircase, intuitively matching
the finger movements. Since the staircase notes have a direction, we give them
a specific voice: “from the right” or “from the left”.

The left part of Fig.5 shows an example of a staircase. The time difference
between each subsequent note is less than one beat. In addition, each note is
placed one lane to the left to the previous note. So, when the first note (i.e., the
one displayed at the bottom) should be tapped, the voice guidance “From the
right!” will be played.

If a group of four or more notes, all with a time gap of one beat or less,
are alternately located in two specific lanes, then the note group is considered a
trill-like pattern. This pattern of alternately tapping two lanes is typical in music
games in general, and is often called drumrolls. The right part in Fig.5 shows
an example of a trill pattern. The five notes shown have a time difference of less
than a beat each. The five notes are placed alternately in the second and fourth
lanes. Therefore, the system considers this group of notes as a trill pattern. The
guiding voice will say “Alternating!” when the lowest note touches the line.

The number of notes guiding voice tells the player the number of notes that
need to be tapped, when notes appear in succession at equal intervals, or when
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multiple notes need to be tapped simultaneously. Figure 6 shows an example of
two types of the number of note guiding voices. In the left part, there are three
or more notes in a row, evenly spaced on the same lane. The system recognizes
this group of notes as a Serial Pattern. It announces the number of notes that
need to be tapped in succession. In this example, the voice “5 notes” is played
when the first note touches the judgment line.

Similarly, if two or more notes are horizontally lined up simultaneously, a
similar guiding voice will be played. This is considered a Parallel Pattern. The
right part of Fig. 6 shows an example of a Parallel Pattern.

Finally, as rhythm guide, we assigned a simple guiding voice to notes that
did not fit into the two patterns described above. The purpose of this voice is
simply to make the user remember the timing of tapping. Specifically, as shown
in Fig.7, the guiding voice is like “Tan Ta Ta Tan”. If the number of beats
between a note and the next note is more than one, the phrase “Tan” is played,
and if it is less than one beat, the phrase “Ta” is played. The form pattern and
the number pattern don’t apply to many parts of a song’s chart. Therefore, in
many parts of the song, a voice like “Tan Ta Ta Tan” is constantly played.

These guiding voices can be generated by combining only a few dozen phrases.
In this implementation, each phrase was created using female voices from a
commercially available synthetic voice library, and the guiding voice was realized
by combining them on time during play.

These guiding voices are automatically assigned in decreasing frequency of
appearance (i.e., the order of form, number, and rhythm). However, in actual
music game charts, it is common for multiple notes to appear at the same time
at all times, especially in songs of high difficulty. The scope of this rule-based
implementation is limited to simple songs with not more than a single melody
line.

Note that the system was implemented in Japanese, and the experiments were
also conducted in Japanese. Therefore, the guiding voice is also implemented in
Japanese, and translated into English in this paper.

Through this series of processes, the system becomes able to estimate the
weak part of the player for the song from the play log. Then, it is possible to
support the learning of music games with slow, repeat, and voice guidance.

4 Evaluation

In order to confirm whether the system we created is effective in improving play-
ers’ music game skills, we conducted a subject experiment. Twelve experimental
participants were each assigned two of four learning methods, including the pro-
posed method, and played the game seven times with each method. The increase
in gaming score between the seven games and the correct tap rate for each game
were then measured.

The contributions in our method can be broadly divided into changing the
structure of the chart by slow and repeat and changing the sound of the song
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by voice guidance. Therefore, to discuss how effective each of these is, we
created comparative methods in combination with them.

The subject experiments were conducted in the years 2020 and 2021. A
browser on an iPad was used to access our system and play the game. The
experiment took about an hour per participant, and the participants received a
gratuity of about ten US dollars.

4.1 Implementation

The system was implemented as shown in Fig. 3. We modified Bemuse, an open-
source online BMS player. The front-end of Bemuse is developed in Javascript,
and the server-side is developed in node.js. We modified the front-end to send a
detailed log in the JSON format to the server when the player finishes playing a
song and transitions to the result screen. The server side has been modified to
deliver a new chart at any time.

As a set of APIs in the server, we created a module that receives logs, cleanses
and reshapes them, and analyzes them. We also created a module that actually
generates a BMS chart file based on the log analysis result. This module outputs
a new chart for practice when receiving an arbitrary BMS file and the log analysis
results. To implement these APIs, we used flask, a python web framework. One
limitation of the implementation is that the current rule-based guiding voice
assignment function is incomplete. Therefore, it only works correctly for songs
with simple melody lines and not so many notes appearing at the same time.
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Table 1. Four comparison methods Table 2. Assignment of methods and

used in the subject experiment songs for each task. All participants
played the proposed method, and the
Method Description songs were assigned without bias.
Both Proposed method. The chart
was modified with both voice Task ID | 1st play 2nd play
guidance, and slow and repeat
Song | Method Song | Method
Voice Only A comparative method for -
testing the effectiveness of 1 A Baseline B Both
voice guidance. The chart 2 A Voice Only B Both
structure remains the same as 3 A Slow+Repeat | B Both
th(? original one; only voice 1 A Both B Baseline
guidance was added
Slow+Repeat | A comparative method to test 5 A Both B Voice Only
the effectiveness of changing 6 A Both B Slow+Repeat
the chart structure. Slow down 7 B Baseline A Both
the entire song and repeat the 8 B Voice Only A Both
weak part four times
9 B Slow+Repeat | A Both
Baseline Play the original score without
. . 10 B Both A Baseline
any modifications
11 B Both A Voice Only
12 B Both A Slow+Repeat

4.2 Comparison Methods

We prepared four comparative methods to evaluate the effectiveness of changing
the chart structure and the voice guidance. Table 1 shows the list of methods,
including our proposed method. The method Both includes both modifications
to the chart structure and voice guidance. The methods Slow+Repeat and
Voice Only only change one of them, respectively. Note that Voice Only is
not personalized, as the guiding voice is given throughout the entire song.

We imposed several restrictions on each method to fit the experimental setup
of this study. For methods containing personalization, the number of repetitions
was fixed at four. In addition, we fixed the number of week parts to one place
of four bars. This is to avoid significant differences in playing time between
personalized and non-personalized methods. Such practice time differences would
have a more substantial effect than the method differences we are investigating.
For the same reason, we set the slow methods’ playback speed to be uniformly
0.8 times the speed of the original song.

4.3 Experimental Settings

We chose two songs for the task and adjusted the game for the experiment. In
choosing the songs, we considered the following conditions:

— The song’s tempo is not changed in the middle of the song,

— The length of the song is around 100s (or the first part of the song is around
100s and can be cut),

— The number of notes to be tapped at the same time does not exceed four,
and

— The density of the notes is less than four notes per second throughout the
entire song.
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We eventually used the following two songs for our experiment:

— Song A: Dream Map and Our Journey*

(Original title: Yume no Chizu to Bokura no Tabi.), and
— Song B: My Own Affairs®

(Original title: Jibun Goto).

These two songs were used in a famous BMS event. In our experiments, we
removed the prelude of the songs and used only the first half of the songs. The
player needs to tap about 3.5 notes per second in these songs.

We also assigned each participant songs and methods, taking into account
order to avoid bias. Table 2 shows the actual method and song assignment for
each task. For each method, the song is used the same number of times. In this
experimental setting, the order effect in the experiment is expected to be strong
because participants are beginners. Therefore, we ensured that the number of
times each method was used was equal in the first play and second play. Since we
wanted to focus mainly on the difference between the proposed method and the
others in the analysis, the proposed method was set to be played by all subjects.
In this experiment, each task was assigned to a single participant.

As in other detailed experimental settings, the time to determine if a note
was tapped correctly was set to 120 ms. This is the standard value for combo (a
rule that gives a player bonus points when they tap notes in succession) in BMS.
The Lead Time, which determines the speed throughout the game, was set to
1,800 ms. For the experiment, we used an iPad with a 10.2-in. display. During
the experiment, the 3D mode was used, as shown in Fig.1, and participants
tapped directly on the lanes on the screen. Participants used earphones during
the experiment.

4.4 Experimental Task

The participants in the experiment were asked to play a rhythm action game to
measure their playing skill improvement. First, the participants were given iPads
and were explained the rules of the rhythm action game and the basic operation
of the system. Next, each subject played each song seven times. Figure 8 shows
an overview of the sequence of steps performed by the participants during the
experiment. Except for the baseline, participants played three different charts.
They played the original chart the first time. Then, the next two times, they
played a practice chart generated based on the first play. The fourth time, they
played the original chart again. Then they played the practice chart generated
from the fourth play log twice. Finally, they played the original chart again.
There are two reasons why we choose such task settings. One is that if the
system created practice charts from the play logs of the practice charts, there

* (2R 2018 Climax Song Information: “Dream Map and Our Journey” (in Japanese)
http://manbow.nothing.sh/event/event.cgi?action=More_def&num=287&event
=123.

® The BMS Fighters XVI Song Information: “My Own Affairs” (in Japanese) http://
manbow.nothing.sh/event /event.cgi?action=More_def&num=181&event=133.
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http://manbow.nothing.sh/event/event.cgi?action=More_def&num=287&event=123
http://manbow.nothing.sh/event/event.cgi?action=More_def&num=181&event=133
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Fig. 8. Participants’ tasks during the experiment. Participants played the game a total
of seven times. To fix the experimental setup, all participants played the original chart
three times and two generated training charts two times each.

would be a difference in playing time depending on the participants’ initial skill.
For example, if an awkward player makes a mistake in a repeated part again and
again, the chart gets longer with each turn. The other reason is that we wanted
to compare methods on the same chart.

The participants performed two sets of the task, with each set consisting
of seven such plays. They played different songs and methods in the first and
second sets. There was a break in between the two sets.

4.5 Experimental Results

To see how much the participants actually improved, we calculated the correct
tap rate during each play, and the amount of progress throughout the seven
plays. The correct tap rate was calculated by dividing the number of correct
taps (i.e., the number of times the participant tapped the lane within 60 ms
before or after the note touched the judgment line) by the total number of notes
that appeared in the chart. If all notes are tapped within this interval, the rate
is 100%; if none are tapped, the rate is 0%.

Table3 and Fig.9 show the correct tap rate for each play time, and the
degree of growth from the first time to the seventh time for each method. The
degree of growth is the difference of rates between the seventh time and the first
time. The method using both voice and slow and repeat had the highest final
correct tap rate (81.83%) and the highest growth (21.81 points). Participants
who practiced with the proposed method became able to tap more than 80% of
the notes correctly after seven practice sessions. On the other hand, the method
with the smallest difference was the slow-repeat method, with a difference of
only 4.05 points, which resulted in less improvement than simply playing the
regular chart repeatedly.
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Table 3. Rate of correct taps for each method (%), growth rate (points) and standard
deviation (SD) of correct tap rate for each condition.

Play times | Both | Voice only | Slow+Repeat | Baseline
1 60.02 | 51.20 74.19 68.20
2 72.56 | 60.04 79.92 74.01
3 73.34 |59.85 80.34 69.87
4 76.53 | 62.90 78.09 78.03
5 70.95 | 62.51 75.27 71.03
6 74.66 | 67.08 79.33 73.27
7 81.83 | 66.16 78.24 75.84
Growth 21.81|14.95 4.05 7.64
Sbai 21.60 |17.95 12.25 9.99
SD @ total | 18.86 | 15.83 12.25 13.17

5 Discussion

This section discusses the characteristics of the proposed method and its useful-
ness based on the experimental results obtained. First, the usefulness of method
Both was significantly higher in terms of growth rate. From Table 3, we can
see that the degree of increase in the correct tap rate of method Both is 21.81
points, which is higher than the other methods. This result suggests that the
proposed method may actually be effective in improving rhythm action game
skills.

Focusing on the possibility that some participants improved faster than oth-
ers in the music game, from the first row in Table 3 we can see that even though
all the participants played the same chart on the first play, there was a difference
in the scores for each method. This trend can also be seen in the standard devi-
ation of the first play and the average. It indicates that people have different
suitability for rhythm action games. However, all participants had played the
proposed method once, which was effective for them. Therefore, we can assume
that this result does not depend on the potential of the participants.

Next, we consider the cause of the decrease in progress efficiency in the
Slow+Repeat method. Compared with the other methods and the baseline
method, the increase in the correct tap rate of the Slow+Repeat method was
relatively low, at 4.05 points. One reason could be that the change in speed was
too burdensome for the novices. As described in Sect. 3, beginners may not be
able to respond quickly to speed changes or sudden changes in their gameplay.
In the experiment, the speed changes during the fourth and seventh task in the
set, which may have hindered the beginner’s progress.

These results suggest a synergistic effect between the voice guidance and
Slow+Repeat methods. The proposed method, which includes slow-repeat,
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may also have inhibited the improvement due to playback speed changes. How-
ever, the participants who practiced with the Both method improved faster.

Considering this result, it is possible that the voice guidance accelerated the
memorization of phrases. It is important to remember and internalize which
notes to tap when learning to play. It is difficult to feel the beat if the tempo
is too slow when trying to internalize the rhythm without audio guidance. It
can be assumed that the phrase was learned quickly by practicing the weak part
slowly and repeatedly, with the tap timing and fingering indicated by the voice
guide.

Intuitively, it is similar to the behavior when learning a song; once a song is
learned perfectly, it can be sung at different tempos. Once the player has internal-
ized the rhythm, performance may become more resistant to tempo variations.
One of the reasons why the Voice Only method did not promote growth could
be that the original tempo was too fast and only be practiced once, thus failing
to promote the internalization of phrases.

In addition, order effects should be discussed. We focused on which of the
methods and songs was tried first during the evaluation experiment. The par-
ticipants played different songs in the first and second sets in the experiment.
Table 4 shows the correct tap rate and its standard deviation for each song and
position. Overall, it can be seen that the participants improved more in the sec-
ond set than in the first set. This may be because their skill to play music games
improved while playing the first set of songs, and they were able to demonstrate
the skill even when they saw the score for the first time in the second set of
songs.

We discuss the difficulty and quality of the songs themselves. Comparing the
standard deviation, we can see that when Song A was played as the first song,
the standard deviation was lower in the second song than when Song B was
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Table 4. Correct tap rate (%) and standard deviation of the first set for each song

Song played earlier | Average rate |SD

Earlier | Later | Earlier | Later
Song A 50.72 | 78.67|16.44 |9.60
Song B 60.94 |58.77|21.93 |16.26
Total 55.83 |68.72

played as the first song. There also exists a difference in the average correct tap
rate between songs. It can be seen that different songs have different difficulty
levels and different variations in how well they can be played by players who
have never played the song before. In this experiment, due to the limitation of
the scale of the experiment, we were only able to compare two songs. In order
to actually compare training methods on a large scale, of course, it would be
necessary to conduct experiments using a more significant number of songs.

In the end, the proposed method showed a tendency to be useful, but the
details are not precise. It will be necessary to evaluate in detail what kind of
support contributes to the improvement of rhythm action games through a large-
scale evaluation experiment with a larger number of songs.

6 Conclusion

We proposed an automatic generation of rhythm action game charts for practice
by analyzing the game’s operation logs to match each player’s weak parts. We
modified Bemuse, an open-source game engine, to implement a system that can
receive logs and play practice scores. The music practice methods of slow, repeat,
and voice guidance were applied to a music game and evaluated in a subject
experiment. The experimental results showed that the combination of all these
methods can help novice players improve their game skills faster. The experiment
suggested that voice guidance and slow-+repeat may synergize and help players
internalize phrases.

On the other hand, the results of this experiment are limited. Some issues
for future research were found. One of the issues is to improve the accuracy of
extracting the parts that players are not good at. We simply used consecutive
bars with a low correct tap rate as the weakest sections; however, we did not
consider the difficulty of the bar itself or the number of notes it contains. The
scale of the experiment is also an important issue. This paper conducted a small-
scale experiment using two songs for 12 participants. Subjects practiced the
prescribed song seven times, interspersed with the original charts. However, this
task is unnatural compared to a real player trying to improve their skills while
playing a music game. We hope to conduct a larger-scale evaluation in the future.
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Abstract. Generally, when discussion narrative in games, designers and
researchers alike tend to refer to more traditional narrative devices. While some
attempts have been made to include the game world itself into the narrative as well,
research on this front is still relatively lacking. In this research, we focus on how
much narrative players can learn from the game world and how this affects their
experience with the game. By conducting an experiment where the participants
explored a number of game environments and then explained the environments
they think they saw, we found a number of elements within game environments
that were responsible for conveying narrative and how much narrative these could
convey. Additionally, we found that users used narrative to directly inform them-
selves of game-flow and found that a subset of participants also described the
environments using emotive keywords rather than direct descriptions. Finally, we
found that participants showed higher immersion rates in narrative environments,
leading us to conclude that game environments are not only capable of convey-
ing narrative, but can have a significant impact on user experience and can even
influence how a user interacts with the game.

Keywords: Kansei engineering - Storytelling - User experience design - Video
game design - Interaction design

1 Introduction

While the concept of narrative may not seem like an important part of interaction design,
narrative in games plays an important role in the user experience as it has been used as
a reward mechanic to entice players to keep playing the game, even if opinions seem
divided on how well narrative and gameplay can mix [1, 2]. Older games, such as Final
Fantasy [3] but also newer games such as Horizon Zero Dawn [4] all use narrative
as “bait” to drive players forward in the game. In these games, players will explore
environments, complete any fixed events and encounters found within the environment
and be subsequently rewarded with narrative exposition necessary to understand the
game world at large. Narrative can also conveyed through collectibles in games, as
can be seen by the audio logs in Bioshock [5] or the books that can be read in Wild
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Arms 3 [6]. Some game genres even completely revolve around narrative discovery,
with for instance visual novels like Stein’s Gate [7] and Phoenix Wright: Ace Attorney
[8] being very limited in interactivity, instead focusing more on exploring the game’s
characters and narrative. Finally, in certain game genres, narrative is even used directly for
interactive purposes, as can be seen in Mass Effect [31] and Dues Ex: Human Revolutions
[32]. In these games, there are instances where the player needs to interact with NPCs
and guide conversations to endings that benefit the player. In some instances, guiding
conversations will also directly affect the character the player is roleplaying as, such
as in the aforementioned Mass Effect. In this game, the player can collect “paragon”
and “renegade” points through conversations, the former being associated with being a
virtuous character and the latter being associated with a more villainous disposition. The
effectiveness of game narrative on user experience can especially be seen in the game
Final Fantasy 7 [9], where the hero and his companions spend the game chasing after
the antagonist Sephiroth, a villain considered to be one of the more iconic villains in
video game narratives [10, 11]. This fame would not have been possible had the game
not properly established Sephiroth as the antagonist in its narrative.

Due to this, it’s no wonder that when game designers and academics alike discuss
narrative in games, they tend to refer to traditional narrative elements or interactive
elements that can perform the role of a narrator [1, 12]. However, we argue that narrative
in games is not just limited to the more traditional narrative elements, but that game
environments can function as carriers for narrative as well. For instance, Doug Church
argues that the game story does not necessarily mean “expository prewritten text,” but
rather that it refers to “any narrative thread, whether design-driven or player-driven,
that binds the events together and drives the player forward to the completion of the
game.” [12, 13]. Additionally, Phil Co [14] mentions the concept of a “level narrative,”
a narrative that is unique to that particular game environment, further suggesting that
game environments can potentially convey narrative. Finally, Salen and Zimmerman [15]
defined two components, namely the narrative spaces and narrative descriptor, which
defines the world as a narrative component.

1.1 Narrative World Design Model

In prior research [16], we have argued that the game world is able to function as a
narrative component and defined a number of narrative elements that were commonly
present within game environments (see Fig. 1), building on the aforementioned basic
definitions established by Salen and Zimmerman [15].
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Fig. 1. Narrative world design model.

Within this model, we defined a number of key concepts.

e The encompassing narrative is the collection of all the information required to build
all the locales within the game. This information is not necessarily communicated to
the player in its entirety.

e Narrative spaces are the containers that hold all the descriptors and can be considered
as the game’s locales. If the game is open, in the sense that players can return to
previously visited environments, one or more narrative spaces may take the role of a
HUB, which is a narrative space that can contain other narrative spaces.

e Narrative descriptors are the smallest quantifiable part of the visual design of the game
world and communicate their role and the role of the narrative space within which
they are contained to the player. On top of this basic descriptor, two additional types of
descriptors were created; the functional descriptor and the narrating descriptor. The
functional descriptor serves to communicate game-play opportunities to the player
and does not necessarily always make sense from a narrative standpoint. An example
of this would be a visual target specifically designed to be activated through a player
skill, which generally share the same design throughout the entire game, disregarding
the environment they are in. The narrating descriptor directly supplies exposition to
the player when the player chooses to interact with it.

To validate these findings, we investigated the effects of narrative descriptors on players.
While the research showed a positive effect on immersion rates of players the more
narrative descriptors were present within the environment, the research was not able
to establish to what extent narrative could be conveyed purely through the use of the
environment without relying on narrators or narrating descriptors of any kind, nor did it
compare differences between environments with a robust narrative design and environ-
ments without. Furthermore, we felt that the definition of the basic narrative descriptor
in our model was still too broad and would benefit from further investigation. Therefore,
in this paper we investigate the ability of the game environment to convey narrative, as
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well as how users use game narrative to determine their interactions with game environ-
ments. Using this data, we will review our previous definition of the narrative descriptor
and revise it if necessary.

2 Research Method

2.1 Participants

A total of 30 participants joined the experiment. The average age of the participants
was 22.0 years old (with a standard deviation of 6.96). Out of the 30 participants, 63%
(19) of the participants identified as male, 33% (10) of the participants identified as
female and 3% (1) of the participants identified as non-binary. Game experience was
determined by having participants fill in the years they have been playing games as well
as the hours per week they play them, focusing primarily on so-called triple A games,
games produced and distributed by mid to large sized game publishers. We found that on
average, participants either had around 11.3 years of experience playing games or played
games for 11.3 h per week. Only 20% of all participants had less years of experience and
played games for less hours per week than the average. Most of the participants were
Japanese (19) with other participants being primarily from other East Asian countries
like Korea or Indonesia (9). 2 participants were of Dutch origin.

2.2 Equipment

Due to the influence of the COVID-19 virus, experiments were conducted both on-site
as well as remote. On-site experiments were conducted using a computer with an Intel
Core 19—10900 2.81 GHz, with 64.0GB RAM and a NVIDIA Geforce RTX 2080 Super
(8192MB GDDR®6). The operating system used was Windows 10 Pro. The prototype used
for the experiment was developed using Unreal Engine 4.25. For the remote experiments,
additional software (TeamViewer and Zoom) were used. TeamViewer was used to have
the participant log in to the experiment supervisor’s computer to conduct the experiment
remotely. Zoom was used for feedback and problem solving for the duration of the
experiment.

2.3 Preparations

To simplify the controls of the game as much as possible, a side scrolling game was
developed for the experiment. In a side-scrolling game, the camera is fixed to the side
of the avatar, limiting movement to either moving left, moving right or jumping. No
difficult jumps were required and no other obstacles were introduced in the environments
so that we could have the participant focus on the environment in particular. This would
guarantee participants without game experience could complete the experiment without
issues as well. It also allowed us for control in what the participant could see since
players have very little control over the camera in side-scrolling games. For movement,
two control sets were made using different keys. This was done for remote experiments
using TeamViewer, as TeamViewer did not allow real-time replication of any number or
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letter key. This meant that for remote sessions we had to use keys that were generally
not considered favorable as game input keys.

In addition to movement, we allowed for zooming the camera in and out. Since
we couldn’t guarantee colors would be the same across all monitors in case of remote
experiments, we also added basic input options for altering the brightness of the game.

Game Environment Design
To measure the ability for environments to convey narrative, we developed 6 environ-
ments, divided into 2 types; 3 generic and 3 narrative environments. This was done
to measure whether game environments with specifically designed narrative elements
were able to better convey narrative than areas that had no specifically designed narrative
elements. Of each environment 3 versions were made, and in each version we doubled
the number of narrative descriptors (see Fig. 2). Generic environments simply resem-
bled the basic narrative space, where the descriptor count just contributed to the basic
theme, without adding any additional narrative elements. The narrative environments
were designed to have narrative descriptors to convey specific bits of narrative, where
increased descriptor count also meant additional unique narrative descriptors (see Table
1).

To speed up the development of the prototype, premade graphic assets were used
[17-28].

Table 1. The narrative keywords that each of the environments and their derived sets were
designed after. Environment 1 through 3 are generic environments, whereas environment 4 through
6 are narrative environments.

Environment/set Set A keyword Set B keyword Set C keyword
Environment 1 Cave Cave Cave
Environment 2 Plain Plain Plain
Environment 3 Beach Beach Beach
Environment 4 Ghost town Ghost town Ghost town

Northern area

Northern area

Northern area

Mine

Mine

Bandit attack

Environment 5 Ship Ship Ship
Captain’s cabin Captain’s cabin Captain’s cabin
Storm Storm
Haunted
Environment 6 Cave Cave Cave
Abandoned Abandoned Abandoned
Mine Mine

Pirates hideout
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Fig. 2. Experiment flow, including screenshots of the developed environments and their derived
sets.

2.4 Data Analysis

After each environment, participants were required to describe the environment they
just observed with 3 keywords, as well as a short explanation of why they chose those 3
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keywords. Afterwards, to measure their user experience in regards to the environment,
we also conducted the game experience questionnaire [29].

The game experience questionnaire (GEQ) is specifically optimized and tested to
measure user experience in games from a number of angles depending on the type of
module being used and is unique in the sense that it also measures a user’s experience
with the narrative, making it perfect for this research. We primarily used the in-game and
core module, particularly using the sensory and imaginative immersion, flow, negative
and positive affect components. The other components, namely competence, tension, as
well as challenge dealt with experiences the experimental prototype was not specifically
designed for (like the difficulty of the game) and were therefore not relevant for the data
analysis.

The social presence module of the GEQ was not used in the experiment, as the game
developed for the experiment had no social or on-line elements. The post-game module
was not used either, since our experiment was heavily guided in terms of game-flow as
well as the time spent within each environment. To determine user experience, the game
experience questionnaire uses Likert scale questions, with values ranging from 0.0 to
4.0.

2.5 Protocol Design

Participants were first explained the goal of the experiment, after which they were
required to fill out basic data, such as gender. Before starting the experiment, participants
could practice the game controls using a tutorial stage, a stage which visual design was
purposefully kept simple to prevent any bias in subsequent observations. In the tutorial
stage, we also added an interface showing all the possible controls of the game.

Starting the experiment, participants would complete a set of 3 generic and 3 nar-
rative environments of one particular level of density starting at the lowest. For each
environment the participant was given 1 min of observation time. The countdown would
start on the first movement, to prevent participants from being unable to properly observe
the environment due to lag in case of remote experiments. To deal with lag during the
observation, a pause option was created to temporarily stop the countdown; this pause
option could only be invoked by the experiment supervisor. After 1 min of observation
time, participants gave their description of the environment using the 3 keywords and the
explanation. After this description, the participants were required to fill out the in-game
module of the GEQ. After having completed an entire set of environments, the partici-
pants were required to fill out the core module of the GEQ, to give their impression of
the set as a whole. Following that, participants would continue with the next set with a
higher level of detail density. Between each set there was a break environment, using the
same environment as the tutorial environment, but without the interface explaining the
possible game controls. A complete visual representation of the experiment flow can be
seen in Fig. 2.

To reduce the chance of noise in the data, it was decided that the environment order
would not be randomized. We feared that the risk of a participant being exposed to a
high detail density environment could have a significant effect on their impressions of
subsequent low detail density environments, risking the validity of the data.
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3 Results

To determine how much narrative participants could derive from an environment, we
looked at the number of words they wrote in their explanation of the environments (see
Tables 2 and 3) as well as whether the words participants used in the keywords and
the explanation corresponded to the keywords we had set per environment (see Table
1). Since participants were from various countries and not necessarily familiar with
the English language, we also had non-English submissions. These submissions were
translated into English using DeepL [33] in order to maintain consistency and properly
compare the explanation word count to one another.

To see whether participant keywords corresponded to our own, we did two anal-
yses; one comparing each set separately and another one comparing the environment
as a whole, ticking off the keyword if it appeared in at least one set (See Figs. 3, 4, 5
and 6). Finally, we compared how the users experienced the worlds, in particular the
generic environments compared to the narrative environments, to see whether there was
a difference in user experience (See Figs. 10, 11, 12 and 13).

Table 2. Average explanation word count for the generic environments (with standard deviation
between parentheses)

Environment | 1A 1B 1C 2A 2B 2C 3A 3B 3C
Average 35.6 34.2 35.7 40.7 37.2 30.5 452 | 404 33.0

(18.4) |(18.3) |(20.2) |(18.0) |(16.4) | (14.5) |(21.6) |(24.2) |(16.3)
Set average 35.2 (18.8) 36.1 (16.7) 39.5(21.3)

Total average |36.9 (19.1)

Table 3. Average explanation word count for the narrative environments (with standard deviation
between parentheses)

Environment |4A 4B 4C 5A 5B 5C 6A 6B 6C
Average 48.7 46.5 354 52.9 45.6 38.3 41.1 433 40.1

(26.2) (23.3) |(16.2) |(29.4) |(254) | (19.0) |(20.7) |(25.3) |(18.0)
Set average 43.5(22.8) 45.6 (25.4) 41.5(21.3)

Total average |43.4 (23.2)
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Fig. 3. Narrative comprehension percentages for all generic environments, comparing each set
separately and all sets as a whole.
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Fig. 4. Narrative comprehension for narrative environment 1 (northern mine village), comparing
each set separately and all sets as a whole.
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Fig. 5. Narrative comprehension for narrative environment 2 (haunted ship), comparing each set
separately and all sets as a whole.
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Fig. 6. Narrative comprehension for narrative environment 3 (pirate’s hideout), comparing each
set separately and all sets as a whole.
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3.1 Narrative Comprehension Through the Game World

We identified 3 new descriptors in our research, as well as narrative properties that can
be assigned to the descriptors, and updated our previously defined model accordingly
(see Fig. 7).
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Fig. 7. Modified narrative world design model.

Natural Descriptor

Natural descriptors are descriptors that further establish the basic identity of the nar-
rative space within which they are contained. For instance, if the narrative space is a
cave, examples of natural descriptors would be the rocks, stalactites or other objects
commonly associated with caves. We found through the keywords that the participants
used especially in the generic environments, that these narrative descriptors don’t con-
tribute to the perceived narrative of the environment no matter their number. In this
sense, they could also be perceived as filler descriptors. It should be noted that a number
of participants expressed dislike when natural descriptors were too numerous.

Artificial Descriptor

The most narrative was perceived in environments that had some form of man-made
objects, primarily in the narrative environments (see Tables 2 and 3), with participants
writing on average 6.6 more words in the narrative environments (43.5 words) compared
to the generic natural environments (36.9 words). Participants were also more likely to
write bigger explanations for narrative environments, leading to the standard deviation
being higher in narrative environments (23.2 versus 19.1). Most of those words were
in relation to the man-made structures and objects that were present within those envi-
ronments, leading us to conclude that the descriptor primarily responsible for indirectly
conveying narrative to the player is man-made, or artificial.

However, while these artificial descriptors can convey narrative, their ability to do
so is limited. We found that specific concepts, such as a captain’s quarters in a ship or
a bandit attack on a village, were very hard to convey. In the fifth environment, only
20% of all users deduced the keyword captain’s quarters in at least one set (see Fig. 5), a
number that dropped to an average of 8% if we compared it per set individually. This is
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despite the fact that the vast majority of participants figured out that the fifth environment
resembled a ship (100% in case of at least one keyword in all sets, with an average of
77% per set individually). In the fourth environment, only 10% of the participants were
able to deduce the bandit attack keywords in at least one of the sets, with the average
dropping to 3% if we compared it per set individually. Even in set C of environment 4 (see
Fig. 4), where the most narrative descriptors were present, only 7% of all participants
deduced the bandit attack keywords.

Compound concepts were also problematic. While participants had no trouble fig-
uring out environments resembled a village (environment 4, 90% in case of at least one
keyword in all sets, with an average of 72% per set individually) or a mine (environ-
ment 6, 70% in case of at least one keyword in all sets, with an average of 49% per set
individually), the keyword “mining village” was far less commonly perceived (Environ-
ment 4, 43% in case of at least one keyword in all sets, with an average of 17% per set
individually).

Weather Descriptor
Weather was surprisingly easily deduced by the participants, but the most interesting
thing we found was that this weather was also used to explain how participants saw the
environment. In environment 5, in set B and C descriptors were present to visualize a
“storm.” Not only was this readily perceived by participants, participants also used these
storm descriptors to deduce the environment was a ship (leading to a 40% increase in
participants deducing the ship keyword, from set A to B). Participants also used the snow
in environment 4 to deduce the location of the mining village, with 90% of all participants
deducing the location of the village in at least one set. However, it should also be noted
that in environment 4, the total number of participants deducing the location of the
village per set dropped with each subsequent set, leading us to believe that weather may
not be the primary descriptor players use to interpret the narrative in an environment.
Interestingly, while participants used weather descriptors to deduce the narrative in
environments, the same cannot be said for descriptors depicting time of day. While there
were a few participants that defined the specific time of an environment using the present
descriptors, this did not affect their opinion on what the environment represented.

Narrative Descriptor Property

While we did observe that compound keywords were very rarely interpreted correctly by
the participants in our findings with the artificial descriptor, we found that participants did
often assign an additional property to certain keywords. For instance, while participants
were not able to deduce the mining village compound keywords, participants did often
describe the environment as abandoned or ruined. In environment 5, participants had no
problem deducing the ship was “haunted” (particularly in set C, where we introduced
ghost descriptors). These properties were even assigned in the generic environments,
with environment 1 often being described as “magical.” This leads us to believe that
a narrative descriptor property can be assigned to any narrative descriptor, not just the
artificial descriptor.
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3.2 Narrative to Inform Gameplay

We found that a fair amount of participants relied on past game experiences to help
them understand the environment they were in (see Fig. 8), in particular to help them
understand the flow of the game. A common thread here was that of “danger.” Especially
in set C of environment 4 (see Fig. 2) participants would anticipate danger in the form
of a “boss,” the final monster of a level that is generally more powerful than normal
enemies, meant as the final obstacle before the player can clear the level. Environment 6
also gave this impression until the treasure narrative descriptors were introduced, due to
the skeletons scattered about. However, danger was not the only thing participants were
on the lookout for. Environment 2, the “plains,” was often interpreted as the “first level”
of the game, the environment a player would start in. In this environment, participants
anticipated they would arrive at a village that would form the start of their journey. This
kind of starting stage is common in role playing games, especially those of Japanese
origin like Dragon Quest XI [30]. While less common, a number of participants also
directly referenced past game works as a means to interpret the environment they were
in.

This leads us to believe that when designing the narrative of an environment, design-
ers should also take into account similar works, as that may make it easier to establish a
narrative within a game environment without directly having to convey this narrative to
the player. Furthermore, with participants anticipating game flow, the narrative design
of an environment may directly serve to inform the player of certain interactive events,
such as monster encounters.

Game Lexicon Reliance
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Fig. 8. The percentage of participants that relied on previously established game knowledge to
interpret the environment. Total indicates the total number of participants that used at least 1 direct
game reference, 1 reference to game flow, or both.
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3.3 Emotive Interpretation of Narrative in Game Worlds

Rather than using keywords to directly describe the environment, a number of partici-
pants also used emotive keywords to describe it instead, leading us to believe that the
atmosphere of an environment is also important. Emotive keywords were also important
for anticipating game-flow, with environments where participants expected some kind
of monster encounter oftentimes described as eerie, dangerous or something similar.
This can be seen in environment 4 (see Fig. 9), an environment resembling a ruined
mining village, where a spike in emotive keyword usage can be seen in the entirety of
environment 4. When comparing for gender differences, we found that female partici-
pants (32%) are more likely to use emotive keywords than their male counterparts (8%),
though it should be noted that male participants outnumbered female participants 2 to 1.
As such, we feel it is too early to conclude whether gender differences have an impact
on the amount of emotive keywords being used.

Emotive Keyword Usage
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Fig. 9. The percentage of participants that used emotive keywords to describe the environment.

3.4 Narrative Immersion

Designing a level narrative also affects the user experience. When we compared the user
experience of each of the participants using the game experience questionnaire, we found
that just increasing the descriptor count in the generic environments had no significant
impact on the user experience (see Table 4), even when users used their past experience
with games to make up their own perceived narratives. However, when we increased
the count and simultaneously introduced new narrative information to the environments
(in the narrative environments), we found a significant increase in user experience in
sensory and imaginative immersion and flow, particularly comparing set B to set C
(see Table 5). Furthermore, when comparing the differences in experience between the
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generic environments and narrative environments, not only did we find that narrative
environments scored higher in all sets in at least sensory and imaginative immersion
(see Fig. 10), flow (see Fig. 11) and positive affect (see Fig. 13), we also found that
the differences in the experience between the generic and narrative environments were
significant as well for sensory and imaginative immersion as well as flow (see Table 5).
This suggests that even if players cannot identify the narrative of the environment in
great detail, the user experience still significantly improves (Fig. 12) (Table 6).
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Fig. 10. Sensory and Imaginative Immersion rates for both the generic and narrative environ-
ments, divided per set.
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Fig. 11. Flow rates for both the generic and narrative environments, divided per set.
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Fig. 13. Positive affect rates for both the generic and narrative environments, divided per set.

Table 4. Significance values for the generic environments.

AtoB |BtoC |AtoC |Al 95% CI (all)
Sensory and imaginative immersion | 85.08 16.33 35.87 76.83 | [2.26,2.84]
Flow 58.14 21.44 10.58 71.79 | [1.62,2.39]
Negative affect 75.59 2575 3197 73.94 1[0.39,0.74]
Positive affect 78.12 3094 |22.11 76.64 |[2.21,2.81]

Table 5. Significance values for the narrative environments.

AtoB |BtoC |AtoC |All 95% CI (all)
Sensory and imaginative immersion 0.15 1.63 0.00 043 |[2.77, 3.28]
Flow 6.20 3.53 0.00 7.87 |[2.07,2.83]
Negative affect 11.34 73.79 15.13 57.02 | [0.30, 0.65]
Positive affect 1.44 10.06 0.02 14.14 | [2.26, 2.88]
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Table 6. Significance values for the differences in user experience between generic and narrative
environments.

Set A difference | Set B difference | Set C difference
Sensory and imaginative immersion | 6.49 0.00 0.00
Flow 3.73 0.15 0.00
Negative affect 66.24 4.49 38.31
Positive affect 34.79 32.78 16.37

4 Conclusion

In summary, this paper argued that the game environment itself is a potent device for
conveying narrative to the player. While in prior research we defined a basic narrative
world design model, this model was lacking as the research by which it was defined
never accurately measured how much narrative could be conveyed. This problem was
remedied in this paper, and using the findings we were able to improve the narrative
world design model by defining 3 new types of narrative descriptors.

The first newly defined descriptor is the natural descriptor, a descriptor that primarily
serves as filler for natural environments and are not very capable at expressing narrative
(an example would be rocks in a cave or palm trees on a beach). The second defined
descriptor is the artificial descriptor, a descriptor that is primarily used to express man-
made objects or constructs and are relatively capable at expressing narrative, though
there are limitations. Finally, there is the weather descriptor, a descriptor that can serve
as a support to the artificial descriptors or can even convey information regarding the
placement of the narrative space to the player. We also defined the narrative property,
which serves to further describe the narrative descriptor and can be applied to any
descriptor (for example, a ship becomes a “haunted” ship).

We also found that narrative in environments can have applications for interaction
design as well, as players use the narrative their perceive in an environment to determine
game-flow; what environment they can expect next, what dangers they can anticipate
and even wether or not they think an environment may contain items or skills necessary
for progression. Finally, players do not just perceive concrete narrative, but they may
also perceive the feel of the environment as important. This links back to how players
anticipate game-flow, as one way of perceiving the feel is to perceive danger.

References

1. Silva, I., Cardoso, P, Oliveira, E.: Narrative and gameplay: the balanced and imbalanced
relationship between dramatic tension and gameplay tension. In: Proceedings of the 9th Inter-
national Conference on Digital and Interactive Arts (ARTECH 2019), Article 30, pp. 1-8.
ACM, New York, NY, USA (2019)

2. Hocking, C.: Ludonarrative dissonance in Bioshock: the problem of what the game is
about. https://clicknothing.typepad.com/click_nothing/2007/10/ludonarrative-d.html (2007).
Accessed 20 Sep 2021


https://clicknothing.typepad.com/click_nothing/2007/10/ludonarrative-d.html

158

&

®© N

o

11.

12.

13.

14.

15.
16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

217.

28.

M. Brandse

Square: Final Fantasy (Software). Square, Japan (1987)

Guerilla Games: Horizon Zero Dawn (Software). Sony Interactive Entertainment, Japan
(2017)

2K Boston: Bioshock (Software). 2K Games, United States (2007)

Media Vision: Wild Arms 3 (Software). Sony Computer Entertainment, Japan (2002)

5pb., Nitroplus: Steins; Gate (Software). Spb, Japan (2009)

Capcom Production Studio 4: Phoenix Wright: Ace Attorney (Software). Capcom, Japan
(2005)

Square: Final Fantasy VII (Software). Square, Japan (1997)

Nonato Braid, N.: Final Fantasy 7: 10 reasons why Sephiroth is scarier in the original
game than the remake. https://www.thegamer.com/final-fantasy-7-sephiroth-original-remake/
(2021). Accessed 20 Sep 2021

Sterling, J.: The rise and fall of Sephiroth. https://www.destructoid.com/the-rise-and-fall-of-
sephiroth/ (2007) . Accessed 20 Sep 2021

Huaxin, W.: Embedded narrative in game design. In: Proceedings of the International
Academic Conference on the Future of Game Design and Technology (Futureplay ‘10),
pp. 247-250. ACM, New York, NY, USA (2010)

Church, D.: Formal abstract design tools. In: Salen, K., Zimmerman, E. (eds.) The Game
Design Reader: A Rules of Play Anthology. MIT press, Cambridge (2006)

Phil, C.: Level Design for Games: Creating Compelling Game Experiences. New Riders
Games, USA (2006)

Salen, K., Zimmerman, E.: Rules of Play. MIT press, Cambridge (2004)

Brandse, M., Tomimatsu, K.: Immersion levels in digital interactive environments. In: Pro-
ceedings of the 5th Kansei Engineering and Emotion Research (Linkoping Electronic Confer-
ence Proceedings), pp. 897-905. Linkoping University Electronic Press, Linkoping, Sweden
(2014)

JoeGarth: Brushify - tropical pack (Software). https://www.unrealengine.com/marketplace/
en-US/product/brushify-tropical-pack (2019). Accessed 30 July 2021

JoeGarth: Brushity - arctic pack (Software). https://www.unrealengine.com/marketplace/en-
US/product/brushify-arctic-pack (2019). Accessed 30 July 2021

Kligan: Crystal mines - scene and assets (Software). https://www.unrealengine.com/market
place/en-US/product/crystal-mines-scene-and-assets (2019). Accessed 30 July 2021
NatureManufacture: Environment set (Software). https://www.unrealengine.com/market
place/en-US/product/environment-set (2017). Accessed 30 July 2021

Dragon Motion: Flowers and plants nature pack (Software). https://www.unrealengine.com/
marketplace/en-US/product/flowers-and-plants-nature-pack (2018). Accessed 30 July 2021
Epic Games: Infinity blade: grass lands (Software). https://www.unrealengine.com/market
place/en-US/product/infinity-blade-plain-lands (2015). Accessed 30 July 2021

Dokyo: Low poly snow forest (Software). https://www.unrealengine.com/marketplace/en-
US/product/low-poly-snow-forest (2016). Accessed 30 July 2021

NatureManufacture: Meadow - environment set (Software). https://www.unrealengine.com/
marketplace/en-US/product/meadow-environment-set (2019). Accessed 30 July 2021

KK Design: Old mine tunnel & caves (Software). https://www.unrealengine.com/market
place/en-US/product/old-mine-tunnel-caves (2020). Accessed 30 July 2021

Vertex Interactive: Spring landscape (Software). https://www.unrealengine.com/marketplace/
en-US/product/spring-landscape (2016). Accessed 30 July 2021

Dzen Games: Stone boulders (Software). https://www.unrealengine.com/marketplace/en-US/
product/stone-boulders (2018). Accessed 30 July 2021

James Stone: SHADERSOURCE - tropical ocean tool (Software). https://www.unrealengine.
com/marketplace/en-US/product/beach-wave-water (2017). Accessed 30 July 2021


https://www.thegamer.com/final-fantasy-7-sephiroth-original-remake/
https://www.destructoid.com/the-rise-and-fall-of-sephiroth/
https://www.unrealengine.com/marketplace/en-US/product/brushify-tropical-pack
https://www.unrealengine.com/marketplace/en-US/product/brushify-arctic-pack
https://www.unrealengine.com/marketplace/en-US/product/crystal-mines-scene-and-assets
https://www.unrealengine.com/marketplace/en-US/product/environment-set
https://www.unrealengine.com/marketplace/en-US/product/flowers-and-plants-nature-pack
https://www.unrealengine.com/marketplace/en-US/product/infinity-blade-plain-lands
https://www.unrealengine.com/marketplace/en-US/product/low-poly-snow-forest
https://www.unrealengine.com/marketplace/en-US/product/meadow-environment-set
https://www.unrealengine.com/marketplace/en-US/product/old-mine-tunnel-caves
https://www.unrealengine.com/marketplace/en-US/product/spring-landscape
https://www.unrealengine.com/marketplace/en-US/product/stone-boulders
https://www.unrealengine.com/marketplace/en-US/product/beach-wave-water

29.

30.
31.
32.
33.

Conveyance of Narrative Through Digital Game Environments 159

sselsteijn, W.A., de Kort, Y. A.W., Poels, K.: The Game Experience Questionnaire.
Technische Universiteit Eindhoven (2013)

Square Enix: Dragon quest XI: echoes of an elusive age (Software). Square Enix, Japan (2017)
Bioware: Mass effect (Software). Microsoft Game Studios, USA (2007)

Eidos Montreal: Deus Ex: human revolution (Software). Square Enix, Japan (2011)

DeepL, S.E.: DeepL Translate: the world’s most accurate translator (2017). https://www.
deepl.com/translator. Accessed 30 July 2021


https://www.deepl.com/translator

q

Check for
updates

Design of Emotion-Driven Game
Interaction Using Biosignals

Yann Frachi®) Takuya Takahashi, Feiqi Wang, and Mathieu Barthet

Queen Mary University of London, London, UK
{y.n.frachi,t.takahashi,f.wang,m.barthet}@qmul.ac.uk

Abstract. Video games can evoke a wide range of emotions in players
through multiple modalities. However, on a broader scale, human emo-
tions are probably an important missing part of the current generation of
Human Computer Interaction (HCI). The main goal of this project is to
start investigating how to design video games where the game mechan-
ics and interactions are based on the player’s emotions. We designed
a two-dimensional (2D) storytelling game prototype with Unity. Game
designers and creators manage the user’s experience and emotions along
the play through visual effects, sound effects, controls and narration. In
particular for this project, we have chosen to create emotionally-driven
interactions for two specific aspects: sound (audio effects, music), and
narration (storytelling). Our prototype makes use of the Ovomind smart
band and biosignals analysis technology developed by the first author.
By wearing the smart band, human body physiological information are
extracted and classified using signal processing method into groups of
emotions mapped to the arousal & valence (AV) plane. The 2D AV emo-
tion representation is directly used as an interactive input into the game
interaction system. Regarding music, we propose a system that auto-
matically arranges background music by inputting emotions analysed by
the smart band into an AI model. We evaluated the results using video
recordings of the experience and collected feedback from a total of 30 par-
ticipants. The results show that participants are favorable to narrative
and music game adaptations based on real-time player emotion analysis.
Some issues were also highlighted e.g. around the coherence of game pro-
gression. Participants also felt that the background music arrangements
matched the player’s emotions well. Further experiments are required
and planned to assess whether the prospects expressed by participants
match their personal experience when playing the emotion-driven game.

Keywords: UX - Biosignals -+ Emotions - HMI - HCI - Affective
computing - User research + Video games + Automatic music
arrangement

1 Problem

Emotions contribute to what defines us, the way we emotionally react to events
form part of who we are. In current gaming experience the only way to express
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our individuality and interact with the game is to use a keyboard with a mouse
or game controllers. This study addresses the potential limitation in interactiv-
ity with classic game controllers. Since their creation and democratisation the
number of ways to interact has increased from one button in the 70s to a full
keyboard or more than 15 buttons with analog sticks nowadays. We suggest
that the more a player can input her/his intentions and feelings into a game, the
richer and more personalised the experience would be. The underlying question
is how much of our self get transmitted to the game and is it beneficial?

As Frome [11] mentioned, game creators have the intent to generate a spe-
cific range of emotions at specific moments during the experience. Callele et al.
[5] specified two parts for the emotional requirements in video games: the game
designer’s selected group of emotions and the chosen means to induce the target
emotional state using audiovisual modalities. One important aspect regarding
emotions is the impact of the story events and particularly the relationship
between causes and consequences on the emotional engagement: the narration.
We designed a video game prototype based on real-time (RT) analysis of a
player’s emotions and where emotional features influence gameplay. Regarding
the RT emotional classification from biosignals in video games, a similar work
was achieved by Granato et al. [13], however the authors focus on emotion recog-
nition rather than using emotional features as inputs into the game.

“The will to overcome an emotion, is ultimately only the will of another, or
of several other, emotions.”—Friedrich Nietzsche.

2 Related Work

Regarding storytelling and game design, Widen, Pochedly and Russell [306]
explored the development of emotions in children and adolescents. Contrary to
traditional assumptions, children better interpret/label someone’s emotion from
a story than from the person’s facial expression. The assumption was that there is
a story superiority effect compare to face expressions for children and adolescents
(N= 90, 8-20 years) for the following emotions: fear, disgust, shame, embarrass-
ment, and pride. The experimental protocol was to freely label the emotion the
participant inferred from the description of a cause and consequence and sepa-
rately from the corresponding facial expression. The article’s conclusion is that
story is a better cue to emotion than facial expression on all age group(except for
pride): “The story superiority effect is strong from childhood to early adulthood
and opens the door to new accounts of how emotion concepts develop.”(Widen,
Pochedly and Russell, 2015). Wellman et al. [35] proposed the hypothesis that
children organize emotion concepts around their perception of the other’s beliefs
and desires. Also for children, the understanding of a situation happening in
mind versus that happening in real world occurs around the age of 4. Video
games put the player as the main actor of the action and narration. A very par-
ticular link is created between the player and her avatar [31]. The experiment
in [6] involved 306 participants, who completed a series of self-report question-
naires online. The results showed that if the avatar has player’s similarities, there
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is a stronger feeling of identification. This identification concept was studied by
Klimmt, Hefner and Vorderer [6] and it is based on socio-psychological models of
self-perception. Video game experiences bring an alteration of the player’s self-
perception. The gaming experience can be described with two distinct phases:
when the player is aware of her shift of self-perception and when the player
doesn’t even realise that she is playing (automatic cognition). Thus, evidence
shows that storytelling (narrative) and emotions are deeply connected. We sug-
gest that emotional interaction of the player into the narrative part could further
improve the affinity between avatar and player.

Koelsch [16] stated that music is an universal feature of human societies
and in all cultures. Music has the power to evoke strong emotions and has a
direct impact on people’s moods. Thanks to recent neuroimaging techniques, we
now know that music activates the brain’s part involved in the emotion’s gen-
eration [27] such amygdala, nucleus accumbens, hypothalamus, hippocampus,
insula, cingulate cortex and orbitofrontal cortex. Koelsch [16] concludes that
music can provoke changes in activity in the core structures underlying emo-
tion “music can trigger changes in the major reaction components of emotion,
indicating that music can evoke real emotions”. Also autonomic and endocrine
responses as well as facial expression can be provoked by music.

Emotions have been shown to be closely linked to music (Barthet et al. [2]),
for example, Makris et al. [19] proposed a method for automatically generating
music based on emotions. They firstly proposed a method that associate emo-
tional qualities to chord qualities. Then, using a sequence-to-sequence model,
they attempted to learn the relationship between musical emotions (A/V score)
and symbolic music, and to generate lead sheet data (melodies and chords)
based on emotions. The results of subjective evaluation with 42 participants
proved that the system is able to generate music that can convey the specified
emotions. However, their method cannot automatically produce music in RT.

The most utilised and adopted technologies for affective computing are com-
puter vision (CV) for face geometry tracking and electroencephalogram (EEG)
which tracks brain waves [14]. In a casual gaming situation at home, with poten-
tially low light levels and tricky camera angles requirements, facial coding can-
not be effectively used and camera have a strong intrusive aspect: a constant
use of a video camera to track a player’s facial expressions during gameplay
may raise concerns regarding privacy and security in networked environments,
self-awareness disrupting immersion in the game, etc. EEG systems require the
player to wear a headband and signals are noisy [15]. For our research instead
of facial coding, we have chosen a technology which is already used on a daily
basis by a wide range of people, wearable sensors which measure physiological
activity and from which emotion classification can be conducted using biosignal
computing.

3 Emotions and Biosignals

The principle used for emotional analysis in our study is to estimate arousal and
valence scores yielding a 2D representation of emotions as proposed by Scherer
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and Klaus [29]. Prior to this research, the first author developed a technol-
ogy (Ovomind!) enabling signal processing and feature estimation for emotional
classification using a smart band based on Shu et al. [30]. For the setup using
electrocardiogram (ECG), electromyography (EMG), respiration (RSP) and gal-
vanic skin response (GSR), Shu et al. [30] obtained a 92% of recognition rate of
joy, anger, sadness and pleasure (music stimulation). The following part describes
each sensor and the linked emotional features. These sensors are available on the
Ovomind smart wristband but also on other similar research wristbands devel-
oped for affective computing and biosignals such as Empatica’s E4. McCarthy
et al. [20] studied and compared E4 smart band with clinical devices showing
positive results for the smart band.

— GSR which falls under the umbrella term of electrodermal activity or EDA)
refers to changes in sweat gland activity that are reflective of the intensity
of our emotional state [26]. Posada-Quintero et al. [26], state that indicators
of autonomic nervous system (ANS) reactions can be used as reliable stress
indicators and found out that GSR can be considered as a promising alter-
native for the non-invasive assessment of sympathetic control of the ANS.
Using time frequency domain and power spectral analysis, GSR or EDA can
potentially be used to detect cognitive stresses.

The GSR can yield the following emotional features:

1. GSR Phasic and Tonic representing the conductance moving baseline [4,
10]

2. GSR Peaks representing the detection of rapid variation of the conduc-
tance baseline value [8,10].

— Body Temperature and Skin temperature features: the system uses slope
temperature monitoring. Nummenmaa et al. [24] states in his article that
emotions trigger topographic human-body temperature modifications. Over
701 participants participated and confirmed an independence of topographies
across emotions. The smart band device that we will use, has an accurate
body-temperature sensor.

— PPG or Heart rate features: a photoplethysmogram (PPG) is an optically
obtained plethysmogram that can be used to detect blood volume changes
in the microvascular bed of tissue [12]. Gil et al. [12] analysed Heart Rate
Variability(HRV) using PPG and Pulse Rate Variability (PRV) this sensor
is often available on smart bands or smartwatches devices. They used time
frequency (TF) analysis and extracted HRV from PRV and obtained a 99%
correlation % [28]. Some interesting results were found in the PPG signal
frequency analysis on Low frequencies (LF), High frequencies (HF) and the
ratio LF /HF.

Bolanos et al. [3] compared the estimation of HRV from PPG and electrocar-
diography (ECG) also known as the gold standard for HRV analysis especially
for R-R intervals (accurate time between two heart beats) estimation. Schéfer

! www.ovomind.com.
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and Vagedes [28] concluded that PRV can be used for HRV estimation in low-
noise (rest position) situations. Video game activity where the player position
remains in a fairly static position with little arm movement should be a suit-
able context for such HRV analysis.

As McCraty and Zayas [21] stated there exists interactions among physiolog-
ical, cognitive and emotional systems. The authors measured how much each
organ is involved in the emotional function and the self-regulatory ability.
They concluded that cardiac coherence which is a particular pattern of the
heart rate signal, is strongly linked with positive emotions.

The heart rate in that case adopts very specific waveforms for coher-
ent (Appreciation or positive valence) and incoherent (Anger or negative
valence) [9] behavior. De Jonckheere et al. [9] led a similar study around
breathing exercises and using a smartphone PPG sensor and had close results.
Another important element to focus on to be able to characterise a player’s
emotions is the respiration and breathing patterns.

The method to estimate the arousal score presented in this research is based
on a rolling time calculation window of 15 to 25s from the power spectral den-
sity (PSD) and an EMD (Empirical Modal Decomposition) of the GSR signal
similarly proposed by Posada-Quinter et al. [25].

Regarding valence the system calculates the R-R interval by applying a band-
width filtering on frequencies (0.04 to 0.26 Hz) on the PPG signal to calculate
the Heart Rate Variability (HRV). When a person is under stress or experi-
encing negative emotions, the heart rate variability tend to be lower due to
the endocrine system [17]. On the other hand when the person is relaxed the
heart rate starts to trace a sinusoidal shape (cardiac coherence). By estimating
the coherence level of the heartbeat from the PPG signal, it becomes possi-
ble to obtain a robust indicator of the level of emotional valence and calculate
dynamic thresholds beyond which this valence level changes significantly. HRV
is an important piece of information for cognitive RT analysis like was studied
by Shang and Wang [33]. Once the valence level has been estimated, it is then
possible to check the arousal level by controlling the spectral range of the level of
physiological activation from the GSR signal. This is used to deduce in RT the
emotional state of the individual and communicate it to the multimedia system.
The emotion can be classified with a single unit timestamped array of data in
the 2D emotion space like presented in this particular subject [38].

During stress, the sympathetic nervous system predominates and leads to
increased level of physiological arousal. Increased heart rate or an acceleration
of the inter-beat interval (IBI) is characteristic of this state. At rest, on the
contrary, the parasympathetic nervous system is activated, reflecting a decrease
in physiological wakefulness and cardiac frequency. In addition, the alternation
of accelerations and deceleration of the heart rate becomes regular and consis-
tent (state of cardiac coherence) in states of well-being, calm, control (positive
valence) while in states of stress, anxiety, anger (negative valence), the tacho-
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graph corresponding to the couple arousal and valence becomes irregular, its
layout chaotic and its magnitude will decrease. By estimating the coherence
level of the heartbeat from the PPG signal, it becomes possible to obtain a
robust indicator of the level of valence.

4 Emotion-Driven Game Design

The main goal of this study was to create a realistic prototype of a video game
experience reacting with the player’s emotions. The player should become aware
of the direct impact of her emotion, on the story, music and overall progression.

4.1 Story

To create an engaging story, we designed a script using the Hero’s journey?
proposed in 2007 by Christopher Vogler, a famous screenwriter. This mythology
can be use for any purpose from a simple presentation to a real hollywood movie
script. There are several structures possible for the Hero’s Journey, we selected
the most recent version including 12 steps and we designed and developed a
prototype featuring 6 out of the 12 (half of the experience).

The story in our prototypical game is about a caveman scavenging a cave
who meets a magical orb of energy representing his inner soul and emotions.
The cave is a reference to the subconscious mind, the player will explore his/her
personal emotional potential through the experience, a direct reference to the
“Allegory Of The Cave” from Plato.

“Let me show in a figure how far our nature is enlightened or unenlight-
ened”—Plato.

4.2 What Kind of Video Game Experience?

Our most important inspiration was a game named LIMBO with simple graphic
black and white style but really immersive story.> JOURNEY also inspired us
for its aesthetically impressive design and remarkable soundscape.* The game
experience we have developed is a 2D game, where the player controls an avatar
and goes to a destination. Along the way, events occur based on a number of
emotional interactions.

We developed all the game interactions (from control to animations) using
the development software Unity®. We created the aesthetic assets and designed 3
main levels for the progression. The levels have progressive darker tones illustrat-
ing the fact that the character is going deeper into the cave. We also implemented
the sound design for basic controls (jumping, steps, orb etc.) using Creative Com-
mons audio from the Freesound platform®.

2 https://www.youtube.com/watch?v=V4iARp0OZIo.
3 https://playdead.com/games/limbo/.

* https://www.youtube.com/watch?v=61DZC-60x20.
5 https://unity.com/.

5 https://www.freesound.org/.
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The initial work was to set-up the camera properties and its behavior. 2D
games have the advantage to propose a linear progression regarding the narra-
tives for example like LIMBO. We follow the same scheme for our prototype
with a right to left progression. In general the 2D games have a left to right pro-
gression (e.g. Super Mario bros games). The fact to propose the player to go in
opposite way is a choice to help to illustrate the introspective process. However,
we chose to have a 3D game in 2D camera configuration because the design of
animations and interactions could be implemented in a simple way.

We used the helpful resources and user-friendly animation engine for
humanoid characters called Mixamo’ including an auto rigging system for
humanoid character. We have uploaded the 3D asset characters and downloaded
from the website all the animations (in total 9) and a new version of the 3D
asset main character in T-pose shape.

To get the A/V scores estimated from the band’s biosignals available on the
Unity console and allowing game interactions, we used a Microsoft Windows
library developed by Ovomind. The A/V scores are available in RT as well as
heart rate available in the game User Interface (UT) on the top left of the screen
as shown in Fig. 2. For the demonstration used in the user evaluation, we are
using only the A/V scores and beats per minute (BPM) information.

4.3 Emotional Interactions

In this section, we are presenting the emotional interactions we designed around
A /V scores. We decided to implement the three main emotional interactions.

f A b T

Sad / Bored Stress + Calm / Relax Joy / Happy Stress / Focus
Arousal < 0.50 Arousal >0.90 Arousal <050 Arousal>0.75 Arousal >0.50
Valence > 0.35 Valence <0.50 Valence >0.75 Valence >0.75 Valence <0.75

Fig. 1. Primitive drawings images.

The Primitive Drawings. Depending on the combination of A/V scores we
varied the nature of drawings made by the game character in the cave (see Fig. 1).
Each drawing represents one emotion. Sad/Bored is represented by birds in the
sky that the caveman looks up to when he is bored. Stress is represented by
the hunter (the caveman himself when he is hunting), alluding to the tension of
hunting. Cattle are depicted when the caveman is Calm/Relax, in allusion to the

7 https://www.mixamo.com/.
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stability of pastoralism and the gentle nature of the cattle being kept. Further-
more, we have used a campfire symbol as Joy/Happy, as it is used for cooking
and keeping warm. Finally, the deer represents the tension and concentration
of the hunters (Stress/Focus). In this way, each primitive drawing is linked to
the caveman’s emotions (i.e. the player’s emotions) based on the game narrative.
During gameplay, the caveman draws the drawing based on based on the player’s
emotions as estimated by the smart band. Therefore, the linking between avatar
and player emotions is one of the characteristic emotional interactions that aims
to improve the affinity between avatar and player.

Avatar Behaviour. In the game narrative, the main character is able to meet
the an energy orb (Symbol of the inner soul) flying in the cave. This orb is
connected to the player’s emotional states and it represents the state of the
power of the avatar. All of these powers will be used for the player progression
in the story. For example, when the player is relaxed, the orb can heal the
character (see Fig.2). The player’s avatar powers (orb colours) are linked with
the A/V scores as follows:

EMOTION :EXCITED / HAPPY / ALERTED Arousal: 1.000

BPM : 82,5 Valence: 0.751
EMOTIONAL POWER : HEALING

Finally, the flame comes again and the color of the flame was changed into green
because of the healing power enabled by the current emotional state of the player.

Fig. 2. Healing power: main color is green (Color figure online)

— Joy/relax or High arousal (>0.75) and positive valence (>0.75) Flame/Magic
orb color: Green, new power = Healing. (See Fig. 2)

— Fear/stress or High arousal(>0.50) and negative valence (<0.75) Flame/-
Magic orb color: Red, new power = Burning.
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Music Arrangements. We developed a specific interactive audio system to
produce adaptive music following the A/V scores. The goal of this system is to
automatically arrange a loop melody to express emotions felt by the player. The
outputs were chord progression and tempo, which have been shown to relate to
music emotions [7,18].

Lt

-+

Melody Cc ntext Encoder (Bi-directional LSTM)

Triads C rnajor F mijjor G major C major

Functions Subdominant Dominant

BPM

Fig. 3. Automatic Arrangement System Architecture: the top is the melody context
encoder and the bottom is the arrangement decoder. The green LSTM block represents
the standard long short-term memory network, and FC represents the fully connected
layer. Eventually, chords, chord functions and tempo are output. (Color figure online)

Deep learning was used to learn the relationship between emotions and sym-
bolic music. Figure 3 shows the network architecture used for learning and infer-
ence. The melodies were encoded by a Bi-directional Long short-term mem-
ory (LSTM) [37], which can take into account time series information. An
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arrangement, decoder was also designed to decode the arrangement information
(chords, harmony functions and tempo) based on the encoded melodic context
and emotions. For this arrangement decoder, we used a forward-only LSTM so
that it can be processed in RT during inference. However, it is assumed that
the melody context has been calculated in advance at the time of inference for
real-time applications.

To train the networks, the HTPD3 [37] symbolic music dataset was used.
However, since emotion labels are not provided in that dataset, we obtained
mood labels for each song from last.fm® and allmusic.com” based on the song title
and artist name, and quantified the labels based on the experimental results of
Warriner et al. [34]. If a song had more than one label, we converted those labels
into emotional values and then averaged them. This is because the output of the
Ovomind smart band is an A /V score. Ultimately, the resulting dataset contained
about 4000 songs. This model was trained by a transfer learning strategy that
pre-trains a melody context encoder for about 7000 songs in HTPD3 that could
not be assigned an emotional value. The performance of the proposed model in
reflecting emotions to arranged music has been evaluated in Takahashi et al.
[32].

We integrated this system so that it could generate music for each game
scene time unit, as shown in Fig.4. By measuring the player’s emotional state
during the gameplay with the Ovomind smart band and inputting the measured
values A/V scores to the proposed system, we realized an interaction system
that changes the arrangement of the background music in RT. However, each
decoder receives the A/V scores every two beats and arranges the background
music, so there is a delay of two beats (e.g. 1s duration at 120 BPM).

5 Evaluation

5.1 Stimuli and Procedure

Given the pandemic context, the user evaluation was based on a demonstration
video showcasing the emotional interactive system.!? The video recording shows
a gameplay session of the first author wearing the Ovomind smart band for RT
A/V estimation. The video lasts around 5 min and features the three main levels
including emotion-driven events and music.

Participants had to first watch the video and then answer a questionnaire.
The study took approximately 15min to complete. The study received ethics
approval from our institution (ref: QMERC20.455).

8 https://www.last.fm/.
9 https://www.allmusic.com/.
19 https://bit.ly/3sziY41.
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Game Scenes per time unit

Cimod! C(i+1) mod C(i+2) mod C(i+3) mod
M;i mod 1 M(i+1) mod 1 M(i+2) mod M(i+3) mod !
Felt emotion Felt emotion Felt emotion Felt emotion

a; Qi1 Ait2 ai+3

Decoder Decoder Decoder Decoder

Fig. 4. An architecture for RT arrangement with games. For each unit of time, the
system takes the felt emotions by the player in the previous unit of time as input. ¢
represents the context embedding of the melody, m represents the PCPs of the melody,
e represents the emotional value and a represents the generated arrangement. Decoder
represents the arrangement decoder at the bottom of this appendix.

The questionnaire included 31 Likert items to be rated on a 7-point scale,
with a single choice possible from “completely disagree” to “completely agree”
including a neutral point which provides a reference and more granularity along
the scale.

We aimed to assess the relevance of emotion-driven narrative and background
music, and general interests in affective gaming. The questionnaire is organised
into five categories: Ul, emotion prediction, visual effect and narrative, music,
affective gaming interest and prospect, and participants’ experiences. The ques-
tion numbers indicates the actual order in which they were presented to the
participants.

Ul

— QI: Information about the player’s emotions and physiological response could
be clearly seen in the game interface.
— Q9: The player’s emotional response was well integrated into the game design.

Emotion Prediction

— Q10: The emotions predicted with the wristband seem to follow well the
player’s emotional response.
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Visual Effect and Narrative

— Q2: The player’s emotional response influenced the narrative of the game.
— Q6: The player’s emotional response influenced the visual components of the
game.

Music

— Q3: The player’s emotional response influenced the background music over
time.

— Q4: The musical accompaniment matched the melody.

— Qb5: The background music matched the atmosphere of the game scene.

Affective Gaming Interest and Prospect

— Q7: I would be keen to play such a game.
— Q8: I am interested in playing video games that adapt to my emotions.

Participants’ Experience. We also used parts of the Goldsmiths Musical
Sophistication Index (Gold-MSI) questionnaire [23] to assess the musical expe-
rience of participants:

— Q20: I spend a lot of my free time doing music-related activities.

— Q21: T don’t spend much of my disposable income on music.

— Q22: Pieces of music rarely evoke emotions for me.

— Q23: I often pick certain music to motivate or excite me.

— Q24: T am able to identify what is special about a given musical piece.

— Q25: T am able to talk about the emotions that a piece of music evokes for
me.

— Q26: I listen attentively to music for x per day.

— Q27: I engaged in regular, daily practice of a musical instrument (including
voice) for x years.

— Q28: At the peak of my interest, I practised my primary instrument for x
hours per day.

— Q29: T have had formal training in music theory for x years.

— Q30: I have had x years of formal training on a musical instrument (including
voice) during my lifetime.

— Q31: Do you have absolute pitch? Absolute or perfect pitch is the ability to
recognise and name an isolated musical tone without a reference tone, e.g.
being able to say ‘F#’ if someone plays that note on the piano.

Moreover, we have developed a questionnaire on gaming experience, based
on the music experience questionnaire.

— Q11: I spend a lot of my free time playing video games.
— Q12: I'd like to spend some of my disposable income on video game.
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— Q13: T often play video games to excite and release myself.

— Q14: My emotion will be affected by game narrative, e.g., I will get nervous
when being attacked.

— Q15: My emotion will be affected by game narrative, e.g., I will get nervous
when being attacked.

— Q16: T will let my emotions flow naturally along with the story, and I won’t
deliberately control them.

— Q17: T've heard about affective games and would love to have more such
games in the market.

— Q18: T have had formal experiences in playing video games for x years.

— Q19: I play video game attentively x per week.

5.2 Participants

30 participants were recruited online. They were mostly under 30 years old and
can be considered digital natives (young person who has grown up in the digital
age, in close contact with computers, the Internet, and video game consoles).
The mean was 29.1 years old (83% under 30) and there were 26% of students.

The participants were well balanced in terms of gender representation with
56% of males and 44% of females.

Most of the participants were Japanese residents (66%) and 16% were from
the UK. Regarding nationality 63% were Japanese. The other nationalities were
German, Italian and Chinese.

5.3 Analysis and Results for Likert Items
5.4 Narratives/Gameplay Related Questions

In general, the gameplay and narrative tend to have been positively received
as it is shown on the Fig.5. A notable information, the highest mean value
was attributed to the Q8 (M: 4.96, SE: 0.24). The statement was about the
interest for playing emotion-driven games. This corroborates results from Q7
(M: 4.56, SE: 0.26) asking the participant if they would be keen to play the
actual game recorded in the video. Video game experience was homogeneous
across participants (Q18), the majority had more than 8 years of video game
experience. The panel was significantly mixed (largest Interquartile range and
STD: 2.42) in term of time playing video games spent per week (Q19). The
mean indicates that the average amount of time spent playing video games is
between 2-3h a week. This is in line with Q11 statistic about the fact that the
participants spent a lot of their free time playing video games (M: 3.43, SE: 0.33).
The interface tends to provide good clues regarding player’s emotion information
for the participants (Q1) (M: 3.43, SE: 0.21). The participants reported that
the perception of the emotional influence in the narrative was noticeable (M:
3.90, SE: 0.18) (Q2). The smallest standard deviation (0.92) is attributed to
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the Question 10 with a mean of 3.66. This question is related to the predicted
emotions and it seems that the participants perceived a match with the player’s
felt emotions and the predicted emotions detected by the wristband. The panel
of participants mostly agreed about the fact that the narration may impact their
emotions on the Q15 (M: 3.73, SE: 0.25).

Statistics on Narratives/Gameplay-related Questions

Mean
w

s & & 5 8 8 3

Q12
Q13
Q14
Q15
Ql¢
Q17
Qlg
Q19

Fig.5. Means and standard errors of the ratings on the Likert scale for each
gameplay /narrative-related question. The questions in blue are about the assessment
of the interactive narrative and gameplay and the questions in green are about the
participants background and interests in video games. (Color figure online)

Finally an important information is reported from Q16: the participants
replied with diversity on the statement that they will let their emotions flow
naturally along the game. Indeed to be truly ecologic the players need to have
the less awareness of the emotional tracking. Otherwise some bias [22] will be
added in the detection.

5.5 Music Related Questions

The statistics for each question relating to music are summarised in the Fig. 6.
According to Q3 to Q5 which are related to game experience, the background
music generated by the proposed arrangement system was rated as being able
to reflect the player’s emotions (M: 4.27, SE: 0.17) without losing musical coher-
ence (M: 4.97, SE: 0.16), and matched with the atmosphere of the game (M:
4.73, SE: 0.19). Thus, those results tend to show that proposed model can learn
relationships between music and emotions.
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Statistics on Music-related Questions
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Fig. 6. Means and standard errors of the ratings on the Likert scale for each music-
related question. The questions in blue are about the assessment of the interactive
narrative and gameplay and the questions in green are about the participants music-
related background. (Color figure online)

We also analysed the correlation between the characteristics of the partici-
pants (Fig.6 green part and Fig.5 green part) and their answers to the ques-
tions of game experience (Fig. 6 blue part) using Pearson’s correlation coefficient.
Those who said they were interested in emotion-based games were more likely
to say that the background music was able to reflect the player’s emotions (r =
0.52, p < .0001).

The more time participants spent on music, the more they said the emotions
were reflected in the background music (r = 0.35, p = 0.002). Participants who
spent more time playing video games are more likely to say that the background
music matches the atmosphere of the game (r = 0.44, p < .0001). This indicates
that the more knowledgeable participants are about the game or music, the more
they rate the game background music highly. In other words, this result lends
credibility to the fact that the system was able to output a plausible arrangement
result. However, it also suggests that without musical experience, it may not have
be possible to understand the differences between the generated arrangements.

5.6 Analysis and Results for Open Questions

In addition to Likert items, the evaluation comprised the three following open
questions and we summarize the replies below.

What Were the Positive Aspects in the Video Game? The most recurrent
positive aspect is the fact that the technology seems to help the participants to
acknowledge emotions. The background music was also favourably seen. Another
positive aspect is that the game’s interactions were simple and the narration



Design of Emotion-Driven Game Interaction Using Biosignals 175

followed a linear progression and it was easy to keep the player’s attention.
Some participants reported to think that this technology makes possible to train
their emotional reactions. The graphic design of the game was also reported as
being good. The most reported positive feedback is the new possibilities around
emotions and game design meaning that a game could be played repeatedly while
keeping to be different ( “By using the unique input of one’s own emotions, which
cannot be easily manipulated by oneself, the game has the potential to become a
one-off, or rather, a game that changes each time it is played, making it special
in its own way. Therefore, if developed from the current content, it could become
a game that is interesting to play repeatedly”). The game brought up an overall
peaceful feeling.

What Were the Negative Aspects in the Video Game? Regarding the
negative aspects, participants reported that the purpose of the game was not
clear which may lose a player’s interest in a short amount of time. The difficulty
to follow the emotional changes with the UT (User Interface) was also reported.
The UI contained too much text. Some report the fact that emotional tracking
can become stressful if the game-design requires one emotion and the user cannot
feel it. Some users were confused with the events and didn’t get the link between
the player’s emotions and game progression. The aspect of a technology in too
early stage for demonstration was reported: “The goal isn’t clear. The game
seems to be more of a tech demo, which would be interesting to test for a few
minutes (i.e. check how well one’s emotions are detected and processed), but
from what I can tell one doesn’t really feel like “playing” a game.”. The fact that
the emotions are changing slowly may not suit fast-paced games, as mentioned
by one participant. It was also pointed out that the music should change more
boldly when an emotion change occurs to show the interaction more clearly.
Some participants reported the lack of narrative aspects. Also some participants
reported the necessity of a really accurate emotional measurement if the game
progression relies on it.

How Would You Improve the Link Between the Player’s Emotions and
the Video Game? The participants proposed a lot of ideas in order to improve
the experience. For example by adding more interactions with negative emotions.
The focus could be put more on calming state as progress condition because
excitement outweights often the calming emotions during a play. Some proposed
to add haptic feedback like vibrations. A participant suggested to deal with
emotional impact at different levels within the game: “The first thing that comes
to mind, since visuals and environment will likely affect a player’s emotions, the
music and the environment should be a key factor guiding those emotions. You
can still have the player’s emotions make changes to the environment but being
more of a complementary addition rather than the only thing driving the change:
for example, a cave is going always to be a cave, should be dark and oppressing
to elicit different emotions.” One participant proposes idea of making narrative
and game mechanics in order to generate emotion: for example when the player
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needs to be calm to unlock a progress. The game can propose rain or nature
sounds or relaxing background music to help the player to reach the particular
emotional state.

With regard to music, we received feedback emphasised that more pro-
nounced changes should be activated in the music for clearer links with player’s
emotions. It was suggested that the generated arrangements from the proposed
system should be more exaggerated as an element of an interactive game since
the changes to convey the specific emotions are difficult to notice for non-musical
experts. However, even non-music experts have answered that the system can
actually reflect the player’s emotions to some extent in the accompaniment.
Therefore, we believe that more obvious arrangements (e.g. sudden changes of
tempo, modulations, etc.) would lead to a stronger agreement.

6 Summary and Conclusion

By initiating a new paradigm around affective gaming interactions using Al
interactions, this research project and this first integration into a prototype act
as an initial proof of concept. The technical feasibility of emotional interaction
and audio-visual effects based on player’s emotion was demonstrated with the
prototype. Moreover some the potential benefits like the possibility for the player
to train his/her emotional reactions during specific situations.

Some of the negative feedback (e.g. purpose of the game unclear) may be due
to the fact that participants were not playing themselves but watching a video of
a gameplay. Having participants actively playing the game should mitigate these
feelings. Another interesting outcome are reflections on the fact that the game
design can become difficult if the game designers expect the player to feel specific
emotions at a certain point but the player cannot feel them, the progression
would be impossible. Those points need to be addressed and considered in the
initial game design. Another constraint to consider for the game designer is time
for emotions to manifest themselves at the physiological level, which can induce
time lapses of several seconds in the responsiveness of the interactive system.

Characterising a player’s emotions during gameplay should provide a better
understanding of the player’s reactions and personality [1] along the play. In the
experience we developed, the game is now able to “feel” the player’s emotions
using arousal and valence classification and to propose new story plots according
to player’s feelings. This project represents a first step, as a first gaming expe-
rience including interactive narrative and audio-visual effects to the player’s
emotions.

In future work, we will expand the prototype and integrate additional
mechanics on the initial script and storyboard.

The second step of our research and evaluation will include physiological data
collections and self-reports of felt emotions. Participants will be invited to play
the game with a controller and wear a smart band for biosignal collection and
processing.
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Abstract. Frankenhead is a playable sculpture inspired by Mary Shelley’s 1818
novel “Frankenstein; or, the Modern Prometheus.” It explores the idea of con-
structing an artificial creature from the bits and pieces of existing beings. Just
as the imaginary Dr. Frankenstein, in the 19th century, used electricity to build a
creature and bring it to live, players use digital media to puzzle together body parts
drawn from a database containing a large collection of representations of Franken-
stein’s monster, ranging from the first illustrations of the novel to contemporary
depictions of the Frankenstein myth. The public installation allows multiple play-
ers to collaboratively piece together the monster. Players can use a face detection
software that takes their own picture, decomposes it into its parts, and inserts
it into the Frankenhead database to become part of the monster-puzzle. Players
insert internally coded, blank modules into sockets in the sculpture; once inserted,
the modules appear as the body parts they are. Players can move them around to
piece together a monster of their liking. The project realizes a contemporary take
on the topic of the novel and remaps aspects of the techno- and gender-criticism
of Shelley’s writing to today’s techno-social landscape. The paper presents the
design decisions and implementation of the installation and discusses the findings
made observing players during the event.

Keywords: Collaborative play - Public interactive - Playable sculpture -
Projection mapping - Emergent play

1 Introduction

At the occasion of the anniversary of Mary Shelley’s novel “Frankenstein; or, the Modern
Prometheus.”, which was first published in 1818 anonymously, and in 1821 under her
real name in the second edition, the Frankenhead project was conceived as a hybrid of a
public interactive and a playable sculpture. It was part of a larger event to commemorate
the 200th anniversary of the novel, consisting of animated short films projection-mapped
on the building of Doheny Library at the University of Southern California and several

other public activations. The event was hosted by the libraries of the University.
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Frankenhead is a large interactive sculpture in the form of an oversized head, pre-
sented in an outdoor space after sunset. It explores a staged design of public engagement
to accommodate as many players as possible during this one-evening event of several
hours of extension. The design is meant to make it easy for passers-by to engage and
begin playing. We paid special attention to solutions that present a minimal barrier to
entry, to make engaging with the sculpture easy and smooth, while also allowing for
additional, deeper, levels of engagement, connecting to the conceptual topics of the
Frankenstein novel. The goal for the Frankenhead installation was to serve as a por-
tal to the larger event. It was situated at the perimeter of the event location, visible to
passers-by on campus, to attract attention and invite people to come closer and explore
the full event. To appropriately fulfill this function, the realization of an effective staging
of audience approach and engagement in the gameplay of the piece was central. Our
intention for the conceptual design was to introduce the context of the Frankenstein
novel and make a point, why this narrative is relevant still today; and finally, we also
wanted to make a critical comment with the experience itself, communicated through
the gameplay, and provide a pleasurable and fun experience. The following will describe
our design strategies to accomplish these goals.

1.1 Historical Context

To explain the concept of how the Frankenhead project metaphorically transfers the
tenets of the original novel to today’s moment, we will give a brief summary of the
role the novel played in its days and continues to play in the history of literature. In the
often-cited history of science fiction by the English writer and scholar Brian Aldiss, the
Frankenstein novel is characterized as the first true science fiction novel. For our purpose,
rather than engaging in a discussion of literary history, it is relevant to understand, why
Aldiss made this classification, rejecting countless other stories that deal with cosmic
travel and other motifs that we might consider characteristic for science fiction. We
can see the Frankenstein novel as a new version of the Faustian dream of unlimited
knowledge, but instead of making a pact with the devil, Dr. Frankenstein of Shelley’s
novel conducts laboratory research and uses rational, scientific methods to bring about
new knowledge. What Aldiss sees here as a turning point is the departure from mythical,
pre-scientific, and fantastical thinking to a methodical questioning of the role of the
human in the world [1]. This notion becomes a central tenet in Aldiss’ definition of
science fiction, which he considers as “the search for a definition of mankind and his
status in the universe which will stand in our advanced but confused state of knowledge
(science)” [1].

This focus on the methodical questioning of assumed truths, of myths, and dominant
narratives weaves across both the criticism (and celebration) of rationality and the critical
feminist positions formulated in the novel and is the central tenet of its criticism. This
focus is also the central element we are leveraging in the Frankenhead experience.

1.2 Critical Tenets of the Novel

The Frankenstein novel has been the subject of regular scholarly study, elaborating
several areas of critical analysis, which are tightly interwoven in the novel and hard
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to separate as individual lines of argument. Without discussing the complex critical
positions inherent to the novel, we will look predominantly at the position toward science
and technology, as well as the position toward social structure and identity. The somewhat
ambiguous relationship of Shelley to science and technology is expressed in the creation
of the monster by Dr. Frankenstein: The monster turns out to be a horrific creature in
conflict with humans and uncontrollable in its actions. Nevertheless, it is a tremendous
achievement of the scientist Frankenstein to have created and awoken to life this creature.
We see both a fascination with the new possibilities opened by science and technology
and a skepticism and concern about their possible results. At the time the novel was
written, the results of the scientific revolution were becoming a tangible part of every-day
life in the form of steam engines, power looms, electricity, galvanism, and other applied
phenomena of rational, scientific inquiry. The promise of these new technologies clearly
inspired the young author, not only from a fascination with technologies of which the
possibilities still needed to be understood, but also in respect to her role as a woman and
a mother. In the introduction to her 1813 edition of the novel, Mary Shelley speculates
that galvanism could be a solution to artificially give life: “Perhaps a corpse would be
re-animated; galvanism had given token of such things: perhaps the component parts
of a creature might be manufactured, brought together, and endued with vital warmth”
[2]. The proximity of life and death that appears in the connection of corpse-parts,
assembled to Frankenstein’s creature, which then, is given new life, is characterized as an
autobiographically inspired reflection of Mary Shelley. Ellen Moers analyzes the feeling
of guilt that Mary seemed to have, feeling responsible for the premature death of her
mother, who died from complications of giving birth to Mary, as one of the inspirations
for pondering alternative ways of conception [2]. Mary also lost her own daughter soon
after her birth and experienced several cases of death and birth among her close friends
and family [2]. While this proximity of life and death can be understood from her
biography, a particularly revealing motif of the hopeful but conflicted relationship to
science is expressed in the account of one dream of Mary Shelley: “dream that my little
baby had come back to life again, that it had only been cold, and that we rubbed it before
the fire, and it lived. [...] I thought, that if I could bestow animation upon lifeless matter,
I might in process of time renew life where death had apparently devoted the body to
corruption” [2]. This double-edged relationship to science and technology is rooted in
Mary Shelley’s biography. Daughter of the philosopher, feminist thinker, and activist
Mary Wollstonecraft and political philosopher William Godwin, Mary Shelley was an
avid reader and very attuned to rational thinking and criticism. At the same time, as
Paul Youngquist writes, Mary felt unease with her parents’ leaning toward rationalism,
criticizing “that her mother’s feminism reduces the human to a rational corpse” [3].
Uneasy with the situation that is imposed on her, Shelley formulates a criticism of the
dominant role models of her society, in which women live under the oppressiveness of a
concept of feminine domesticity that fundamentally prescribes different roles to women
and men [4].
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2 Game Design Concept

In our game design concept, we decided to integrate the double-edged stance toward
technology. If making a statement with technology, in our case the use of an interac-
tive installation, a basic affirmative stance inheres to such a statement. Technology is
not rejected outright, instead we explore its possibilities to make an argument that is
critical about technology. Akin to Shelley’s position, who did not reject science and
technology, but had hopes for a potential improvement of society — and in particular
of the role of women, we are translating the criticism in Shelley’s account to a critique
of contemporary data collection methods for the training of artificial intelligence and
personality modeling. Across its history of reception, the novel has been read in numer-
ous ways as a parallel to contemporary phenomena, such as cloning or the notion of the
responsibility of scientists for their actions. For our purpose, building on the topic of
data-collection and -assembly made sense and allowed us to engage the topic of privacy,
data-harvesting and computational modeling for purposes like targeted advertisement.
As the creature of the novel was created out of a collage of parts of different bodies, we
set up a growing database of body parts, beginning with early depictions of Franken-
stein’s creature in the first illustrations of the novel to contemporary depictions of the
Frankenstein myth. While the initial content of the database is a historical reference to
the various incarnations and readings of the Frankenstein novel, players also can use a
face detection software that takes their picture, decomposes it into its parts, and inserts
it into the Frankenhead database. With this possibility to become part of the data-puzzle
constituting the monster, we are making the connection from the historic to today’s
moment and the issue of the collection of personal data.

Using a game to make this point on one hand allows us to use the simulative aspect
of a game to “play through” what is means to feed personal data into a database that
creates uncontrollable creatures — or even monsters — from them, and it suggests, at the
same time, how lightly we tend to take this issue, as if it were just play, taking place in
a sphere separate from the “real world.”

Another aspect of the original Frankenstein novel is the criticism of the notion that
every individual has to conform to pre-defined and fixed roles in the society context. What
Shelley hints atin her writing, we take as arather literal inspiration for the mechanic of our
installation: players can put their creature together by plugging modules that correspond
to body-parts into the sculpture. The way the modules are coded, suggests that each part
can only function “correctly” in its designated slot - for example, a module representing
an eye can only “correctly” be placed where an eye belongs in the face of the creature.
But as players engage into playing with the modules and where they might belong in the
sculpture, they increasingly get accustomed to the idea that the modules can be placed
anywhere, and by taking the notion of a creature seriously, we can challenge the concept
of what is considered as “normal” or as deformed or “monstrous”, and what we consider
possible or not. We see this as a parallel to the fact that a lot of the data modeling operating
with “personality parts” does not create a comprehensive rendering of the personality
of the modeled individual, but only, so to speak, distorted and abbreviated truncations
of the actual individuals, and how stereotypes and assumptions are used to categorize
these models.
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A third aspect we decided to integrate into our game design is the notion that our
actions can have unexpected consequences. As Dr. Frankenstein, in the novel, did not
anticipate that his creation will turn into a monster, instill horror and eventually kill sev-
eral of his family members, we wanted to integrate a surprise effect where players realize
that their creation takes on unexpected power and becomes larger than they expected:
The creature they are composing, in the end, appears in a giant facade projection on the
nearby library building. Amplified to an oversized monster, the creation of the players
takes on its own life and provides a kind of endpoint to the experience, while guiding
them to the rest of the event.

2.1 Playable Sculpture vs. Public Interactive

To realize our conceptual goals and harmonize them with the requirement for short-
form gameplay and the role as a portal to the rest of the event, we settled on a large
physical sculpture that allows for tangible interaction. The interaction takes place as a
layered experience, of which players can either spend more time and go through several
of the experience layers or move on as they please, without missing too much of the
experience goal. We refer to the installation as a hybrid of a public interactive and a
playable sculpture, because it combines the approachability and playful invitation of
playable sculptures, a genre we know from playground installations for children, with
the more complex rhetoric of public interactive experiences we know, for example, from
science museums or similar contexts. These two categories serve as models of two ends
of a spectrum of interactive engagement: The playable sculpture has alow barrier of entry
and tends to be a simple and hands-on set-up that immediately invites players to climb
on it, step into it, interact with it in simple and straightforward actions. This is the design
notion we use for the first phase of players’ approach to Frankenhead and their first steps
of entering the game play of the experience. The design elements based on the concept of
public interactives are coming to bear post-approach and are intended to draw players into
deeper levels of engagement. Our use of the term “public interactive” is inspired by Anne
Balsamo’s classification of it as a set-up “for the active reproduction of technocultural
understandings, mythologies, values, and the circulation of new knowledges” [5]. Public
interactives, in this sense, are designed for audience members to spend a certain amount
of time with, interact with the apparatus and learn from the interaction with it. Balsamo
characterizes these apparatuses as using “innovative technologies” and are situated in
public space, so that a wide range of public audiences can engage with them. She sees
urban screens as part of this category, as well as touch-screen based kiosk systems etc.
[5].

The narrative design of the Frankenhead sculpture is inspired by a form of poetic
sculpture, as instantiated by the Surrealist giraffe sculpture described and partially real-
ized by Luis Buiiuel and Alberto Giacometti. Film theorist Marsha Kinder describes
the sculpture as an interactive piece, designed to deliver a “powerful surrealistic jolt”
[6]. The giraffe was a temporary sculpture created by Bufiuel and Giacometti in 1932,
which was placed in the garden of the villa of Marie-Laure and Charles de Noailles in
Hyeres, in the South of France. The sculpture had hidden compartments that contained,
upon further examination, various conceptual surprises and, as Bufiuel wrote, ‘it should
be noted that this giraffe doesn’t make complete sense until its full potential is realized,
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that is to say, until each of its spots performs the function for which it was intended”
[7]. The concept of the giraffe with its seemingly ordinary slots, which invite players to
manipulate them and explore what they have to offer, is very close to the design approach
we settled on. The Frankenhead sculpture similarly has nine slots in which seemingly
undifferentiated play pieces can be inserted. Once the player engages in this activity,
both slots and play pieces reveal their hidden functions and possible meanings.

2.2 Problem of Approachability

Users who are encountering an interactive experience somewhat accidentally and without
an already existing decision to engage with the experience are often hesitant to engage
with it. Despite the growing popularity of large format screens as well as touch screens
in the public realm, the use and adoption of these screens is limited [8]. Intended users
are frequently hesitant to approach and interact with the systems; confusion as to the
purpose of the system or what the right actions might be to operate the system is a
common obstacle among those users. Various solutions have been proposed to mitigate
this lack of engagement among intended users with these screens. One of the solutions is
an interaction model that is structured in various phases that build on each other. Cheung
proposes a phase model that proceeds from a “passing-by” phase to a phase of “notice
and approach” and ends with user interaction determined to “explore and discover” [9].

This problem of discovering how we can operate something that we have never seen
before is a common phenomenon. Don Norman has provided a comprehensive reflection
on the processes involved in this discoverability problem in his book “The Design of
Everyday Things.” Norman suggests that, normally, people resort to concepts they know
already that are based on prior experience with the world; they interpret the affordances
of the system they see in front of them and try to match what they know with what they
see and from this devise a strategy how to operate the system [10]. Taking recourse to
pre-existing experience of operating different systems relies on similarity - if a system
is very similar to one that was experienced earlier, users will find it easier to determine
how to use the system in front of them. This experience transfer becomes increasingly
difficult with growing degrees of difference. For an experience like ‘the creation of a
monster from different body-parts,’ it is likely that very little pre-existing experience can
be assumed. Therefore, the design of Frankenhead made use of very explicit affordances
and simple shapes that can easily be read, interpreted and translated into potential actions.
Our inspiration is something like logical blocks, using simple geometric shapes. We also
found that it is easier to use rotationally symmetric shapes, so users do not have to pay
attention to orientation. They can be solely focused on a simple shape matching task.
We will describe the design a little further down in detail. In terms of readability as
well as general attraction, the use of tangible forms of interaction is useful to encourage
players to engage [11]. Using multiple modalities, such as visual and haptic affordances
supports players to quickly grasp what the interaction possibilities are and how to use
them effectively. This is the reason why, for Frankenhead, we decided to implement a
form of interaction with multiple expressive tangible objects.

The design challenge for the geometric appearance is not only limited to the affor-
dances of the objects users interact with directly, also the overall shape of the sculpture
plays a role in attracting players. The physical appearance of the display (and sculpture,
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for that matter) has an effect on how potential players engage with it. In a study on
the effect of the physical layout of multiple connected screens, ten Koppel et al. have
discovered that a flat versus a concave versus a hexagonal arrangement of the screens has
effects on user engagement. They found, for example, a concave display arrangement
suppresses collaborative interaction and the most active social interaction patterns occur
in screen settings where multiple users can see each other, their actions, and their results
[12].

This finding corresponds with the interactions we saw occurring around the Franken-
head installation, which led us to adopt a collaboration-inducing display arrangement. In
our particular case, collaboration is intended and encouraged. A compounding effect that
makes user interaction in public displays difficult is the number of people surrounding,
and potentially observing, the person who is interacting. As we found with numerous
interactive museum display settings, audience members are afraid of revealing them-
selves as lacking sophistication or knowledge in operating devices in front of a large
group of bystanders. As for the Frankenhead experience, it is important to encourage
collaboration, as this is the best way to avoid the feeling of isolated performance anxiety
of individual players. The entire game play is designed to be collaborative, fast, and
accessible.

2.3 Design for Staged Interaction

The large luminous sculpture of Frankenhead functions as a landmark that is visible
from a distance and attracts people as they approach the event site. As they come closer,
they encounter the sculpture and it’s smaller, moving parts, which are conceived such
that potential players “stumble onto them” and easily understand those parts as puzzle
pieces that they can manipulate. Once they work with the puzzle pieces, which can be
operated by several players collaboratively, as they piece together new faces for the
“Frankenhead-Creature,” they encounter a face-scanning station that allows them to
scan their face and become part of a growing database of body-part images with which
players can create new Frankenhead-Creatures. As the installation is evocative of the
creation myth of the monster in the Frankenstein novel, we designed a mechanic that
allows players to puzzle different body-parts together and create different faces for the
giant head. A large switch allowed them to turn their creation “on” and bring it to life.
The assemblage in Frankenhead is facilitated by a growing database of different face-
parts, comprising a range of different artistic styles and faces from players. Once players
have engaged in the face-scanning component and become part of the installation, we
observed that the level of engagement significantly changes and an expectation of seeing
and manipulating their own, contributed elements to the installation emerges. As players
progress through the experience, the final pay-off happens when they realize that their
play is part of a giant facade projection on the nearby library building. This sense of
amplification has a strong effect on players, both as a surprise and as an enlargement of
their activity. From this point, players get oriented toward other activations of the event
and have a sense of closure with the Frankenhead sculpture. Depending on wait-time
at the face-scanning station, the length of stay in the installation tends to be somewhere
between 5 to 10 min (Figs. 1, 2, 3,5, 6 and 7).
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Fig. 1. Whiteboard with design elements from one of our many brainstorm sessions.

Stage One: Landmark as Attraction

The first stage was meant to attract potential players and ease them into the game play.
Since the premises of the event were rather large, we decided to build a large sculpture
of a head (which we fondly nicknamed “Frankenhead”). Since the event was going to
take place after sunset, the sculpture had to be luminous and large enough to stand out.
We designed an over-life-size sculpture that was massive head with a height of circa
seven feet. The front of the head was conceived as a projection surface on which the
visual feedback for the game play, the facial pieces and expressions from our database,
would be projection-mapped. The front served as the “game board” and was made of a
flat wooden panel with seven openings cut into it with sockets to hold seven spherical
game pieces.

Due to the size of our sculpture, we had to take portability, weight, and volume of
materials into account. To tackle this, we used lightweight materials such as Paper-maché
and newspaper to cover and form the basic shape of Frankenhead. An interior wooden
scaffolding supported the structure and had weights to make sure it could resist wind. We
used starch glue, as an economical alternative to regular glue, to glue the paper together.
Since we utilized lightweight materials wherever possible, we were able to use slightly
heavier materials like wood and wire mesh to create a stable base for the sculpture. A
logic system to support the game play was installed in the interior of the head.

The size of the head sculpture provided a space for several players to collaborate
piecing together their creation. In order to do that, the main game loop began with an
empty head, showing a white surface with some veins going across it. The seven sockets
are empty and the interactive game pieces are lying on the floor in front of the head. The
interactive game pieces were easily noticeable and accessible for players to approach the
sculpture and collaborate with others, inserting the pieces into the sockets in the head.
As players pick up the pieces, they do not know what part of the face a piece represents;
in order to find out, they have to insert the piece into a slot in the head, upon which the
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Fig. 2. Construction of the head-sculpture made of paper-maché.

Fig. 3. Frankenhead sculpture, showing its interior scaffolding. The front plate is placed on the
ground in front of it, showing the control electronics and mechanics.
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presence of the piece is recognized by the system and an animation of the respective
face part is displayed on the surface of the page piece. Now players can decide to change
the socket and where on the head they want to position the face part. As they insert
more game pieces, the face becomes more formulated. When game pieces are inserted,
they trigger an animation that cycles through different versions of the same face part.
For example, the game piece, that represents the nose, cycles through all the versions of
noses that exist in the database. Once players decided that they are satisfied with their
creation, they can pull a large switch to breathe life into their creation. This ends the
animation cycles and locks in the face part that is visible in that moment and starts an
animation of that part, e.g. an eye blinking etc.

Fig. 4. The game loop begins with an empty face; players collaborate to insert the game pieces
into the head sockets; and finally, they activate their creation with a large switch.

We created seven spherical game pieces, each piece representing a different facial
feature on Frankenhead. We constructed them using large styrofoam balls, plastic cup
containers, newspaper, and starch glue. After prototyping and experimenting with various
shapes prior to making the final game piece, we decided to carve them in a mushroom
shape with a slightly tapered stem. This is to allow the pieces to fit into the cylinder-
shaped sockets of the Frankenhead face and stay in place. And it would allow the players
to easily recognize how the game pieces fit into the sockets.

Each game piece had an RFID (Radio Frequency Identification) tag attached that
was specific to a facial feature. In the face sockets we had RFID readers that correlated
to each RFID tag. There were seven features, and the sculpture could have multiple
combinations of eyes, noses, and mouths. For this structure to be re-playable we had to
design a mechanism that would reset the parts of the head. We added seven solenoids
to each face socket and placed them in the middle of RFID readers. So once players
inserted the pieces into the sockets, their RFID tag was recognized, and the corresponding
animation was displayed. Once the players activated the switch the face part gets locked
in and plays its individual animation. When the game needed to reset, the player would
turn the switch off, and the face parts were ejected by the solenoids and fell to the ground
for people to start over with the game. All these components were attached to an Arduino
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microcontroller which would control and send the needed information to a computer that
controlled the projection onto the head sculpture.

Fig. 5. Right: diagrams of ideas we had for the shape of the game piece. Left: one of the seven
final game pieces shaped like a mushroom that fits snugly into the face socket.

Stage Two: Personal Involvement

To realize a second stage of deeper game play, we added a face scanning station. Players
could go to the station to scan their face and add it to the Frankenhead database of
facial parts. Once the scanner detects a face, it scans it and decomposes it into seven
components, the nose, the eyes, the mouth, the cheeks, and the forehead. These face
parts get inserted into the loops of body parts that cycle through when a face piece gets
inserted into a socket. At this stage, players have the eagerness to see their own face
parts appearing on the Frankenhead. Since they are not shown in the full facial context,
it is sometime difficult to clearly say whose face part is shown, so multiple players start
guessing and arguing about whose parts are shown. Now, the challenge becomes to turn
the switch in the right moment to lock in the desired face parts from the animation cycles.

outimg
Image Sze1 640x400

Fig. 6. The face scanner and its facial recognition algorithm that decomposes the scanned faces
into their component parts.
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The addition of the face scanner added a stage of intensified game play and player
engagement. Players have something personal at stake; and they also see, as they observe
other players, how their facial features become the playball of other players. This second
stage is central to making the argument about data collection, ethics and privacy we
discussed earlier.

Stage Three: Amplification

The third stage of engagement is the one where the unexpected amplification of the
player’s actions takes place. The sculpture is set up in such a way that the nearby library
building is somewhat covered. Players get a view on the building when they go to the
activation switch, which they do toward the end of their interaction with the sculpture.
At this point they realize that the creature they have been working on is projected
onto the facade of the library building and it is watched by a large crowd of people
who is looking at projection mapped animations created in response to the novel. The
facade projection shows an alternating program of animations and the creature of the
Frankenhead sculpture. Players realize that, what they thought they were doing with
their friends, is actually presented in a giant scale and watched by many people. At this
point, players tend to turn off the switch, eject the game pieces from the head and start the
game loop anew for the next group of players. They move on to watch other activations
of the event.

Fig. 7. The facade projection on the Doheny library building and the Frankenhead creature on
the facade.

3 Observations and Evaluation

To assess the effectiveness of the Frankenhead installation, we did observations of player
interactions, video recordings, and did open form conversations in situ, asking questions
about players’ impressions and interpretations of what they experienced. Player interac-
tions were recorded on video to allow us to study different players, demographics and
age groups in their interactions with the installation after the actual event. Since the event
was of short duration and a single evening, video recording was intended to take off a
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some of the pressure of the present facilitators to conduct conversations and observe all
at the same time.

To establish evaluation criteria for the installation, we turn first toward the stated
goals and assess, to which degree the installation fulfilled these. The stated goals were
a) the installation was supposed to serve as a portal and landmark to attract people to
the larger event; b) it was meant to introduce audience members to the context of the
Frankenstein novel and make a point for its continued relevance communicating a critical
thought by translating some of the novel’s aspects into a contemporary context; and c)
the installation should engage players into a pleasurable and fun experience. We follow
[13] as a way to structure our assessment and provide comparability to other public
interactive installations. [13] is a meta-study, evaluating 34 different installations and
their assessment methods to formulate a consistent and general evaluation framework.
According to the distinctions made in [13], Frankenhead is an experimental study, which
is based on the actual tangible deployment of a public interactive installation. The authors
suggest a two-part approach, developing certain metrics for the direct assessment of the
installation and a characterization of the site, where the installation was deployed.

3.1 Site

The site where the Frankenhead installation was installed combines several characteris-
tics that impact the user behavior and the expectable audience. As it was deployed on a
university campus, the site is a semi-public space. The event itself was advertised broadly
to both a campus and a general audience. It is expectable, though, that the players come
predominantly from a university-related audience. The exact place, where Frankenhead
was set up was in a park, i.e. a leisure environment, in which passers-by tend to not
pursue a direct goal and have some time to spare to engage in an interactive experience.
This behavior was supported by the time of day of the deployment. The main event was
to begin at 8 pm, to allow for sufficient darkness for the large fagade-projection of the
main event to be of appropriate quality. The Frankenhead installation started earlier,
and even though it also used projection-mapping, the mapping was on a smaller surface
and therefore a powerful projector was able to deliver enough contrast. The installation
was intended to serve both as a spatial portal to draw passers-by to the main event,
taking place on the other end of the park, as well as temporal portal, to attract people
who had business on campus and were about to leave, to capture their interest to stay
for the main event. While being set up in a park, the installation was adjacent to one
of the main thoroughfares and main squares of the campus and therefore functioning
as a landmark for passers-by to turn toward the park and come closer to the site of the
main event. Thus, according to the categorization proposed by [13], the Frankenhead
site combines characteristics of a controlled, semi-public environment, with the traffic
flow of a transit-location and the leisure possibility of the park. The particular qualities
of the site have an influence on how the installation fulfills its goals: We can expect
an audience that is more inclined to engage, potentially attuned to the historical back-
ground of the Frankenstein novel and potentially more open-minded toward technology
and interaction with technology than an average audience in a non-semi-public space.
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3.2 Evaluation Criteria

The main areas of analysis of general applicability informing our assessment are three-
fold; we look at user behavior, use instances and spatial influence and flow impact. In
addition to these aspects we are adding case specific abstract measures, which we derive
from our specific goals for the Frankenhead public interactive.

In terms of user behavior, we are looking at two main aspects, of which the first is
how users interact with the installation and the second is how they engage with other
players to synchronously interact with the installation. User behavior in conjunction with
the spatial influence parameter gives us the best clues to respond to our first evaluation
criterion, the landmark and portal function. From the fact that a lot of people crossing
the campus square or walking down the thoroughfare, came straight to the Frankenhead
installation to investigate what it s, tells us that the landmark-function was well achieved.
As we did not do exact flow measurements on both the square and the thoroughfare, we
can only estimate that attention of approximately 80% of the passers-by was sparked
(looking over to the installation and coming closer), and about 65% of those passers-by
going out of their intended way to come over to the sculpture. Of the people who came
over to the sculpture only a subset could actively play because only a limited number
of slots and play-pieces was available. The sweet spot for collaborative play was three
players interacting at the same time (c.f. Fig. 4). The majority of use instances was with
a concurrent interaction of two to three players. Approximately 20% of the use instances
were single users.

Use instances were predominantly short, mostly in the range of 3 to 6 min. This gives
us some information about how deep players got engaged into the staged structure of the
interaction, one of the case specific abstract measures for the Frankenhead installation.
We wanted to find out how well the staged design worked, with an easily approach-
able main game-loop, an intensified engagement including the interaction with the face
scanner and the exit to the main event as the last stage. We can clearly say that the over-
whelming majority of players (ca. 95%) completed the main game-loop of inserting the
play pieces with facial features into their slots and turning them active. Approximately
30% of the players also went on to use the face scanner; the interaction including the
face scanner tended to be longer, covering a duration of 7 to 10 min. Even though the
actual scanning process was quite fast, the increase in interaction time was caused by
the fact that it is not a given that the newly scanned face will immediately appear in
the animation cycles of the projection. As these cycles are chosen at random from the
entire database, it can take some time for new images to appear. In order to prioritize
new facial features to a certain degree, we added an algorithm to pull in the new images
within the next 5 to 10 cycles of the animation, which corresponds to a timeframe of 1
to 2 min. Finally, 90% of the players moved on to the main fagade projection, once they
had turned active the creature they had puzzled together and saw the result appear on
the facade nearby.

Another case specific abstract measure was our attempt to find out whether players
indeed felt that they had a better understanding of the Frankenstein context and whether
they felt that there is still relevance and critical potential in the story. This measure we
could only determine through open form conversations that we had with players and
others who did not actively play but observed players in their actions. We found that
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most players where reasonably familiar with the novel’s overall premise. Most of those
we engaged in conversation felt that there was still relevance to it and that it was such an
important piece of literature that it continued to wield influence. The critical note about
data collection, privacy and the ethics related to it, was less clearly communicated to
audience members, even though we found that some players had a second though about
scanning their face into the Frankenhead database once they left and were not there
anymore to observe play “with their face”.

4 Discussion

We found that, upon its debut, Frankenhead was a success in capturing the attendees’
attention and drawing them into the play space with its size and presentation. The rotating
facial features projected onto the sculpture and game pieces spread out on the ground in
front of Frankenhead intrigued attendees to approach and speculate what was happen-
ing. Attendees quickly grasped the goal of the game and proceeded to place the game
pieces into the face sockets. Because they don’t know beforehand which facial feature
a particular game piece represents until they place it into one of the face sockets, they
are surprised and delighted upon discovering the facial feature and where they’ve placed
it on Frankenhead. The attendees experience a sense of satisfaction when they pull the
switch that plays the animation for each facial feature, and accomplishment upon seeing
the final, unique Frankenhead face they created as a result of their actions.

Many of our attendees expressed joy, surprise, and when they interacted with
Frankenhead. Our design allowed for many layers of rewarding experiences that encour-
aged attendees to keep playing to see all the possible outcomes. The more time players
spend with the experience, the more layers of engagement they discover: As their first
action they discover the different facial features represented by the game pieces; once
they decide to pull the switch, they see the final face in action; if players proceed to
the face-scanning station, they discover yet another layer of inserting their own faces;
and finally, they see it all in a giant projection on the library building. At this moment,
players expressed a feeling of surprise, revelation and satisfaction, which gave a sense
of closure with the experience.

Though there were some attendees who did not approach the sculpture, there were
many who joined in on the game when they saw other people interacting with the game
pieces. Other attendees chose to participate in an alternative way by interacting with
the facial-recognition station that allowed us to capture their facial features and display
them on Frankenhead. Offering attendees different ways of interaction allowed a wider
range of attendees to participate in the installation.

Creating a landmark installation came with challenges with encouraging attendees
to participate in the experience and designing an intuitive gameplay loop for a larger
audience. By choosing to build a large-scale puzzle head with projection mapping ele-
ments, we created a multi-layer rewarding experience with different interaction methods
for players to enter the experience at their own comfort level.

The short duration of the event limits the possibilities of assessment. In the timeframe
of one evening only a certain amount of people could interact, which means the results do
not allow for a comprehensive statistical evaluation. What we were able to find, though,
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was a general confirmation of our original design assumptions in terms of approachability
and sculpture design. Communicating critical messages with a comparable setting is
difficult to do in respect to a precisely testable message. But we found it encouraging to
see that people tended to formulate complex thoughts about the Frankenstein novel and
its critical potential.
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Abstract. User experience (UX) models present, in broad terms, the domains
of influence affecting users’ experience of a given technology. Since the number
of variables that could affect a user’s experience are manifold and context spe-
cific, UX models tend to specify broad categories of influence. Prominent models
highlight technology form, content, context, business goals and individual differ-
ences as key domains which all affect how a user will experience a technology
product or service. These high-level conceptualisations often miss identification
of key psychological variables affecting UX. Identifying psychological factors
could support user-centred design by designing for user goals, critiquing why dif-
ferent design choices are effective and for guiding evaluation choices. To address
this gap, this paper presents a new psychological model of UX, The IMPACT
model, meaning Interesting, Meaningful, Personalised, Affective, Collective and
Transportive dimensions of experience. The model was developed by reconceptu-
alising an evaluation framework of technology impact and undertaking a literature
review. In this paper, we apply the model to a user journey of gameplay, demon-
strating the model’s use for assessing which strategies build interest, enjoyment
and engagement throughout the user journey. Whilst it is not a fully comprehen-
sive psychological model of UX, we suggest hypotheses to empirically test the
model for different user types. We offer these next steps as a framework to support
gaining new knowledge about gamers and gaming.

Keywords: User experience - Psychological model of UX - Design tool -
Affective design

1 Introduction

1.1 The User Journey

The Nielsen-Norman Group defines user experience (UX) as ‘all aspects of the end-
user’s interaction with the company, its services, and its products’ [34]. Important in
the definition is the recognition of the user journey, from first hearing about a product,
to engaging with it, to potentially recommending it to others. Defining the range of
factors affecting user experience across the user journey is challenging due to individual,
temporal, and contextual dependencies [19, 22].
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1.2 Practical Issues: UX Models

In the last two decades, UX research has moved away from a purely functional repre-
sentation of technology effectiveness and is increasingly interested in the psychological
domains of experience, both antecedents and outcomes. In their 2006 review Hassenzalh
and Tractinsky chart this rising importance. They state that psychological elements fall
into three major domains: addressing human needs beyond the instrumental, affective,
and emotional aspects of experience and the combined, temporal influence of contextual
and individual differences [19].

Designing for Psychological Outcomes. UX models, which serve as ‘thinking tools’
to understand these key domains of influence are subsequently high-level, macro con-
ceptualisations of both pragmatic and psychological domains. By remaining high-level
they account for the ephemeral nature of UX. However, from an applied perspective
these models may not adequately help practitioners critique and evaluate their design
choices, where the aim is to design for the psychological outcomes of an experience.
Hassenzahl [18, 19] asks whether it is possible to design for psychological outcomes and
questions whether emotional and psychological states are too ephemeral and too context
dependent to design for. He suggests there may not be a way to guarantee psycholog-
ical outcomes through product design. We propose the intention of psychological UX
models is not to guarantee the psychological outcomes of the design, rather an attempt
to clarify what the designer is aiming for and to better assess the intended psychological
effectiveness. Without a psychological UX model to inform design, practitioners may
not select appropriate evaluation metrics to assess the effectiveness of their products.
Indeed there is evidence of this issue; upon examining the UX literature regarding indi-
vidual product evaluation, the multitude of psychological outcome variables evaluated
in relation to experience of technology products (e.g., games, utilitarian products, and
immersive technologies) is vast. Variables such as motivation, personalisation, cognition,
affect, satisfaction, beauty, presence, immersion, and attention are frequently measured
in relation to UX [2, 18, 38, 45, 56]. This suggests two things; there may be common
states which are important markers of product success, and that without a model to guide
their evaluation choices, practitioners may be overwhelmed by the range of evaluation
measures available. Currently, it appears there is limited published research modelling
the common factors which denote preferable psychological outcomes of an experience,
developed specifically to aid product design. Our model seeks to address this gap.

A review of current UX models demonstrates practical issues for informing design
choices. Lessiter et al. [30] suggest the technology form, the content, the context of use,
and individual differences are the key domains of influence. This model’s psychological
component concerns antecedents rather than outcomes of experience. For example, an
individual’s technology literacy may affect perception of a product. Using this model, a
designer may gain knowledge of the contextual and individual temporality of experience,
but they would not necessarily determine important psychological outcomes to design
for. Simple models of UX highlight that user and business goals shape experience [24,
48]. The CUBI model [48] includes content, user goals, business goals and interaction
as its core elements. It then breaks these down further into sub-factors, for example,
user goals are a combination of user needs, motivations and behaviours which are said
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to inform intended psychological outcomes. Using this model, a designer may begin
to consider psychological outcomes, but again would not determine key states. These
models highlight antecedents of product usability, namely individual differences and user
goals, yet they do not identify common psychological outcome domains predictive of a
good user experience. We suggest that understanding the important user outcome states is
necessary for optimal design and guiding evaluation choices. Many UX models, whilst
useful for understanding key domains of UX, are not appropriate for linking design
choices to user states due to the breadth of their scope and focus on psychological
antecedents rather than outcomes of experience.

Player Types in Games. The tendency to focus on antecedents of experience is also
prevalent in gaming research. Much attention is paid to player motivation and how dif-
ferences in these domains affect game enjoyment. Identification of ‘player types’ helps
the industry consider different user goals and how individuals differently perceive enjoy-
ment. The Hexad player types builds on Bartle’s classic typology (Achievers, Explorers,
Killers and Socialisers) to help designers personalise gameplay to suit a range of needs
and motivations. Researchers correlated 32 common games design elements with each
Hexad user type to help map common player traits with design features [15]. Using
player typologies does provide some insight into how the nuances of game enjoyment
may depend in part on player motivation and personality domains.

Enjoyment of Games. Enjoyment of gaming can be categorised as part of the players
emotional response. Multiple evaluation measures for game enjoyment exist which indi-
cate different emotional outcomes. Yet there are concerns around the limited scope of
these measures [44] and the lack of validation using empirical research [25] which may
decrease confidence in their utility. Furthermore, in practical terms, without a process
for hypothesis development to aid design, insights from measurement tools may not eas-
ily be interpreted into design decisions [29]. Therefore, linking evaluation methods to
design features is necessary for a joined up iterative design process. There are measure-
ment tools which seek to do this, for example Johnson et al. [25] measure both emotional
outcomes and the success of controls and Abeele et al. [1] developed a measure of both
player action and psychosocial experience to enable designers to link specific player
action to response. Whilst these are helpful for linking some common features of games
design to intended outcomes of an experience, they do not allow for all design elements
to be mapped to corresponding psychological states. As such some design features could
be misinterpreted as being more important than others simply due to the absence of an
evaluation process for features not listed in current metrics.

A more flexible but less specific approach could use a games UX model to link
designs to intended outcomes. Lazzaro’s Four Keys to Fun model [17] suggests that
enjoyment via fun is the primary psychological outcome to design for. In contrast Eyal
[11] suggests that all human behaviour is motivated by reducing emotionally uncom-
fortable states (e.g., boredom or jealousy). In his Hooked Model he suggests prioritising
design choices based on how well they satisfy what the user is psychologically ‘missing’.
These approaches are two sides of the same coin, they encourage designs which either
reduce uncomfortable emotions, or optimise positive ones.
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In the domain of emotion, there appears to be linkage of tools and research, from
player typologies which help determine key antecedents of games enjoyment, to mea-
surement tools for evaluation of enjoyment and design models to define and articulate
the emotional states of interest. We propose that whilst this provides practitioners with
a range of tools to design and assess gameplay, it is still limited. Firstly, it prioritises
the emotional response, over and above other psychological outcome states, which may
miss elements of user satisfaction. Secondly, it focusses all design effort on engagement
during gameplay rather than addressing the full spectrum of the user journey. This may
lead to a piecemeal design approach which does not fully allow for designs which build
user interest, engagement, and investment in the game long term.

A New Psychological Model of UX. Considering these limitations we propose that a
the a more comprehensive, yet broadly applicable, psychological model of UX would aid
technology design across the user journey, having application for games and many other
industries. Whilst there is academic and applied interest in psychological outcomes of
experience, to our knowledge models which organise and conceptualises these elements
are limited. The IMPACT model helps to address this imbalance by providing a model
which practitioners can use whilst developing their designs and to inform evaluation
criteria. The IMPACT model is conceptual in approach, and it highlights key psycho-
logical states which, if optimised through design choices, should lead to enhanced user
satisfaction and loyalty. Future empirical research to test the model’s effectiveness in
different domains may result in adaptations. While we acknowledge that no model will
be fully comprehensive, we propose these states offer a good starting point for designers.
Moreover, the model is helpful for developing hypotheses to test which in turn will gen-
erate new knowledge about gamers and gaming. The remainder of this paper discusses
the model’s application to games during all phases of the user journey, to help illuminate
how game enjoyment can be optimised.

2 Method: Developing the IMPACT Model

To develop our conceptual model, we evaluated how 12 media research’s proprietary
measure of audience experience, the Audience Impact Metric (AIM), could be recon-
ceptualised as a design canvas. The AIM is an evaluation measure which was devel-
oped in 2017 through sector research and a literature review [32]. The AIM measures
5 key domains of experience; general quality, engagement, emotional intensity, cul-
tural value, and willingness to pay. It has been used extensively to measure audience
experience across a range of immersive media productions from theatrical, gaming and
arts/experiential content. The AIM also incorporates items from the Sense of Presence
Inventory (SOPI) i2 media research’s measure of presence developed in 2001 for the
Independent Television Commission [30]. The SOPI has been cited in academic litera-
ture 1292 times and is used to assess presence across a range of media outputs (e.g., TV,
games, immersive media).

Once the initial target states had been defined, we reviewed a selection of relevant lit-
erature from several perspectives and disciplines, for example user experience literature,
psychology, and audience/cultural literature. The literature reviewed was both scientific
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and applied since we wanted to capture both how UX is measured and assessed academ-
ically and how creative and design practitioners operationalise user experience. Taking
this broad view was important for specifying the theoretical components of the model,
as well as ensuring accessibility and resonance to the industries we seek to engage in
its practical application. Relevant literature was selected based on its contribution to
answering our guiding research questions:

e What psychological qualities of user experience are measured in technology evalua-
tion research?

Which of these qualities conceptually align with the IMPACT model?

What models of user experience exist?

What are the similarities and differences in these models?

What theories support the psychological elements of experience which are measured?

A bibliographic search was conducted on PsychINFO and Google Scholar using a
range of search terms (‘User experience’, ‘UX model’, presence + UX, psychology of
UX.) A total of 74 papers were reviewed to further evidence the domains of experience
included in the IMPACT model and align with relevant psychological theory (see Table
1). Theories relating to our conceptual model were selected based on their relative support
for the conceptual factors generated in the model.

Six psychological states were defined from our reconceptualisation of the AIM and
the literature review; these were:

o Interesting: Capturing initial interest through automatic and personalised attentional
cues.

o Meaningful: Connecting to user values and cultural or universal goals. Meaning goes
beyond initial interest.

e Personalised: Personalising design features. Personalisation focusses on individual
relevance, e.g., achieves personal ‘to be goals’ [20].

o Affective: Emotionally arousing. The affective dimension acknowledges how changes
in arousal level are important for maintaining interest and engagement.

e Collective: Enabling social experience or ability to connect and share with others.
Features may connect individually or demonstrate collective action or community.

e Transportive: Feeling presence, sustained attentional engagement. The transportive
dimension guides design which resolves user friction and minimises disengagement
via distraction.

Each element of the model can be thought of as a ‘lens’ to apply to iterative design,
allowing teams of designers, researchers and engineers to query features and align them
with their intended psychological purpose. It is anticipated this will help design teams
adopt a human-centred design approach.

3 Applying the IMPACT Model Across the User Journey

The following sections of the paper illustrate the model’s application for informing
design choices across the full spectrum of the user journey. We firstly apply to model
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Table 1. Showing theories which support the IMPACT model dimensions

Theory

IMPACT model dimensions

Attenuation theory of attention [50]

Sensory and semantic processing of stimuli
happens concurrently. Individuals attend to
stimuli which is personally relevant and
meaningful (Interesting, Meaningful,
Personalised)

Habituation [13]

Interest in novel stimuli decreases over time as
familiarity increases (Interesting)

Self-determination theory [40]

Motivation stems from the need to be fulfilled
in competence, autonomy and relatedness
(Interesting, Personalised, Meaningful,
Collective)

Theory of aesthetic response [4]

Emotional arousal facilitates interest. Theory
suggests there is an optimal level of emotional
arousal (Interesting, Affective)

Variable reward [14]

Variable reward compels individuals to attend
to the stimuli which generates rewards.
Dopamine release at variable intervals builds
anticipation and arousal (Interesting, Affective)

Biased-competition theory of attention [9]

Processing of stimuli will be biased to personal
relevance or that which is within current visual
field (Interesting)

The drive theory of social facilitation [58, 59]

An audience helps facilitate performance by
increasing emotional arousal (Interesting)

Locus focus sensus model of presence [54]

Proposes that presence is achieved a
combination of attention to a stimulus as well
as minimising distractions through supported
design (Transportive)

to demonstrate the effectiveness of different marketing strategies for initially engaging
users; secondly, we show how design choices in games optimise engagement, and finally
we show which post-experience user engagement strategies are likely to be most effective
for gaining loyalty. The user journey model described is based on The Engagement Arc
[6] which identifies three phases of experience, a preparation phase where awareness of
the product is generated, an engagement phase where the user is experiencing the product
directly and a post-experience processing phase where the user engages in meaning-
making, to hopefully build satisfaction and loyalty. The Engagement Arc model was
chosen for its simplicity and overall alignment with more complex user journey models

[10].
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3.1 Awareness

Adopting successful marketing approaches is critical to enticing users into gameplay.
Central to deploying a successful strategy is knowledge of the intended audience. This is
often achieved through identifying industry trends, applying segmentations, and creating
customer personas to identify and describe customer characteristics. Here we discuss
how the interesting, personalised, meaningful, and affective dimensions of our model
are central psychological states to target within a marketing strategy.

Design Choices Which Maximise Interest. Underpinned by attention theory, the inter-
esting, meaningful and personalised dimensions of our model suggest it is important
to make design choices which maximise interest in games by tailoring marketing to
user goals and motivations. Targeting these psychological states can help marketing
practitioners improve their customer portraits by considering the core psychological
components which may motivate or demotivate users to engage with their product. The
Attenuation theory of attention [50] suggests attentional allocation to given stimuli is
processed visually, linguistically and for semantic relevance concurrently, before short-
term memory processing. It suggests that whilst visual and auditory cues are important
for capturing attention, users will be assessing stimuli for its personal, semantic relevance
at the same time.

This shows that whilst visual design is important, marketing materials which res-
onate with the personal needs and goals of the user are likely to be more attentionally
captivating. Adding personal relevance to visual and auditory cues in any design will
optimise meaning making when users are scanning their environment for personally rel-
evant stimuli. Bright visuals and loud sounds may serve as an external trigger to capture
attention initially, whereas personalised and meaningful gaming adverts will sustain user
engagement and more likely lead to gaming uptake and to enjoyable interactions within
gameplay.

So important is initial interest and meaning that the Nielsen-Norman Group argue
the overall utility of a product or service is its ability to meet a user need and if it cannot
meet the need then the other elements of the experience are superfluous. In other words,
capture interest in a personalised, meaningful way or risk losing prospective users before
gameplay even begins. Establishing interest at the earliest moment in the user journey
is important for sustained engagement. When users know why they are interested in a
product, internal distraction (such as, users querying “what’s in it for me”) should be
diminished.

Lazzero’s gaming model Four Keys to Fun [17] posits that emotion, specifically fun,
is key to capturing attention. Serious fun, hard fun, easy fun and social fun are posed
as key mechanics to utilise in game design. Yet, Sander and Nummenmaa [42] show
that stimuli must be personally salient and relevant to user needs to elicit an emotional
response. Therefore, without personally relevant, interesting stimuli incorporated into
marketing campaigns, the four elements of fun highlighted in Lazzaro’s model would
not necessarily be achieved through designs which consider these features alone.

To support longer term engagement and increase the likelihood of experiencing game
enjoyment then, we advocate incorporating personally relevant material within market-
ing content. For example, users could be shown a personalised avatar or personalised
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trailers of a game focussing on emotionally arousing moments. This design approach
could be effective for generating initial interest and an emotional connection between
the user and the game before purchase and support on-boarding to the emotional design
features present during gameplay.

3.2 Engagement in Gameplay

Once initial awareness and interest is established and prompts purchase or download,
users move into direct engagement with the game. Successful game design approaches
often focus on creating captivating visuals, developing fun game dynamics (e.g., chal-
lenge and reward), designing compelling storylines and characterisation which is then
supported by frictionless, easy to grasp controls. We will consider why these design
features are successful at the psychological level relating to the IMPACT model.

Optimising Interest via Novelty and Contrast. As with attracting initial attention to
a game through successful marketing techniques, an initial trigger to captivate interest
is necessary when users first engage in gameplay. Games designers often use contrast
and novelty in their visual designs [23]. From a psychological perspective these design
features are effective because they capture attention via automatic attentional responses.

Consistent with the Biased-Competition theory of attention [9], high contrast designs
are easy to attend to, hard to ignore, and lead to a higher firing rate in neurons in the
visual cortex [36]. As such, use of this design feature gains user interest through automatic
attentional processes which have evolved to help us effectively detect important stimuli
within our environment. Considering Tetris’s classic layout, the use of high contrast
colours between the background and the shapes moving in the display is key to capturing
and sustaining our attention during gameplay. Since reconfiguration of the shapes is
critical to the success of the player, high contrast between the shapes and the background
is an important design choice. If instead Tetris shapes had blurred edges or were less
defined from their background users could become frustrated and potentially disengage
since it would be challenging to fulfil the game objective. The visual simplicity of the
design allows the player to focus attention on the game dynamics. By helping the user to
focus their attention on the critical object, they can better fulfill their goal and optimise
their enjoyment.

Regarding novelty, infant research shows that babies attend less to familiar items
and more to those which are novel. Over time they attend less to the novel item as it
increases in familiarity. This process, known as habituation, is the mechanism by which
we understand what is safe in any given environment [8, 13]. A well-established theory,
habituation explains why novel stimuli capture our attention. More recent research on
novelty suggests that the automatic response is implicated via our orienting attentional
mechanism. Johnston et al. [26] explored the ability to distinguish the location of familiar
and novel stimuli in a mixed array and showed that localisation accuracy was better for
novel stimuli than for familiar. This implies an evolutionary advantage in attending to
novel stimuli and that our orienting system is key to this process.

Again, considering Tetris, novelty plays a key role for aiding pattern matching at
speed. The design offers multiple combinations of how different shapes might fit together



204 L. Kurta and J. Freeman

in different permutations of their own format. There are a recognisable number of shapes
which the user can easily hold in memory to support building skill, yet there is novelty
in how they appear in the display window which serves to capture interest and helps
users re-engage with the game over time. Given the aim of Tetris is to reorient shapes
as fast as possible so that they fit together, the link to the Johnston et al. [26] study is of
note. The novelty of the shapes is likely implicated in our ability to orient our attention
to the appropriate area of the screen with the speed needed to succeed in the game. If
instead Tetris shapes were always the same colour or appeared on screen in their same
configuration, it may be more difficult to orient attention quickly enough. This could
lead to frustration, making gameplay less enjoyable and the game purpose less effective.
Therefore, knowledge of automatic attentional processes to garner interest can inform
the design of visuals and support player goals.

The Role of Novelty in Sound Design. Automatic attentional cues are not just present in
visual designs. Auditory cues are also important, particularly given the needs of gamers
with sight impairments for whom auditory features serve to make games more acces-
sible and enjoyable [37]. Like visual design, novelty is important to consider in sound
design. Research exploring patterns in music indicates that music which establishes rep-
etition at least once and then changes (known as the AAB pattern), serves to violate our
expectations and provide novelty. These patterns are said to capture attention due to an
innate response of needing to pay attention to that which is novel [39]. Assassins Creed,
successfully employs this technique, composing a simple refrain in an AAB pattern.
The refrain is used throughout the game to highlight emotionally salient elements of
narrative and foster greater attention from the player to these emotive moments.

Use of this technique more broadly could serve to better engage audiences and help
to capture attention of gamers who may not be able to access visual designs. Making
games interesting by exploiting these automatic attentional processes within visual and
sound design is one effective mechanism for facilitating user goals and exemplifying
emotional aspects of games.

Affective Mechanisms. Whilst visual and auditory design will help establish initial
attention and focus, alone it is unlikely to sustain interest in gameplay. Self-determination
theory (SDT) suggests ongoing motivation is driven by an intrinsic need for growth
which is achieved through developing, autonomy, competence and relatedness [40].
In line with SDT game play may satisfy our need to develop in these domains and
research shows the association with game enjoyment [41]. Regarding competence game
players improve skills via challenge, competition and reward and as Hunike, LeBlanc
and Zubek [21] advocate, this helps sustain the interest of the player and is also key
to the emotional response. Where intrinsic motivation may help players sustain their
interest, the emotional response must provide some form of reward to build engagement
over the long term.

Challenge and reward are related to how we enjoy aesthetic experiences generally.
Berlyne [4] proposed that experiencing moderate arousal and its resolution is key to
enjoyment of any aesthetic experience. Although within gaming we would expect chal-
lenge and reward to be interactive mechanisms of gameplay, Berlyne’s analysis helps
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illuminate how novelty and complexity in any design feature can also serve to challenge
an audience. Berlyne’s theory proposes that the process of resolving challenges, whether
that be establishing meaning in an artwork, or resolving ambiguity in a narrative, serves
to pique interest and arousal and sustain our engagement until such resolution or reward
comes. In practice this translates into feeling optimally challenged by the game so that
winning seems possible but is not immediately achievable. Lazzaro [17] describes this as
‘hard fun’, when players develop skills and thereby resolve complexity and frustration.
Games which offer more complex controls and reward users for successful mastery of
these skills serve to evoke a strong emotional response through building initial frustration,
piquing arousal which then resolves upon mastery and reward.

Easier games still tap into this ‘frustration —resolve’ mechanic however, they are more
likely to achieve this by employing variable reward schedules first discovered by Ferster
and Skinner in 1957 [14] and popularised by Eyal [11] in the Hooked Model. Rewarding
users for behaviour on a variable schedule sustains interest via reward anticipation and
variable dopamine release in the brain [12]. Variable reward has been found to be highly
addictive and is the mechanism employed by slot machines to keep users pulling the
lever to see what rewards might be released. It is also now widely deployed across digital
products (e.g., social media) and the gaming and technology sectors [11]. Whilst it
offers short term gains for retaining users, critics of deploying variable reward schedules
suggest there are ethical implications such as gaming addiction and manipulation of
users [47].

Whilst there is more to be done to ensure user safety, affective designs which cap-
italise on variable arousal and its resolve via easy or hard mechanics are critical for
sustaining engagement and a players return through the gaming loop. When assessing
design choices using the affective dimension of the IMPACT model, we recommend
identifying the emotional range within the game and opportunities to create and resolve
arousal.

Using Personalised, Meaningful Content to Align with User Values. Emotional
arousal alone, however, does not necessitate player enjoyment and satisfaction. When
compelled purely by emotional arousal (e.g., relief from boredom), users can experience
disengagement due to regret. Research on binge-watching illustrates that whilst bing-
ing is pleasurable, after a threshold (4 h continuous watching) users experience regret
[53]. Regret was experienced when the user perceived they had wasted their time or
been prevented from achieving other more meaningful goals. As with binge-watching,
hours spent gaming could also lead to regret should the activity be perceived as lacking
personal meaning. This leads to our inclusion of the personalised and meaningful dimen-
sions within our model to support successful design. The ‘Enabling the Good Life’ study
in 2017 showed that consumers were moving away from consumption for its own sake
to a more meaningful use of technology products. People stated they wanted balanced
simplicity and for tech products and services to support them in their values and goals
[43].

Serious games such as Pick your Plate (a game to help children understand nutrition)
and Breaking Harmony Square (a game to help people stop disinformation) offer users
meaning by helping users achieve life goals [33]. Whilst these games are created primar-
ily with the intent of helping users achieve a goal other than gameplay, this is a key feature
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of their success. Hassenzahl [20] describes this as helping users achieve ‘to be goals’
(e.g., those which support aspirations, learning and self-development) which similarly
aligns with the core premise of SDT, that development of competence is meaningful for
individuals.

Design which supports these personal and meaningful user needs is therefore worth
incorporating into non ‘serious’ games. In 2020 the video games industry in collab-
oration with the United Nations Environment Programme incorporated environmental
missions and messages within popular games like Angry Birds 2, Golf Clash and Sub-
way Surfers [51]. The companies were responding to gamers’ interest in raising money
for environmental campaigns through in-app purchases. These moves by the industry
in response to consumers echo the ‘Enabling the Good Life’ findings in 2017 that users
are interested in games becoming a medium by which to tap into broader values and
aspirations. Using the personalised and meaningful lenses in the model it is possible to
separate out features which will optimise general enjoyment and those which will offer
users greater meaning and sense of personal achievement.

Collective Design Features for Increased Performance and Emotional Arousal. We
have discussed how the meaningful dimension encourages designers to connect their
content with wider social causes, yet personal social meaning is also relevant to explore.
As Bartle [3] and Yee [57] attest, one of the key motivations to game is to socialise
by spending quality time with others in the pursuit of fun. There are several gaming
mechanisms which enable social bonding and a collective experience. Cooperation and
competitive features allow players to interact with one another or with characters in the
game, thus prompting a collective experience, which is shown to increase affect [52].

Social interaction at the individual or group level via competition or cooperation is
arguably a defining characteristic of games. However, the larger-scale gaming audience
is also important. The recent rise in popularity of platforms like Twitch allow players to
be performers, demonstrating their gaming technique and ability to audiences via live
streaming. Audiences can use the Twitch platform to chat to players. Commenting on
gameplay establishes dialogue, connecting players with their audience. The drive theory
of social facilitation [58, 59] is helpful for understanding why platforms like Twitch have
gained traction in recent years. The theory suggests that for those skilled in their domain,
an audience helps to increase arousal, and this facilitates performance [5]. For the skilled
player then, having an audience present via Twitch may increase their performance and
enjoyment of the game.

Sustained Engagement via Transportive Experiences. Once we have garnered inter-
est, built affective response, and achieved meaningful and collective engagement, how
do we get users to experience transportive states of presence, and why is this dimension
important to consider as a separate lens? As we move towards widespread adoption of
the ‘metaverse’ and to a more integrated method of experiencing entertainment, it will be
important to re-evaluate how to keep users interested and engaged in games. Although a
fully integrated metaverse is still many years away, early releases by Meta are expected
in 2022 [46]. Indeed, users can already engage in games across a range of immersive
platforms from fully immersive VR to MR and AR applications. Even non-immersive
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games still incorporate elements of the metaverse, for example Fortnite’s inclusion of
music concerts with real-world artists Travis Scott and Ariana Grande or the ability to
buy designer clothing for Fortnite characters [46]. The way we experience gaming is
changing and with it, user expectations. Whilst the IMPACT model is technology agnos-
tic, the transportive dimension of the model is particularly relevant for future-proofing
game designs given the expected rise in popularity of immersive technology.

Central to the XR (extended reality; including VR, AR and MR) is the user’s expe-
rience of presence [49]. Presence is defined as the experience of ‘perceptual illusion
of non-mediation yielding a subjective sensation of being there in a mediated environ-
ment’ [16]. Whilst presence is distinct from interest, users do need to be interested to
be present [7]. Whereas the interesting dimension of our model encourages designers to
think about initially capturing attention, the transportive dimension encourages consider-
ation of design features which prolong engagement. The Focus, Locus, Sensus model of
presence [54] highlights the importance of minimising distraction as well as captivating
initial attention. This requires a subtle balance of design features to support maintained
engagement.

Easy to use controls are one feature which support users to feel transported by game-
play [40]. Controls which are learnable, give users feedback and match their conceptual
map should reduce user frustration [35]. Distraction through clunky and difficult to mas-
ter controls is a common source of user friction, this inability to behave naturally in
the environment leads to users feeling disengaged and less present during an experience
[31].

One challenge for immersive game designers is creating interaction mechanisms
which are simple enough for users to achieve when viewing representations of their
controllers in a virtual world. In a study of a mixed reality gaming researchers found
that simple gestures such as a thumbs-up or swiping motion supported feelings of pres-
ence [28]. The simple design, using interactions already familiar to users, was quickly
learnable and did not detract from engagement in gameplay or the narrative. Immersive
technology offers designers the chance to blur the boundaries of traditional games and
blend them with experiences and complex narratives. While a compelling narrative can
help to draw a player in, designers will need to consider the complexity of the narrative
with the need for interaction. As attentional literature shows, during task management,
(e.g., game interaction tasks) users engage in attentional switching to best achieve aims
and monitor for potentially salient distractions [55]. In immersive gaming if users need
to interact, and simultaneously focus on the narrative, it will likely lead to switching
attention to the salient task at hand. This task-switching where the user goal is undefined
is likely to diminish presence and increase friction, since users may feel they are missing
something important in the game. We propose therefore, that designs which optimise
presence, are those which successfully guide the user to engage in narrative or interactive
elements with effective signals and signifiers.

3.3 Post Experience

The final phase of the Engagement Arc concerns what happens after gameplay. It
describes the player evaluation of the experience where loyalty can be established. A
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challenge for any product designer is keeping users engaged after an experience has
ended. What are the best methods to use to encourage users to recommend a game or to
re-engage with a game at another point in time? Whilst the interesting and transportive
dimensions of the IMPACT model can be applied to post-experience features, we advise
the emphasis of design features should be on the collective dimension which in turn
makes experiences more meaningful, personalised and affective.

Collective Design Supports Loyalty. The collective dimension helps designers con-
sider how they leverage social influence and social approval behaviours. Social com-
merce studies suggest that there are two principal ways to incorporate collective features,
either through social features which are embedded into the (gaming) platform, or by
connecting with users’ social media platforms [60].

Games which connect users to their network are likely to extend competitive and
cooperative behaviours and thereby encourage re-engagement, sharing and loyalty. For
example, Candy Crush allows users to reach out to their network on Facebook to request
lives, rather than pay for extra lives. This social component is an effective way of extend-
ing the gaming experience via cooperative behaviour. By asking your network for a
favour it leverages cooperative and more altruistic behaviour whilst building reputation
and awareness of the game via the social network of contacts. Candy Crush also extends
competitive elements of play by incorporating their brand within Facebook to increase
the likelihood of sustained use. For example, users can live stream their gameplay on
Facebook and post about their achievements. For the collective network of users, see-
ing an individual’s skilled gameplay triggers what Kim [27] refers to as ‘aspirational
neighbours’, a form of social influence where players see what they could achieve in the
game before they have personally achieved it. It stimulates competition and motivation,
encouraging users back to gameplay, entering another ‘gaming loop’. This prompts the
user back into the Engagement Arc or ‘hook’ [11] where users need to engage with the
game again to resolve frustration and gain rewards, prompting dopamine release. As we
can see, social design features help to build the gaming habit, increasing loyalty to the
game and associated brand.

4 Future Directions

Through this exploration we have shown how design features link to the IMPACT model
of psychological outcomes. This should help practitioners design for and better describe
their target users. It is also a tool for generating hypotheses and empirically testing
elements of the design. For example, one could test the relative importance of different
design features for different user groups. We specify several hypotheses of interest to
inspire practitioners and researchers to use the IMPACT model as a framework for
generating new knowledge of gamers and games.

There are several individual and cultural differences which suggest different
responses to the importance of the IMPACT dimensions. Firstly, individualistic, western
cultures may require higher levels of game personalisation to appeal to individualistic
goals and values, whereas collectivist cultures may prefer games which are personalised
at the group level and are more focussed on collective elements of gameplay. Secondly,
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personality dimensions are important to consider. Extroversion may affect the degree to
which the collective design features are preferred, with extroverts preferring more social
features compared to introverts. Conscientiousness levels may also affect the degree to
which meaningful elements are important with those high in conscientiousness enjoy-
ing more meaningful experiences compared to those lower in this trait. Finally, gaming
experience may affect the degree to which novel design features can capture atten-
tion. Experienced gamers may need a greater degree of novelty in designs compared to
novice or younger gamers who will have less familiarity with ‘typical’ games features.
We expect that through testing these hypotheses we could offer guidance on how the
IMPACT states interact and affect one another, and how these interactions may change
in different contexts and with different user types.

4.1 Limits to the Model

These hypotheses indicate there is much scope for further development and empirical
assessment of the IMPACT model. Whilst we propose its use for ideation and hypothesis
building, it is not a tool for evaluation. Rather it should guide the selection of evaluation
methods and metrics to those which best measure the target IMPACT states once defined
in detail by a design team. In line with other models of UX, we assert that high-level
categories are helpful thinking aids to stimulate conversation and deliberation during
design sprints, whilst allowing designers to own and specify the project goals. Each
game will serve different purposes, for example some may target a joyful emotion,
whereas others may target fear and jeopardy. The model is not designed to provide this
level of detail, since this may constrain the design process, which is not our intention.
Although the model does not seek to offer this granular detail, we acknowledge that as a
high-level model, it is not comprehensive. It is expected that as new knowledge emerges
from future research, the model will be developed either to include other psychological
outcomes, or to provide more nuanced guidance in the use of the model as it is applied
practically. The model is not intended to create a strict hierarchy of design, rather it
should help designers view their ideas in a layered and dynamic fashion and prompt
discussion around which features offer most value in different contexts.

5 Conclusions

Through an exploration of the user journey, we can see that using psychological lenses
can illuminate why certain game design choices form impactful user experiences.
Whether using automatic cues to orient and guide attention, using emotion to build
habit, or using social design to increase loyalty, the IMPACT model is a tool which can
be applied to any human-centred design process. The model can be used for ideation,
to critique designs, and to guide evaluation. Whilst there is much scope for empirical
assessment of the model, we hope that this initial view of key psychological states will
support practitioners to effectively communicate the value of their designs from a user
perspective.
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Abstract. In the midst of a disaster event like a hurricane, all electrical,
connected objects are typically rendered useless. A lack of connectivity,
electricity, and potential mobility issues render devices (and sometimes
users) unable to perform their basic functions. The potential for the sheer
volume of these devices, of the apps installed on them, are as such that
they are an unused canvas of design. We present extensible design, the
activity of designing new uses for existing applications that may possess
functionality that is useful outside of its intended function. We present a
description of extensible design and provide a fictional example of what
that approach may provide. In so doing, we help address existing gaps
between emergency management and consumer-based communication
behaviors during disaster. The “Decentralized Layer,” an extension of
location-based games like Pokémon Go, Pikmin Bloom, and Harry Pot-
ter: Wizard’s Unite, is meant to provoke discussion about the potential
use of apps and the app ecosystem past its current, limited expression.
We conclude by offering next steps, road blocks, and additional consid-
erations for extensible design that will need to be in order for it to be
realized.

Keywords: Game studies - Design fiction - Extensible - Play -
Location-based games

1 Introduction

Game studies has been in a perpetual defensive stance by simultaneously
attempting to show that games were worthy of academic inquiry and that game
studies was a field worthy of academia [1,20]. Having accomplished the task of
showing its worth, academia has seen the study of games spread to a variety
of disciplines [20] and stabilize in the form of journals, grant funding, college
departments, conferences, and special interest groups. The need to move past
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proving its worth to using the knowledge game studies has generated is becoming
more pressing. Small attempts at this have been successful through applications
like gamification or serious games, which call back to Huizinga’s original debate
with Carl Schmitt on the seriousness or lack of seriousness of play [40].

Others have used the tenets of play in an effort to foster games-based learn-
ing or actively use the making of games to teach programming through fantasy
consoles like PICO-8 [66]; game engines like Twine [8]; programming languages
like Processing [59]; and projects like Handmade Hero [47]. Yet, there remains an
ever-increasing potential in games that extends past their internal components.
The popularity of games and the sheer number of app downloads, physical con-
soles, and other crowd-based efforts remains a vast, untapped resource. Often
in the 10s of millions, the use of these computational resources for contexts
other than the various ways we play them could foster new, innovative ways to
reconsider games, play, people, non-human objects, and culture in concert.

The contribution of the present research is to present a theoretical realm of
design we call “extensible design”: the application of new capabilities to existing
products. More than modding, hacking, or writing addons, “extensible design”
is a way of seeing other products as spaces of play through which other types
of development can occur. For example, popular location-based games (LBGs)
like Pokémon Go, Pikmin Bloom, and Harry Potter: Wizards Unite afford the
player location-based services, a routinized map interface, and certain types of
communication tools [55,56].

Each of the affordances of these tools can be used in other ways, for other
reasons, and in ways that can benefit not only the player, but other players,
places, and contexts [55]. For example, when disaster strikes, the affordances
these games possess can be useful to emergency management, disaster response,
and first responders whose job it is to understand where survivors might be
and what their needs are — and they are available on an astounding scale. With
extensible design, we envision ways that users can note their locations even if
connectivity to the centralized network is severed. We display this vision through
a design fiction [5,15,28,36,51,61].

1.1 A Design Fiction for Extensible Design

Design fiction is the use of speculation to outline, display, criticize, and explore
potential futures as a way to facilitate debate and discussion around current
modes of design [5,15,28,36,51,61]. Through this concept we outline the cre-
ation of an “extensible design” meant to harness the popularity of location-based
games as a safety tool given devastation, destruction, and even connectivity loss.

We use “extensible” languages in computer science like lua or, at least, exten-
sible grammars like Perl6, Lisp, Red, and Racket [70] to inform this definition.
By extensible, we mean that, within these languages, it is possible to move
beyond the limitations of a controlled environment. Programmers can instead
create emergent types of structures or syntax that extend the operation of these
products to places that the creators and maintainers of the languages did not
expect. This metaphor is appropriate as we envision this concept as an extension
of what already exists as understood through the task-artifact cycle [11].
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Extensible design is additionally tool design using existing tools. It could also
be referred to as appropriation [23] or a “design for hackability” [29], though we
prefer to think of it as an extension of the task-artifact cycle [11]. The basis of
this tool is the standard array of affordances that location-based games possess:
friend lists, map-based play, location-based services, and the use of that location
on an accurate map. And through this tool, our design fiction begins with a
prompt that asks, “what would it take to make a mobile device or internet-
enabled device useful in the circumstance of no power, no connectivity, and no
ability to communicate?” This prompt is one central to current issues in the
domain of crisis informatics [53].

Crisis informatics, or the study of information flow during disaster, has been
attempting to harness the sheer number of mobile devices in the midst of crisis for
over 15 years [53,63,65]. There are multiple bottlenecks to this research, includ-
ing a lack of computer science presence in emergency management in any mean-
ingful capacity. The most prevalent bottleneck is that, in the midst of crisis, data
lines do not function, electricity does not function, and, without these things,
all those mobile devices, tablets, and computers are functionally worthless. This
does not have to be. Instead, we develop a design fiction around a fictional, but
buildable and relatively inexpensive, Bluetooth transponder. This hardware can
be used to create and extend a decentralized mesh network. Through that decen-
tralized network, extensible applications can created that work only on that type
of network. These applications are the focus of this work as these apps can be
created to work without electricity or connectivity in mind.

To outline this fictional product, we begin by discussing the act of design with
specific attention to the task-artifact cycle [11]. The task-artifact cycle, in this
case, is the push and pull of designers creating an artifact to perform a task and
users engaging with that product in ways designers did not intend, thus forcing
the designers to change the artifact and restarting the cycle. After discussing
the task-artifact cycle, we begin to provide the foundation for our des