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Abstract. String solvers are tools for automatically reasoning about
words over some finite alphabet. They are commonly used to perform
analyses of string manipulating programs. A fundamental problem which
string solvers need to address is solving word equations, usually in combi-
nation with additional constraints involving e.g. string lengths or regular
languages. In this article, a survey of results on the topic of word equa-
tions is presented with an emphasis on recent results which are relevant
to the theoretical foundations of string solvers.
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1 Introduction

Describing one object as a combination others, whether expressed concretely
or abstractly, is one of the most fundamental things we do in mathematics.
Naturally, we can also do this for words w over some alphabet Y. By introducing
a set X of variables, we can express w as the concatenation of smaller words,
some of which are not known explicitly. For example, if x,y € X are variables
and a,b € X, we can express that w is a word containing an occurrence of aba
(so consisting of an unknown word followed by aba followed by another unknown
word) by writing w as xzabay.

Word equations arise when we have multiple ways of expressing the same
word in this way. For example, we might describe a word containing both ab and
ba via the word equation xjaby; = zsbays. Formally, a word equation is a pair
(U, V) € (X U X)* which we usually write as U = V. Its solutions are substi-
tutions of the variables for words in X* which identify the two sides. Formally,
solutions are modelled by morphisms h : (X U X)* — X* satisfying h(a) = a for
all @ € X' and such that h(U) = h(V).

Perhaps unsurprisingly given their fundamental nature, many natural and
well-studied problems related to words can be expressed in terms of word equa-
tions. We have already seen how to express the pattern matching problem, namely
the property that a concrete word (aba) occurs as a factor of some larger word
w € X* via the equation w = zabay. Expressing that a concrete word occurs
as a (scattered) subsequence of w can be done by adding further variables
z1,22,... between each of the letters. In the case of aba, we get the equation
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w = zazi1bzoay. More generally, word equations of the form w = V where w € X*
and V € (X U X)* correspond exactly to the membership problem for pattern
languages (also called pattern matching with variables). For a constant k € N,
the relation “x is a length-k scattered subsequence of w” where x is a variable
can also be expressed, meaning that the k-spectra (see, e.g. [67]) of words can
also be expressed as solution-sets to word equations. On the other hand, it fol-
lows from [41] that the property “z is a scattered subsequence of y” where both
x and y are variables and therefore not of bounded length cannot be expressed
via word equations.

The problems mentioned above have been well studied independently from
word equations and are substantial areas of research in their own right. Arguably
the most interesting and complex cases of word equations are when the vari-
ables occur in such a way that they form cyclic dependencies. For example, the
equation xy = yx for variables x and y, often referred to as the commutation
equation, is solved by a substitution if and only if  and y are substituted for rep-
etitions of the same word w [61]. The equations zyz = zux and zaby = ybax are
examples whose solution-sets’ descriptions are much more involved, and which
have strong connections to the Fibonacci, and Standard and Sturmian words
respectively [20,49].

The explicit study of word equations (equivalently equations in a free monoid
or semigroup) can be traced back as far as A. A. Markov in the 1940s, although
connections to Diophantine equations mean that in some sense, they have been
studied indirectly for much longer [32]. Originally it was hoped that the satisfi-
ability problem - whether or not a given word equation has a solution - might
provide an means of connecting Diophantine equations with the computations
of Turing machines in such a way as to allow for a proof that solving the for-
mer is undecidable and thus settling Hilbert’s famous 10th problem. However
this turned out not to be feasible with Makanin famously providing an algo-
rithm for the satisfiability problem for word equations in 1977 [64]. Since then,
several further algorithms have been presented by Plandowski and Rytter [76],
Plandowski [74] and Jez [52]. The latter, based on the Recompression technique
resulted in a considerably simpler proof of correctness and has since been use to
improve the PSPACE complexity upper bound given by Plandowski’s algorithm
to non-deterministic linear space [53].

The positive result of Makanin became highly influential in combinatorial
group theory: in a series of results ultimately resolving Tarski’s Conjectures, it
was first adapted to work for equations in free groups by Makanin himself [63,65],
before being used by Razborov to provide a method for describing all solutions
to equations in free groups via so-called Makanin-Razborov diagrams [78]. More
recently, algorithms for solving word equations have been extended to work in
a range of algebraic structures such as hyperbolic groups [19,23] and partially
commutative groups [35].

There has also been much interest in the free monoid case (on which we
concentrate in the current paper) from several perspectives. Constructions exist
(see e.g. [55,61] for reducing the satisfiability of Boolean combinations of word
equations to the satisfiability of a single word equation. Consequently, Makanin’s
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result extends to the existential theory of a free semigroup or monoid. Further
results on logics involving words/concatenation can be found e.g. in Biichi and
Senger [14] where the notion of definability is considered, and Quine [77] and
Durnev [36] who show undecidability when quantifier alternations are allowed.
Further undecidability results considering logics involving words and additional
predicates (such as “is a scattered subsequence of” and “is abelian-equivalent
t0”) can be found in [26,41]. The expressive power of word equations in defining
relations and languages via (projections of) their solution-sets is considered in
detail in [55] where some powerful tools are given for showing inexpressibility
based on the notion of a synchronising factorisation.

In the field of combinatorics on words, constant-free word equations (equa-
tions of the form U = V where U,V € X*) have been studied extensively. In
addition to solving specific equations or families of equations [21,43,46,70,80],
a major topic of ongoing research involves independent systems of word equa-
tions - systems such that removing any one of the equations leads to a strictly
larger set of solutions [20,42,48,56,71]. A connection between constant-free word
equations and the general case is shown in [81].

From an algorithms and complexity perspective, it is easily seen that the
satisfiability problem for word equations is NP-hard. Indeed, the result fol-
lows directly from NP-completeness of the membership problem for pattern lan-
guages [8]. On the other hand, it remains a long-standing open problem as to
what the true complexity of the problem is, and in particular whether or not it is
NP-complete. Plandowski and Rytter [76] showed that long solutions are highly
compressible, and consequently, even an exponential bound on the length of the
shortest solution, when one exists, would imply inclusion in NP. Nevertheless,
the best known bound remains double-exponential [52,73].

Open Problem 1 ([76]). Is the satisfiability problem for word equations con-
tained in NP?

2 String Solving

In recent years, a whole new community has formed with the goal of developing
automated reasoning tools capable of proving or disproving statements involv-
ing words called string solvers, motivated primarily by applications in formal
methods. Simply put, string solvers take as input a string constraint which can
be thought of as a (usually quantifier-free) formula comprising Boolean combi-
nations of atomic constraints involving:

— constants from X* for some finite alphabet X

— variables whose potential values range over X*,

— common relations and operations on words such as concatenation, equal-
ity, length-comparisons, regular language membership, and typical string-
manipulation functions such as Replace_A11() and Index 0f(), string-
number conversion, etc.
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Their task is then to automatically determine the satisfiability of that formula,
so, whether or not values for the variables can be found such that the formula
becomes true. A comprehensive list of common relations and operations occur-
ring as string constraints can be found in [7]. A standardised language for speci-
fying string constraints in string solvers based on the Satisfiability Modulo Theo-
ries framework has also been implemented as part of the SMT-LIB format [2,11].
Most currently available string-solvers do not cater for the whole SMT-LIB stan-
dard, but focus rather on specific subsets to which their approaches or target
applications are best suited.

Growing interest in string solving is possibly due to a steady increase in
string-manipulating programs which are vulnerable to exploitation or attack
(e.g. due to being publicly accessible on the web) in combination with substan-
tial improvements in string solvers’ own performance when employed in static
analysis tasks aimed at improving security and reliability of software. There are
many ways string solvers can be deployed in the context of software analysis.
We list a few below (see e.g. [5,12,15,60]):

Path Feasibility. A common task in static analysis is to break down the possible
executions of a piece of software into finitely many cases (paths). The problem of
path feasibility involves working out which combinations of conditions on inter-
nal values result in paths which might actually occur in a real execution, and
conversely which combinations of conditions are contradictory and so don’t need
to be considered further. Path feasibility analyses are also particularly useful in
automated test-case generation.

Sanitisation and Validation. Cross-site scripting (XSS) and SQL injection
attacks have both regularly been listed on the OWASP list of Top 10 Web
Application Security Risks in recent years [1]. Although the two categories have
been merged into a single one: “injection” in the 2021 list, it remains in a promi-
nent position at #3. Such injection attacks involve tricking a system to execute
malicious code. In the case of SQL injection, it might be that textual input is
given which later forms part of an SQL database query constructed as a string.
Maliciously designed entries, when not properly sanitised, can then influence the
structure and meaning of the query, allowing the user to access or erase data.
In XSS attacks, a similar effect can be achieved by getting a user’s browser to
execute malicious code e.g. in a link. Errors in input sanitisation and valida-
tion are not uncommon and automated analysis of (parts of) software handling
externally generated data can help to reduce such errors [15].

Dynamically Generated Code. It is becoming increasingly common in pro-
gramming languages to be able to dynamically load code such as functions and
classes from string variables meaning that the executed code depends on the
values of those string variables at runtime. While extremely powerful, this is
also dangerous if the strings are not constructed safely and correctly. Again,
both static and dynamic analyses performed with the help of string solvers can
mitigate to some extent these risks.
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The are also many potential areas of application for string solvers beyond
software analysis and formal methods more generally, for example in database
theory [10,37,38] or as automated proof assistants for areas such as combina-
torics on words (see e.g. [47]).

Many string solving tools are now available employing a wide range of strate-
gies, including CVC5 [9], Z3Str4 [68], Norn [3], Z3-Trau [4], OSTRICH [17],
Sloth [45], Woorpje [24,28], CertiStr [54] and HAMPI [57]. Some, such as CVC5
and Z3strd are designed to be more general, while others are developed with
more specific tasks in mind. Many benchmarks exist, and in addition to the
MOSCA (meeting on String Constraints and Applications) workshop [40], there
is also now a string track at the annual SMT competition. Several meta-tools
have been developed for comparing string solvers [58], automatically producing
or altering test cases and benchmarks (fuzzing) [13] and very recently also for
analysing large and often opaque sets of benchmarks [27].

Nevertheless, many challenges remain, of which one is obtaining a better
understanding of the theoretical foundations involving word equations in com-
bination with other combinations of constraints. When atomic constraints are
restricted to involve only concatenation and equality comparisons, string solving
can be reduced to solving word equations. Several other types of constraint, like
regular language membership and linear arithmetic involving string-lengths are
well understood in isolation and can be tackled in practice using highly opti-
mised tools. However a common feature of string solving applications is that
types of constraints often have to satisfied in combination.

It has been known since the 1990s that satisfiability of word equations with
regular language membership constraints on the variables is decidable [33,82]
(see also [61]). However, many other combinations quickly lead to undecidabil-
ity: for example in the presence of a Replace_A11() operator (modelled formally
as finite transducers) [60] or in the presence of functions which count the num-
bers of a letter occurring in a word [14,26]. Since concatenation, equality (and
thus word equations), regular language membership and linear (in)equalities over
lengths of variables are particularly prominent types of string constraints (which
additionally can in combination be used to model several other common con-
straints such as Index_0f()), a particularly important open problem remains:

Open Problem 2. Is the satisfiability problem decidable for quantifier-free for-
mulas combining word equations with regular language membership and linear
(in)equalities over the lengths of variables?

Formally, the satisfiability problem for quantifier-free formulas is a natural
extension of the satisfiability problem for word equations: can we find substitu-
tions for the variables which make the formula true when evaluated according
to the natural semantics?

We call atomic constraints consisting of regular language membership regular
constraints. They have the form x € L where z is a variable and L is a regular
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language given e.g. by an NFA or regular expression'. Similarly, we call atomic
constraints consisting of linear (in)equalities over lengths of variables length con-
straints. We use |z| to denote the length of a word z, including the case that
x is a variable and the length is then an unknown number. Length constraints
can be formalised e.g. as having the form c1|x1| + ca|2a]. .. cglzg| ® di|zi| +
da|za] ... dg|xg| where @ € {>,=}, and for 1 < i <k, ¢;,d; € Z and x; are vari-
ables. Using this terminology, and recalling that Boolean combinations of word
equations can be rewritten as a single equation, Open Problem 2 asks whether
the satisfiability problem for word equations with regular and length constraints
is decidable. An example of a string constraint involving word equations, reg-
ular constraints and length constraints is given below (z,y, z are variables and
a,be X,
(x =yabz A ly| > |z|) V (x = ybaz A z € a¥)

Both regular constraints and length constraints can be subsumed
by language-membership constraints involving wisibly pushdown languages
(VPLs) [6]. VPLs generalise regular languages while retaining many of the desir-
able closure and algorithmic properties. Nevertheless, it is shown in [25] that
combining word equations with VPL membership constraints results in an unde-
cidable satisfiability problem.

Theorem 1 ([25]). For every recursively enumerable language L, there exists a
quantifier free formula f combining word equations and VPL membership con-
straints and a variable x occurring in f, such that

L ={w | x may be substituted by w as part of a satisfying assignment for f}.

It follows that the satisfiability problem for such formulas is undecidable.

Since VPLs share many properties with regular languages, VPL-membership
constraints can be viewed as only a minor generalisation of regular (and length)
constraints. This leads us to the following open problem, for which a negative
would also yield a negative answer to Open Problem 2.

Open Problem 3. Does there exist a recursively enumerable language L which
18 not expressible as the set

{w | x may be substituted by w as part of a satisfying assignment for [}

for some quantifier free formula f combining word equations, reqular constraints
and length constraints?

A careful application of Greibach’s theorem reveals that we cannot in general
decide whether a property of words expressed by solutions to a string constraint

! Since it is easy to simulate the intersection of regular languages via conjunctions of
regular constraints, the satisfiability problem for formulas containing regular con-
straints is automatically PSPACE-hard. Therefore, we can convert between any rea-
sonable choices for specifying regular languages without affecting the computational
complexity.
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combining word equations, regular constraints, and length constraints can also
be expressed using a combination of word equations and regular constraints
alone.

Theorem 2 ([25]). The following problem is undecidable: given a quantifier
free formula f combining of word equations, reqular constraints and length con-
straints, and a variable x occurring in f, does there exist a quantifier free formula
f' containing only word equations and reqular constraints and a variable y in f’
such that S1 = So where:

S1 = {w | x may be substituted by w as part of a satisfying assignment for f}
and
So = {w | & may be substituted by w as part of a satisfying assignment for f'}?

A weaker version of Open Problem 2, where regular constraints are omitted,
is also a long standing open problem in the field of word equations.

Open Problem 4. Is the satisfiability problem decidable for quantifier-free for-
mulas combining word equations and linear (in)equalities over the lengths of
variables?

The difficulty of dealing with word equations in combination with length
constraints is highlighted in [62], where they show that the set {(|h(x)]|, |h(y)]) |
h is a solution to zaby = ybax}, where |w| denotes the length of the word w, is
not definable in Presburger arithmetic.

3 A Closer Look at Solution-Sets

One of the most natural ways to try to improve our understanding of word
equations, and in particular to improve techniques for solving them in com-
bination with other constraints in practice, is to look closer at the structure
of their solution-sets. Indeed, if when we are given a string constraint consist-
ing, for example, of word equations, regular language memberships and length
(in)equalities, one could try to solve the overall constraint by first providing a
description of the set of solutions to the system of word equations without the
additional constraints, and subsequently use that description to reason whether
a solution exists satisfying the additional constraints. For example, given the
string constraint

zy =yx Ayl > |z| Az € {ab}* ANy ¢ a{a, b}

one could first notice that a pair of words x, y is a solution to the word equation
zy = yx if and only if they are both repetitions of the same word, or more
formally, if there exist w € X* and p, ¢ € N such that z = wP and y = w? where
w® is the empty word and w'™t = wiw [61]. With such an explicit description
to hand, it is then not difficult to observe that since z € {ab}™, x and y must
necessarily both be repetitions of w = ab. From y ¢ a{a,b}* we further conclude
that y is the empty word, and since this implies that |y| > |z| cannot be met,
that this string constraint is unsatisfiable.
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3.1 Parametric Solutions

The description of solutions z,y to the equation xy = yx given in terms of an
unknown word w and numbers p, g is called a parametric solution. Parametric
solutions are particularly useful because they are a very explicit description of
the solution-set. Following [20], they are defined formally as follows.

Definition 1. Let A, " be alphabets. We call elements of A word parameters
and elements of I' numerical parameters. Parametric words are defined induc-
tively as follows.

— Each element of A is a parametric word,

—if § is a parametric word and k € I is a numerical parameter, then 6 is a
parametric word,

— if 01,02 are parametric words, then their concatenation 6102 is also a para-
metric word.

Every assignment ¢ of words in X* to the word parameters and numbers from
Ny to the numerical parameters maps a parametric word to a unique concrete
word ¢(§) € X* called the value.

Given a word equation E over n wvariables, a parametric solution for E is
an n-tuple of parametric words such that every assignment ¢ induces a solution.
Moreover, E is said to be parametrizable if the solution-set is exactly described
by finitely many parametric solutions.

The definition above is given in context of constant-free word equations. For
this reason, it does not include provision for constants occurring in parametric
solutions. However, it is very natural to extend Definition 1 to the more general
case by simply adding the axiom that each element of X U{e} is also a parametric
word, where € denotes the empty word.

Unfortunately, although it was shown by Hmelevskii [44] that every constant-
free equation with at most three variables is parametrizable, the same does not
hold when a fourth variable is introduced. A more concise proof of the latter
fact is given by Czeizler in [20].

Theorem 3 (Czeizler [20], Hmelevskii [44]). Let x,y, z,v be variables. Then
the word equation xyz = zvx is not parametrizable.

Of course the negative parametrizability result also carries through to the
general case in which constants are also allowed. In fact, it follows from [49]
that the word equation zaby = ybax with only two variables x and y is not
parametrizable.

3.2 Graph Representations of Solution-Sets

A key question then, is how to represent solution-sets to word equations if not by
parametric words? One answer can be found in approaches for algorithmically
solving word equations which have been extended to produce descriptions of the
full solution-set.
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Decision procedures for solving word equations usually revolve around some
non-deterministic search for solutions, made necessary by the fact that the sat-
isfiability problem is NP-hard. This search can often be formalised in terms of
iteratively applying transformation rules (e.g. to a possibly extended representa-
tion of the equation, or a solution to it?) with the aim of eventually reaching some
trivial case signifying that a solution exists. Such an approach yields a (possibly
infinite) graph which, with the correct setup, provides a complete description
of the set of solutions by virtue of accounting for the search across all possibili-
ties. Guaranteeing that the graph is finite presents more of a challenge, although
there are now several different approaches which achieve this.

In an early example of this approach, Makanin’s algorithm for solving equa-
tions in a free group was used by Razborov in developing an algorithmic rep-
resentation of all solutions to systems of equations in a free group [78]. In [75],
Plandowski adapted his algorithm for solving word equations to produce a finite
graph representing all solutions, and more recently, the same was achieved in a
simpler manner using the Recompression technique of Jez [52].

Diekert, Jez and Plandowski generalised the Recompression approach to work
in the presence of both regular membership constraints and involution [34]. This
combination is significant because it allows for the extension of methods from
the free monoid to the free group setting. Shortly after, Ciobanu, Diekert and
Elder [18] provided a simpler representation in terms of EDTOL languages.

Theorem 4 ([18]). Solution-sets to word equations with reqular membership
constraints and involution (and hence also equations in free groups) are EDTOL
languages. In particular, they are also indexed languages.

Indexed languages are a subset of the context-sensitive languages. EDTOL
(Extended Deterministic Table O-Interaction Lindermayer) languages are lan-
guages defined by a specific variety of so-called L-systems, which generate words
by iterated applications of morphisms to some initial “seed” word. They are
strictly contained in the indexed languages and are incomparable to context-free
languages. Despite their verbose name, EDTOL languages are a natural class
with a simple intuition, corresponding to the case when the application of the
morphisms is constrained by some NFA-like control.

Definition 2. Let A be an alphabet and L C A*. Then L is an EDTOL language
if there exists an alphabet C with A C C, a word w € C* and a rational set R
of morphisms h : C* — C* such that L = {h(w) | h € R}.

Given an equation U = V with variables z1,zo,...,z,, the construction
from [18] essentially equates the set of solutions

{(g(z1), 9(x2), ..., g(xn)) | 9(U) = g(V)}

with the set {(h(c1),h(c2),...,h(cy)) | h € R} for some rational set of
morphisms R and additional letters ci,co,...,cr. The latter set is then eas-
ily encoded as an EDTOL language using a separator symbol # as the set

2 These two viewpoints are not mutually exclusive as a word equation can be thought
of as a compact representation of a solution.
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{h(ci#ca# ... #cn) | h € R}. The set R, when represented by the underlying
NFA, provides a graph representation of all solutions. This graph representation
facilitates algorithmic solutions to problems other than just the satisfiability
problem. In particular (in)finiteness can be determined by looking for cycles in
the NFA defining R.

Corollary 1 ([18]). It is decidable whether the solution-set to a (system of)
word equations with regular language membership constraints is finite.

Unfortunately, these graph representations are not as well suited to other
canonical decision problems. Indeed, negative results can be inferred from [36,
39], both of which provide proofs of the fact that deciding the truth of logical
sentences of the form

VZ3y1, Y2, - Yn- @

where ¢ is a Boolean combination of word equations is undecidable. In particular,
we get the following.

Theorem 5 ([36,39]). It is undecidable whether or not, given a word equation
E containing a variable x (and possibly others), the set {h(x) | h is a solution
to E} is exactly X*.

Moreover, we note the following negative result from [25].

Theorem 6 ([25]). It is undecidable, given a word equation E containing a
variable x (and possibly others), the set {h(x) | h is a solution to E} is a regular
language.

Consequently, we cannot expect that any reasonable (computable) represen-
tation of solution-sets to word equations is sufficiently descriptive as to allow for
inference of all interesting properties.

3.3 Nielsen Transformations

A disadvantage of the graph representations discussed in the previous section is
that, even in for those that are guaranteed to be finite, the edge relations are
complex (or, at least in the case of Recompression, highly non-deterministic)
meaning it is difficult to study their structure in detail. Quadratic word equa-
tions, in which each variable occurs at most twice, offer a much simpler means
of producing a finite graph describing all solutions via a rewriting process based
on a well-known type of morphism called Nielsen transformations.

The rewriting relation, which we denote = 7, is combinatorially simple at
a local level. When applied iteratively to a given word equation FE, it induces a
graph G 7 describing all solutions which in the general case is usually infinite,
but in the quadratic case is guaranteed to be finite. G5 ¥7 has as vertices word
equations (including E) and its edges are labelled with morphisms ¢ : (X U
X)* — (X U X)*. Solutions to E are obtained by composing the morphisms



Word Equations in the Context of String Solving 23

occurring as edge-labels on walks® in the graph starting at £ and finishing at the
trivial equation € = €. The underlying idea comes from a basic fact concerning
semigroups called Levi’s lemma, stated as follows.

Lemma 1 (Levi’s Lemma). Let u,v,z,y € X* be words such that uv = zy.
Then there exists w such that either:

- u=2xw and wv =1y, or
- r=uw and wy = v.

Levi’s lemma applies to word equations in the following way: given a word
equation xU = yV where x,y € X U X are the leftmost symbols on each side
of the equation and U,V € (X U X)* are the remaining parts, we have three
possibilities for a non-erasing solution* h: either

— h(z) = h(y) and h(U) = h(V) (this corresponds to the case that w = ¢ in
Levi’s lemma), or

— h(x) = h(y)w and wh(U) = h(V) for some w € X+

— h(x)w = h(y) and h(U) = wh(V) for some w € X7.

In the first case, if z,y € X with = # y, no solutions exist. If x = y € X
then solutions to F are exactly solutions to U = V. Otherwise, solutions h to
E can be found by looking for solutions h’ to the equation U’ = V' obtained
by replacing x everywhere by y in U and V respectively if x is a variable (or
vice-versa if y is a variable).

In the second case, if x is not a variable, then no solutions exist for this
case. Otherwise, by introducing a new variable z (intended to account for w,
so that h(z) = w) we can find solutions h to E in terms of solutions A’ to the
equation zU’ = V' obtained by replacing all occurrences of x by yz in U and V
respectively. The third case is symmetrical to the second.

Thus, overall, solutions to E can be reduced to solutions to (at most) three
further equations derived by cancelling some symbols from the left and perform-
ing a replacement of the form = — yz or x — y. Notice that when performing a
replacement x — yz, we actually remove all occurrences of x from the equation,
and so we might as well re-use the variable z in place of z to get x — ya (and
similarly for y — zz we might as well use y in place of z to get y — zy). These
replacements can be performed via the application of morphisms from a set ¥
defined as follows: for z € XUX and y € X, ¢, ), zﬁ(w,y) (XU — (Xu)*
belong to ¥ such that:

w(z,y) (y) =Ty w(z,y) (y) =X
V(wy) (2) =z for z £y, llAJ(Ly)(Z) =z for z #y.

3 Paths in which both vertices and edges may be repeated.

4 Non-erasing solutions are solutions for which h(z) is not the empty word for any
variable x. The general case can be reduced to the non-erasing case by simply guess-
ing in advance which variables should be mapped to the empty word and removing
them from the word equation(s).
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The morphisms ¢, ,,) are called Nielsen transformations, hence the name of
this approach. We denote by =y the relation consisting of pairs (Ep, E2) such
that Fs may be derived from F; according to one of the three cases above.

Now suppose we have a quadratic equation E and consider E’ such that
E = N7 E’. Then the removal of the leftmost symbols means that |E| > |E’|.
Similarly, the number of occurrences of each variable in F is at least as high as
in £, and no new symbols are introduced. It follows that there are only finitely
many equations E” such that E =3, E” where =%, denotes the reflexive
transitive closure of = n.

Let g;” T be the graph whose vertices are equations E” reachable from E by
iteratively applying = y7, and whose edges are given by = yr, labelled with the
appropriate corresponding morphisms. Given a word equation E’ occurring as a
vertex in this graph, for each solution h’ to E’ there exists an edge in the graph
from E’ to a (not necessarily distinct) equation E” labelled with a morphism
1, such that ' = h” o1 for some strictly shorter solution® h” to E”. For this
reason, all solutions to the original equation E can be obtained by composing
the morphisms occurring on a walk in the graph from the original equation to
the trivial equation € = € as mentioned previously. If the equation € = € is not
present in the graph, no solutions exist.

As an example, consider the equation E given by Xabaa = baaXa over the
variable X and constants a,b € X. The graph Gz 7 (with labels) is shown in
Fig. 1.

Treating the graph as an NFA Ag over the alphabet of morphisms ¥ whose
accepting state is € = ¢ and whose initial state is E, we obtain a rational set
L(Ag) of morphisms exactly describing the set of solutions to E. For example
one solution is given by h = 1[)((17)() 0 P(b,x) © V(a,x) © Y(a,x) © Y(b,x) (nOte that
the composition occurs in the opposite order from left to right to the “word”
from ¥* accepted by A), which is the substitution h given by h(X) = baaba,
h(a) = a and h(b) = b.

h(X) = (a,x) © Y(b,x) © Va,x) © V(a,x) © Vb, x)(X)

a,X) © V(b,x) © V(a,x) © Y(a,x)(bX)
a,X) © Vb, x) © Y(a,x)(baX)
= P(a,x) © Vb, x) (baaX)

= z/;(a)x)(baabX)
= baaba

U
i
i
U

The simplicity of this approach based on Nielsen transformations and Levi’s
lemma, along with the fact that it is easily adapted for use with regular language
membership constraints and length constraints means it is a good candidate for
practical implementations. As such it has been used in the string solving tool
Woorpje [28], and other string solvers make use of similar ideas. It also has

5 Where the length of the solution is measured in terms of the word obtained by
applying it to one side of the equation.
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Xabaa = baaXa

Xabaa = abaXa

Fig. 1. The graph g:>NT in the case that E is the equation Xabaa = baaXa. Trivially
unsolvable equations in the graph are crossed out and their ingoing edge labels omitted.

several advantages from a theoretical point of view: the structural properties of
the graph GZ N7 provide information about the solution-set of E. For example
if it is a directed acyclic graph (DAG), then it is straightforward to show that
FE is parametrizable. Actually, a slightly stronger statement, namely that g;‘N T
does not have two distinct cycles sharing a vertex, is sufficient to guarantee that
F is parametrizable [72]. Similar restrictions on the structure of G; ¥ have
been used to identify cases where satisfiability remains decidable even when
length constraints are added [62]. Several case where the graph is guaranteed to
be finite even when the underlying equation F is not quadratic are considered
in [69]. Moreover the simplicity of the rewriting transformations make the graphs
obtained via Nielsen transformations much more accessible for more detailed
combinatorial analyses such as the one given in [29].

3.4 Restricted Word Equations

In the absence of positive answers to Open Problems 1, 2 and 4, it is natural
to consider them also in the context of syntactically restricted subclasses of
word equations. For simplicity, we concentrate in this section on single word
equations. Some care is needed when generalising to Boolean combinations: while
in general it is no restriction to do so due to the constructions e.g. in [55], these
constructions are not guaranteed to respect the syntactic restrictions and so
cannot be used directly to generalise the results in this section. However, in most
cases equivalent results hold at least for systems (conjunctions) of equations.

Solution-sets to word equations containing only one variable have a particu-
larly restricted form and are well understood:

Theorem 7 ([59,71]). Let = be a variable, and let U =V be a word equation
such that U,V € {a} U X*. Then one of the following holds:
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1. The set of solutions for U =V is finite and has cardinality at most three, or
2. There erist words u,v € X* such that uv is primitive® the set of solutions for
U =V has the form {h: ({z}UX)* — X* | h(z) € (uv)*u}.

Corollary 2. Word equations with exactly one wvariable are parametrizable.
Moreover, the satisfiability problem for word equations with one variable and
with length constraints and regular constraints is decidable.

The satisfiability problem for word equations is solvable in deterministic lin-
ear time [51]. Similarly, word equations with two variables are also solvable in
polynomial time [16,22,49]. However, we have already seen that solution-sets to
word equations with two variables are not necessarily parametrizable, and Open
Problems 2 and 4 remain open in this case.

Further cases can be derived from restricted classes of string constraints.
The notions of solved form [39], acyclic [5] and straight-line [60] constraints
are all syntactic restrictions designed such that cyclic dependencies between
the variables are avoided. As such, the solution-sets to constraints adhering to
these definitions are generally parametrizable, and satisfiability for constraints
involving word equations, length constraints and regular constraints (and even
Replace A11() in the case of the straight-line fragment) become decidable.

We have already mentioned in the previous section that quadratic word equa-
tions - equations which contain each variable at most twice (although the number
of variables is unconstrained) - possess the desirable property that the simple
Nielsen transformation algorithm for producing a graph representation of all
solutions is guaranteed to terminate. Nevertheless, Open Problems 1, 2 and 4
all remain open even in the quadratic case. It was shown in [79] that the sat-
isfiability problem remains NP-hard in the quadratic case. On the other hand,
word equations in which variables occur at most once are trivially parametriz-
able, and it is easily seen that the satisfiability problem remains decidable in
the presence of various additional constraints, including length constraints and
regular constraints.

In [66], the class of regular word equations was proposed as a natural sub-
class of the quadratic word equations. The initial idea was to consider classes
of equations U = V for which the satisfiability problem remains NP-hard, even
when the two sides U and V' constitute patterns for which the membership prob-
lem can be solved in polynomial time. Regular word equations derive their name
from regular patterns [50] in which each variable occurs at most once. Conse-
quently, each variable may occur twice overall, but not twice on the same side
of the equation.

Definition 3. A word equation U =V is regular if each variable occurs at most
once in U and at most once in V.

Surprisingly, even severely restricted subclasses of regular word equations
have an NP-hard satisfiability problem. The class of regular-ordered word equa-
tions (ROWESs) is the class of regular word equations for which the variables

5 A word is primitive if it cannot be written as the repetition of a strictly shorter
word.
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occur in the same order from left to right on both sides of the equation (some
variables may still occur on only one side). So, for example, the equation
r1axsbrs = x1babaxs is regular-ordered, but xiaxsbrs = xzbabaxy is not.

Theorem 8 ([30]). The satisfiability problem for ROWEs is NP-complete.

Moreover, it was shown in [62] that the satisfiability problem for ROWEs
with length constraints is decidable, extending a weaker result from [26].

In [31], Theorem 8 was extended slightly to cover regular-reversed word equa-
tions (RRWESs): equations U = V in which the order of variables in V' is exactly
the reverse of the order of the variables in U. A much more comprehensive
result is given in [29], which describes in detail the structure of the graphs
GZ N7 obtained as the result of the Nielsen transformation algorithm described
in Sect.3.3 in the case of all regular word equations. A consequence of this
description is that the minimal path between any two vertices (when it exists)
has length bounded by a polynomial in the length of the original equation.

Theorem 9 ([29]). Let E be a regular word equation. Let vi,vy be vertices in
the graph GZNT such that there exists a path from vy to va. Then the shortest
such path has length at most O(|E[12).

Consequently, in order to (non-deterministically) check whether a solution
exists to a regular word equation F, it suffices to guess the equations occurring
along the path in Q?NT from F to € = . Each equation on that path will be
no larger than FE, and it is easily verifiable in polynomial time that there is
indeed an edge between each successive pair of equations. Thus, it follows that
satisfiability for regular word equations is in NP. Combined with the hardness
result from [30], we get the following.

Corollary 3 ([29,30]). The Satisfiability problem for reqular word equations is
NP-complete.

Of course one of the most natural open problems remains whether the tech-
niques of [29] can be extended to work for quadratic word equations more gen-
erally.

Open Problem 5. Does Theorem 9 also hold for all quadratic word equations?

Moreover, the detailed analysis in [29] would be a good basis from which to
try to resolve Open Problems 4 and 2 in the sub-case of regular word equations.
In particular, several structures in the graphs GZ ¥7 are described which might
provide new insights into how complex the set of lengths of solutions to (regular)

word equations can be.

Open Problem 6. What is the decidability status for the satisfiability problem
for regular word equations with length constraints? What about for reqular word
equations with length constraints and regular constraints?
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4 Conclusions

The study of word equations has yielded many significant and influential results
over the past half-century, and is of interest in a variety of areas, including
logic, formal languages, combinatorics on words, and combinatorial group theory.
More recently, there has been substantial interest in the topic from the within
the formal methods community, specifically in relation to string solvers, which
alm to solve problems involving words which often incorporate word equations
alongside other constraints such as regular language membership and length-
comparisons. The two fields are mutually beneficial: theoretical results on word
equations and related topics can provide insights and ideas for more efficient,
powerful and ultimately practical algorithms implemented in string solvers while
on the other hand, a better understanding of the problems that string solvers
must tackle can reveal new open problems and directions to be explored in the
theory. Recent results focusing on the structure and properties of solution-sets
for restricted classes of word equations provide a basis from which we can hope
to make progress on long standing open problems which remain central to both
the theory and practice.
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