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Abstract. Humanizing customer service chatbots have sparked significant inter-
est for companies across industries. These years have witnessed some controversy
on trust issues of such booming application. Previous researches have proposed
some antecedents of customer service chatbots adoption (e.g., anthropomorphic
features, algorithm aversion, emotional state). However, consumers’ trust mech-
anism and trust boundary on humanizing customer service chatbots are not clear.
Hence, we pay attention to personalization and contextualization grounded on
above antecedents of customer service, incorporating personal habit, task creativ-
ity and social presence to investigate trust mechanism and trust boundary. We
propose a research model, in which personal habit and task creativity are cap-
tured as independent variables, trust in humanizing customer service chatbots
as dependent variable, and social presence as moderating variable. Hypotheses
are developed and between-subjects scenario experiments are conducted to test
hypotheses. Results of analysis of covariance (ANCOVA) and moderating effect
test show that there exists positive effect betweenpersonal habit and trust in human-
izing customer service chatbots, giving insights on complementary and substitu-
tive influences on the interaction of independent variables and social presence
for trust boundary. This paper provides practical and theoretical implications for
e-commerce practitioners to improve the collaboration performance of intelligent
customer service and human customer service.

Keywords: Trust mechanism · Trust boundary · Humanizing customer service
chatbots · Personalization · Contextualization · e-commerce

1 Introduction

As the development of robot process automation (RPA) applications, customer service
chatbots have emerged in communication, finance, retail and other fields, and they are
revolutionizing the trust mechanism and trust boundary of the entire customer service
industry. Since most of the customer service work is massive and repetitive, customer
service chatbots, which adopt the applications of artificial intelligence (AI) in work
processes, can help to reduce the number of manual receptions and eliminate repetitive
work of human employees, while increasing response efficiency and decreasing labor
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costs. However, in the electronic commerce (e-commerce) scenarios, the service is still
mainly done by human, especially in the after-sales service stage, and the demand of
“turning to human customer service” frequently appears in reality. Why are customer
service chatbots not widely accepted by consumers in e-commerce? Since a large body
of literature have demonstrated that anthropomorphism is found to widely adopted and
positively relate to consumer adoption of chatbots [1] leading to more effective con-
versations [2], beneficial for transaction outcomes as well as contributing to significant
increases in offer elasticity [3]. Hence, it is inevitable to examine trust mechanism and
boundary of humanizing customer service chatbots from different angles.

In order to explore trust mechanism of consumers on humanizing customer service
chatbots in e-commerce, firstly, trust is subjective and related to contexts. Customer
traits and predispositions (e.g., computer anxiety), sociodemographic (e.g., gender), and
robot design features (e.g., physical, nonphysical) have been identified as triggers of
anthropomorphism [4]. In view of these, consumers’ perception of trust may be relevant
to their personalized contexts. Hence, it is critical to differentiate the subjective from
objective factors that affect consumers’ trust in humanizing customer service chatbots
for predicting their subsequent trust. Additionally, positive interaction between social
presence and trust in technology adoption area has been explored over years, short of
other possible relationships between them [5]. Grounded on the current studies, we
distinguished personal habit and task creativity as antecedents, aiming to examine how
social presence moderate different consumers’ trust in humanizing customer service
chatbots other than direct effects of both independents.Within ourwork, trustmechanism
was exploration of personalization and contextualization (i.e., personal habit and task
creativity) for consumers’ trust, while trust boundary was defined as imagined lines
that mark the limits or edges of consumers’ enhanced trust and diminished trust (i.e.,
interaction of antecedents and social presence). The two questions thatwe seek to address
are:

RQ1: How do consumers’ personal habit and task creativity affect their trust in
humanizing customer service chatbots?

RQ2: How can social presence enhance consumers’ trust under different consumers’
personal habits and tasks creativity?

To answer the two research questions raised above, we designed a between-subjects
scenario experiment to simulate the interaction situations between consumers and
humanizing customer service chatbots after a preliminary study for task attributes test.
We hired 141 subjects, who were from an IS experimental curriculum. According to per-
sonal habits, the subjects were divided into two categories: (1) subjects with interaction
habit and (2) subjects without interaction habit, while high creativity and low creativity
were set for task creativity respectively. The two-way ANCOVA was used to test the
relationship between consumers’ personal habit, task creativity and trust in humaniz-
ing customer service chatbots. Furthermore, the moderating effect of social presence
was also validated. This paper explores consumers’ trust mechanism and trust boundary
on humanizing customer service chatbots, giving implications that help practitioners to
make use of the findings to achieve the optimal human-machine coordination effect in
e-commerce.
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2 Literature Review and Hypotheses

2.1 Humanizing Customer Service Chatbots

Chatbots are autonomous software agents that support text-based exchanges with human
users, drawing on tools and techniques from the domain of Natural Language Process-
ing [6]. Customer service is a domain where chatbots have achieved strong and growing
interest [7]. A central component in the area on the effective design of autonomous agents
has been the role of anthropomorphism [8]. With this, some chatbots are designed to
incorporate some attributes such as language style and name to enhance their human like-
ness [9]. Numerous scholars have provided evidence that humanizing customer service
chatbots improve customer evaluation, as an illustration, social cues of anthropomor-
phism as humor, communication delays or social presence are beneficial for transaction
outcomes in retailing setting [3]. Both anthropomorphism as well as the need to stay
consistent significantly increase the likelihood that users comply with a chatbot’s request
for service feedback [10]. Nevertheless, humanizing customer service chatbots appears
to only work contextually, e.g., when customers enter a chatbot-led service interaction in
an angry emotional state, chatbot anthropomorphism has a negative effect on customer
satisfaction, yet this is not the case for customers in nonangry emotional states [11].
Besides, consumers with high social phobia prefer anthropomorphic chatbots to less
anthropomorphic chatbots [12].

Additionally, due to consumers not being able to identify their conversational partner
when interacting via chats online, companies face the challenge of whether to disclosure
the identity of chatbots. Prior research pertaining to the chatbot disclosure dilemma
indicates that chatbot disclosure does not only have negative consequences, but can lead
to positive outcomes as well depending on service context [13], thus setting expectations
through cues of AI capability congruent to or less than the actual AI capability can
increase engagement of customer service chatbots [14].

2.2 Antecedents of Customer Service Chatbots

Customer Traits. To clarify contextual circumstances in which anthropomorphism
impacts customer intention to use chatbots, some studies have investigated relationships
between humanizing customer service chatbots and their antecedents [4].

Since personalization is an aspect which is strongly emphasized in IS recently, and
consumer personality can be predicted during contextual interactions, customer traits are
becoming promising [15]. Specifically, need for interaction with the service employee
will have a negative effect on the expected quality of the technology-based self-service
option [16], so the anthropomorphism-adoption relationship is stronger on conditioning
that a consumer’s need for human interaction is higher [1]. Prior research has introduced
two related yet distinct constructs about customer traits, namely experience and habit into
technology adoption. Experience reflects an opportunity to use a target technology and
is typically operationalized as the passage of time from the initial use of a technology by
an individual [17]. Habit is defined as learned sequences of acts that become automatic
responses to specific situations, which may be functional in obtaining certain goals or
end states [18]. Not only the effect of facilitating conditions on behavioral intention to
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be moderated by age, gender, and experience, but also the adoption of habit have been
clarified [19]. Moreover, experience is a necessary but not sufficient factor for habit
formation, and the passage of chronological time can result in different levels of habit
contextually. Thus, we adopt personal habit as an antecedent of trust in humanizing
customer service chatbots for extending research of personalization to the emerging AI
application.

H1: Consumers’ personal habits of interacting with customer service chatbots (vs.
without such habit) enhance their trust in humanizing customer service chatbots.

Algorithm Aversion and Attributes of Task. Algorithm aversion is a phenomenon
that consumers have a tendency to prefer humans over algorithms [20]. Specifically,
when the error is committed by an algorithm, gut reactions are harsher (i.e., less accep-
tance and more negative feelings) and justice cognitions weaker (i.e., less blame, less
forgiveness, and less accountability) [21]. Robots are invariably viewed as lacking human
nature abilities (which are emotional) but not human uniqueness abilities (which are cog-
nitive), thus algorithms are trusted and relied on less for tasks that seem subjective in
nature [22].While participants are considerablymore likely to choose to use an imperfect
algorithmwhen they canmodify its forecasts [23]. Prior findings suggest that consumers’
trust vary significantly depending on the type of tasks for which the algorithm is used. In
terms of customer service chatbots, there has been little exploration or validation taking
attributes of tasks as antecedents of technology adoption.

Attributes of task plays a significant role in consumers’ trust, which have been
proposed as task objectivity, awareness of algorithms performance and affective ability
[22]. Besides, for high-creativity tasks, consumers exhibit lower willingness to adopt AI
(vs. human) recommendation, in contrast, consumers exhibit higher willingness to adopt
AI (vs. human) recommendation for low-creativity tasks [24]. In our work, we took task
creativity into consideration for examining its effect on consumers’ trust in humanizing
customer service chatbots.

H2: High task creativity (vs. low task creativity) reduces consumers’ trust in
humanizing customer service chatbots.

H3: Consumers with personal habit of interacting with customer service chatbots
(vs. without such habit) enhance trust in humanizing customer service chatbots more
for high task creativity (vs. low task creativity); while consumers without the habit (vs.
with such habit) reduce trust in humanizing customer service chatbots more for high
task creativity (vs. low task creativity).

2.3 Social Presence and Consumers’ Trust

Social presence theory describes the extent to which a medium allows a user to expe-
rience others as being psychologically present [25]. The degree of social presence in
an interaction is posited to be determined by the communication medium: the fewer
the channels or codes available within a medium, the less attention is paid by the user
to the presence of other social participants. For example, transmitting more nonverbal
visual or auditory codes such as facial expression, posture, dress, or vocalics would be
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more closely to Face-to-Face communication, thereby enhancing the degree of social
presence [26]. A growing body of research in IS have investigated the influencing fac-
tors of social presence, the learning performance affected by social presence, the group
decision-making caused by social presence and consumers’ intentions attributed to social
presence [27]. Among the areas raised above, multiple scholars have emphasized the
important role of trust in forming consumers’ intentions, so it’s inevitable to analyze the
relationship between social presence and trust.

Most current studies paid attention to the interaction between social presence and
trust. Specifically, social presence-information richness (SPIR) affects consumers’ trust
and that trust subsequently has a stronger effect on purchase intentions than TAMbeliefs
[5]. Besides, by validating a four-dimensional scale of trust, the influence of social pres-
ence on these dimensions of trust and its ultimate contribution to online purchase inten-
tions were clarified [28], and a set of three social presence variables (social presence of
the web, perception of others, social presence of interaction with sellers) were proposed
to have positive impacts on trusting beliefs [29]. Moreover, social presence was found
to not only influence initial trust in the website, but also participants’ enjoyment and
perceived usefulness of the site [30], while social presence does enhance P2P customer
trust via both utilitarian and hedonic engagement [31]. In addition, results gathered
among Facebook users indicates that trust of a social networking site increases users’
information seeking in informational channels, which elevates the sense of social pres-
ence [32]. There have been some studies exploring other possible relationships between
social presence and trust recently, as how information support moderates the relationship
between different social presence dimensions and trust in social commerce [33]. Some
scholars also posited that social presence served to enhance/attenuate the influence of
institutional trust building antecedents on that trust [34]. Therefore, we aim to validate
whether themoderating effect of social presence on trust in humanizing customer service
chatbots exists under different levels of personal habit and task creativity.

H4a: For consumers without personal habit of interacting with customer service
chatbots, social presence positively moderates the relationship with trust in humanizing
customer service chatbots,while this effect does notmanifest for consumerswith personal
habit of interacting with customer service chatbots.

H4b: For tasks with high creativity, social presence positively moderates the rela-
tionship with trust in humanizing customer service chatbots, while this effect does not
manifest for tasks with low creativity.

Figure 1 illustrates our research model.

Fig. 1. Research model
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3 Methodology

The goal of this experiment was to examine how personal habit and task creativity impact
consumers’ trust in humanizing customer service chatbots. To explore this, we conducted
a 2 (with interaction habit vs. without interaction habit)× 2 (high task creativity vs. low
task creativity) between-subjects scenario experiment. To implement realistic manipu-
lation, real-life online chats on e-commerce platform were evaluated prior to designing
experiment. We chose to use scenario experiments, to be able to control confounding
influences and ensure high internal validity.

3.1 Preliminary Study

The goal of preliminary study was to distinguish the tasks creativity of two online
chatting scenarios. We recruited 94 participants across the universities in Xi’an, Shaanxi
(42 males) from November 5 to November 12, and the average age of them was 21.
According to realistic scenarios, the pre-sales consulting and after-sales service scenarios
were set for them respectively.

1. You found a down jacket on Taobao platform and want to know some details. So,
you click on the “customer service chatbot” button and send the link of the product
to the chatbot, hoping to ask for the size, material, delivery and coupon information.

2. You had bought this down jacket on Taobao platform. After receiving it, you found
that the clothes smelled pungent and the price decreased after a few days. Hence you
want to ask the customer service chatbot to explain your problem and propose that
you want to refund the difference of price or return the clothes.

Based on the prior research, we selected three attributes of tasks appropriate for
our work. Participants rated each of the tasks on how objective versus subjective it
seemed, how much creativity they feel this task need, and how difficult versus easy it
seemed, assessing constructs on 7-point-likert scales ranging from strongly disagree (1)
to strongly agree (7). The tasks as well as the dimensions being rated were presented in
random order. The demographics were collected at the end of the scale.

Given that two tasks were evaluated by all the participants, paired samples t-test was
conducted to validate the attributes raised above. Results revealed that task creativity (M1
= 4.15,M2 = 5.89, t=−9.857, p< 0.01) and task difficulty (M1 = 2.54,M2 = 2.94, t=
−2.561, p<0.05) for the second scenariowere significantly higher than thefirst scenario,
whilenosignificanteffectwas foundfor taskobjectivity (M1=5.61,M2=5.52, t=0.647,
p>0.1)acrossscenarios.Consequently,weutilizedtaskcreativityasanantecedentof trust
in humanizing customer service chatbots,whichwashigh in after-sales scenario aswell as
low in pre-sales scenario.

3.2 Stimulus Materials

Preparation of stimuli for the experiment involved two steps: (1) introduction of real
humanizing customer service chatbot that was trained based on the current applications,
and (2) classification of participants’ personal habit according to prior scales. In the
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first step, we targeted stores selling clothes on Taobao platform, the top online shopping
website around China. It is universally acknowledged that there are hedonic [35] and
utilitarian [36] elements comprising attitudes toward product categories, and research
has revealed that the influence of social presence on trust and reuse intention with respect
to utilitarian products is less than that with respect to hedonic products [37]. For instance,
unlike headphones, increasing a firm’s social presence for clothes through socially rich
descriptions and pictures had a positive impact on attitudinal antecedents to purchase
[38]. Therefore, we designed our experiment on a basis of the shopping for clothes.
Besides, V5 customer service chatbot that had been widely adopted by e-commerce
stores was introduced to our scenario. Apart from training it based on realistic reply of
clothes stores chatbots, we configured it with numerous anthropomorphic characteristics
(like name it Marry and talking style) and inserted it into WeChat Public Platform for
further investigation.

In the second step, personal habitwasmeasured aheadof themain study.Respondents
should report their perceptions about habit of interacting with customer service chatbots.
“Using customer service chatbots has become automatic tome”, “Using customer service
chatbots is natural tome” and “When facedwith a particular task, using customer service
chatbots is an obvious choice for me” [18]. We took the mean of statements on 7-point-
likert scales, anchored by 1= strongly disagree and 7= strongly agree. The participants
whose scores were over 4 were considered as ones with habit of using customer service
chatbots, while those who scored under 4 (including 4) were defined as ones without
habit of using customer service chatbots.

3.3 Procedure

For the main study, participants were 141 undergraduate students (65 male) from an IS
experimental curriculum at Xidian university from December 25, 2021 to January 10,
2022. They received monetary compensation for their participation, and no one failed to
complete the study. Demographic measures indicated that 90% were juniors or above,
and the average age was 21; about 95% bought products online every month; almost all
of them (more than 98%) had experiences interacting with customer service chatbots
during online shopping.

As a cover story, participants were introduced to a clothes store on Taobao plat-
form, providing a situation of buying a down jacket. The cover story explained that the
participants should follow the notes attached to reply to customer service chatbot. The
pre-sales and after-sales situation were given for everyone in different habit groups ran-
domly. Then participants were instructed to ask for the questions they were concerned
about (see Fig. 2). Pre-sales consulting was comprised of the size, coupons, material,
delivery and so on, and after-sales service was constituted of return of goods, exchange
of goods, refund of price difference, etc. Once their problems continued to be unsolved,
they could choose to switch to human service.

After interactingwith the humanizing customer service chatbot, participants reported
their perceptions of (1) trust in humanizing customer service chatbots, (2) social pres-
ence, (3) trusting disposition, (4) familiarity with e-commerce platform. As control vari-
ables, in addition to controlling for data collection mode, we further gathered measures
on demographics.
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Fig. 2. Exemplary scenario

3.4 Measures

Trust in humanizing customer service chatbots was measured on a 7-point-likert scale,
using itemsof integrity fromStraub andGefen [28], social presencewas alsomeasuredon
a 7-point-likert scale, using 5 items from Straub and Gefen [5]. Trusting disposition was
measured on a 7-point-likert scale with 6 items from Straub and Gefen [28]. Familiarity
with e-commerce platform was measured on a 7-point-likert scale with 4 items from
Gefen [39].

We next examined the reliability and validity of major constructs in our study. Cron-
bach’s alpha of all the constructs was 0.847, and Cronbach’s alphas of social presence,
trust in humanizing customer service chatbots, trusting disposition and familiarity with
e-commerce platform were between 0.857 and 0.933, indicating high internal consis-
tence reliability. According to KMO and Bartlett’s test, the KMO measure of sampling
adequacy was over 0.7, as well as the Bartlett’s test of sphericity was significant, so it
was well suited to make a factor analysis next. Then we conducted confirmatory fac-
tor analysis (CFA) to assess convergent and discriminant validity of all the constructs
(see Table 1). Within standard estimate of factor loadings, the second construct of trust-
ing disposition and the fourth construct of familiarity were below the cut-off value of
0.6, thus we eliminated them for retesting. The updated values were all beyond 0.6.
Additionally, average variances extracted (AVE) of social presence, trust in humanizing
customer service chatbots, trusting disposition and familiarity with e-commerce plat-
form were 0.74, 0.741, 0.613 and 0.847, respectively, exceeding the cut-off value of 0.5.
Besides, composite reliability (CR) for all the constructs were over 0.8, demonstrating
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high convergent validity. Finally, the square roots of AVE for all the constructs were
greater than the correlations between them, indicating high discriminant validity (see
Table 2).

Table 1. Composite Reliability and Convergent Validity

Construct Measure Factor loading CR AVE

Social presence There is a sense of human contact
interacting with customer service
chatbots

0.86 0.934 0.740

There is a sense of personalness
interacting with customer service
chatbots

0.861

There is a sense of sociability
interacting with customer service
chatbots

0.898

There is a sense of human warmth
interacting with customer service
chatbots

0.883

There is a sense of human sensitivity
interacting with customer service
chatbots

0.786

Trust in humanizing customer
service chatbots

Promises made by customer service
chatbots are likely to be reliable

0.896 0.896 0.741

I do not doubt the honesty of
customer service chatbots

0.801

I expect that customer service
chatbots will keep promises they
make

0.888

Trusting disposition I generally trust other people 0.624 0.886 0.613

I generally have faith in humanity 0.651

I feel that people are generally well
meaning

0.874

I feel that people are generally
trustworthy

0.932

I feel that people are generally
reliable

0.831

Familiarity with e-commerce
platform

I am familiar with searching for
products on the Internet

0.907 0.943 0.847

I am familiar with buying products on
the Internet

0.954

I am familiar with Taobao platform 0.899
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Table 2. Discriminant validity

Social presence Trust Trusting disposition Familiarity

Social presence 0.74

Trust 0.374*** 0.741

Trusting disposition 0.29*** 0.028*** 0.613

Familiarity −0.151*** 0.052*** 0.282*** 0.847

Square roots of AVE 0.86 0.861 0.783 0.92

Note: *** Significant at the 1% level; ** Significant at the 5% level; * Significant at the 10% level

4 Data Analysis and Results

4.1 Manipulation Test

To validate the main effect of our manipulation, we used analysis of covariance
(ANCOVA). Personal habit and task creativity were taken as independent variables,
and trusting disposition, familiarity with e-commerce platform, gender, experience of
interacting with realistic chatbots as well as expenses of online shopping every month
were used as covariates, and trust in humanizing customer service chatbots was defined
as dependent variable. The results were shown in Table 3.

Table 3. Analysis of covariance

Source MS F Sig

Trusting disposition 1.606 0.966 0.327

Familiarity 0.756 0.455 0.501

Gender 1.12 0.674 0.413

Experience 8.909 5.36 0.022**

Frequency of online shopping 1.498 0.902 0.344

Expenses of online shopping 3.113 1.873 0.173

Task creativity 0.863 0.519 0.472

Personal habit 16.8 10.108 0.002***

Task creativity * personal habit 12.524 7.535 0.007***

Adjusted R Square 0.129

Note: *** Significant at the 1% level; ** Significant at the 5% level; * Significant at the 10% level

The results revealed a significant positive main effect of personal habit on trust in
humanizing customer service chatbots (Mwithout habit = 4.3276, Mwith habit = 5.0964,
F = 10.108, p < 0.01). The above result provided support for H1, which stated that
consumers’ personal habit of interacting with customer service chatbots enhances their
trust in them. However, themain effect of task creativity on trust in humanizing customer
service chatbots was not significant (Mlow creativity = 4.8378, Mhigh creativity = 4.7164,
F = 0.519, p > 0.1). Furthermore, the interaction effect of task creativity and personal
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habit on trust in humanizing customer service chatbots was significant (F = 7.535,
p < 0.01). After simple effect analysis, consumers without habit of communicating
with customer service chatbots were more likely to trust them under low creativity task
(Mlow creativity = 4.7284, Mhigh creativity = 3.9785, F = 5.17, p < 0.05), while the trust
levels of consumers with habit of communicating with customer service chatbots were
not reliably different from both types of tasks (Mlow creativity = 4.9007, Mhigh creativity =
5.3519, F= 1.49, p> 0.1). Fromanother perspective, consumerswith habit of interacting
with customer service chatbots were considered to trust themmore under high creativity
task (Mwithout habit = 3.9785, Mwith habit = 5.3519, F = 18.17, p < 0.01), whereas no
significant effect was found under low creativity task (Mwithout habit = 4.7284, Mwith habit
= 4.9007, F = 0.47, p > 0.1). (see Fig. 3), supporting H3.

Fig. 3. Interaction effect of task creativity and personal habit

4.2 Moderating Effect Test

To better understand whether the different effects of personal habit and task creativity on
trust in humanizing customer service chatbots were moderated by social presence, we
conducted moderating effect test next. In line with the main analysis, personal habit and
task creativity were confirmed as independent variables, trusting disposition, familiarity
with e-commerce platform, gender, experience of interacting with realistic chatbots as
well as expenses of online shopping monthly were regarded as control variables, and
trust in humanizing customer service chatbotswas defined as dependent variable. Finally,
social presence was deemed as a moderating variable in this section. We mean-centered
the values except personal habit and task creativity (discrete variable) prior to creating
the interaction terms to reduce collinearity.

Table 4 presents the results of moderating effect test of social presence on personal
habit and trust in humanizing customer service chatbots. When personal habit and social
presence were introduced to the model, we found significantly positive effect of the
both on trust in humanizing customer service chatbots (β = 0.145, p < 0.1; β = 0.351,
p < 0.01). Then we entered the interaction term (personal habit*social presence) in
the model, the result showed that social presence moderated the relationship between
personal habit and trust in humanizing customer service chatbots (β = −0.375, p <

0.01). We also plotted the interaction effect of personal habit and social presence (see
Fig. 4), a positive moderating effect of social presence on personal habit and trust in
humanizing customer service chatbots was demonstrated. Specifically, a simple slope
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test was conducted. Results found that the moderating effect is significant only when
social presence is low.

Table 4. Moderating effect test on personal habit and trust

Model 1 Model 2 Model 3

Beta t Beta T Beta t

Control variables

Trusting disposition −0.023 −0.26 −0.173 −1.984** −0.206 −2.428**

Familiarity 0.066 0.737 0.15 1.775* 0.173 2.117**

Gender 0.084 0.937 0.034 0.413 0.009 0.111

Experience −0.2 −2.243** −0.153 −1.85* −0.13 −1.613

Frequency 0.108 1.166 0.112 1.3 0.122 1.474

Expense −0.126 −1.393 −0.037 −0.427 −0.01 −0.123

Independent
variables

Personal habit 0.145 1.678* 0.121 1.446

Social presence 0.351 3.727*** 0.666 5.04***

Interaction term

Personal habit*social
presence

−0.375 −3.284***

F 1.737 4.639 5.627

R square 0.072 0.219 0.279

Note: *** Significant at the 1% level; ** Significant at the 5% level; * Significant at the 10% level

Fig. 4. Interaction plot of personal habit and social presence
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Another test for moderating effect of social presence on task creativity and trust in
humanizing customer service chatbots was performed (see Table 5). Consistent with the
test above, social presence was validated significantly positive for trust in humanizing
customer service chatbots (β = 0.419, p < 0.01). After the addition of the interaction
term (task creativity*social presence) in the model, we found a significant moderating
effect of social presence on task creativity and trust in humanizing customer service
chatbots again (β = 0.272, p < 0.05). From the interaction plot (see Fig. 5), social
presence remains positively moderating the relationship between task creativity and
trust in humanizing customer service chatbots. In accordance with the simple slope test,
the moderating effect of social presence is merely significant when social presence is
high.

Table 5. Moderating effect test on task creativity and trust

Model 1 Model 2 Model 3

Beta t Beta t Beta t

Control variables

Trusting disposition −0.023 −0.260 −0.167 −1.875* −0.145 −1.648

Familiarity 0.066 0.737 0.150 1.748* 0.124 1.453

Gender 0.084 0.937 0.037 0.436 0.044 0.535

Experience −0.200 −2.243** −0.161 −1.929* −0.193 −2.312**

Frequency 0.108 1.166 0.120 1.382 0.120 1.403

Expense −0.126 −1.393 −0.017 −0.196 0.001 0.007

Independent variables

Task creativity 0.032 0.393 0.028 0.348

Social presence 0.419 4.611*** 0.206 1.607

Interaction terms

Task creativity*social presence 0.272 2.320**

F 1.737 4.221 4.475

R square 0.072 0.204 0.235

Note: *** Significant at the 1% level; ** Significant at the 5% level; * Significant at the 10% level
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Fig. 5. Interaction Plot of Task Creativity and Social Presence

4.3 Results

By integrating personal habit, task creativity and social presence into conceptual model,
this study aims to explore the mechanism and boundary of consumers’ trust in human-
izing customer service chatbots. The results of ANCOVA suggest that personal habit
plays an important role for consumers’ trust in humanizing customer service chatbots,
whereas no significant effect was found from the perspective of task creativity. Con-
sumers with personal habit of interacting with customer service chatbots seem to trust
in humanizing customer service chatbots more for high task creativity, while consumers
without habit reduces trust in them more for high task creativity. To further investigate
the trust boundary, the moderating effect shows that social presence enhances relation-
ship between consumers without personal habit and their trust, only significant for low
social presence; while social presence positively moderates relationship between high
task creativity and trust, only significant for high social presence.

5 Discussion and Conclusion

From completely new perspectives, this study advances the researches of trust in human-
machine coordination in e-commerce scenarios to a new and promising area.

On a theoretical level, first, by leveraging guidelines for personalization and contex-
tualization proposed by recent research, we bring a fresh perspective on trust model of
emerging humanizing customer service chatbots. Grounding our arguments in specific
antecedents of trust (i.e., personal habit and task creativity), we explain the mechanisms
through which consumers’ trust can also be fostered by manipulating the personalized
and contextual factors. Second, the studies pertaining to humanizing customer service
chatbots are enriched.We break through the great body of current research about whether
to accept anthropomorphic chatbots, such as attributes, adoption, working context and
disclosure. The hypotheses are established directly on humanizing customer service
chatbots, broadening horizons for the research in this topic. Third, we offer insights on
other possible relationships between social presence and trust. Although previous liter-
ature has extensively examined the relationship between social presence and trust, this
study is one of the first to explore the moderating effect of social presence with trust.
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From organizational perspective, there are several managerial implications. First, our
study highlights the importance of increasing popularity of customer service chatbots
for e-commerce platform, building up consumers experience, thereby facilitating them
to form relevant habit. With this, the goal of enhancing trust in humanizing customer
service chatbots can be achieved over time. Second, it is critical to incorporate functions
distinguishing consumers without (vs. with) habit of interacting with customer service
chatbots by monitoring their operating proficiency or history for service provider. Con-
sumers without habit are more keen on human customer service assisted under high
creative task, in conjunction with certain visual or auditory stimulus for social presence.
Moreover, especially for high creative task, 3D product display, voice communication
together with virtual reality can be synthesized to maintain high social presence for
all consumers. Finally, managers ought to not only emphasize on the anthropomorphic
features and response rate of customer service chatbots, but also dedicate more time to
training their employees to coordinate with chatbots appropriately.

Our study has some limitations should be noted. First, despite we designed and
simulated scenarios, the data were self-reported and may be subject to respondents’
cognitive bias or individual differences. Hence, realistic data can complement and extend
our findings next. Second, although we have augmented interaction of habit and task
creativity together with social presence to identify trust boundary, there is still much
space to explore trust boundary in conjunction with qualitative study or experimental
study. Third, this study validated hypotheses using cross-sectional data, however, trust is
subjective and changing over time. Incorporating time series would be a more beneficial
avenue for the future.
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