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Abstract

Geographic information in the form of maps
and text and increasingly of digital data has
always played a fundamental role in the
discipline of geography. The chapter provides
a brief outline of the history of GIS, including
the role played by a commission of the IGU.
Significant events in its development are
discussed, including the social critique that
began in the late 1980s and the Internet that
emerged in the early 1990s. Spatial data
infrastructure and Digital Earth are compara-
tively recent reformulations of the vision of
GIS. The chapter ends with a new and
comprehensive vision of geospatial infrastruc-
ture and with a suggested new role for the
IGU.
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16.1 Introduction

Information has always played a central role in
the discipline of geography. Early humans relied
on spoken narratives to share information about
food sources, hazards, and enemies and used
song and gesture to add effectiveness (Chatwin
1988). The idea of a map, a simple and approx-
imate rendering of nearby geographic features,
would have emerged very early in human soci-
ety, perhaps as lines scratched on dirt surfaces or
preserved on rock walls. By the Age of Discov-
ery which began in Europe in the late fifteenth
century, the science of map-making had
advanced to the point where maps could be
planimetric, scaling the surface of the Earth to a
model globe or a sheet of paper, such that dis-
tances on the map or globe were approximately
proportional to distances on the Earth. Such
maps had become a very efficient and valuable
means of compiling, storing, and sharing geo-
graphic information, which we can define simply
as information about what is where (and some-
times when). Mercator (Crane 2003) made some
of the first globes and invented a way of creating
a flat representation of the curved surface of the
Earth such that a ship sailing on a constant
bearing would follow a straight line (a rhumb
line or loxodrome) on the map. Gutenberg’s
invention of printing ensured that maps could be
reproduced and distributed in quantity. Books
also became important repositories of geographic
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information, in the form of narrative descriptions
of places: descriptions that could be reproduced,
stored, bought, and sold with little concern for
international boundaries.

This chapter traces the relationship between
geographic information and the discipline of
geography, from those early beginnings to today,
and speculates on where all of this is leading us.
First, I describe geographic information as we
think of it today, following what we might call
the digital revolution and the advent of the
information society. Second, I describe its role in
everyday human activities, and how the technical
world of geographic information technologies is
attempting to engage with the human world of
verbal description. Third, I discuss various ethi-
cal and societal issues that arise as a result of the
massive investments that have been made in
geographic information and associated tech-
nologies in recent decades. Finally, I discuss how
visions of the role of geographic information
have changed over the past half-century, and
speculate on what the future might hold.

References have been included to provide
further explanation where appropriate. One fur-
ther point should also be made at the outset:
while I have attempted as far as possible to
explore the international dimensions of the topic,
this perspective inevitably reflects my experience
as an academic geographer based in Canada and
the US.

16.2 Geographic Information
Today

16.2.1 The Roots of GIS

By the mid-1960s, computers were becoming
ubiquitous in universities and large organiza-
tions, and ideas for using them to process geo-
graphic information began to take shape. Perhaps
the best-known of these was the Canada Geo-
graphic Information System, a component of a
federal-provincial project known as the Canada
Land Inventory. Roger Tomlinson, a British–
Canadian geographer, conceived of using

computers to measure the quantities of land that
could be available for specific uses, and led a
contract that the Government of Canada signed
with IBM. Measurement of area was the only
purpose and statistics were the only product; at
the time there was no available means to produce
output in map form (Tomlinson and Toomey
1999).

Tomlinson began to promote the idea of a
geographic information system (GIS), an inte-
grated computer application that would acquire,
store, and process many types of geographic
information for a range of purposes. Those pur-
poses became clearer as Tomlinson built a
worldwide network of researchers with interests
in computer applications of geographic infor-
mation, and convened international conferences
in 1970 and 1972 (Tomlinson 1971, 1972) under
the auspices of the IGU’s Commission on Geo-
graphical Data Sensing and Processing. Digital
maps could be created and edited during the map
compilation process, just as word processors are
used to compose text. Images from satellite-
based or aerial remote sensing could be digitized,
and computers could be used to classify the raw
images and to search for specific features. Digital
maps could be used for planning, by combining
layers representing variables such as groundwa-
ter, surficial hydrology and geology, transporta-
tion networks, human settlements, and soil
characteristics, following the ideas then being
advanced by the landscape architect McHarg
(1969). Geographic information about trans-
portation could be converted to digital form and
processed in the development of transportation
plans. All of these projects and more began to
fuel the development of GIS (for histories of the
early development of GIS see Coppock and
Rhind 1991; Foresman 1998), and the IGU
played a significant role as a host for interna-
tional discussions and exchange (see, for exam-
ple, Mounsey 1988). By the end of the 1970s,
several companies were marketing GIS software,
forming the beginning of what is now a global
GIS industry with annual sales of software, data,
and expertise in the hundreds of billions of US
dollars.
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16.2.2 New Types of Data

The geographic information that drove the
development of CGIS was of a single type which
today we would describe as an area-class map:
lines on a map that partitioned the area into
irregularly shaped zones of specific classes.
Area-class maps include themes of soil, forest
types, current land use, and land cover, and
constitute a very significant percentage of all
maps. But there are many other types of geo-
graphic information, and many of the develop-
ments of the 1970s and 1980s were directed at
advancing GIS to accommodate them, thus
opening an array of new applications and
allowing geographers to ask new kinds of
questions.

Many other developments followed. While
the map remains the dominant metaphor for the
contents of a GIS, there are many types of geo-
graphic information—information about what is
where (and perhaps when)—that are not easily
expressed in map form using standard map-
making tools (Goodchild 1988). They include the
third spatial dimension, since maps are of
necessity two-dimensional; dynamics since maps
are inherently static; and gradients, which are
difficult to portray with a pen. All of these were
addressed in the 1990s and early 2000s, driven in
part by some well-publicized critiques of GIS in
the early 1990s, and enabling a range of new
applications that used types of data that had
never been mapped in the past. Today, GIS has
advanced to the point where it can accommodate
virtually any type of geographic information, but
there remain important exceptions. There may be
subjective feelings about places that are better
expressed in other media, such as text or song,
and there may even be esthetic aspects of maps
that are hard to capture and reproduce in the
algorithmic environment of a GIS.

16.2.3 Sources of Geographic
Information

One of the factors driving interest in geographic
information in the past three decades has been

the increasing ease with which it can now be
produced. The advent of the Global Positioning
System (GPS) in the late 1980s had dramatic
influence, especially after 2010 with the inclu-
sion of GPS chips in smartphones and vehicles.
With advances in software, it became possible
for the small organization and even the individ-
ual to acquire the means of map-making, and the
newly available Internet was clearly capable of
supporting the widespread sharing of digital
information of all kinds. The vision of a spatial
data infrastructure emerged in response to these
changes, first in the US (NRC 1993) and subse-
quently in many other parts of the world. Its
central argument was that the federal government
would adopt a new role, as a setter of standards
and coordinator of activities, rather than as a
dominant producer. It would sponsor a national
clearinghouse of digital geographic data (Good-
child et al. 2007), a national standard for meta-
data (methods for describing the essential
features of data sets), and national standards for
the quality of geographic information.

With GPS, drones with aerial cameras that
could capture fine detail, easy access to existing
digital data via the Internet, and inexpensive
mapping software, it was clear that the citizen
could become both a consumer and producer of
geographic information. Projects such as Open-
StreetMap (openstreetmap.org) recruited volun-
teers to create digital maps, by traveling around
their own neighborhoods, and by interpreting
fine-resolution imagery of other parts of the
world. It soon became apparent that any dis-
tinction between the trained professional and the
amateur was disappearing, as citizens began to
acquire skills that had previously been limited to
experts. The term neogeography (Turner 2006)
provided a suitable way of describing this
development, and the term volunteered geo-
graphic information (Goodchild 2007; Sui et al.
2012) was coined to describe geography’s own
subset of crowdsourcing and citizen science.

Other ways of determining what is where
began to emerge following further technical
developments. Vast amounts of geographic
information were being generated by the GPS
receivers being carried by individuals and
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vehicles. Largely unbeknownst to their users,
their locations were generating “pings” at fre-
quent intervals that were being captured by
vendors, aggregated, and sold on to a rapidly
growing industry where they would be used to
build models of the owner’s spatial behavior. In
principle, the user has the ability to turn off these
functions, but few are aware of their implications
and sufficiently skilled to do so. While we are
assured that the pings have been anonymized by
stripping them of any reference to an individual,
it is nevertheless easy to string together the pings
generated by an individual device and to make
accurate inferences about the identity of the
owner, his or her home and work locations, the
identity of his or her doctor, and many other
attributes that people would not normally be
willing to share (Valentino-DeVries et al. 2018).

GPS is a powerful way of determining loca-
tion, but many other tools now exist with a
similar purpose. RFID (radio frequency identifi-
cation) is the technology underlying many
smartcards and can be used to determine when
and where these cards are used: when taking
money out of a bank machine, or when boarding
public transit, for example. QR codes are
increasingly popular and have a similar effect.
Bluetooth also allows the determination of posi-
tion and can be used to determine the exact
location of a shopper’s phone inside a store. Wifi
is another emerging technology for determining
position indoors (Chen and Chen 2021).

With GPS, it has also become easy to tag
many kinds of records with the geographic
location of the user. Social media services such
as Facebook and Twitter allow the user to do
this, and geographers have been quick to explore
the implications of knowing where and when a
particular message was posted. It is possible now
to trace the spread of a disease as people post
messages or to provide early detection of disas-
ters (Issa et al. 2017). Other projects have shown
how it is possible to attach additional sensors to
smartphones or to Internet-connected vehicles;
for example, suitable sensors can be used to
create detailed maps of air pollution or urban heat
islands as they follow their users around a city
(Schneider et al. 2017).

Finally, a large group of technologies form
what is known as the Internet of Things (IoT), and
contribute to the concept of the “smart city.”
Many new vehicles are now fitted with sensing
devices and access to the Internet, allowing others
such as truck fleet managers or insurance agencies
to know much about the driver’s locations and
driving habits. Home security devices may be
connected to the Internet, allowing homeowners
to monitor the home while away. Sensor net-
works are widely deployed in major cities, to
monitor and control traffic, urban air pollution, or
noise. Closed-circuit television (CCTV) cameras
image cities and highways and provide informa-
tion that is widely used in fighting crime. By
combining CCTV with facial recognition, cities
are now able to identify and track a specific
individual and to signal alerts when any unusual
activity occurs. At time of writing, there were an
estimated 630,000 CCTV cameras in London and
1.15 million in Beijing. Perhaps most frightening
is the imbalance between the credibility of CCTV
video on the one hand, and the ease with which it
can now be fabricated on the other. In short, it is
now possible to imagine a world in which we
know the location of everything, at all times, and
in which any form of personal privacy has
become impossible. Alarms have been sounded
for many years about the implications of all of
this, from the Panopticon (Schofield 2009) to
1984 (Orwell 1949). I discuss these implications
in detail below.

16.3 Consumerization

As geographic information and its uses have
become more ubiquitous it has been necessary to
pay more attention to how humans learn and think
about their surroundings. One effect has been a
growing importance for concepts of place
alongside the expert’s concept of space. Another
has been a remarkable shift in mapping practice,
as geographers and others have tried to escape the
limitations of past practice by acquiring geo-
graphic information about an entirely new range
of phenomena. These two topics form the sub-
sections of this discussion of consumerization.
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16.3.1 Space and Place

In cartography, surveying, and geodesy the
question of “where” is addressed with measure-
ments, to an accuracy determined by the mea-
suring instrument. Latitude and longitude are
perhaps the most universal measurements, using
the Equator and the Prime Meridian, and
expressing distances from these reference lines as
angles; but there are many other coordinate sys-
tems in use. These coordinates are the basis for
representing all data types in GIS, and in geo-
graphic information technologies in general.

Yet all of this has little to no direct relevance
to the day-to-day life of humans. Almost no one
can recall the latitude and longitude of his or her
home when asked, though they almost certainly
use mapping and wayfinding technologies every
day. Instead, humans learn about and discuss the
world through a hierarchy of named places:
room, house, street, neighborhood, city, county,
state, country, or continent. When humans
interact with geographic information technolo-
gies, they do so in the language of place names
and rely on the technology to translate these into
coordinates. Thus, in using a wayfinding app the
user will first specify a destination as a place
name or by pointing on a map and perhaps work
through a number of steps designed to autocor-
rect and disambiguate in order to confirm the
exact desired destination.

By the 1990s it had become essential to be
able to convert a street address to coordinates, a
process known as geocoding, in support of cen-
sus taking, mail delivery, and the compilation of
health statistics. GIS applications for vehicle
routing and scheduling also became popular in
the 1990s, leading to the development of “navi-
gable” databases that would know not only
where the roads and streets were, but how they
were connected, what the speed limits and turn
restrictions might be, and all of the other infor-
mation needed to successfully route oneself from
an origin to a destination.

As these tools became more available to the
public, and especially following the introduction
of the smartphone, more and more reliance was
placed on what became known as point-of-

interest (POI) databases. These link named pla-
ces with coordinates, and include all businesses,
all housing units, all churches, all named land-
scape features such as mountains and parks, and
anywhere else that a person might specify as a
trip origin or destination. Today the POI database
for a major city will have an order of magnitude
more records than the city’s population. In short,
the consumerization of GIS has led to a radical
rebalancing of space and place, or coordinates
and place names. The essential vagueness of
human discourse is now encountering the preci-
sion of digital technologies, leading in turn to a
host of interesting research questions.

16.3.2 What Should Be Mapped?

The traditional answer to this question reflected
many realities: the difficulty and cost of obtaining
detailed information about potentially remote
parts of the geographic world; the limited accu-
racy of measuring instruments; and the high cost
of compiling information in map form. Producers
of maps responded by ensuring that these costs
could be mitigated by the widest possible range
of benefits from applications, for as long as
possible. Accordingly, maps should represent
only those aspects of the Earth’s surface that
were essentially static: physical features, settle-
ments, the transportation infrastructure but not
the vehicles that use it, and residential popula-
tions expressed as densities, but not migrants or
journeys to work. Mapping practices largely
originated in Europe and North America and
were often imposed on other parts of the world
with little respect for local cultures, concepts of
land ownership and use, or the features of the
local landscape that were important to its
inhabitants. Mapping became a tool used by the
colonial powers to impose their rule (Keay
2000), often by replacing traditional place names
with references to explorers, colonial masters, or
the map-makers themselves.

Underlying these practices is the belief that
mapping is an objective scientific process; that
the process is replicable, such that two people
asked to produce the same map independently
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would arrive at the same result (within the
bounds of measurement error). This may be an
acceptable position with respect to political
boundaries and property ownership, and even for
many well-defined physical features. But it
begins to fall apart in the case of soil maps or
maps of land cover; indeed, for most of the maps
that were included in the Canada Geographic
Information System that was discussed above. In
the 1990s a number of researchers launched a
broader challenge (Harley 2001; Wood 1992),
arguing that maps were social constructions that
could be interrogated to reveal aspects of the
agenda of their makers. From this perspective,
there could be no single, true map, but only a
series of maps reflecting the different perspec-
tives of individuals, cultures, or social groups.

16.4 Ethical and Societal Issues

16.4.1 The Critique of GIS

Geographers everywhere were quick to explore
the opportunities offered by digital geographic
information and its associated technologies.
Computers appeared to offer endless opportuni-
ties for analyzing data using the rapidly
expanding set of methods commonly known as
spatial analysis (Berry and Marble 1968); and it
seemed that GIS might serve to integrate all of
these methods in a computational infrastructure
for the discipline. Yet the 1970s and 1980s also
saw a swelling movement against this apparently
wholesale adoption of a positivist methodology,
which appeared to be reducing humans to pre-
dictable automata, and by 1990 much of this
critique had come to focus on GIS and its roots in
geographic information.

Another line of critique challenged the degree
to which digital geographic information could
capture useful representations of the geographic
world. The area-class map which dominated
CGIS and the early commercial software prod-
ucts such as Esri’s ARC/INFO forced the world
into a very simple model in which sharp changes
occurred at boundaries, and the area within each
boundary was treated as homogeneous. This

“Boolean” view of the world was clearly a vast
oversimplification, yet widely applied in the
practices of many agencies. In effect, the world
was being simplified to fit the needs of GIS.

Yet another line of critique concerned the cost
of GIS. Although the “cost of entry” was
declining rapidly, in the early 1990s GIS was
essentially limited to governments, corporations,
and universities. This fed a sense that it was
being used to strengthen the power of the already
powerful, and to further marginalize those indi-
viduals and groups who were least able to afford
the cost. Moreover, the perspectives of those
groups, over such issues as planning proposals,
were likely to involve the kinds of information—
feelings, attitudes, and subjective judgments—
that GIS was least able to represent. All of these
critiques were assembled in a ground-breaking
book edited by Pickles (1995) and titled Ground
Truth: The Social Implications of Geographic
Information Systems. The critiques led to a string
of new research communities—Alt-GIS, GIS/2,
Critical GIS, etc.—and to a significant degree of
collaboration between the traditional GIS com-
munity, with its developers, educators and
advocates on the one hand, and leading critical
geographers on the other (Nyerges et al. 2011).

16.4.2 GIScience

For Tomlinson and others, the central issue of
geographic information technologies was what
they termed spatial data handling: the challenges
in adapting computers, their software, and their
processes of input and output to the special char-
acteristics of geographical data. The term sug-
gested that building and operating GIS would be a
problem in engineering, although it was reason-
able to expect that some of its functions could lead
to new scientific knowledge. By the mid-1980s,
interest was growing among scientifically oriented
GIS users in the implications of some of the
assumptions that had been made in building the
technology. Most notable among these was
the assumption that the map was the truth.

Research into these issues began in earnest in
the 1980s (Burrough 1986; Goodchild and Gopal
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1989), with the objectives of describing the
errors in GIS input, representing the errors in GIS
databases, and propagating the errors into GIS
output. By the late 1980s, it was clear that the
term “error” was inadequate, implying as it does
the existence of a true value. Many properties
being input to GIS lacked precise definitions; in
the case of soil maps or land-cover maps, for
example, the definitions of classes are commonly
vague, using terms such as “mostly”. The term
“error” was replaced with “uncertainty”, and
researchers began to explore the potential of
fuzzy sets (Frank and Mark 1991).

Interest in uncertainty led quickly to the real-
ization that GIS was more than a simple appli-
cation of computing: that it raised many issues of
an intellectual nature, and contained the possi-
bility of its own body of theory. In 1992 I pub-
lished a discussion (Goodchild 1992) with the
title “Geographical information science”, which
is now commonly abbreviated to GIScience.
There are several ways of defining GIScience: as
the scientific knowledge that enables GIS tech-
nology; as what the intelligent and experienced
user of GIS thinks about when employing the
software; as a set of principles that are generally
known to be true of geographic information; and
as the use of GIS to acquire scientific knowledge.

Underlying all of these is the essential truth
that GIS deals not with reality, but with repre-
sentations of reality that differ from reality in
important ways. Korzybski (1933) expressed this
succinctly as “the map is not the territory”. GIS
representations will always approximate, gener-
alize, and abstract, sometimes omitting detail that
turns out in hindsight to have significant impact
on the results and the decisions that they support.
Thus the intelligent and experienced user of GIS
knows that all results must be evaluated care-
fully, and appreciates the value of ground truth,
general geographic knowledge, and fieldwork, in
their ability to reveal potentially important dif-
ferences in the representation.

Two empirical principles stand out as partic-
ularly relevant to GIS (Anselin 1989). The
principle of spatial dependence holds, in the
words of Tobler (1970; and see also the forum
edited by Sui 2004), that “nearby things are more

similar than distant things”. The effects of this
very simple principle are profound: it enables the
making of intelligent guesses about unobserved
properties, by assuming that they are similar to
known properties that are nearby (the function
known as spatial interpolation); it enables the
plotting of contours on maps of elevation; and it
enables representations such as area-class maps
that aggregate areas into polygons based on their
degree of internal similarity. At the same time, it
raises issues for any application of the methods
of inferential statistics, since geographers must
often deal with samples that have not been drawn
independently from a parent distribution. The
principle of spatial heterogeneity describes the
essentially variable nature of the Earth’s surface,
and implies that it will always be difficult to
generalize from one study about other studies in
other locations, and potentially at other times.

16.4.3 Artificial Intelligence

With the growth of computer applications in
geographic research, it was perhaps inevitable
that the idea of automating geographic research
would surface. In the 1980s Dobson (1983)
advanced the notion of automated geography, and
Openshaw advocated what he called a geographic
analysis machine, that would take over the task of
searching for suitable models based on their
degree of fit to data (Openshaw et al. 1987;
Openshaw and Openshaw 1997). In the case of
spatial interaction, for example, where tables are
compiled of the number of travelers, migrants,
telephone calls, or commuting trips between ori-
gin areas and destinations, he suggested that a
machine could take over the process of model
formulation and analysis. The researcher would
identify the likely explanatory variables—dis-
tance, travel cost, travel time, population of origin
area, attractiveness of destination—and would
explore every possible mathematical combination
of these variables, ranking the combinations by
their goodness of fit to the data.

Today these early ideas of automated
research as a form of artificial intelligence have
evolved into the field of machine learning,

16 Geography and the Information Society 231



which has scored many successes in classifica-
tion and prediction. Geographers have begun
using machine learning (or GeoAI) to classify
images, and to search for features in vast col-
lections of images (Janowicz et al. 2020; Li
2020). But many questions have been raised
about the use of machine learning in science,
and its implication that the human actor is
playing less and less of a role in research. The
kinds of scientific knowledge, explanation, and
understanding that have traditionally formed the
goal of science are hardly satisfied by classifi-
cation and prediction, and Pearl and Mackenzie
(2018) have described machine learning as an
elaborate form of curve fitting. The detailed
outputs are hard to interpret, consisting of large
collections of weights, and the concept of
replicability, which lies at the heart of the sci-
entific tradition, may be beyond the capabilities
of machine learning: how can one compare the
results of machine learning in order to determine
if a result has indeed been replicated?

16.4.4 The Role of Geographers

Geographers played a key role in the development
of GIS, as discussed above, and many methods of
spatial analysis have been invented by geogra-
phers (see, for example, Anselin 1995; Fother-
ingham et al. 2002, 2017). But by the advent of the
twenty-first century, many other disciplines had
staked out their claim to geographic information
technologies, leaving geographers to wonder what
their long-term role might be. Computer scientists
had contributed many of the original ideas to
projects such as CGIS, and have long seen such
topics as spatial (and spatiotemporal) databases,
computational geometry, spatial reasoning, and
human-computer interface design as important
topics within their discipline. As applications of
GIS spread across many university campuses,
courses and programs were established in many
departments, including geology, archaeology, and
even religious studies. Many universities respon-
ded by establishing interdisciplinary centers to
provide essential support to what had become a
truly cross-disciplinary activity.

If ever there was a case for geography as the
owner of GIS, that case has long been lost. One
response has been to argue that geographers have
the greatest expertise in the technology and its
use, and can and should play essential roles in the
kinds of team-based research that are now
increasingly common. But this is to argue that
GIS is a service, just as the library is a service,
which should therefore be the responsibility of
units that are budgeted and managed as services,
rather than by an academic department. On the
other hand, the kinds of issues that were
addressed above are well suited to the interests of
geographers, and not only geographers of a
technical bent. So also are the issues addressed
above: the principles of GIScience, and the
degree to which they enable the technology.

Geography attracts a wide range of students
into its majors and graduate programs, from
those with a strong technical interest to those
whose preferred approach is more humanistic.
This has always had a strong beneficial effect on
GIS, as students come to combine the mindset
reflected in the technology with one that
responds to the issues that have been addressed
in this section. Moreover, it implies a willingness
to reach out beyond the limits of the discipline,
into engineering, the social and environmental
sciences, and even the arts and humanities.
Geography is in many ways an ideal home for
the integrating technology of GIS, ideally suited
to guiding the development of the technology so
that it reflects all dimensions of human activity
and concern, and ideally suited to taking a critical
perspective on its societal impacts.

16.5 Evolving Visions

The early vision of GIS was grounded in maps,
and much of the early content of GIS was derived
from maps. By the late 1980s, however, advan-
ces in computer graphics and display devices had
opened the possibility of displaying, rotating, and
zooming into a globe in real-time. The term
Digital Earth (Guo et al. 2020) was mentioned
by then-Vice-President Al Gore in his book
Earth in the Balance (Gore 1992) and fleshed out
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in a speech prepared for his delivery in 1998. By
2000 the average personal computer was capable
of wrapping an image over a simulated sphere,
and in 2005 Google released Google Earth, in
effect the first consumer-oriented implementation
of the Digital Earth vision. The early vision of
GIS was enhanced again when the Internet
became popular in the early 1990s, allowing the
development of a national spatial data infras-
tructure. Now geographic information was seen
as something to be shared, enabled by the
Internet as the channel of communication.

In the future, the prevailing vision of GIS and
the relationship between GIS, the discipline of
geography, and the information society might
best be captured in the concept of an interna-
tional geospatial infrastructure (Dangermond and
Goodchild 2019). Designed to support a vast
range of human activities, from courses and
programs in universities to wayfinding by the
citizen and decision-making by planners,
geospatial infrastructure will encompass the data,
the software, the users, and the devices that they
use to interface with the technology. It will be
supported by standards: standards of accuracy
and metadata, communications protocols, cre-
dentialing of users and developers, and standard
data formats. Geographers will play an essential
role in this infrastructure, in reflecting critically
on its societal impacts, researching standards,
acquiring scientific knowledge in the domain of
GIScience, and applying GIS to the solution of
problems and the support of decisions.

The vision of GIS has always been interna-
tional, based in part on the early efforts of
Tomlinson to build a global network of com-
mitted GIS developers, and in part by the global
nature of GIS subject matter. Although the IGU
played an essential role in those early efforts, the
momentum they established has long sustained
itself. But there continues to be a need for active
participation by the IGU, especially in over-
coming international differences in access to
software and data, in addressing issues of lan-
guage in a field that continues to be dominated
by English, and in ensuring worldwide access to
GIS education.
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