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Abstract We present a method for obtaining power-logarithmic bounds on the
growth of the moments of the position operator for one-dimensional ergodic
Schrödinger operators. We use Bourgain’s semialgebraic method to obtain such
bounds for operators with multifrequency shift or skew-shift underlying dynamics
with arithmetic conditions on the parameters.

1 Introduction

It is well known that Anderson localization (pure point spectrum with exponentially
decaying eigenfunctions) is highly unstable with respect to various perturbations.
For quasiperiodic operators, it very sensitively depends on the arithmetics of the
phase (a seemingly irrelevant parameter from the point of view of the physics of
the problem) and doesn’t hold generically [15]. It can also be destroyed by generic
rank one perturbations [7, 10]. This instability is therefore also present for the—
very physically relevant—notion of dynamical localization, defined as non-spread
of the initially localized wave packet or boundedness in time of the moments of the
position operator (see (3)).

Thus moments of the position operator for generic rank one perturbations of
many operators with a.e. dynamical localization are unbounded in time. This bizarre
situation is partially rescued by a result of [5, 6]: when eigenfunctions have an
additional SULE (semi-uniform localization) property, the moments of the position
operators of all rank-one perturbations grow at most power-logarithmically. Indeed
SULE has since been proved for all operators with localization that come from
physically realizable models. From this point of view, power-logarithmic bounds of
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the moments are the stable—and therefore physically relevant—property, making it
worthwhile to prove directly for operator families with (expected) a.e. localization,
bypassing the localization proof. This, in particular, includes one-dimensional
ergodic operator families Hω,x : �2(Z) → �2(Z) given by

(Hω,xψ)(n) = ψ(n − 1) + ψ(n + 1) + V (T n
ω (x))ψ(n), (1)

where Tω is an ergodic transformation and V is a real-valued function, in the regime
of positive Lyapunov exponents.

Direct proofs of upper quantum dynamical bounds for quasiperiodic and other
ergodic operators with positive Lyapunov exponents have been done, in increasing
generality in [8, 11, 14]. In all these cases, the results featured the desired stability
in phase and often were also arithmetic in frequency (in contrast with many
localization proofs). All the papers mentioned above obtain vanishing of the
transport exponents β(p) (see (4)), which implies sub-polynomial growth of the
moments. Here we present a method that allows to improve this to the desired
power-logarithmic bounds. We note that our results are also phase-stable and our
frequency conditions are arithmetic. The only previous direct proof of power-
logarithmic bounds was done for the Anderson model in [16] based on different
considerations, but we note that for the Anderson model, localization always holds
([4] or sees a very simple recent argument in [18]). Thus, to the best of our
knowledge, we present the first proof of power-logarithmic quantum dynamical
bounds for models without localization.

To get such bounds we, inspired by the theory of logarithmic dimension
developed in [23], introduce the notion of logarithmic transport exponents (see (5))
and obtain estimates for them.

Technically, our method goes back to [12] where the existence of transfer
matrices growing appropriately along a subsequence was first used to prove
zero Hausdorff dimension of spectral measures for one-frequency quasiperiodic
operators, including in situations where localization cannot hold. The ideas of [12]
were first applied in [8] to obtain vanishing transport exponents for those models,
and then this was further modified and developed in [14] to allow very rough
functions. These methods however required continued fraction techniques and did
not extend naturally even to the case of higher-dimensional tori. This was tackled
in [11] which developed a method allowing to handle general dynamics of zero
topological entropy. Here, for our one-frequency result, we go back to the approach
of [8, 12, 14]. The method of [11] however is too rough for the logarithmic scale. It
turns out that for higher-dimensional shifts and skew-shifts already the basics of the
Bourgain’s semialgebraic/large deviations method [3] are ideally suited to obtain
the desired power-logarithmic bounds on the moments.

The key estimate from Bourgain’s method used here is the sublinear bound (23)
on the number of hits of a semialgebraic set by a shift [3] or skew-shift [22]
trajectory. In fact, all we need is a much weaker statement: the existence of at
least one miss in sublinear time, which of course follows from the sublinear bound.
We make some explicit estimates on the power used in the sublinear bound (23)
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in Sect. 4. The sublinear bound was also fruitfully used in a recent work [13] to
establish vanishing of transport exponents β(p) (thus subpolynomial bounds on the
moment growth) for long-range quasiperiodic operators, for which the authors of
[13] developed a non-transfer matrix-based approach. It is an interesting question
whether power-logarithmic bounds can be also obtained in that case.

We cover all scenarios where a.e. Anderson localization has been proved for
one-dimensional operators with analytic quasiperiodic and skew-shift potentials as
described in Bourgain’s book [3] and with Gevrey extensions in [19, 20]. For all
these models, the a.e. dynamical localization was also shown to hold [2]. Essentially,
what we demonstrate by this work is that power-logarithmic bounds on transport can
be viewed as dynamical localization-light, since the proof is considerably simpler
than that of localization and in fact can be obtained in many known scenarios as a
part of the latter proof. Yet the results are phase-stable and presumably optimal as far
as phase-stable results go. Just as with Anderson localization, our theorems are non-
perturbative (obtained as a corollary of positive Lyapunov exponents) for analytic
potentials over toral shifts and Gevrey potentials for one-frequency shifts, while they
require large coupling constants dependent on the frequency for the multifrequency
Gevrey and skew-shift cases. We note, however, that all such dependence comes
from the large deviation estimates that we use as a black box; we don’t add any
further “perturbative” components through our technique.

We proceed to formulate our main results. Consider the time-averaged quantity:

a(n, T ) = 2

T

∫ ∞

0
e2t/T 1

2

(∣∣∣
〈
eitHω,x δ0, δn

〉∣∣∣2 +
∣∣∣
〈
eitHω,x δ1, δn

〉∣∣∣2
)

dt, (2)

where δn(m) = 1 when m = n and 0 otherwise.
Dynamical localization is characterized by boundedness in time of the moments

of the position operator:

〈|X|p(T )
〉 =∑

n∈Z
(1 + |n|)pa(n, T ). (3)

For simplicity, we are restricting our attention to time-averaged quantities rather

than considering a(n, t) = 1
2

(∣∣〈eitHω,x δ0, δn

〉∣∣2 + ∣∣〈eitHω,x δ1, δn

〉∣∣2) , but our anal-

ysis can be carried through for non-time-averaged quantities as well, following the
ideas in [8]. We only consider time-averaging for a small simplification.

Dynamical localization always implies Anderson localization but is strictly
stronger [6, 17] . When dynamical localization does not hold, the moments of the
position are unbounded in time, and a natural quantity of interest is how fast this
growth is. Classically, this is captured by the upper and lower transport exponents:

β+(p) = lim sup
t→∞

ln 〈|X|p(t)〉
p ln t

; β−(p) = lim inf
t→∞

ln 〈|X|p(t)〉
p ln t

, (4)
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which describe power-law bounds on the growth of the moments. It is known that,
under very relaxed conditions (c.f. [11]), the transport exponents vanish when the
Lyapunov exponent is positive. Let us refine the notion of transport exponents by
defining the logarithmic transport exponents as

β+
ln (p) = lim sup

t→∞
ln 〈|X|p(t)〉

p ln ln t
; β−

ln (p) = lim inf
t→∞

ln 〈|X|p(t)〉
p ln ln t

. (5)

Our first result is that positivity of the Lyapunov exponent will imply that this
exponent is finite for every p.

Let Tω represent either the shift or the skew-shift on the torus, Tν, Gσ (Tν)

denote the Gevrey class, L(E) denote the Lyapunov exponent, and DC(A, c) and
SDC(A, c) denote Diophantine conditions (see Sect. 2 for the relevant definitions).
In this regime, we have the following.

Theorem 1.1 Let Hω,x be an operator of the form (1) with Tω given by the shift
on T, and either f is analytic or f ∈ Gσ (T), σ > 1, and obeys the transversality
condition (12). Suppose that L(E) > 0 for every E ∈ R. Then for any x ∈ T, ε > 0
and m > 0,

(1) If ω ∈ R\Q, then lim infT →∞ 〈|X|m(T )〉
(ln T )m(σ+1+ε) < ∞.

(2) If ω ∈ DC(A, c), then lim supT →∞
〈|X|m(T )〉

(ln T )m(σ+1+ε) < ∞.

Remark 1 We can rewrite the conclusions of Theorem 1.1 as follows:

(1) If ω ∈ R\Q, then β−
ln (p) ≤ 1 + σ for every p > 0 and x ∈ T.

(2) If ω ∈ DC(A, c), then β+
ln (p) ≤ 1 + σ for every p > 0 and x ∈ T.

Remark 2 For analytic f the conclusion holds with σ = 1.

We have similar logarithmic quantum-dynamical bounds for non-constant ana-
lytic potentials on higher-dimensional tori.

Theorem 1.2 Let Hω,x be an operator of the form (1) with Tω given by the shift
on T

ν with ν > 1. Suppose also that f is a non-constant analytic function on T
ν,

ω ∈ DC(A, c) and that L(E) > 0 for every E ∈ R. Then there exists γ = γ (ν,A)

such that, for every m > 0,

β±
ln (m) ≤ γ. (6)

for all x ∈ T
ν .

Remark 3 For analytic f, the condition L(E) > 0 for every E ∈ R is satisfied for
λf, where λ > λ0(f ). Also we have as an immediate corollary that there exists γ (ν)

such that for a.e. ω ∈ T
ν, β±

ln (m) ≤ γ (ν) for every m > 0.

Things become a bit more technical when we consider the multifrequency shift
with potentials in the Gevrey class, or when considering the skew-shift instead of
the shift.
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Theorem 1.3 Let x ∈ T
ν . Let Hω,x be an operator of the form (1) with Tω given

by the shift on T
ν with ν > 1. Suppose also that f = λf0 ∈ Gσ (Tν) such that f0

obeys the transversality condition (12), ω ∈ DC(A, c) and that L(E) > 0 for every
E ∈ R. Then there exists λ0 = λ0(f0, ω) > 0 and γ = γ (σ, ν,A) such that, for
every λ > λ0 and m > 0,

β±
ln (m) ≤ γ. (7)

Remark 4 The condition on λ0 comes from [19] and is necessary to obtain and use
a large deviation estimate which is critical to our proof. See Theorem 2.4.

Theorem 1.4 Let Hω,x be an operator of the form (1) with Tω given by the
skew-shift on T

ν, suppose f = λf0 ∈ Gσ (Tν) such that f0 obeys (12), and
ω ∈ SDC(A, c), for some A ≤ 2. Suppose that L(E) > 0 for every E ∈ R.

Then there exists λ0 = λ0(f0, ω) > 0 and γ = γ (σ, ν,A) such that for every
λ > λ0 and m > 0,

β±
ln (m) ≤ γ. (8)

for all x ∈ T
ν .

Remark 5 As mentioned earlier, the perturbative nature of Theorems 1.3 and 1.4 is
fully captured in the ω-dependence of λ0 that comes from [19, 20], while the bound
γ that we prove to exist is constant for a.e. Diophantine ω.

Remark 6 We will see in our proof that the γ that appears in Theorems 1.3 and 1.4
has ω-dependence which appears precisely as the constant δ from (23). It is possible

to explicitly compute γ = C(σν + 1)
(

1
δ

)
. Here C is a universal constant C =

C(ν). The constant δ is different for the shift and skew-shift and will be obtained by
semialgebraic methods in Sect. 4, where we obtain the explicit estimates δ ≤ 1

A+ν

for the shift and δ < 1
Aν2ν−1 for the skew-shift.

Remark 7 One of the only places where there is still room for improvement in this
approach is the estimate on δ in Theorem 2.2. The closer δ is to 1, the smaller γ

will be and thus the better the localization result. Our estimate for the shift follows
from a harmonic analysis approach given by Bourgain. For ω ∈ DC(A, c), other
estimates have been obtained by other authors using alternative methods (c.f. [11]
and [22]), but when A � 1, our localization result is stronger.

We note that the method in [11] while applicable to all our models and a lot more
is insufficient to obtain ln-type estimates which we are after here, largely because
it allows to find the required exponential growth of the transfer matrix only on
polynomially large length scales, whereas the growth needs to be on logarithmic
length scales to obtain ln-type estimates.

Related to dynamical bounds are dimensional bounds on spectral measures. It
is known that positive Lyapunov exponent implies that the spectral measures have
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Hausdorff dimension zero for every phase. A finer notion, introduced in [21] and
explored in more generality in [23], is the logarithmic dimension. In short, we
say that the upper logarithmic dimension of a measure, μ, is less than α if the
measure is supported on a set of logarithmic dimension less than α. A result due to
Simon [24] says that spectral measures for 1D quasiperiodic operators with positive
Lyapunov exponent are supported on a set of logarithmic capacity 0 for a.e. phase.
This implies that the upper logarithmic dimension of the spectral measures is at most
1 for a.e. phase. It leaves unclear what happens on this null set of phases. Moreover,
while upper bounds on quantum dynamics imply suitable upper bounds on upper
dimension of spectral measures, the reverse is not, in general, true. Indeed, examples
are known where the spectral measure is pure point but quantum dynamics is
even quasi-ballistic (see [6]). Since we prove power-logarithmic quantum dynamics
bounds for all phase, a consequence is a (weaker) bound on the upper logarithmic
dimension for every phase. Thus, while we obtain weaker dimensional estimates
this way, we are able to handle every phase, not just a.e. phase.

By Theorem 2.6 from [23], we have the following corollary.

Corollary 1.1 Under the assumptions of Theorem 1.1, with ω ∈ DC(A, c), we
have dim+

ln(μ) ≤ 1 + σ, where μ is the spectral measure related to δ0 and Hω,x.

Under the assumptions of Theorem 1.3, we have dim+
ln(μ) ≤ γ.

Other quantities have been proposed for studying dynamical localization-type
estimates, see [1, 8], but one of the major advantages of β±

ln (p) is that, similar to
β±(p), it is stable under perturbations in certain circumstances. See Theorem 1.5
part (b) for a precise statement.

One transfer matrix-based way to approach upper dynamical bounds goes back
to a scheme by Damanik and Tcheremchantsev [8] wherein the quantity β±(p) was
related to suitable growth of the transfer matrices along suitable length scales (see
also [16]). In this paper, we refine this scheme to allow us to obtain finer dynamical
estimates. Our contribution is the following theorem, which required us to address
certain technical limitations in the original argument (see Sect. 2.2 for the relevant
definitions and Sect. 3 for full details).

Theorem 1.5 Suppose H1 is of the form (1) with bounded potential v1 and
σ(H1) ⊂ [−K + 1,K − 1].
(a) Suppose for all δ < ∞ and T > T0, we have

∫ K

−K

(
min
l=±1

max
1≤lj≤(ln T )γ

∣∣∣
∣∣∣Av1,E+i/T

j (x)

∣∣∣
∣∣∣2
)−1

dE = O(T −δ) (9)

for some γ > 1. Then β+
ln,1(p) ≤ γ, where β+

ln,1(p) is the transport exponent
associated to H1. If the above condition holds for a sequence Tn → ∞, then
β−

ln,1(p) ≤ γ.

(b) In addition to the above, suppose also that H2 is an operator of the form (1)
with bounded potential v2 such that σ(H2) ⊂ [−K + 1,K − 1] and suppose
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that there exists B > 0 such that for all E ∈ [−K + 1,K − 1], 0 < ε ≤ 1, and
|n| ≤ ln(ε−1),

εB
∣∣∣
∣∣∣Av1,E+iε

n

∣∣∣
∣∣∣ �

∣∣∣
∣∣∣Av2,E+iε

n

∣∣∣
∣∣∣ � ε−B

∣∣∣
∣∣∣Av1,E+iε

n

∣∣∣
∣∣∣ . (10)

Then β±
ln,2(p) ≤ γ for every p > 0, where β±

ln,2(p) is the transport exponent
associated to H2.

Remark 8 It is worth noting that Theorem 1.5 is a purely deterministic result and
thus holds for general operators of the form

(Hu)(n) = u(n − 1) + u(n + 1) + V (n)u(n),

where V is a bounded sequence of real numbers.

Theorem 1.5 is similar to Theorem 1 in [8], but there is a major issue with just
repeating the proof of Theorem 1 in [8] using (ln T )γ in place of T γ . The problem
is that the result in [8] a priori assume that β±(p) < ∞ for every p > 0. This is the
well-known ballistic upper bound. We do not, unfortunately, have a similar a priori
estimate on β±

ln (p), even when β±(p) = 0, which means the original argument is
insufficient. Our main technical achievement on the way to a proof of Theorem 1.5
is a sufficient condition (Theorem 3.2) under which we can say β±

ln (p) < C <

∞ for every p > 0. Once we have this, we can use the ideas from [8] to obtain
Theorem 1.5.

This essentially reduces the problem of bounding log-transport exponents to
obtaining lower bounds on the growth of the transfer matrix along particular length
scales. This will be done in a two-step process. First, we will demonstrate that, for
a fixed energy and frequency, transfer matrix growth can be suboptimal only for a
set of phases of small measure. This will be captured by so-called large deviation
estimates. Then we will show that every phase will correspond to a transfer matrix
with good growth after at most power-log many iterates of the transformation.

The rest of our paper is organized in the following way. In Sect. 2 we introduce
the relevant definitions needed for our paper. Section 2.2 is devoted to those
definitions needed for the proof of Theorem 1.5. Section 2.3 recalls facts about
semialgebraic sets which will be necessary for the proof of Theorem 1.3. Section 2.4
recalls the large deviation theorems needed for measure estimates. We prove
Theorem 1.5 in Sect. 3. We explicitly compute discrepancy bounds in Sect. 4. We
prove two technical lemmas regarding the set of “good” phases in Sect. 5. Finally,
we prove Theorem 1.1 in Sect. 6 and Theorem 1.3 in Sect. 7. Proofs of Theorems 1.2
and 1.4 are essentially identical to that of Theorem 1.3. However, we describe the
small changes needed in, correspondingly, Sects. 8 and 9.
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2 Preliminaries

2.1 Schrödinger Operators and Transfer Matrices

We consider the two particular types of Schrödinger operator, Hω,x : �2(Z) →
�2(Z) given by

(Hω,xψ)(n) = ψ(n − 1) + ψ(n + 1) + f (T n
ω (x))ψ(n), n ∈ Z. (11)

The first case we consider is where x ∈ T
ν, Tω is the shift: Tωx = x + ω and

ω = (ω1, ..., ων) and (ω1, ..., ων, 1) are rationally independent. The second case
we consider is where x ∈ T

ν, Tω is the skew-shift: Tω(x1, ..., xν) = (x1 + ω, x2 +
x1, x3 + x2, ..., xν + xν+1) and ω ∈ R\Q.

Additionally, we recall that Gσ (Tν) denotes the Gevrey class:

Gσ (Tν) =
{
f : Tν → R : ∣∣∣∣Dαf

∣∣∣∣∞ < C|α|+1(α!)σ
}

.

An equivalent definition of Gσ which we will take advantage of is:

Gσ (Tν) =
{
f : Tν → R : |f̂ (n)| ≤ e−|n|1/σ

}
.

In both of the cases, we will consider f ∈ Gσ (Tν) in (11).
For technical reasons, we will further restrict our attention to those Gevrey class

functions that obey a transversality condition:

Dαf (x) 
= 0 for any x ∈ T
ν, α ∈ N

ν . (12)

From this point forward, when discussing f ∈ Gσ (Tν), we will mean those f ∈
Gσ (Tν) that satisfy (12). Recall that, for any E ∈ C, any solution to the eigen-
equation Hω,xψ = Eψ can be reconstructed from the n-step transfer matrix:

A
f,E
n (x) =

1∏
k=n

(
f (T k

ω(x)) − E −1
1 0

)
(13)

by

(
ψ(n + 1)

ψ(n)

)
= A

f,E
n (x)

(
ψ(1)

ψ(0)

)
. (14)

We can then define

Ln(E) = 1

n

∫
ln
∣∣∣
∣∣∣Af,E

n (x)

∣∣∣
∣∣∣ dx
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and the Lyapunov exponent is given by

L(E) = lim Ln(E) = inf Ln(E).

We will also need a Diophantine condition. We say that ω ∈ DC(A, c) if
||k · ω|| > c|k|−A for every k ∈ Z

ν\{0}. We say that ω ∈ SDC(A, c) if
||k · ω|| > c 1

|k|(ln |k|)A . We will only consider ω ∈ SDC(A, c) for A ≤ 2, which
is a restriction imposed by Theorem 2.4. See [19] for details.

In what follows, C and c will denote finite constants and ε will denote a small
constant, all of which can only depend on f, ν, ω, or E. Moreover, these constants
may change throughout a proof, but ε will always denote a small constant, and
boundedness of C and c will be unchanged.

2.2 Transport Exponents

Recall that we have defined

β+
ln (p) = lim sup

ln 〈|X|p(t)〉
p ln ln t

; β−
ln (p) = lim inf

ln
〈|X|pt

〉
p ln ln t

.

It is simple to verify via Hölder’s inequality that β±
ln (p) is non-decreasing in p, so

obtaining a bound on β±
ln (+∞) is sufficient for bounding β±

ln (p) for any p > 0.

To bound β±
ln (+∞), for general operators, we will need to define the so-called

outside probabilities:

Pl(N, T ) =
∑

n<−N

a(n, T ) (15)

Pr(N, T ) =
∑
n>N

a(n, T ) (16)

P(N, T ) = Pl(N, T ) + Pr(N, T ) (17)

=
∑

|n|>N

a(n, T ) (18)

along with associated log-transport quantities:

S+
ln(α) = − lim sup

ln(P ((ln T )α − 2, T ))

ln ln T
(19)

S−
ln(α) = − lim inf

ln(P ((ln T )α − 2, T ))

ln ln T
(20)

α±
ln = sup

{
α ≥ 0 : S±

ln (α) < ∞} . (21)
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A quick note on our convention here: we use (ln T )α − 2 so that S±
ln (0) = 0 as in

[8].
Our goal in Sect. 3 will be to show that, under suitable conditions, β±

ln (p) ≤ α±
ln

for every p > 0, which will be used to establish Theorem 1.5.

2.3 Semialgebraic Sets

Definition 2.1 We say that a set S ⊂ R
n is semialgebraic if it can be writ-

ten as a finite union of polynomial inequalities. More precisely, suppose P =
{p1, . . . , ps} ⊂ R[X1, . . . , Xn] is a finite collection of real polynomials in n

variables, whose degrees are bounded by d. A closed semialgebraic set, S ⊂ R
n, is

given by an expression of the form

S =
k⋃

j=1

⋂
m∈Qj

{
x ∈ R

n : pmsjm0
}
, (22)

where Qj ⊂ {1, ..., s} and sjm ∈ {≤,=,≥} are arbitrary. Moreover, we say that S
has degree at most sd and its degree is the infimum of sd over all representations as
in (22).

Theorem 2.1 ([3] Corollary 9.6) Let S ⊂ [0, 1]n be semialgebraic of degree B.

Let ε > 0 be a small number and |S| < εn, where | · | represents Lebesgue measure.
Then there exists C = C(n) such that S may be covered by at most BCε1−n ε-balls.

Using these results for general semialgebraic sets, we can obtain sublinear
bounds for the shift and skew-shift.

Theorem 2.2 Let Tω represent either the shift or the skew-shift. Let S ⊂ [0, 1]n be
semialgebraic of degree B and |S| < η. Let ω ∈ DC(A, c) (when considering the
shift) or ω ∈ SDC(A, c) (when considering the skew-shift), and let N be an integer
such that

B ≤ N <
1

η
.

Then there is C = C(n) and δ = δ(ω) such that for any x0 ∈ T
n,

#
{
k = 1, ..., N : T k

ω(x0) ∈ S
}

< N1−δBC. (23)

Remark 9 While the above result holds for any N ≥ B, the resulting bound,
N1−δBC , will only be smaller than N when ln(N) > C ln(B), where C = C(n, δ).
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The case where Tω is the shift is due to Bourgain [[3] Corollary 9.7], and the case
for the skew-shift follows from Lemma 8.4 in [22]. The particular δ obtained differs
between the shift and skew-shift, as we will show in Sect. 4.

Remark 10 Different authors obtain different values of δ for the shift (c.f. [22] and
[11]) depending on what method they use. In Sect. 4 we explicitly estimate δ for the
shift using the approach from [3], which turns out to be better than the values from
[22] and [11] when ω ∈ DC(A, c), A � 1.

2.4 Large Deviation Theorems

Throughout the section, we will assume that the energy, E, is such that L(E) > 0.

The estimate we will obtain in Sect. 4 will rely on estimates on the measure of
semialgebraic sets. The particular semialgebraic sets we are interested in are the set

of phases, x, for which 1
n

∣∣∣
∣∣∣Af,E

n (x)

∣∣∣
∣∣∣ converges to L(E) slowly. To this end, we

recall the following large deviation theorems, the first of which is due to Bourgain,
Goldstein, and Schlag, and the second is due to S. Klein, which quantitatively
measure the rate of convergence.

For the shift model with non-constant analytic potential, there is a well-known
large deviation estimate.

Theorem 2.3 ([3] Theorem 5.5) Assume ω ∈ T
ν satisfies ω ∈ DC(A, c). Let f

be a non-constant real analytic function on T
ν . Then there is α = α(A) > 0 such

that
∣∣∣∣
{
x ∈ T

ν :
∣∣∣∣ 1

N
ln
∣∣∣
∣∣∣Af,E

N (x)

∣∣∣
∣∣∣− LN(E)

∣∣∣∣ < N−α

}∣∣∣∣ < e−Nα

. (24)

For the shift model with Gevrey class potential and skew-shift with analytic or
Gevrey class potential satisfying a transversality condition, we have:

Theorem 2.4 ([19] Theorem 6.1) Assume f ∈ Gσ (T ν) satisfies a transversality
condition, and suppose f = λf0, for some λ ∈ R and f0 ∈ Gσ fixed. Let ω ∈
DC(c,A) (for the shift) or ω ∈ SDC(A, c), A ≤ 2 (for the skew-shift). Then there
exists λ0 = λ0(f0, A) such that for every fixed |λ| > λ0 and for every energy E, we
have

∣∣∣∣
{
x ∈ T

ν :
∣∣∣∣ 1

N
ln
∣∣∣
∣∣∣Af,E

N (x)

∣∣∣
∣∣∣− LN(E)

∣∣∣∣ < N−τ

}∣∣∣∣ < e−Nα

, (25)

for some constants τ, α > 0 depending only on ν, and everyN > N0(λ, c, f0, σ, ν).
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3 Transport Exponents

Our first goal in this section is to relate β±
ln (p) to S±

ln . Observe that if S−
ln (α) < +∞,

we have:

P((ln T )α − 2, T ) > (ln T )−S−
ln (α)− (26)

and so

〈|X|p(T )
〉 =

+∞∑
n=−∞

(|n| + 1)pa(n, T ) (27)

≥
∑

|n|>(ln T )α−2

(|n| + 1)pa(n, T ) (28)

≥ C(ln T )αpP ((ln T )α − 2, T ) (29)

≥ C(ln T )αp(ln T )−S−
ln (α)− (30)

= C(ln T )αp−S−
ln (α)− (31)

and thus

β−
ln (p) ≥ α − S−

ln (α)

p
. (32)

A similar analysis for S+
ln (α) < +∞ shows

β+
ln (p) ≥ α − S+

ln (α)

p
. (33)

Together, this shows that

β±
ln (+∞) ≥ α±

ln . (34)

On the other hand, it is possible to use α±
ln to bound β±

ln (+∞) from above:

Theorem 3.1 Let H be an operator of the form (1) with bounded potential and
suppose that for some η > 0, and for all p > 0, we have

〈|X|p(T )
〉
< Cp(ln T )ηp. (35)

Then 0 ≤ α±
ln ≤ η and

β±
ln (+∞) ≤ α±

ln . (36)
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Remark 11 We can replace (35) with the condition β+
ln (p) < η for every p > 0.

Remark 12 The following proof uses the same ideas as the proof of Theorem 4.1 in
[9].

Proof The bound 0 ≤ α±
ln ≤ η follows from the computation performed above, so

we will focus on proving (36).
Fix 0 ≤ α ≤ α+

ln, ε > 0 and consider the following:

〈|X|p(T )
〉 =

+∞∑
n=−∞

(|n| + 1)pa(n, T ) (37)

=
∑

|n|≤(ln T )α−2

+
∑

(ln T )α−2<|n|≤(ln T )
α
+
ln+ε/2

(38)

+
∑

(ln T )
α
+
ln+ε/2

<|n|≤(ln T )η+ε

+
∑

(ln T )η+ε<|n|
. (39)

Let us label these sums 1–4. A few notes before we start bounding these sums.
First, we will assume α > 0. If α = 0, then we may proceed by removing the
second sum and replacing α with α+

ln in the first sum. Second, if α+
ln = η, then the

third sum is unnecessary.
We can bound sum 1 by

∑
|n|≤(ln T )α−2

< C(ln T )αp.

We can bound sum 2:

∑
(ln T )α−2<|n|≤(ln T )

α
+
ln+ε/2

≤ C(ln T )pα+
ln+pε/2P((ln T )α − 2, T ).

If α+
ln = η, then sum 3 is unnecessary. If α+

ln < η, then we can bound sum 3 by

∑
(ln T )

α
+
ln+ε/2

<|n|≤(ln T )η+ε

≤ (ln T )ηp+pεP ((ln T )α
+
ln+ε/2, T ),

and by definition of α+
ln, the right-hand side goes to 0, so it can be further bounded

by some constant C.

Finally, we have the bound for sum 4. For any m,

∑
(ln T )η+ε<|n|

≤ (ln T )−(η+ε)m
〈|X|p+m(T )

〉
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≤ Cp+m(ln T )−(η+ε)m(ln T )η(p+m).

By taking m > ηp/ε, we have

∑
(ln T )η+ε<|n|

< C.

Putting everything together, we have

〈|X|p(T )
〉
< C + C(ln T )pα + C(ln T )pα+

ln+pε/2P((ln T )α − 2, T ). (40)

Taking ln throughout, and letting

f (T , p, α, ε) = max
{
αp ln ln(T ), (pα+

ln + pε

2
) ln ln(T ) + ln(P ((ln T )α − 2, T ))

}
,

we have

ln
(〈|X|p(T )

〉)
< C + f (T , p, α, ε) (41)

so

β+
ln (p) ≤ max

{
α, α+

ln + ε

2
− S+

ln(α)

p

}
. (42)

Taking p → ∞ yields our result for β+
ln (p). The proof for β−

ln (p) is similar.
�


The major roadblock to using this result to obtain bounds on β±
ln (p) is that it

requires an a priori finite estimate on β±
ln (p) for every p > 0, which we do not

have in general. This differs from the situation arising when we merely want to
bound β±(p), since in that case we usually have a trivial ballistic upper bound:
β±(p) ≤ 1. To remedy this, we have the following, which provides a sufficient
condition for β±(p) < C < ∞ for every p > 0.

Theorem 3.2 Let H be an operator of the form (1) with bounded potential and
suppose that α±

ln < +∞. Moreover, suppose that, for some ξ > 0,

P ((ln T )ξ , T ) = O(T −a) (43)

for every a > 1, and for some γ < ∞, we have

〈|X|p(T )
〉
< CpT γp. (44)

Then for some η < ∞ (35) holds.
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Remark 13 As noted above, (44) always holds with γ = 1 when the potential is
bounded.

Proof The proof proceeds the same as before, expressing 〈|X|p(T )〉 as a sum and
decomposing that sum into four further sums, except we take η to be ξ. With this
modification, the bounds for sums 1–3 still hold, but we need to be more careful
with the fourth sum.

We have:

∑
(ln T )ξ+ε<|n|

=
∑

(ln T )ξ+ε<|n|≤T γ+ε

+
∑

T γ+ε<|n|
. (45)

Let us denote the first sum by I and the second sum by II. We can bound sum I by

∑
(ln T )ξ+ε<|n|≤T γ+ε

≤ T (γ+ε)pP ((ln T )ξ+ε, T ) (46)

≤ T p(γ+ε)−a (47)

for large T , where we can take any a > 1. Taking a > p(γ + ε), we have∑
(ln T )ξ+ε<|n|≤T γ+ε < C. For sum II, we have

∑
T γ+ε<|n|

= T −m(γ+ε)
∑

T γ+ε<|n|
(|n| + 1)p+ma(n, T ) (48)

≤ T −m(γ+ε)
〈|X|p+m(T )

〉
(49)

≤ Cm+pT (p+m)γ−m(γ+ε) < C. (50)

for m > γp/ε. With these two bounds, we may proceed as before to conclude that
β+

ln (p) < C < +∞. �

We will now turn our attention to the proof of Theorem 1.5. We start with a

lemma due to Damanik and Tcheremchantsev:

Lemma 3.1 ([8] Theorem 7) Suppose H is of the form (1), where V is a bounded
real-valued function, and K ≥ 4 is such that σ(H) ⊂ [−K + 1,K − 1]. Then

Pr(N, T ) � e−cN + T 3
∫ K

−K

(
max

1≤n≤N

∣∣∣
∣∣∣Af,E+i/T

n

∣∣∣
∣∣∣2
)−1

dE (51)

Pl(N, T ) � e−cN + T 3
∫ K

−K

(
max

1≤n≤N

∣∣∣
∣∣∣Af,E+i/T

−n

∣∣∣
∣∣∣2
)−1

dE (52)

With this lemma, and the preceding theorems, we will prove Theorem 1.5.
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Proof of Theorem 1.5(a) In light of Theorem 3.1, it suffices to show that α±
ln ≤ γ.

We will do this for α+
ln and observe that the proof for α−

ln is the same.
Using (9) and Lemma 3.1, since γ > 1, we have

P((ln T )γ , T ) = O(T −δ) (53)

for every δ < ∞. Thus

ln (P ((ln T )γ , T ))

ln ln(T )
≤ −δ ln(T )

ln ln(T )
. (54)

We are left with

S+
ln (γ ) = +∞, (55)

so α+
ln ≤ γ. �


We will now prove the second part.

Proof of Theorem 1.5(b) Fix H1 and H2 of the form (1) with bounded potentials,
v1 and v2, and let K ≥ 4 be such that σ(Hi) ⊂ [−K + 1,K − 1] for i = 1, 2.

Denote the corresponding transfer matrices by Av1 and Av2 and the corresponding
transport exponents by β±

ln,1(p), β±
ln,2(p). Suppose that there is γ < ∞ such that

for every M > 0 and T > T0(M),

∫ K

−K

(
max

0≤|n|≤(ln T )γ

∣∣∣∣Av1
n (x,E + i/T )

∣∣∣∣2
)−1

dE ≤ CT −M.

Moreover, suppose that there exists A > 0 such that for all E ∈ [−K + 1,K −
1], 0 < ε ≤ 1, and |n| ≤ ln(ε−1),

εA
∣∣∣
∣∣∣Av1,E+iε

n

∣∣∣
∣∣∣ �

∣∣∣
∣∣∣Av2,E+iε

n

∣∣∣
∣∣∣ � ε−A

∣∣∣
∣∣∣Av1,E+iε

n

∣∣∣
∣∣∣ . (56)

Let P1(N, T ) and P2(N, T ) be the corresponding outside probabilities.
Observe, by Lemma 3.1 and our assumptions above, that for any M > 0, and

T > T0(M),

P2((ln T )γ , T ) ≤ e−C(ln T )γ + T 3
∫ ∫ K

−K

(
max

0≤|n|≤(ln T )γ

∣∣∣∣Av2
n (x, E + i/T )

∣∣∣∣2
)−1

dE

(57)

≤ e−C(ln T )γ + T 3+A

∫ ∫ K

−K

(
max

0≤|n|≤(ln T )γ

∣∣∣∣Av1
n (x, E + i/T )

∣∣∣∣2
)−1

dE

(58)

≤ CT −M, (59)
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and thus

ln(P2((ln T )γ , T ))

ln ln(T )
≤ −M ln(T ) + ln(C)

ln ln(T )
. (60)

We conclude as before.
�


4 Semialgebraic Sets

Here we obtain an explicit estimate on the δ from Theorem 2.2.

Theorem 4.1 When Tω is the shift onTn, andω ∈ DC(A, c),we can take δ ≤ 1
A+n

in Theorem 2.2. When Tω is the skew-shift on Tn, and ω ∈ SDC(A, c), we can take
δ < 1

n2n−1(1+ε)
for any ε > 0.

Remark 14 The general idea of the proof is the same in both cases. We first prove
a bound of the form # {k = 1, ..., N : Tω(x0) ∈ Bε} ≤ N−ζ , where Bε is a ball of
radius ε. Then we use the covering lemma for semialgebraic sets (Theorem 2.1) to
cover the desired semialgebraic set by ε-balls. Because of this similarity, we will
only give a proof for the shift. The details for the skew-shift can be found in [22]
(Lemma 8.4 and Theorem 8.7).

Proof Fix ε = N−δ and let χ(x) = χB(0,ε)(x) be the characteristic function of the
ball of radius ε centered at 0. Let R = 1

10ε
and let

FR(xj ) = 1

R

(
sin(Rx/2)

sin(x/2)

)2

=
∑

|m|<R

(
1 − |m|

R

)
eimxj =

∑
|m|<R

F̂R(m)eimxj

be the usual Fejer kernel on R.

If χ(x) = 0, then χ(x) ≤ CR−n
∏n

j=1 FR(xj ) holds trivially. On the other hand,
by our choice of ε and R, if χ(x) = 1, then FR(xj ) ∼ R, since, for small xj ,

FR(xj ) = 1

R

(
sin(Rxj /2)

sin(xj /2)

)2

∼ 1

R
R2 = R,

and we also have χ(x) ≤ CR−n
∏n

j=1 FR(xj ). Thus we have

n∏
j=1

FR(xj ) =
n∏

j=1

∑
|m|<R

F̂R(m)eimxj

=
∑

|m|<R

F̂R(m1) · · · F̂R(mn)e
im·x.

(61)
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Hence, if we set m = (m1, ..., mn), we have

N∑
j=1

χ(x0 + jω) ≤ CR−n
N∑

j=1

∑
|mk |<R;1≤k≤n

F̂R(m1) · · · F̂R(mn)e
im·(x0+jω) (62)

≤ CR−n
∑

|mk |<R;1≤k≤n

⎛
⎝F̂R(m1) · · · F̂R(mn)e

im·x
⎛
⎝ N∑

j=1

eijm·ω
⎞
⎠
⎞
⎠

(63)

≤ CR−n
∑

|mk |<R;1≤k≤n

⎛
⎝F̂R(m1) · · · F̂R(mn)

∣∣∣∣∣∣
N∑

j=1

eijm·ω
∣∣∣∣∣∣

⎞
⎠ .

(64)

At this point, we can split the sum into two parts: either mk = 0 for all 1 ≤ k ≤ n

or at least one mk 
= 0. Thus we can write (64) = (65) + (66), where (65) and (66)
are given by

CR−nF̂R(0)n

∣∣∣∣∣∣
N∑

j=1

eij0·ω
∣∣∣∣∣∣ (65)

and

CR−n
∑

0≤|mk |<R;1≤k≤n; some mk 
=0

⎛
⎝F̂R(m1) · · · F̂R(mn)

∣∣∣∣∣∣
N∑

j=1

eijm·ω
∣∣∣∣∣∣

⎞
⎠ . (66)

Since 0 < F̂R(m) ≤ 1 and
∣∣∣∑N

j=1 eijm·ω
∣∣∣ ≤ N, we have for any x0

N∑
j=1

χ(x0 + jω) ≤ CR−nN + CR−n
∑

0<|m|<R

∣∣∣∣∣∣
N∑

j=1

eijm·ω
∣∣∣∣∣∣

= CR−nN + CR−n
∑

0<|m|<R

∣∣∣∣1 − eiNm·ω

1 − eim·ω

∣∣∣∣

≤ CR−nN + CR−n
∑

0<|m|<R

2|1 − eim·ω|−1

≤ CR−nN + C max
0<|m|<R

2|1 − eim·ω|−1.
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Since ω ∈ DC(c,A), we know ||m · ω|| > c|m|−A, for every m 
= 0, so |1 −
eim·ω|−1 � RA, and we conclude

N∑
j=1

χ(x0 + jω) ≤ CR−nN + CRA

≤ CN(R−n + RAN−1)

≤ CN(εn + ε−AN−1).

Now, if we take δ = 1
n+A

, then by our choice of ε, we have

ε−AN−1 = ε−AεA+n

= εn,

so

N∑
j=1

χ(x0 + jω) ≤ CNεn.

We conclude the proof by observing that, by Theorem 2.1, it is possible to
cover S using no more than BCε1−n ε-balls, where C = C(n). Thus the above
computation shows that

# {k = 1, ..., N : x0 + kω ∈ S} ≤ CNεnBCε1−n

= CNBCε

≤ N1−δBC.

For the skew-shift, we have, by Lemma 8.3 and Theorem 8.7 from [22], that for
any ε′ > 0,

#
{
k = 1, ..., N : T k

ω(x0) ∈ Bε

}
≤ CN

− 1
2n−1(1+ε)

+ε′
.

Applying Theorem 2.1, we have

#
{
k = 1, ..., N : T k

ω(x0) ∈ S
}

≤ CBCε1−nN
− 1

2n−1(1+ε)
+ε′

�
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5 Technical Lemmas

We will prove our results for right cocycles and observe that the exact same
arguments establish the same results for left cocycles.

Let us define

V
f
k (E, a) :=

{
x ∈ T

ν : 1

k
ln
∣∣∣
∣∣∣Af,E

k (x)

∣∣∣
∣∣∣ ≥ a

}
.

We will begin with the following lemma, which reduces everything to the study
of semialgebraic sets. Fix τ < 1 and 1 − τ/16 > a > c > d > 1 − τ/8 > 1 − τ.

Lemma 5.1 Let f ∈ Gσ (Tν). There is some kτ (E) < ∞ so that for k > kτ (E)

and |E−z| < e
− kτL(E)

||f ||∞ , we can findN1 < ∞ so that we have the following sequence
of inclusions:

V
f
k (E, aL(E)) ⊂ V

f̃N1
k (E, cL(E)) ⊂ V

f
k (z, dL(E)) (67)

where f̃N1(x) is a certain polynomial of degree N1, so V
f̃N1
k (E, cL(E)) is semial-

gebraic of degree at most kN1.

Remark 15 We may take N1(k) ∼ kσν+ in the above lemma.

Proof Let us fix k ∈ N large and ε > 0 small. First, since f ∈ Gσ (Tν), we know
that

|f̂ (n)| ≤ C1e
−|n|1/(σ+)

. (68)

Let fN0(x) =∑|n|≤N0
f̂ (n)ein·x. For N0 ≥ kσ+ε, we have

|f (x) − fN0(x)| ≤ e−k1+ε ≤ e−k(1−c)L(E).

Now for such N0, there exists a polynomial f̃N1(x) of degree N1 with N1 = kσν+ε

so that

|fN0(x) − f̃N1(x)| ≤ e−k(1−d)L(E).

This can be seen by approximating einj xj by a Taylor polynomial of degree kσ+
and then bounding the error as usual. Note that these two inequalities hold for k

sufficiently large (dependent only on the dimension ν and ε).
By upper semicontinuity, compactness considerations, and a standard telescoping

argument, we have

∣∣∣
∣∣∣Af,E

k (x) − A
fN0 ,E

k (x)

∣∣∣
∣∣∣ < e−k1+ε

(69)
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∣∣∣∣
∣∣∣∣Af,E

k (x) − A
f̃N1 (x),z

k

∣∣∣∣
∣∣∣∣ < e−k(1−d+τ)L(E)ek(L(E)+ε) < ek(L(E)/2+ε) (70)

for k sufficiently large and |E − z| < e
− kτ(L(E)+ε)

||f ||∞ . The first inclusion can now be
established by observing that, for x ∈ V

f
k (E, aL(E)), we have

∣∣∣
∣∣∣AfN0 ,E

k (x)

∣∣∣
∣∣∣ ≥

∣∣∣
∣∣∣Af,E

k (x)

∣∣∣
∣∣∣−
∣∣∣
∣∣∣Af,E

k (x) − A
fN0 ,E

k (x)

∣∣∣
∣∣∣

≥ eckL(E).

The other inclusion is proved in the same way.

The semialgebraic bound on V
f̃N1
k (E, cL(E)) follows from the fact that

V
f̃N1
k (E, cL(E)) is given by a single inequality involving a polynomial of degree

kN1. �

Now we have

Lemma 5.2 Let k,E, z, d, and V
f
k (z, dL(E)) be as in Lemma 5.1. Then

|V f
k (z, dL(E))| > 1/2, where | · | represents Lebesgue measure.

Proof By definition of L(E), we have

L(E) ≤ 1

k

∫
ln
∣∣∣
∣∣∣Af,E

k (x)

∣∣∣
∣∣∣ dx

≤ |V f
k (E, aL(E))|(L(E) + ε) + (1 − |V f

k (E, aL(E))|)(aL(E))

≤ |V f
k (E, aL(E))|((1 − a)L(E) + ε) + aL(E).

Thus, by choosing ε appropriately (which can be done by upper semicontinuity and
taking k > k0(ε) sufficiently large), and the fact that a < 1, we have

|V f
k (E, aL(E))| ≥ 1

2
. (71)

The set inclusion proved above now yields the result. �

Our next goal is to show that for Tω either the shift or skew-shift, there is some

Nk < ∞ such that for every x ∈ T
ν, Tω(x) ∈ V

f
k (z, dL(E)) for some 1 ≤ j ≤ Nk

and then obtain the required transfer matrix bounds. We will split the remaining
argument up into three cases: the shift with ν = 1, the shift with ν > 1,, and the
skew-shift with ν > 1.
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6 The Case ν = 1

Our goal is to first establish the following estimates. Let d be as in Lemma 5.1.

Theorem 6.1 Let f ∈ Gσ (T), ω ∈ R\Q, and E ∈ C such that L(E) > 0. For any
0 < τ < 1, there exist kτ = kτ (E) < ∞ such that for any ε > 0, k > kτ , and

x ∈ T, there is 1 ≤ j ≤ Ck1+σ+ε so that for any z ∈ C with |z − E| < e
− τkL(E)

||f ||∞ ,
we have

∣∣∣
∣∣∣Af,z

k (x + jω)

∣∣∣
∣∣∣2 > edkL(E). (72)

Theorem 6.2 Fix ε > 0. Let f ∈ Gσ (T), ω ∈ DC(A, c), and L(E) > 0. Then for
any ξ, ζ > 1, there is C, c > 0 and TE < ∞ such that for T > TE,

inf

{
min
ι=±1

max
1≤ιm≤C(ln T )ζ(1+σ+ε)

∣∣∣
∣∣∣Af,z

m (x)

∣∣∣
∣∣∣2 T −ξ

}
> c (73)

where the infimum is over all x ∈ T and z ∈ C with |z − E| < T −ζ . Moreover, TE

is uniformly bounded below for E in compact sets with positive L(E).

In particular, for E ∈ [−K,K], we have max1≤n≤C(ln T )ζ(1+σ)

∣∣∣
∣∣∣Af,E+i/T

n

∣∣∣
∣∣∣2 ≥

cT ξ for every ξ > 1 and large T .

If ω ∈ R\Q, then the above holds for a sequence, Tn for n > nE for all E, and
for n > n0 for E ∈ [−K,K].

When ν = 1, we can write ω as a continued fraction. Let pn

qn
be the continued

fraction approximation of ω. We then have the following lemma.

Lemma 6.1 (Lemma 9 from [12]) Suppose� ⊂ T is an interval with |�| > 1/qn.

Then for every x ∈ T, there exists 1 ≤ j ≤ qn + qn−1 − 1 such that x + jω ∈ �.

Lemmas 5.1 and 5.2, along with Remark 15, imply V
f
k (z, dL(E)) contains an

open set, �, of measure

1

2k1+σ+ε
� |�|.

Now if we take k > Cq
1/(1+σ+ε)
n , we have |�| > 1/qn, and so, by Lemma 6.1,

Lemma 6.2 Let f,E, z, and d be as in Lemma 5.1. For k ∼ q
1/(1+σ+ε)
n , there

exists 1 ≤ j � k1+σ+ε such that x + jω ∈ V
f
k (z, dL(E)).

Theorem 6.1 now follows by the set inclusion we proved in the previous section.
Since the proof of Theorem 6.2 is identical to the proof of Theorem 7.2 in the

next section, we omit it and refer readers to the next section for the details.
With Theorem 6.2, we can prove Theorem 1.1.
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Proof of Theorem 1.1 Let us begin by fixing x ∈ T and f ∈ Gσ (T). Moreover
suppose that L(E) > 0 for every E ∈ R. First, we will consider the case ω ∈
DC(A, c). Fix ε > 0 and set γ = 1 + σ. The hypotheses of Theorem 6.2 are
satisfied, and we can combine the conclusion of Theorem 6.2 with the conclusion
of Lemma 3.1 to obtain

P((ln T )γ+ε − 2, T ) ≤ e−C(ln T )ζ(γ+ε) + CT −δ

for every ζ, δ > 1. Since γ > 1, we can further bound this by

P((ln T )γ+ε − 2, T ) ≤ CT −δ,

using a different constant C. As before, we obtain α+
ln ≤ 1 + σ < +∞.

We can now appeal to Theorem 3.2 to establish the hypotheses of Theorem 3.1,
so β+

ln (p) ≤ α+
ln ≤ 1 + σ.

Now we turn to the case ω ∈ R\Q. We can appeal to Theorem 6.2 to obtain the
above for a sequence Tn → ∞. With a sequence, we have analogous statements as
above, but for S− and α−. Thus we obtain β−

ln (p) ≤ 1 + σ. �


7 The Case ν > 1

As in the case ν = 1, our goal is to first establish the following estimates:

Theorem 7.1 Let f = λf0 ∈ Gσ (T ν), ν > 1, ω ∈ DC(A, c), λ > λ0(f0, ω), and
E ∈ R such that L(E) > 0. For any 0 < τ < 1, there exist kτ = kτ (E) < ∞, δ =
δ(ω, ν), and γ = γ (σ, ν, δ) such that for any ε > 0, k > kτ , and x ∈ T

ν, there is

1 ≤ j ≤ kγ+ε so that for any z ∈ C with |z − E| < e
− τkL(E)

||f ||∞ , we have

∣∣∣
∣∣∣Af,z

k (x + jω)

∣∣∣
∣∣∣ > ek(1−τ)L(E). (74)

Theorem 7.2 Fix ε > 0. Let f = λf0 ∈ Gσ (Tν), ν > 1, ω ∈ DC(c,A), λ >

λ0(f0, ω), and L(E) > 0. Then for any ξ, ζ > 1, there is c > 0 and TE < ∞ such
that for T > TE,

inf

{
min
ι=±1

max
1≤ιm≤(ln T )ζ(γ+ε)

∣∣∣
∣∣∣Af,z

m (x)

∣∣∣
∣∣∣2 T −ξ

}
> c (75)

where γ and δ are as above, and the infimum is over all x ∈ T
ν and z ∈ C with

|z − E| < T −ζ . Moreover, the dependence of TE on E is through L(E), as in
Theorem 6.2. Thus, as before, TE is uniformly bounded below for E in compact sets
with positive L(E).
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Remark 16 If we consider just E ∈ [−K,K] in the above theorem, then continuity
of L(E), which was established for our situation in [19], and compactness of
[−K,K] yield the desired uniform lower bound on T .

When ν > 1, we need to do a bit more work to obtain an analogue of Lemma 6.1.
We may appeal to Theorems 2.4 and 2.2 to obtain:

Lemma 7.1 Let ω ∈ DC(A, c). For f = λf0 ∈ Gσ (Tν), there exists λ0(f0, ω)

such that for λ > λ0 and every x ∈ T
ν , there exists 1 ≤ j ≤ kC(ν+A)(σν+1)+ such

that x + jω ∈ V
f̃N1
k (E, cL(E)).

Proof Recall that by Theorem 2.4, combined with (69), with N1 as in Lemma 5.1,
there exists a λ0 so that for all λ > λ0 and f = λf0, we have

∣∣∣∣
{
x ∈ T

ν :
∣∣∣∣1k ln

∣∣∣∣
∣∣∣∣Af̃N1 ,E

k (x)

∣∣∣∣
∣∣∣∣− Lk(E)

∣∣∣∣ > 2k−τ

}∣∣∣∣ < e−kα

. (76)

This implies

∣∣∣∣
{
x ∈ T

ν : 1

k
ln

∣∣∣∣
∣∣∣∣Af̃N1 ,E

k (x)

∣∣∣∣
∣∣∣∣− L(E) < −2k−τ

}∣∣∣∣ < e−kα

, (77)

since Lk(E) ≥ L(E). Thus, for k sufficiently large, and N1(k) ∼ kσν+, by
Remark 15,

∣∣∣∣Tν\V f̃N1
k (E, cL(E))

∣∣∣∣ < e−kα

. (78)

Since the left-hand side is the complement of a semialgebraic set of degree at most
kN1, it is itself semialgebraic of degree at most kN1. By Theorem 4.1, for fixed

0 < ε < δ = 1
ν+A

, we can thus set S =
(
T

ν\V f̃N1
k (E, cL(E))

)
, η = e−kα

,

B = kN1, and N = BC/(δ−ε) and then appeal to Theorem 2.2 to obtain, for any
0 < ε < δ,

# {1 ≤ j ≤ N : x + jω ∈ S} < BC 1−δ
δ−ε BC = BC 1−ε

δ−ε . (79)

Thus, for every x ∈ T
ν , there is a 1 ≤ j ≤ (kN1)

C 1−ε
δ−ε < N1−ε so that x +

jω ∈ V
f̃N1
k (E, cL(E)). The result now follows from our choice of N1 ∼ kσν+ in

Lemma 5.1.
�


Theorem 7.1 now follows from the fact that V
f̃N1
k (E, cL(E)) ⊂ V

f
k (z, dL(E)),

and observing that d > 1 − τ, just as in the case ν = 1.

Theorem 7.2 can now be proved using Theorem 7.1.
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Proof of Theorem 7.2 Fix ξ, ζ > 1 and 0 < τ <
ζ ||f ||∞

ζ ||f ||∞+ξ
< 1. Consider any

Mk = Mk(ξ, ζ ) such that the following holds:

ekτL(E)/(ζ ||f ||∞) < Mk < ek(1−τ)L(E)/ξ (80)

and

(ln Mk)
(γ+ε)ζ > kγ+ + k. (81)

Both conditions can be satisfied by taking k sufficiently large due to our choice of
τ and ζ > 1. Appealing to Theorem 7.1, for every x ∈ T

ν , there is 1 ≤ j ≤
(ln Mk)

(γ+ε)ζ − k so that for |z − E| < M
−ζ
k , we have

∣∣∣
∣∣∣Af,z

k (x + jω)

∣∣∣
∣∣∣ ≥ M

ξ
k . (82)

Now recall that, by definition,

A
f,z
k+j (x) = A

f,z
k (x + jω)A

f,z
j (x). (83)

Moreover, A is an SL2(R) cocycle, so ||Ak|| =
∣∣∣
∣∣∣A−1

k

∣∣∣
∣∣∣ , and thus

∣∣∣
∣∣∣Af,z

k (x + jω)

∣∣∣
∣∣∣ ≤

∣∣∣
∣∣∣Af,z

k+j (x)

∣∣∣
∣∣∣
∣∣∣
∣∣∣Af,z

j (x)

∣∣∣
∣∣∣ . (84)

This together with (82) implies

max
1≤j≤(ln Mk)

(γ+ε)ζ −k

{∣∣∣
∣∣∣Af,z

k+j (x)

∣∣∣
∣∣∣ ,
∣∣∣
∣∣∣Af,z

j (x)

∣∣∣
∣∣∣
}

≥ M
ξ
k . (85)

Thus we must have

max
1≤j≤(ln Mk)

(γ+ε)ζ

∣∣∣
∣∣∣Af,z

j (x)

∣∣∣
∣∣∣2 ≥ M

ξ
k . (86)

It is not difficult to show that for some T0 = T0(E) < ∞ and any T > T0,

we can find k < ∞ and Mk = T satisfying (80) and (81). Thus, we have, for any
ξ, ζ > 1,

inf
|z−E|<T −ζ ;x∈Tν

{
max

1≤ιj≤(ln T )(γ+ε)ζ

∣∣∣
∣∣∣Af,z

j (x)

∣∣∣
∣∣∣2 T −ξ

}
> c > 0. (87)

It remains to show that we can also use the same Mk to obtain an analogous
bound for the left transfer matrix. Note that for an ergodic invertible cocycle, the
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Lyapunov exponent of the forward cocycles and the Lyapunov exponent of the
backward cocycles agree. Moreover, if Ak(ω, x) is the cocycle over rotations by
ω, then A−k(ω, x) = Ak(−ω, x + ω). Since ω and −ω obey the same Diophantine
condition, Lemma 7.1 also holds for A

f,z
−k (x), which means we can use the exact

same Mk to obtain a bound as above. �

Now we can turn to the proof of Theorem 1.3.

Proof of Theorem 1.3 We can follow the same idea as in the proof of Theorem 1.1,
using Theorem 7.2 in place of Theorem 6.2. Let us fix x ∈ T

ν, ω ∈ DC(A, c) ⊂
T

ν, and f = λf0 ∈ Gσ (Tν), where λ > λ0(f0, ω) so that we satisfy the
conclusions of Theorem 2.4. Moreover, suppose that L(E) > 0 so that we may
appeal to Theorem 7.2.

By Theorem 7.2, along with Theorem 3.1, we have

P((ln T )γ+ε − 2, T ) ≤ CT −β

for some γ = γ (A, c, σ, ν) < +∞ and every β > 1. Moreover, it is clear that

ln(P ((ln T )γ+ε − 2, T ))

ln ln(T )
≤ −δ

ln(T )

ln ln(T )
, (88)

so by Theorems 3.2 and 3.1, β±
ln (p) ≤ α±

ln ≤ γ. �


8 The Analytic Case

The proofs of our main results in the case of an analytic potential are morally the
same as those for Gevrey potentials. Indeed, we can quickly obtain the following
using the same proofs as the analogous results above.

Theorem 8.1 Let f be a non-constant analytic function on T
ν, ν ≥ 1, ω ∈

DC(A, c), and E ∈ R such that L(E) > 0. For any 0 < τ < 1, there exist
kτ = kτ (E) < ∞, δ = δ(ω, ν), and γ = γ (ν, δ) such that for any ε > 0, k > kτ ,

and x ∈ T
ν, there is 1 ≤ j ≤ kγ+ε so that for any z ∈ C with |z − E| < e

− τkL(E)
||f ||∞ ,

we have
∣∣∣
∣∣∣Af,z

k (x + jω)

∣∣∣
∣∣∣ > ek(1−τ)L(E). (89)

Theorem 8.2 Fix ε > 0. Let f be a non-constant analytic function on T
ν, ν ≥

1, ω ∈ DC(c,A), and L(E) > 0. Then for any ξ, ζ > 1, there is c > 0 and
TE < ∞ such that for T > TE,
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inf

{
min
ι=±1

max
1≤ιm≤(ln T )ζ(γ+ε)

∣∣∣
∣∣∣Af,z

m (x)

∣∣∣
∣∣∣2 T −ξ

}
> c (90)

where γ and δ are as before, and the infimum is over all x ∈ T
ν and z ∈ C with

|z − E| < T −ζ .

Moreover, the dependence of TE on E is through L(E), as in Theorem 6.2. Thus,
as before, TE is uniformly bounded below for E in compact sets with positive L(E).

The main difference between these two results and the variants from Sects. 6
and 7 is the assumption on f. Here, we do not need to assume f = λf0 for
λ > λ0(f0, ω). Indeed, this condition is needed for the Gevrey case in order to use
the large deviation estimate Theorem 2.4, but the analogous estimate for analytic
potentials, Theorem 2.3, does not require such a condition. Once we have a large
deviation estimate, the proofs proceed exactly as in the proof of Theorem 7.1, with
(68) replaced by |f̂ (n)| ≤ CEc|n|. Note that continuity of L(E), which is required
in the uniform minoration of TE, was established in [3].

9 The Skew-Shift Case, ν > 1

Let Tω denote the skew-shift on T
ν . As in the shift case, our goal is to first establish

the following estimates:

Theorem 9.1 Let f = λf0 ∈ Gσ (T ν), ν > 1, ω ∈ SDC(A, c), λ > λ0(f0, ω) and
E ∈ R such that L(E) > 0. For any 0 < τ < 1, there exist kτ = kτ (E) < ∞, δ =
δ(ω, ν), and γ = γ (σ, ν, ω) such that for any ε > 0, k > kτ , and x ∈ T

ν, there is

1 ≤ j ≤ kγ+ε so that for any z ∈ C with |z − E| < e
− τkL(E)

||f ||∞ , we have

∣∣∣
∣∣∣Af,z

k (x + jω)

∣∣∣
∣∣∣ > ek(1−τ)L(E). (91)

Theorem 9.2 Fix ε > 0. Let f = λf0 ∈ Gσ (Tν), ν > 1, ω ∈ SDC(c,A), λ >

λ0(f0, ω), and L(E) > 0. Then for any ξ, ζ > 1, there is c > 0 and TE < ∞ such
that for T > TE,

inf

{
min
ι=±1

max
1≤ιm≤(ln T )ζ(γ+ε)

∣∣∣
∣∣∣Af,z

m (x)

∣∣∣
∣∣∣2 T −ξ

}
> c (92)

where γ and δ are as above, and the infimum is over all x ∈ T
ν and z ∈ C with

|z−E| < T −ζ . Moreover, if we restrict our attention to E in some compact interval
[−K,K], we can take TE uniformly bounded below.

In particular, for E ∈ [−K,K], we have max1≤n≤(ln T )ζ(γ+ε)

∣∣∣
∣∣∣Af,E+i/T

n

∣∣∣
∣∣∣2 ≥

CT ξ for every ξ > 1 and T large.
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An analogue of Lemma 6.1 follows using the same argument as in the multifre-
quency shift case. The proof is identical to the proof of Lemma 9.1, but we use the
skew-shift bound from Theorem 2.2 instead of the shift bound.

Lemma 9.1 Let δ be defined as above. For f = λf0 ∈ Gσ (Tν), there exists
λ0(f0, ω) such that for λ > λ0, every ε > 0 and x ∈ T

ν there exists 1 ≤ j ≤
kC(1/δ)(σν+1)+ε such that Tω(x) ∈ V

f̃N1
k (E, cL(E)).

Theorem 9.1 now follows from the fact that V
f̃N1
k (E, cL(E)) ⊂ V

f
k (z, dL(E)),

and observing that d > 1 − τ, just as in the case ν = 1.

Theorem 9.2 can now be proved using Theorem 9.1 in the same way that
Theorem 7.2 was proved using Theorem 7.1.

Proof of Theorem 1.4 We can use the same argument as the proof of Theorem 1.3,
using the analogous results from this section rather than those from Sect. 7. �
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