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Poznań, Poland

Patrick Paroubek
LIMSI-CNRS
Orsay, France

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Artificial Intelligence
ISBN 978-3-031-05327-6 ISBN 978-3-031-05328-3 (eBook)
https://doi.org/10.1007/978-3-031-05328-3

LNCS Sublibrary: SL7 – Artificial Intelligence

© Springer Nature Switzerland AG 2022, corrected publication 2022
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://orcid.org/0000-0003-4833-8601
https://orcid.org/0000-0002-2016-2598
https://orcid.org/0000-0002-4302-1894
https://doi.org/10.1007/978-3-031-05328-3


Preface

Sometimes the sudden occurrence of dire events like natural disasters, pandemic out-
breaks, or war force us to face the question of ourmotivations for doing science and of the
pertinence of our actions as time accelerates and uncertainty prevails. Considering the
answer to such questions may seem a daunting task and a vain endeavour, but not doing
anything would bemuchworse than facing the risk of failure. Resilience. It is a word that
we seem to encounter more and more nowadays. It is definitely not the full answer, but
we think it is good candidate for a start. To pursue the quest of new knowledge gained
by the joint forces of everybody in an open and friendly collaboration and making it
widely available is what we strive for and will continue to do. This is the answer we
chose. Humbly, we offer you this volume which contains a selection of 24 revised and,
in most cases, substantially updated and extended versions of papers presented at the
9th Language and Technology Conference (LTC 2019). The LTC reviewing process was
completed by an international jury composed of the Program Committee members or
experts nominated by them. The selection was made among 61 contributions presented
at the conference and essentially represents the preferences of the reviewers. The 72
authors of the selected contributions represent the research achievements of more than
30 institutions from Australia, France, Georgia, Germany, Japan, Kazakhstan, Nigeria,
Poland, Russia, Spain, Thailand, Uzbekistan, and Vanuatu.

Papers selected for this volume contribute to various fields of human language tech-
nologies and illustrate the large thematic coverage of the LTC conferences. We have
grouped them into 7 chapters

1. Speech Processing (5 papers)
2. Language Resources and Tools (5 papers)
3. Computational Semantics (2 papers)
4. Emotions, Decisions and Opinions (4 papers)
5. Digital Humanities (3 papers)
6. Evaluation (4 papers)
7. Legal Aspects (1 paper)

The clustering of these papers into chapters is approximate as many papers address
several thematic areas. Unlike the previous LTC post-conference monographs published
in the LNAI series, we chose not to single out contributions on less-resourced languages,
althoughmany of them referred directly to this language group.Within chapters, we have
ordered the contributions alphabetically according to the surname of the first author. A
summary of the content of this volume is provided below1.

1 In the review, the editors decided to synthetically and accurately indicate the subject of each
paper, so it should come as no surprise that they often use the expressions of the authors
themselves, which are easy to find in the text.
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Following the above mentioned thematic order, we start this volume with the Speech
Processing chapter containing five contributions. In the paper “A set of tools for extrac-
tion and manipulation of speech fundamental frequency” Jolanta Bachan describes a
set of tools created and used for fundamental frequency extraction and manipulation,
prosody and speech perception analysis, and speech synthesis. The aim of the paper
“The automatic search for sounding segments of SPPAS: application to Cheese! corpus”
by Brigitte Bigi and Béatrice Priego-Valverde is to describe a method to search for inter-
pausal units in recorded speech corpora. The third contribution concerning speech, “The
Phonetic Grounding of Prosody: Analysis and Visualisation Tools” by Dafydd Gibbon,
provides a detailed description of a suite of related online and offline analysis and visu-
alisation tools for training students of phonetics in the acoustics of prosody. The paper
“Hybridised Deep Ensemble Learning for Tone Pattern Recognition”, by Udoinyang G.
Inyang and Moses E. Ekpenyong, proposes a hybridised ensemble of three heteroge-
neous classifiers operating on a single speech dataset for tone languages (e.g., Ibibio
and Yoruba from Nigeria). The research on speech segmentation and recognition is the
main topic of the final paper of this chapter, “ANNPRO: a desktop module for auto-
matic segmentation and transcription” by Katarzyna Klessa, Danijel Koržinek, Brygida
Sawicka-Stępińska, and Hanna Kasperek.

The Language Resources and Tools chapter also contains five papers. The paper
“Analysis and processing of the Uzbek language on the multi-language modelled
computer translator technology”, by Mersaid Aripov, Muftakh Khakimov, Sanatbek
Matlatipov, and Ziyoviddin Sirojiddinov, presents the construction of logical-linguistic
models for words and sentences of the Uzbek language. The next paper, “Computer
Application of Georgian Words” by Irakli Kardava, Nana Gulua, Jemal Antidze, Beka
Toklikishvili, and Tamta Kvaratskhelia, proposes a set of software tools for generating
Georgian words. The article “Community-led documentation of Nafsan (Erakor, Van-
uatu)”, by Ana Krajinović, Rosey Billington, Lionel Emil, Gray Kaltap̃au, and Nick
Thieberger, presents outcomes of collaboration between local community members and
visiting linguists in Erakor, Vanuatu, aiming to build the capacity of community-based
researchers to undertake and sustain documentation of Nafsan, the local indigenous lan-
guage. The fourth contribution, “Design and Development of Pipeline of Preprocessing
Tools for Kazakh Language Texts” by Madina Mansurova, Vladimir B. Barakhnin,
Gulmira Madiyeva, Nurgali Kadyrbek, and Bekzhan Dossanov, is about the design
and development of pre-processing tools for a media-corpus of the Kazakh language.
This chapter ends with the paper “Thai Named Entity Corpus Annotation Scheme and
Self Verification by BiLSTM-CNN-CRF”, written by Virach Sornlertlamvanich, Kitiya
Suriyachay, and Thatsanee Charoenporn, where the authors propose a Thai language
oriented approach to clean up the existing named entity corpus for the Thai language for
purposes of further research.

Twopapers constitute theComputational Semantics chapter.YvesLepage, the author
of the first contribution, “Analogies Between Short Sentences: a Semantico-Formal
Approach”, proposes a method to solve analogies between sentences by combining
existing techniques to solve formal analogies between strings and semantic analogies
between words. In the second paper, “Effective development and deployment of domain
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and application conceptualization in wordnet-based ontologies using Ontology Reposi-
tory Tool”, Jacek Marciniak presents the process of building and developing the PMAH
wordnet-based ontology using the Ontology Repository Tool software, which is cre-
ated in parallel with the process of indexing content in two information systems: the
E-archaeology Content Repository and the Hatch system storing multimodal data.

The area of Emotions, Decisions and Opinions is represented by four papers. The
paper “Speech Prosody Extraction for Ibibio Emotions Analysis and Classification”,
by Moses E. Ekpenyong, Aniekan J. Ananga, Ememobong O. Udoh, and Nnamso M.
Umoh, reports on basic prosodic features of speech for the analysis and classification
of Ibibio (New Benue Congo, Nigeria) emotions, at the suprasegmental level. In the
second paper in this chapter, “Multilingual and language-agnostic recognition of emo-
tions, valence and arousal in large-scale multi-domain text reviews”, Jan Kocoń, Piotr
Miłkowski, Małgorzata Wierzba, Barbara Konat, Katarzyna Klessa, Arkadiusz Janz,
Monika Riegel, Konrad Juszczyk, Damian Grimling, Artur Marchewka, and Maciej
Piasecki present their results in emotion recognition in Polish texts with the help of
machine learning and text engineering techniques used to automatically detect emotions
expressed in natural language. The next paper, “Construction and evaluation of senti-
ment datasets for low-resource languages: the case of Uzbek” by Elmurod Kuriyozov,
Sanatbek Matlatipov, Miguel A. Alonso, and Carlos Gómez-Rodíguez, presents the
results of research undertaken in order to provide the first annotated corpora for Uzbek
language polarity classification. The final paper of this chapter, “Using Book Dialogues
to Extract Emotions from Texts” by Paweł Skórzewski, describes two methods of train-
ing a text-based emotion detection model using a corpus of annotated book dialogues as
a training set.

Digital Humanities is an area of research that started with the advent of the computer
era afterWorldWar II, but its name appeared only at the beginning of the 21st century, and
the field itself is experiencing a period of dynamic growth, perfectly fitting into the scope
of the LTC conference, particularly given its subtitle of “Human Language Technologies
as a Challenge for Computer Science and Linguistics”. This field is represented in this
volume by three contributions. In the first paper, “NLP tools for lexical structure studies
of the literary output of a writer. Case study: literary works of Tadeusz Boy-Żeleński and
Julia Hartwig, Zygmunt Vetulani, Marta Witkowska, and Marek Kubis present the use
of NLP tools to study the lexical structure of a representative part of the literary output of
two outstanding Polish writers of the 20th century. The next contribution, “Neural nets in
detectingword level metaphors in Polish” byAleksanderWawer,MałgorzataMarciniak,
and Agnieszka Mykowiecka, presents an experiment in detecting metaphorical usage
of adjectives and nouns in Polish data, describes two methods for literal/metaphorical
sense classification, and provides test results for the two architectures for identification
of metaphorical use of noun and adjective pairs in Polish texts. The last paper of this
chapter, “Frame-based annotation in the corpus of synesthetic metaphors” byMagdalena
Zawisławska, describes the project aimed at creating a semantically and grammatically
annotated corpus of Polish synesthetic metaphors.

The domain of digital language resources quality evaluation and processing, initi-
ated by Antonio Zampolli in 1990s, countinues to gain more and more importance in
the languages industry. The first of the four contributions in the Evaluation chapter is
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the paper “PolEval 2019 — the next chapter in evaluating Natural Language Process-
ing tools for Polish”, by Łukasz Kobyliński, Maciej Ogrodniczuk, Jan Kocoń, Michał
Marcińczuk, Aleksander Smywiński-Pohl, Krzysztof Wołk, Danijel Koržinek, Michał
Ptaszynski, Agata Pieciukiewicz, and Paweł Dybała, which presents a SemEval-inspired
evaluation campaign for natural language processing tools for Polish – PolEval (first
organized in 2017). In the second paper, “Open Challenge for Correcting Errors of
Speech Recognition Systems”, Marek Kubis, Zygmunt Vetulani, Mikołaj Wypych, and
Tomasz Ziętkiewicz present a newly defined (2019) long-term challenge for improving
automatic speech recognition by investigating methods of correcting the recognition
results on the basis of previously made errors by the speech processing system. The
next paper, “Evaluation of basic modules for isolated spelling error correction in Pol-
ish texts” by Szymon Rutkowski, presents evaluation experiments for isolated spelling
errors in Polish texts. The last of the four papers, “Assessment of document similarity
visualisation methods” by Mateusz Gniewkowski and Tomasz Walkowiak, concerns the
problem of assessing the similarity of document visualization.

The last chapter is devoted to Legal Aspects and contains just one paper. This subject,
of particular importance to producers and users of language technology, is unfortunately
rarely presented at conferences addressed to this field, such as LTC or LREC. The
reader will find the paper “Legal Regime of the Language Resources in the Context
of the European Language Technology Development” by Ilya Ilin, in which the author
examines language resources from two perspectives: firstly, with language resources
being considered as a database covered by the protection regulations, and secondly, as
the object of legal analysis from the point of view of the materials used for their creation.

We wish you all an interesting read.

March 2022 Zygmunt Vetulani
Patrick Paroubek

Marek Kubis
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Eva Hajičová Charles University, Czech Republic
Krzysztof Jassem Adam Mickiewicz University, Poland
Girish Nath Jha Jawaharlal Nehru University, India
Katarzyna Klessa Adam Mickiewicz University, Poland
Cvetana Krstev University of Belgrade, Serbia
Yves Lepage Waseda University, Japan
Gerard Ligozat LIMSI-CNRS, France
Natalia Loukachevitch Moscow State University, Russia
Wiesław Lubaszewski AGH UST, Poland
Bente Maegaard Centre for Language Technology, Denmark
Bernardo Magnini FBK-ICT Irst, Italy
Jacek Marciniak Adam Mickiewicz University, Poland
Joseph Mariani LIMSI-CNRS, France
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A Set of Tools for Extraction and Manipulation
of Speech Fundamental Frequency

Jolanta Bachan(B)

Adam Mickiewicz University, ul. Wieniawskiego 1, 61-712 Poznań, Poland
jbachan@amu.edu.pl

Abstract. The present paper describes a set of tools created and used for fun-
damental frequency extraction and manipulation, prosody and speech perception
analysis and speech synthesis. The tools were implemented as Praat and Python
scripts and were created for different purposes in projects over the last few years.
The paper presents the functionality and possible usage of the tools in phonetic
research.

Keywords: Fundamental frequency (F0) · Prosody analysis · F0 extraction ·
Speech synthesis · Speech annotation

1 Introduction

The present paper describes a set of tools created for fundamental frequency (F0) extrac-
tion and manipulation, prosody and speech perception analysis and speech synthesis, for
use as direct empiricalmodels rather thanmediated through a Tilt, Fujisaki, Hirst or other
model. The toolswere implemented as Praat (Boersma2001) andPython scripts andwere
created for different purposes and projects over the last few years. The paper presents
the functionality and possible usage of the tools in phonetic research and teaching.

2 Automatic Close Copy Speech Synthesis

Automatic close copy speech (ACCS) synthesis tool extracts the sequence of phones,
their durations and fundamental frequency from the original recording and annotations,
to create a file in the format required by the speech synthesiser. In the ACCS synthesis
the original voice is replaced by the synthetic voice, while keeping the original speech
prosody parameters (Dutoit 1997). Details of the ACCS synthesis method were already
described in (Bachan 2007) and (Gibbon and Bachan 2008), but the currently presented
version is a new standalone script written in Praat. It takes the phone labels and their
durations from the TextGrid annotation file and extracts the mean F0 for each phone
interval. Such data are printed to an output file in the PHO file format which is required
by the MBROLA speech synthesiser (Dutoit 2006). MRBOLA uses an older diphone
concatenation strategy, but is preferred for this purpose because of the clear linguistic
interface: eachphone is associated explicitlywith a duration and a fundamental frequency
vector. The general architecture of the ACCS synthesis is presented in Fig. 1.

© Springer Nature Switzerland AG 2022
Z. Vetulani et al. (Eds.): LTC 2019, LNAI 13212, pp. 3–15, 2022.
https://doi.org/10.1007/978-3-031-05328-3_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-05328-3_1&domain=pdf
http://orcid.org/0000-0001-7117-7127
https://doi.org/10.1007/978-3-031-05328-3_1
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Fig. 1. The architecture of ACCS synthesis system.

The format of the PHO file in columns is as follows:

1. phone labels (usually SAMPA for a given language, Wells 1997),
2. duration of the phones in milliseconds,
3. pitch pairs:

a. pitch position (by default equals 50, meaning 50% of the phone duration, i.e. the
middle of the phone),

b. pitch values in Hz.

An excerpt of the PHO file is presented in Fig. 2. The unvoiced phones do not have
to have the pitch pairs, they may only have the durations.

Fig. 2. An excerpt of the automatically generated PHO file in ACCS synthesis.
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If the phone labels in a TextGrid annotation file are the same as the ones used by
the MBROLA voice, the PHO file can be input to MBROLA and synthesised without
any additional phone-to-phone mapping rules (i.e. when there is a mismatch between
the phone labels used in the annotation file and their counterparts in the MBROLA
voice inventory). An exemplar speech file is presented in Fig. 3, uttered by a male
speaker. On the top, there is the original speech sound (oscillogram and spectrogram)
and its annotation, with the solid line on the spectrogram corresponding to the F0. On
the bottom there is the same utterance, but synthesised in MBROLA using the pl2 male
voice (Bachan 2011).

Fig. 3. The original male recording (top) and its ACCS synthesised counterpart (bottom).

The ACCS synthesis tool may be used for creating stimuli for speech perception
tests as well as checking the quality of time-aligned annotations of big speech corpora.

3 F0 Manipulation and Speech Resynthesis

3.1 Pitch Contour Replacement

The F0 manipulation tool is used for the replacement of the F0 contour between two the
same utterances of different prosody. For example, on the neutral utterances the F0 values
extracted from the emotional speech are imposed. The durations stay the same for the
neutral speech, but the F0 contour is replacedwith the emotional one (Oleśkowicz-Popiel
and Bachan 2017).

The F0 manipulation tool is composed of a set of Praat and Python scripts. First, the
F0 is extracted from the target speech, for example from the emotional recording, using
a Praat script. The script takes information from the TextGrid annotation file about the
phones and their durations on the phone annotation tier. Then each phone duration is
divided into three intervals: 0%–20%, 20%–80% and 80%–100% of phone duration and
the mean pitch value is extracted for each of the intervals from the corresponding WAV
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file. The data from this step are saved in a text file with .F0 extension for each of the file
in a directory. The extracted data and the .F0 format are presented in Table 1.

Table 1. Exemplar data from the .F0 file format, female voice, emotional recording; time is in
seconds, the three last columns show the F0 values in Hz, undef stands for undefined (voiceless
phones).

Phone Duration Start time Time 20% Time 80% End time 0%–
20%

20%–
80%

80%–
100%

s 0.089 0.343 0.360 0.414 0.432 undef undef undef

k 0.055 0.432 0.443 0.476 0.487 undef 429.36 451.66

o 0.064 0.487 0.500 0.539 0.552 460.01 450.03 489.57

Z 0.073 0.552 0.567 0.610 0.625 436.69 373.13 429.97

y 0.036 0.625 0.632 0.655 0.662 466.49 493.85 480.03

s 0.070 0.662 0.676 0.718 0.732 459.49 480.92 undef

t 0.051 0.732 0.742 0.773 0.784 undef 418.60 416.97

a 0.058 0.784 0.795 0.830 0.842 381.68 368.52 407.55

w 0.041 0.842 0.850 0.875 0.883 473.97 441.40 425.48

Fig. 4. Praat PitchTier format, with combined data: “neutral” durations (seconds), “emotional”
F0 values (Hz).

The following step is the creation of PitchTier files in the Praat format using a
Python script. The PitchTier format takes pairs of the time point in seconds of the F0
measure – called number, and the F0 value – called value. Depending on what F0
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contour replacement is to be done, the Python script, for example, extracts information
about the phone duration from a “neutral” file and combines it with F0 values from the
corresponding “emotional” file. The “emotional” F0 values are inserted in 10%, 50%
and 90% of phone duration in “neutral” file/template. An excerpt of a PitchTier file is
presented in Fig. 4. The duration is taken from a “neutral” file and the F0 values are
extracted from the “emotional” recording (cf. Table 1).

The final step in the F0 manipulation process is to replace the neutral pitch tier with
the newly created pitch tier with the emotional F0 values and to re-synthesise the neutral
recording using the overlap-add synthesis in another Praat script. An exemplar utterance
set used for the F0 manipulation process is presented in Fig. 5. On the top there is the
original “neutral” recording, in the middle the original “emotional” recording and at
the bottom the re-synthesised “neutral” recording using overlap-add synthesis with the
imposed “emotional” F0 contour and duration for the “neutral” recording. The solid lines
on the spectrograms correspond to the F0 contour.

The F0 manipulation tool may be used in studies of perception of emotions and
how it is affected by different prosody patterns, such as durations and F0 contour. In
some studies, F0 manipulation is performed manually using the Praat built-in tool, but
the advantage of direct, automatic extraction from an authentic utterance is naturalness,
avoiding filtering by local human decisions.

Fig. 5. F0 manipulation data – from the top: “neutral”, “emotional” and re-synthesised “neutral”
recording with imposed “emotional” F0 values.

3.2 Pitch Contour Shift Using Praat Built-in Function

As mentioned in the previous section, Praat offers a built-in function for manipulating
the F0 contour. The function is called “Shift pitch frequencies”. For some smaller tasks,
a researcher may want to use the built-in function for one file, instead of running a Praat
script on a collection of files which can be found online (Rivas 2018). The steps to
generate a resynthesised voice in Praat with the shifted F0 contour are presented below:

1. Read in sound file (WAV) to Praat.
2. Mark with the cursor the Sound file from the Object list and choose from the right

menu: Manipulate → To Manipulation.
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3. Select with the cursor the Manipulation file and go to View & Edit.
4. On the edited Manipulation file mark the whole contour with the cursor and from

the top menu select: Pitch → Shift pitch frequencies.
5. In the pop-up menu write the number of frequency shift (the default unit is Hz).
6. Close the window with the edited Manipulation file
7. Select theManipulationfile from theObject list and choose:Get resynthesis (overlap-

add) from the right menu
8. Save the newSound file, for example by giving it the _synth extension to differentiate

it from the original Sound file.

Figure 6 shows the original F0 contour (light grey) and the shifted contour (bold dark
green) by +40%.

Fig. 6. The original F0 contour (light grey) and its manipulation by +40% (bold dark green) of
an utterance in Polish “O, tak! Bardzo! Ale najważniejszą ocenę wystawiają zawsze słuchacze”.
(Color figure online)

Speech stimuli created by this method were used in speech perception test described
in detail in Bachan et al. (2020) which aimed at assessing alignment to natural speech
and resynthesised speech. The factor evaluated was pitch, and as the test speech stimuli
repeated sentences in Polish were used. Two recordings of female natural voice and two
recordings of male natural voice with small absolute mean F0 difference to the model
female or male voices, respectively, were selected as a base for resynthesis of female
and male stimuli for speech perception test. The values of F0 shift are presented in Table
2. Additionally, for the test natural female and male voices were used with high absolute
mean F0 difference to the model voice, 18 Hz and 42 Hz for the female voices, and 12 Hz
and 37 Hz for the male voices. Altogether, there were 48 utterance–pairs used in total in
the speech perception test in 6 categories:

1. similar – natural female andmale voiceswith similar F0 (8 utterance–pairs: 4 female–
female pairs, 4 male–male pairs);

2. different – natural female and male voices with different F0 (8 utterance–pairs: 4
female–female pairs, 4 male–male pairs);

3. 25_minus – resynthesised female and male voices with F0 originally similar to the
model voice, but after modification F0 was shifted down by 25% in the test stimulus
(8 utterance–pairs: 4 female–female pairs, 4 male–male pairs, original recording
paired with the resynthesised stimulus);
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4. 25_plus – resynthesised female and male voices with F0 originally similar to the
model voice, but after modification F0 was shifted up by 25% in the test stimulus (8
utterance–pairs: 4 female–female pairs, 4 male–male pairs, original recording paired
with the resynthesised stimulus);

5. 40_minus – resynthesised female and male voices with F0 originally similar, but
after modification F0 was shifted down by 40% (8 utterance–pairs: 4 female–female
pairs, 4 male–male pairs, original recording paired with the resynthesised stimulus);

6. 40_plus – resynthesised female and male voices with F0 originally similar, but after
modification F0 was shifted up by 40% (8 utterance–pairs: 4 female–female pairs, 4
male–male pairs, original recording paired with the resynthesised stimulus).

Table 2. The values of F0 shift in Hertz in resynthesised female and male stimuli.

Voice Filename Mean F0 Absolute mean F0
difference to model voice

25% of F0 40% of F0

female N05_Z03_O1_01 223.17 1.42 55.79 89.27

female N09_Z03_O1_01 231.05 9.30 57.76 92.42

male N12_Z01_O2_01 109.73 2.58 27.43 43.89

male N06_Z01_O2_01 113.17 6.02 28.29 42.27

There were 57 participants of the speech perception test, who assessed their hearing
on theMOS scale as 3 – 5 (4.39 average). The youngest participant was 19 and the eldest
was 62. The average age was 23.91 years. There were 35 women, 19 men and 3 people
did not disclose their gender. There were 2736 answers given, 456 per category.

In the test the subjects were instructed to assess the similarity of voices on the scale
1 – 5, where 5 was the highest grade. There were 2 recordings per one question and the
subjects could play them as many times as they needed to assess the similarity of pitch
height of the voices.

The utterance–pairs from the 6 categories were mingled and presented to the sub-
jects at random. The subjects did not know about the categorisation. They based their
assessment only on their hearing.

The summary of the grades given per category is shown in Fig. 7. The recordings of
natural voiceswith the smallest F0 difference received the highest grades. The secondbest
scores were assigned to the natural voices with the biggest F0 difference. Resynthesised
stimuli which were paired with the natural model voices received worse results. High
F0 manipulations were sensed by the subjects and therefore resynthesised stimuli with
plus 40% pitch shift were graded the lowest. The similarity of pitch was graded highest
with many scores of 3 points. The more manipulation added to the speech audio file, the
lower grades were given. Independently from the movement up or down, resynthesised
stimuli with 40% pitch shift received the highest number of scores of 1 point.
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Fig. 7. Grades per category in speech perception test. The colours represent the MOS values.

4 F0 Extraction

The F0 extraction tool extracts F0 for all speech files in a directory and calculates simple
statistics. The tool uses the Praat autocorrelation algorithm for F0 estimation.

The F0 extraction package may work with mono- and stereo-files. If the files are
stereo (two-channel), then first a Praat script must be run to extract the separate channels
which is a part of this F0 extraction tool. Then the automatic F0 extraction may be run on
the mono-recordings using another Praat script. The script was dedicated for dialogue
recordings (around 5 min, maximum length 7 min) to study the phonetic convergence
between speakers in different stages of conversation, therefore the script divides the
recording into 4 sections: initial (I, 0–25% of time duration), initial-medial (IM, 25–
50%), medial-final (MF, 50–75%) and final (F, 75–100%) and extracts the F0 for these
intervals (Demenko and Bachan 2018). The Praat script commands and value parameters
for the male voice are:

To Pitch... 0.001 60 300
tmin = startTime + (step - 1) * 0.01
tmax = tmin + 0.01
mean = Get mean: tmin, tmax, “Hertz”
minimum = Get minimum: tmin, tmax, “Hertz”, “Parabolic”
maximum = Get maximum: tmin, tmax, “Hertz”, “Parabolic”
stdev = Get standard deviation: tmin, tmax, “Hertz”

In the script excerpt above, first, the F0 range is declared (between min and max
values). For males, the F0 range is 60–300 Hz and for females it is 110–500 Hz. The
measure window is 10 ms (step= 0.01 s) and for each of the windows, F0 mean, F0 min,
F0 max, and standard deviation are calculated using the Praat built-in functions. All the
data are printed out to 4 separate CSV files (0–25% of time duration, 25–50%, 50–75%,
75–100%). Additionally, if no F0 value was extracted for a given part of the recording
(because the speaker did not say anything), this information is printed to a report file.

The final part of the F0 extraction tool calculates the descriptive statistics for each of
the file in a Python script, using the NumPy library functions: mean, median, max, min,
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stdv and some other information. The F0 values are rounded for this analysis in Hz. The
whole list of values is described below and exemplar data is presented in Table 3 – the
list numbers correspond to the table columns:

1. filename
2. F0_mean
3. F0_median
4. F0_most_common – the F0 value which appeared most often
5. F0_most_common_count – how often the most common value appeared
6. len_F0_mean_list – how often the mean value appeared
7. F0_max
8. F0_min
9. F0_std – standard deviations
10. len_F0_values – the number of F0 values used in the statistics

The F0 extraction tool is useful in research of F0 changes in a longer speech
recordings.

Table 3. The exemplar F0 statistics for a female voice, total duration: 309.51 s, expressive speech,
column headings described in the text above.

1 2 3 4 5 6 7 8 9 10

N1_0_25 296 288 294 22 10 495 111 65 1330

N1_25_50 244 237 232 52 28 489 111 61 3080

N1_50_75 262 252 237 46 22 492 110 68 2350

N1_75_100 254 244 223 36 22 499 110 76 2457

5 Extraction of Prosodic Information

The tool for extraction of prosodic information from annotation is designed to work on
5 annotation tiers in Praat TextGrid format. The tool was dedicated to extract data from
Polish Rhythmic Database (Wagner et al. 2016) in which speech is annotated on 5 tiers
(Wagner and Bachan 2017):

1. phonemes (IntervalTier)
2. syllables (IntervalTier)
3. words (IntervalTier)
4. INT – intonational features and prominence (PointTier)
5. BI (from Break Index (Beckman et al. 2005)) – prosodic structure (PointTier)

The tool implemented as a Python script analyses annotations on all 5 tiers and
generates a table with 26 columns for all TextGrid files in a directory. An excerpt of the
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annotation for a Polish text “północny wiatr i słońce”, pronunciation: /puwnotˆsny vjatr
i swon’tˆse/ (Eng. “the north wind and the sun”) is shown in Fig. 8.

Initially, the tool extracts information about start and end times and durations of the
events (syllables) and pauses in the preceding and following context (and their durations).
In addition, the script extracts prosodic information from the INT and BI tiers concern-
ing the degree of stress, break index indicating the prosodic constituency, presence of
pitch accent or prominence. Further, a number of positional/structural features are cal-
culated, such as syllable position in clitic group (initial, medial or final), or phonological
phrase position in the intonational phrase, and length of the prosodic constituents, e.g.,
intonational phrase length measured in the number of phonological phrases and clitic
groups. These data in table format can be directly used as an input to rhythm (and gen-
erally, prosody) analysis, or can be further processed to obtain any additional prosodic
information that may be required for a particular study.

Fig. 8. An excerpt of annotation on 5 tiers of a Polish text “północny wiatr i słońce” from the
Polish Rhythmic Database.

6 Drawing Waveform, Pitch and Annotation for Two-Channel
Sounds

The last tool is used for drawing a waveform, annotation tiers and two F0 contours for
a two-channel (stereo) sound in Praat. The built-in functions in Praat allow to display
a waveform, a spectrogram, a pitch contour and annotation tiers for a mono-sound, but
when stereo-sound is read in Praat, the pitch contour for both channels is displayed
as one line. The presented script allows to draw pitch contours for each channel on
separate pictures. The script works on short audio files, up to 10 s (the standard length
for which the spectrogram is shown in a Praat window). To generate the drawing as
shown in Fig. 9 for each of the stereo channels the pitch contour must be extracted using
the built-in function: Pitch → Extract visible pitch contour. To get this data the stereo
sound should be extracted as mono-channels, for example using the function: Convert
→ Extract all channels. As a result, the script for drawing waveforms for a stereo-sound,
two pitch contours and the annotation takes as input 4 files:
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• WAV: stereo-sound up to 10 s
• TextGrid: annotation
• Pitch: channel 1
• Pitch: channel 2

The Praat drawing shown in Fig. 9was generated using the Praat scriptwhich allowed
to draw pitch contours for each speaker of a dialogue separately. The script is to be found
in Bachan (2011).1 To make it work, all 4 objects must be marked (selected) from the
Praat Objects list and then the script may be run.

Fig. 9. Speaker’s A and Speaker’s B waveforms, pitch contours and annotation tiers of a dialogue
excerpt for a two-channel sound.

7 Summary and Conclusion

Aset of tools for automatic extraction andmanipulation of speech fundamental frequency
was presented. The automatic close copy speech synthesis take empiricalmodels directly
from authentic utterances, rather than filtering them through abstract models or human
manipulation and synthesises them using diphone concatenation speech synthesis in
MBROLA. The tools for F0 contour replacement and shift use overlap-add synthesis in
Praat. Creating the synthetic stimuli based on natural human speech recordings make it
possible to test the hypotheses for which these stimuli were created in speech perception
tests with humans. An extractor of different levels and types of prosodic information
from annotation was described, which can be further analysed by advanced statistical

1 The author is grateful to DavidWeenink for help in creating the Praat script at Interspeech 2009
for the mono-sounds, which was later modified by the author to analyse two-channel audio
files.
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methods. Last but not least, a tool for drawing F0 contours for two-channel audio files,
often used in dialogue corpora, was shown.

The presented tools are easy to use and have saved a lot of time and effort in proce-
dures which in many previous studies have been performed manually by linguists. The
large amount of data extracted automatically may be used for further statistical analyses.
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Abstract. The development of corpora inevitably involves the need for
segmentation. For most of the corpora, the first segmentation to operate
consist in determining silences vs Inter-Pausal Units - IPUs, i.e. sounding
segments. This paper presents the “Search for IPUs” feature included in
SPPAS - the automatic annotation and analysis of speech software tool
distributed under the terms of public licenses. Particularly, this paper is
focusing on its evaluation on Cheese! corpus, a corpus of reading then
conversational speech between two participants. The paper reports the
number of manual actions which was performed manually by the anno-
tators in order to obtain the expected segmentation: add new IPUs,
ignore irrelevant ones, split an IPU, merge two consecutive ones and
move boundaries. The evaluation shows that the proposed fully auto-
matic method is relevant.

Keywords: Speech · IPUs · Segmentation · Silence · Corpus ·
Conversation

1 Introduction

Corpus Linguistics is a Computational Linguistics field which aims to study the
language as expressed in corpora. Nowadays, Annotation, Abstraction and Anal-
ysis (the 3A from [9]) is a common perspective in this field. Annotation consists
of the application of a scheme to recordings (text, audio, video, ...). Abstraction
is the mapping of terms in the scheme to terms in a theoretically motivated
model or dataset. Analysis consists of statistically probing, manipulating and
generalizing from the dataset. Within these definitions, this paper focuses on
annotation which “can be defined as the practice of adding interpretative, lin-
guistic information to an electronic corpus of spoken and/or written language
data. ‘Annotation’ can also refer to the end-product of this process” [6]. Anno-
tating corpora is of crucial importance in Corpus Linguistics. More and more
annotated corpora are now available, and so are tools to annotate automatically
and/or manually. Large multimodal corpora are now annotated with detailed

c© Springer Nature Switzerland AG 2022
Z. Vetulani et al. (Eds.): LTC 2019, LNAI 13212, pp. 16–27, 2022.
https://doi.org/10.1007/978-3-031-05328-3_2
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https://doi.org/10.1007/978-3-031-05328-3_2


The Automatic Search for Sounding Segments of SPPAS 17

information at various linguistic levels. The temporal information makes it pos-
sible to describe behaviour or actions of different subjects that happen at the
same time.

An orthographic transcription is often the minimum requirement for a speech
corpus. It is often at the top of the annotation procedure, and it is the entry
point for most of the other annotations and analysis. However, in the specific
annotation context of a multimodal corpus, the time synchronization of the
transcription is of crucial importance.

In recent years, SPPAS [2] has been developed by the first author to auto-
matically produce time-aligned annotations and to analyze annotated data. The
SPPAS software tool is multi-platform (Linux, MacOS and Windows) and open
source issued under the terms of the GNU General Public License. It is specifi-
cally designed to be used directly by linguists. As a main functionality, SPPAS
allows to perform all the automatic annotations that are required to obtain the
speech segmentation at the word and phoneme level of a recorded speech audio
and its orthographic transcription [3].

Figure 1 describes the full process of this method in order to annotate a mul-
timodal corpus and to get time-synchronized annotations, including the speech
segmentation. The audio signal is analyzed at the top-level of this procedure in
order to search for the Inter-Pausal Units. IPUs are defined as sounding seg-
ments surrounded by silent pauses of more than X ms. They are time-aligned on
the speech signal. IPUs are widely used for large corpora in order to facilitate
speech alignments and for the analyses of speech, like prosody in (Peshkov et
al., 2012). The orthographic transcription is performed manually at the second
stage and is done inside the IPUs.

Fig. 1. Annotation process method
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We applied this annotation method to the conversational French multimodal
corpus ‘Cheese!’ [7,8]. “Cheese!” is made of 11 face-to-face dyadic interactions,
lasting around 15 min each.

This paper presents the automatic annotation “Search for IPUs” of the
SPPAS software tool. Given a speech recording of Cheese!, the goal was to
generate an annotation file in which the sounding segments between silences
are marked. This paper describes the method we propose for a fully automatic
search for IPUs. The second section of this paper briefly presents Cheese!. We
then propose a user-oriented evaluation method based on the amounts of manual
interventions which were required to obtain the final IPUs annotation. Finally,
the results are presented as appropriate for the intended use of the task and
accompanied by a qualitative discussion about the errors.

2 The Method to Search Automatically for IPUs

2.1 Algorithm and Settings

The search for IPUs is performed on a recorded audio file made of only one
channel (mono) and lossless.

Evaluation of a Threshold Value:
The method is using the Root-Mean-Square (rms), a measure of the power in
an audio signal. The rms can be evaluated on the whole audio channel or on a
fragment of n of its samples. It is estimated as follow:

rms =

√∑n
i (S2

i )
n

(1)

At a first stage, the search for IPUs method estimates the rms value of each
fragment of the audio channel. The duration of these fragment windows is fixed
by default to 20 ms and can be configured by the user.

The statistical distribution of the obtained rms values is then analyzed. Let
min be the minimum rms value, μ the mean and σ the coefficient of variation.
Actually, if the audio is not as good as it is expected, the detected outliers
values are replaced by μ and the analysis is performed on this new normalized
distribution.

A threshold value Θ is fixed automatically from the obtained statistical distri-
bution. The estimation of Θ is of great importance: it is used to decide whether
each window of the audio signal is a silence or a sounding segment:

– silence: rms < Θ;
– sounding segment: rms ≥ Θ

We fixed the value of Θ as follow:

Θ = min + μ − δ (2)



The Automatic Search for Sounding Segments of SPPAS 19

The δ value of Eq. 2 was fixed to 1.5σ. All these parameters were empirically
fixed by the author of SPPAS from her past experience on several corpora and
from the feedback of the users.

It has to be noticed that Θ strongly depends on the quality of the recording.
The value fixed automatically may not be appropriate on some recordings, par-
ticularly if they are of low-quality. By default it is estimated automatically but
it can optionally be turned off and the user can fix it manually.

Get Silence vs Sounding Fragment Intervals:
The rms of each fragment window is compared to Θ and the windows below
and above the threshold are identified respectively as silence and sounding. The
neighboring silent and neighboring sounding windows are grouped into intervals.
At this stage, we then have identified intervals of silences and intervals with
“sounds”. However, their duration can be very short and a filtering/grouping
system must be applied to get intervals of a significant duration.

Because the focus is on the sounding segments, the resulting silent intervals
with a too small duration are removed first (see the discussion section below).
The minimum duration is fixed to 200 ms by default. This is relevant for French,
however it should be changed to 250 ms for English language. This difference is
mainly due to the English voiceless velar plosive /k/ in which the silence before
the plosion could be longest than the duration fixed by default.

Construction of the IPUs:
The next step of the algorithm starts by re-grouping neighboring sounding inter-
vals that resulted because of the removal of the too short silences. At this stage,
the new resulting sounding intervals with a too small duration are removed. This
minimum duration is fixed to 300 ms by default. This value has to be adapted to
the recording conditions and the speech style: in read speech of isolated words,
it has to be lowered (200 ms for example), in read speech of sentences it could be
higher but it’s not necessary to increase it too much. In spontaneous speech like
in conversational speech, it has to be lowered mainly because of some isolated
feedback items, often mono-syllabic, like ‘mh’ or ‘ah’.

The algorithm finally re-groups neighboring silent intervals that resulted
because of the removal of the too short sounding ones. It then make the Inter-
Pausal Units it searched for. Silent intervals are marked with the symbol ‘#’
and IPUs are marked with ‘ipus ’ followed by its number.

The Algorithm and Its Settings in a Nutshell:

1. fix a window length to estimate rms (default is 20 ms);
2. estimate rms values on the windows and their statistical distribution;
3. fix automatically a threshold value to mark windows as sounding or silent -

this value can be fixed manually if necessary;
4. fix a minimum duration for silences and remove too short silent intervals

(default is 200 ms);
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5. fix a minimum duration for IPUs and remove too short sounding intervals
(default is 300 ms);

6. tag the resulting intervals with # or ipu i.

2.2 Optional Settings

From our past experience of distributing this tool, we received users’ feedback.
They allowed us to improve the values to be fixed by default this paper mentioned
in the previous section. These feedbacks also resulted in adding the following two
options:

– move systematically the boundary of the begin of all IPUs (default is 20 ms);
– move systematically the boundary of the end of all IPUs (default is 20 ms).

A duration must be fixed to each of the two options: a positive value implies to
increase the duration of the IPUs and a negative to reduce them. The motivation
behind these options comes from the need to never miss aso unding part. To
illustrate how this might work, one of the users fixed the first value to 100 ms
because his study focused on the plosives at the beginning of isolated words.

Fig. 2. Configuration with the Graphical User Interface
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Figure 2 shows the full list of required parameters and optional settings when
using the Graphical User Interface. The same parameters have to be fixed when
using the Command-Line User Interface named searchipus.py.

2.3 Discussion

If the search for IPUs algorithm is as generic as possible, some of its parameters
have to be verified by the user. It was attempted to fix the default values as rel-
evant as possible. However, most of them highly depend on the recordings. They
also depend on the language and the speech-style. It is strongly recommended
to the users to check these values: special care and attention should be given to
each of them.

Another issue that has to be addressed in this paper concerns the fact that the
algorithm removes silence intervals first then sounding ones instead of doing it in
the other way around. This choice is to be explained by the concern to identify
IPUs as a priority: the problem we are facing with is to search for sounding seg-
ments between silences, but not the contrary. Removing short intensity bursts
first instead of short silences results in possibly removing some sounding seg-
ments with for example a low intensity, or an isolated plosive, or the beginning
of an isolated truncated word, i.e. any kind of short sounding event that we are
interested in. However, removing short silences first like we do results in possibly
assigning a sounding interval to a silent segment.

It has to be noticed that implementing a “Search for silences” would be very
easy-and-fast but at this time none of the users of SPPAS asked for.

3 Cheese! Corpus

3.1 Description

“Cheese!” is a conversational corpus recorded in 2016 at the LPL - Laboratoire
Parole et Langage, Aix-en-Provence, France. The primary goal of such data was
a cross-cultural comparison on speaker-hearer smiling behavior in humorous and
non-humorous segments of conversations in American English and French. For
this reason, “Cheese!” has been recorded in respect with the American protocol
[1], as far as possible.

“Cheese!” is made of 11 face-to-face dyadic interactions, lasting around
15 min each. It has been audio and video recorded in the anechoic room of
the LPL. The participants were recorded with two headset microphones (AKG-
C520) connected by XLR to the RME Fireface UC, which is connected with a
USB cable to a PC using Audacity software. Two cameras were placed behind
each of them in such a way each participant was shown from the front. A video
editing software was used to merge the two videos into a single one (Fig. 3) and
to embed the high quality sound of the microphones.

The 22 participants were students in Linguistics at Aix-Marseille University.
The participants of each pair knew each other because they were in the same
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class. All were French native students, and all signed a written consent form
before the recordings. None of them knew the scope of the recordings.

Two tasks were delivered to the participants: they were asked to read each
other a canned joke chosen by the researchers, before conversing as freely as
they wished for the rest of the interaction. Consequently, although the setting
played a role on some occasions, the participants regularly forgot that they were
being recorded, to the extent that sometimes they reminded each other that they
were being recorded when one of the participants started talking about quite an
intimate topic.

Fig. 3. Experimental design of Cheese!

In a previous study based on 4 dialogues of Cheese! [3], we observed a larger
amount of laughter compared to other corpora: 3.32% of the IPUs of the read
part contain laughter and 12.45% of IPUs of the conversation part. The laughter
is the 5th most frequent token.

3.2 The IPUs of Cheese!

All the 11 dialogues were annotated by using the audio files re-sampled at
16,000 Hz. For each of the speakers, the“Search for IPUs” automatic annota-
tion of SPPAS was performed automatically with the following settings:

– minimum silence duration: 200 ms because it’s French language;
– minimum IPUs duration: 100 ms because it’s conversational speech;
– shift begin: 20 ms;
– shift end: 20 ms.

The IPUs were manually verified with Praat [5]. Five dialogs were verified by 2
annotators and 6 by only one.

Table 1 reports the minimum (min), mean (μ), median, σ of the statistical
distribution of the rms values. The second last column indicates the resulting
automatically estimated Θ. The last column indicates if the rms values were
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normalized. This table shows that even with the same recording conditions, the
recorded rms values are ranging from very different values depending on the
speaker. It confirms the need to fix a specific threshold value for each recorded
file in order to get the appropriate segmentation. Fixing automatically the Θ
value is then important and a great advantage for users of the software tool.

It results in the following files:

– 22 files with the IPUs SPPAS 4.1 created fully automatically;
– 22 files with the manually corrected IPUs.

4 Evaluation Method

There are numerous methods and metrics to evaluate a segmentation task in
the field of Computational Linguistics. Most of the methods are very useful
to compare several systems and so to improve the quality of a system while
developing it but their numerical result is often difficult to interpret.

Table 1. Distribution of the rms and the threshold value Θ fixed automatically

spk min μ median σ Θ Norm. spk min μ median σ Θ Norm.

AA 12 548 58 177 295 OR 5 1009 19 160 773

AC 6 818 371 209 510 MZ 5 1313 38 175 1056

AW 7 595 96 164 355 CG 2 492 90 147 273

CM 12 876 257 141 675 MCC 4 397 44 203 96

ER 3 502 30 159 266 AG 8 328 38 168 84

CB 4 753 63 174 495 FB 17 1058 89 194 783

CL 3 1151 2918 15 256 x JS 3 564 23 230 221

LP 8 659 92 164 420 MA 3 672 123 152 446

MA 3 608 24 178 343 PC 2 373 28 202 71

AD 3 1680 3744 138 855 x MD 10 844 164 199 555

EM 4 1162 181 157 929 PR 12 427 61 188 156

In this paper, we developed an evaluation method and a script that is dis-
tributed into the SPPAS package. It evaluates the number of manual “actions”
the users had to operate in order to get the expected IPUs. We divided these
manual actions into several categories described below. For a user who is going
to read this paper, it will be easy to know what to expect while using this soft-
ware on a conversational corpus, and to get an idea of the amount of work to do
to get the expected IPUs segmentation.

In the following, the manually corrected IPUs segmentation is called “ref-
erence” and the automatic one is considered the “hypothesis”. The evaluation
reports the number of IPUs in the reference and in the hypothesis and the
following “actions” to perform manually to transform the hypothesis into the
reference:
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add: number of times an IPU of the reference does not match any IPU of the
hypothesis. The user had to add the missing IPUs;

merge: number of times an IPU of the reference matches with several IPUs of
the hypothesis. The user had to merge two or more consecutive IPUs;

split: number of times an IPU of the hypothesis matches with several IPUs of
the reference. The user had to split an IPU into several ones;

ignore: number of times an IPU of the hypothesis doesn’t match any IPU of
the reference. The user had to ignore a silence which was assigned to an IPU;

move b: number of times the begin of an IPU must be adjusted;
move e: number of times the end of an IPU must be adjusted.

The add action is probably the most important result to take into account.
In fact, if add is too high it means the system failed to find some IPUs. It is
critical because it means the user have to listen the whole content of the audio
file to add such missing IPUs which is time consuming. If none of the IPUs is
missed by the system, the user had only to listen the IPUs the system found
and to check them by merging, splitting or ignoring them and by adjusting the
boundaries.

In order to be exhaustive, this paper presents the ignore action. However,
from our past experience in checking IPUs, we don’t really consider this result
an action to do. In practice, the user is checking IPUs at the same time of
the orthographic transcription. If there’s nothing interesting to transcribe, the
interval is ignored: there’s nothing specific to do. Moreover, we developed a
plugin to SPPAS which deletes automatically these un-transcribed IPUs.

5 Results

5.1 Quantitative Evaluation

We applied the evaluation method presented in the previous section on the 11
dialogs of Cheese! corpus. The evaluated actions are reported into a percentage
according to the 6922 IPUs in the reference for add, merge, move b, move e or
according to the 7343 IPUs in the hypothesis for split and ignore:

– add: 54 (0.79% of the IPUs in the reference)
– merge: 104 (1.51% of the IPUs in the reference)
– split: 273 (3.72% of the IPUs in the hypothesis)
– ignore: 724 (9.86% of the IPUs in the hypothesis are false positives)
– move b: 497 (7.23% of the IPUs in reference)
– move e: 788 (11.46% of the IPUs in reference)

Reducing the number of missed IPUs was one of the main objective while
developing the algorithm and we can see in the evaluation results that the num-
ber of IPUs to add is very small: it represents only 0.78% of the IPUs of the
reference. It means that the user can be confident with the tool: the sounding
segments are found.
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The same holds true for the merge action: only very few IPUs are concerned
which is very good because it’s relatively time-consuming to do it manually.
However, the number of IPUs to split is relatively high which is also relatively
time-consuming to do manually.

Finally, the highest number of actions to perform is to move boundaries of
the IPUs but this action is done very easily and fastly with Praat.

5.2 Qualitative Evaluation

We observed the durations of the added and ignored IPUs. It is interesting to
mention that the duration of the IPUs to add and the IPUs to ignore are less
than the average. Actually, the duration of the IPUs of the reference is 1.46 s
in average but the 39 IPUs we added are only 0.93 s in average. This difference
is even more important for the IPUs we ignored: their duration is 0.315 s in
average.

Another interesting aspect is related to the speech style of the corpus: 14.11%
of the IPUs contain a laughter or a sequence of speech while laughing. These
events have a major consequence on the results of the system. Most of the actions
to do contain a high proportion of IPUs with a laughter or a laughing sequence:

– 11 of the 39 IPUs to add (28.21%);
– 86 of the 171 IPUs to merge (50.29%);
– 5 of the 7 IPUs to split (71.42%).

This analysis clearly indicates that laugher, or laughing while speaking, is respon-
sible for a lot of the errors of the system, particularly for the actions to split and
to merge. Figure 4 illustrates this problem: the first tier is the manually corrected
one - the reference, and the second tier is the system output - the hypothesis.

Fig. 4. Example of merged IPUs: laughter items are often problematic

In this scope of analyzing the errors, we also used the filtering system of
SPPAS [4] that allowed us to create various tiers with: (1) the first phoneme of
each IPU of the reference; (2) the first phoneme of each IPU of the reference
for which a “move begin” action was performed; (3) the last phoneme of each
IPU of the reference; (2) the last phoneme of each IPU of the reference for
which a “move end” action was performed. We observed a high proportion of
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the fricatives /s/, /S/, /Z/ and the plosives /t/ at the beginning of the moved
beginnings. On the contrary, the phonemes /w/ and /m/ which are the 2 most
frequent ones in the reference are relatively less frequent in the “move begin”
action. The following percentages indicate the proportion of the most frequent
phonemes in the IPUs requiring the move b action:

– /s/ is starting 7.96% of the IPUs of the reference but it concerns 20.08% of
the IPUs of the move b errors;

– /t/ is starting 4.31% IPUs of the reference but 7.19% of the move b ones;
– /m/ is starting 8.66% IPUs of the reference but 5.92% of the move b ones;
– /w/ is starting 11.76% IPUs of the reference but 5.70% of the move b ones;
– /S/ is starting 2.83% IPUs of the reference but 4.65% of the move b ones;
– /Z/ is starting 2.72% IPUs of the reference but 3.81% of the move b ones;

Moreover, we observed that 10.6% of the move b actions concern a laughter item.
We finally have done the same analysis for the last phoneme of the IPUs of

the reference versus the last phoneme of IPUs with the move e actions:

– /s/ is ending 2.67% IPUs in the reference but 7.11% in the move e ones;
– /E/ is ending 9.08% IPUs in the reference but 6.85% in the move e ones;
– /a/ is ending 10.42% IPUs in the reference but 6.72% in the move e ones;
– /R/ is ending 5.72% IPUs in the reference but 6.32% in the move e ones;
– /t/ is ending 3.88% IPUs in the reference but 6.19% in the move e ones;

Like for the beginning, the /s/ and /t/ are relatively more frequent in the “move
end” action than in the reference. And we observed that 17.26% of the move e
actions concern a laughter item which makes it the most frequently required
“move end” action; but it’s also the most frequent one to end an IPU with
11.11% in the reference.

Figure 5 illustrates the two actions move b and move e on the same IPU even
if this situation is quite rare. In this example, the first phoneme is /s/ and the
last one is /k/.

Fig. 5. Example of the move b and move e actions on an IPU with a low rms
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6 Conclusion

This paper described a method to search for inter-pausal units. This program
is part of SPPAS software tool. The program has been evaluated on the 11
dialogues of about 15 min each of Cheese! corpus, a corpus made of both read
speech (1 min) and spontaneous speech.

We observed that the program allowed to find properly the IPUs, even on
this particularly difficult corpus of conversations. To check the output of this
automatic system, we had to perform the following actions on the IPUs the
system found: to add new ones, to merge, to split, to ignore; and to perform
the following actions on their boundaries: to move the beginning, to move the
end. The analysis of the results showed that laughter are responsible for a large
share of the errors. This is mainly because a laughter is a linguistic unit but
acoustically it’s often an outcome of alternate sounding and silence segments
(Fig. 4).
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Abstract. A suite of related online and offline analysis and visualisation tools for
training students of phonetics in the acoustics of prosody is described in detail.
Prosody is informally understood as the rhythms and melodies of speech, whether
relating to words, sentences, or longer stretches of discourse, including dialogue.
The aim is to contribute towards bridging the epistemological gap between phono-
logical analysis, based on the linguist’s intuition together with structural models,
on the one hand, and, on the other hand, phonetic analysis based on measure-
ments and physical models of the production, transmission (acoustic) and percep-
tion phases of the speech chain. The toolkit described in the present contribution
applies to the acoustic domain, with analysis of the low frequency (LF) ampli-
tude modulation (AM) and frequency modulation (FM) of speech, with spectral
analyses of the demodulated amplitude and frequency envelopes, in each case
as LF spectrum and LF spectrogram. Clustering functions permit comparison of
utterances.

Keywords: Speech rhythm · F0 estimation · Frequency modulation · Amplitude
modulation · Prosody visualisation

1 Introduction

A suite of related online and standalone analysis and visualisation tools for training
students of phonetics in the acoustics of prosody is described. Prosody is informally
understood as the rhythms andmelodies of speech, whether relating to words, sentences,
or longer stretches of discourse, including dialogue. The aim is to contribute towards the
epistemological gap between phonological analysis of prosody, based on the linguist’s
qualitative intuition, hermeneutic methods and structural models on the one hand, and,
on the other, the phonetic analysis of prosody based on quantitative measurements,
statistical methods and causal physical models of the production, transmission (acoustic)
and perception phases of the speech chain. The phonetician’s methodology also starts
with intuitions, even if only to distinguish speech from other sounds, or more specifically
to provide categorial explicanda for quantitatively classifying the temporal events of
speech. Nevertheless, the two disciplines rapidly diverge as the domains and methods
becomemore complex, and issues of the empirical grounding of phonological categories
beyond hermeneutic intuition arise. The present contribution addresses two of these
issues:
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1. models of rhythm as structural patterns which correspond to intuitions of stronger
and weaker syllables and words in sequence;

2. intuitive perception of globally rising and falling pitch contours.

The present account focusses exclusively on the acoustic phonetics of speech trans-
mission, not on production or perception, with a tutorial method of data visualisation in
two main prosodic domains:

1. LF (low frequency) amplitude modulation (AM) of speech as phonetic correlates of
sonority curves covering the time-varying prominences of syllables, phrases, words
and larger units of discourse as contributors to speech rhythms;

2. LF frequency modulation (FM) of speech as the main contributor to tones, pitch
accents and stress-pitch accents, to intonations at phrasal and higher ranks of
discourse patterning, and also as a contributor to speech rhythms.

In Sect. 2, components of the online tool are described, centring on the demodulation
of LFAMandFMspeech properties. In Sect. 3 an open source extended offline toolkit for
Rhythm Formant Analysis (RFA) procedure is described, followed by a demonstration
of the RFA tool in a comparison of readings of translations of a narrative into the two
languages of a bilingual speaker. Finally, conclusions are discussed in Sect. 4.

2 An Online Tool: CRAFT

2.1 Motivation

The motivation for the CRAFT (Creation and Recovery of Amplitude and Frequency
Tracks) online speech analysis tutorial tool and its underlying principles are described,
together with some applications, in [9] and [12]. Well-known tools such as Praat [3],
WinPitch [19],AnnotationPro [18],ProsodyPro [29] andWaveSurfer [22] are essentially
dedicated offline research tools. The online CRAFT visualisation application is a tutorial
supplement to such tools, based on the need to develop a critical and informed initial
understanding of strengths and weaknesses of different algorithms for acoustic prosody
analysis. Themain functional specifications for this online tool are: accessibility, version-
consistency, ease of maintenance, suitability for distance tutoring, face-to-face teaching
and individual study, and also interoperability using browsers on laptops, tablets and
(with size restrictions) smartphones.

CRAFT is implemented in functional programming style using Python3 and the
libraries NumPy, SciPy and MatPlotLib, with input via a script-free HTML page with
frames (sometimes deprecated, but useful in this context), server-side CGI processing
and HTML output. The graphical user interface (GUI) has one output frame and four
frames for different input types1 (Fig. 1):

1. study of selected published F0 estimators (Praat, RAPT, Reaper, SWIPE, YAAPT,
Yin) and F0 estimators custom-designed for CRAFT (AMDF or Average Magnitude
Difference Function, and S0FT, Simple F0 Tracker);

1 http://wwwhomes.uni-bielefeld.de/gibbon/CRAFT/; code accessible on GitHub.

http://wwwhomes.uni-bielefeld.de/gibbon/CRAFT/
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2. visualisation of amplitude and frequency modulation and demodulation operations;
3. display of alternative time and frequency domain based FM demodulation (F0

estimation, ‘pitch’ tracking);
4. visualisation of low-pass, high-pass and band-pass filters, Hann and Hamming

windows, Fourier and Hilbert transformations;
5. visualisation of the output generated by the selected input frame.

Fig. 1. CRAFTGUI: parameter input frame (top) for 9 F0 extractor algorithms; amplitude demod-
ulation (left upper mid); F0 estimators (left lower mid); filters, transforms, spectrogram (left
bottom); output frame (lower right).

In the following subsections, LF AM and LF FM visualisations are discussed, fol-
lowed by descriptions of AM and FM demodulation, operations and transforms and
long-term spectral analysis.

2.2 Amplitude Modulation (AM) and Frequency Modulation (FM)

The mindset behind the CRAFT tool is modulation theory (cf. also [28]): in the trans-
mission of speech signals a carrier signal is modulated by an information-bearing lower
frequency modulation signal, and in perception the modulated signal is demodulated
to extract the information-bearing signal; cf. Fig. 2. Two main types of modulation are
provided in the speech signal: amplitude modulation and frequency modulation. Both
these concepts are familiar from the audio modulation of HF and VHF broadcast radio
with amplitude modulation between about 100 kHz and 30 MHz (AM radio), and fre-
quency modulation between about 100 MHz and 110 MHz (FM radio). The top frame
in Fig. 1 provides inputs and parameters for the two core CRAFT tasks, exploring two
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prosodic subdomains: properties of F0 estimation algorithms and long term spectral anal-
ysis of demodulated amplitude and frequency envelopes. Corpus snippets are provided,
including The North Wind and the Sun read aloud in English and in Mandarin.

Fig. 2. AMandFMpanels (top to bottom):modulation signal, carrier signal, amplitudemodulated
carrier, amplitude modulation spectrum, demodulated AM signal (rectification, peak-picking or
Hilbert); frequency modulated carrier, frequency modulation spectrum, demodulated FM signal.

Alternating sequences of consonant clusters (lower amplitude) and vowels (higher
amplitude) provide a low frequency (LF) AM sonority cycle of syllable sequences. The
syllable lengths and corresponding modulation frequencies are around 100 ms (10 Hz)
and 250 ms (4 Hz), and there are longer term, lower frequency amplitude modulations
corresponding roughly to phrases, sentences and longer units of speech, constituting
the LF formants of speech rhythms. Consonant-vowel sequences also involve a more
complex kind of amplitude modulation: variable filtering of the amplitude of the high
frequency (HF) harmonics of the fundamental frequency (and consonant noise filtering),
creating the HF formants which distinguish speech sounds.

The CRAFT tool is designed for analysis of the LF rhythm formants which correlate
with long-term LF AM sequences of syllables and of larger linguistic units, not for the
analysis of HF formants. Global falling, rising or complex intonation patterns and local
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lexical tones, pitch accents or stress-pitch accents underlie the FM patterns of speech.
The CRAFT input form for visualisation of amplitude and frequency modulation and
demodulation procedures is shown in Fig. 3.

Fig. 3. Parameter input for AM and FM module.

2.3 Amplitude and Frequency Demodulation

Amplitude demodulation is implemented as the outline of the waveform of the signal,
the positive envelope of the signal, created by means of the smoothed (low-pass fil-
tered) absolute Hilbert transform, peak picking on the smoothed signal, or rectification
and smoothing of the signal. Frequency demodulation is implemented as F0 estimation
(‘pitch’ tracking) of the voiced segments of the speech signal.

Frequency demodulation of speech signals differs from the frequency demodulation
of FM radio signals in various ways, though the principle is the same. The FM radio
signal varies around a continuous, stable and well-defined central carrier frequency, with
frequency changes depending on the amplitude changes of the modulating audio signal,
and when the modulation is switched off the carrier signal remains as a reference sig-
nal. But in frequency demodulation of a speech signal there is no well-defined central
frequency, the signal is discontinuous (in voiceless consonants and in pauses), the fre-
quency cycles are uneven, since the vocal cords are soft and moist (and not mechanically
or mathematically precisely defined oscillators), and when the modulation disappears,
so does the fundamental frequency carrier signal – there is no unmodulated carrier; cf.
[28]. For these reasons, in order to demodulate the speech fundamental frequency, the
signal has to undergo a range of transformations.

Several comparisons and analyses of techniques for frequency demodulation (F0
estimation) of the speech signal are discussed in [1, 15, 17, 20] are facilitated. The
following ten panels show visualisations of F0 estimates by a selection of algorithms,
each selected and generated separately using CRAFT, with the same data. The algo-
rithms produce similar results, though there are small local and global differences. The
superimposed polynomial functions illustrate some non-obvious differences between the
estimates: a local polynomial model for voiced signal segments and a global model for
the entire contour with dotted lines interpolating across voiceless segments are provided.
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1. Average Magnitude Difference Function (AMDF; custom implementation)

2. Praat (autocorrelation) [3]

3. Praat (cross-correlation) [3]

4. RAPT [23]

5. PyRAPT (Python emulation) [8]

6. Reaper [24]

7. S0FT (custom implementation)

8. SWIPE (Python emulation) [4, 7]
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9. YAAPT (Python emulation) [21, 30]

10. YIN (Python emulation) [6, 13]

The F0 estimations in Panels 1 to 10 are applications of the different algorithms to the
same data with default settings. Two polynomial models are superimposed in each case.
The colour coding is: F0: blue, local polynomial: orange, global polynomial: red plus
dotted green interpolation. The algorithms achieve quite similar results and correlate
well (cf. Table 1), and are very useful for informal ‘eyeballing’. Most of the algorithms
use time domain autocorrelation or cross-correlation, while the others use frequency
domain spectrum analysis or combinations of these techniques. CRAFT provides basic
parametrisation for all the algorithms as follows:

• start and length of signal (in seconds),
• F0min and F0max for frequency analysis and display,
• length of frame for F0 analysis,
• length of median F0 smoothing filter,
• orders of global and local F0 polynomial model,
• on/off switch for F0 display,
• spectrum min and max frequencies,
• display min and max for envelope spectrum,
• power value for AM and FM difference spectra,
• display width and height.

Table 1. Selected F0 estimator correlations for S0FT, RAPT, Python RAPT and Praat on a single
data sample.

Correlation Pearson’s r p

S0FT:RAPT 0.897 <0.01

S0FT:PyRAPT 0.807 <0.01

S0FT:Praat-autocorr 0.843 <0.01

RAPT:PyRAPT 0.883 <0.01

RAPT:Praat-autocorr 0.868 <0.01

PyRAPT:Praat-autocorr 0.791 <0.01
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AMDF andS0FT areminimalistic implementationswhichwere designed specifically
for theCRAFT tool. Except for a couple of sub-octave errors in the default configuration
shown, AMDF compares favourably with Praat autocorrelation, which it resembles,
except for the use of subtraction and not multiplication, resulting in a faster algorithm.
Absolute speed is dependent on the implementation environment, of course, with C or
C++ being in principle faster than Python. Interestingly, the Python YIN implementation
is the fastest of all.

The S0FT F0 estimation algorithm has a different purpose from the others: param-
eters for ‘tweaking’ of the analysis are provided in order to find an optimal agreement
with aural-visual inspection and accepted standard algorithms. In addition to the general
parameters for adjustment by the user, which are available to all algorithms, S0FT also
provides specific parameters:

• initial choice:

– voice type (higher, middle, lower pitch), or
– custom: levels of centre-clipping, high and low pass,

• if initial choice is custom:

– filter frequency and order,
– algorithm (FFT, zero-crossing, peak-picking),
– length of F0 median filter,
– min and max y-axis display clipping.

An example of S0FT output is shown in Panel 7 above. With the parameter defaults
provided, the results can be very close to the output of standard algorithms such as the
autocorrelation algorithm of Praat.

The quantitative measurements which underlie the visualisations are also available
for further use, as in Table 1, which shows correlations between the algorithms under
the same conditions and for a single data item (bearing in mind that the goal here is not
to report an experiment but to outline the potential of this online tool).

2.4 Operations and Transforms

CRAFT also includes a panel for illustrating low-pass, high-pass and band-pass filters,
Hann (cosine; also, correctly: von Hann, and incorrectly: ‘Hanning’), and Hamming
(raised cosine) windows, as well as Fourier and Hilbert Transforms and a parametrised
spectrogramdisplay. The following three panels show low-pass, high-pass and band-pass
filters and the von Hann window.
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1. High-pass and low-pass filters.

2. Band-pass filter with illustration of application.

3. von Hann window with illustration of application.

Figure 4 shows Fast Fourier Transforms (FFT) of six frequency estimations. Clearly
the F0 spectra of these algorithms differ considerably in spite of the rather high correla-
tions noted previously, because of differences in frequency vs. time domain processing,
in window lengths and window skip distances, as well as in internal filtering. S0FT,
AMDF and PyRAPT are rather similar, while YAAPT, Praat (cross-correlation) and
SWIPE are very different. The implication is that when demodulated F0 is further pro-
cessed quantitatively, these differences between the algorithms may need to be taken
into account, in spite of the relatively high correlations between them.
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Fig. 4. Spectral analysis 0…20 Hz of frequency envelopes of selected F0 estimation algorithms
for the same signal: S0FT, YAAPT, Praat (cross-correlation), AMDF, PyRAPT, SWIPE (top to
bottom, left column before right).

3 The RFA Offline Extension Toolkit

3.1 Functional Specification

The main aim of the RFA (Rhythm Formant Analysis) toolkit extension is detailed
investigation of the contributions of LFAMandLFFM to the analysis of speech rhythms,
based on the concept of rhythm formant, that is, a region of high magnitudes in the low
frequency spectrum and spectrogram of the speech signal, relating to the rhythms of
words and syllables, and, in long utterances, to slower rhythms of phrases and longer
discourse units. Theoretical foundations of the underlying Rhythm Formant Theory
(RFT) and applications of the RFA toolkit are described in [12]. The code is available
on GitHub (https://github.com/dafyddg/RFA).

Intuitively, rhythm is understood to be a real-time sequence of regular acoustic beats,
usually between one and four per seconds (1…4 Hz). These beats are often said to
be associated with stressed syllables in foot-based stress-pitch accent languages like
English, and with each syllable in syllable-based languages like Chinese.

There are many approaches to the analysis of speech rhythms in linguistics and
phonetics. Phonological approaches use numerical values, or tree structures with nodes
labelled ‘strong’ and ‘weak’, or bar-chart like ‘grids’ to visualise a qualitative abstract
notion of intuitively identified rhythm. Descriptive phonetic approaches annotate speech
recordings with boundaries of intervals associated with phonological categories such as
vocalic, consonantal, syllable or word segments and use strategies to form averages
of interval duration differences and to apply the averages as indices for characterising
language types.

A major issue with the annotation based duration average approaches is the lack
of phonetic grounding in the reality of speech signals beyond crude segmentation. The
reality of rhythm is that it involves more than just duration averages: it involves oscil-
lations in real time of beats and waves with approximately equal intervals – relative or
‘fuzzy’ isochrony. The restrictive duration averagemethods have failed to find isochrony,
for a number of simple reasons which have been discussed on many occasions; cf. the

https://github.com/dafyddg/RFA
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summary in [12]. In particular, the duration average methods do not actually capture the
rhythms of speech, because they…

1. ignore the ‘beat’ or oscillation property of speech rhythms;
2. assume constant duration patterning throughout utterances;
3. assume a single duration average for each language.

In fact, rhythms may hold over quite short subsequences of three or more beats
and then change in frequency, also on occasion in a longer term rhythmic pattern, the
‘rhythms of rhythm’ [12]. Further, rhythms vary not only from language to language and
dialect to dialect, but also with different pragmatic speech styles.

Parallel to and in stark contrast with the annotation based duration average
approaches are the signal processing approaches which start with the assumption of
rhythm as oscillating signal modulations, and work with spectral analysis and related
transformations to discover speech rhythms of different frequencies below about 10 Hz;
cf. overviews in [9, 12] and Sect. 2.3, For example, a syllable speech rate of 5 syll/s cor-
responds to a low oscillation frequency of 5 Hz with an average syllable length of 0.2 s; a
foot speech rate of 1.5 ft/s corresponds to an oscillation frequency of 1.5 Hz and average
foot length of 0.6 s. The prediction is that with an appropriate spectral analysis, these
and other rhythm frequencies can be detected inductively from the speech signal. Cor-
respondingly, the intuitive understanding of ‘rhythm’ is explicated ‘bottom-up’, unlike
top-down phonological approaches, starting with the intuition of rhythm as oscillation
and then analysing physical properties of the speech signal, based on the modulation
theoretic perspective of signal processing (Gibbon 2021:3):

Speech rhythms are fairly regular oscillations below about 10 Hz which modulate
the speech source carrier signal and are detectable in spectral analysis as mag-
nitude peaks in the LF spectrum of both the amplitude modulation (AM) envelope
of the speech signal, related to the syllable sonority outline of the waveform, and
the frequency modulation (FM) envelope of the signal, related to perceived pitch
contours.

The central requirement for a tool to be used for identifying rhythm frequencies by
demodulation of the low frequency oscillating modulations of the speech signal is thus
the identification of temporally regular oscillations with specific frequencies or, more
realistically, frequency ranges. The frequency zones definemultiple fuzzy-edged rhythm
formants (cf. [9–12]), which can be associated with signal modulations by syllables,
phrases and other categories [2, 5, 16]. In other words: the tool must include a method
for demodulating the rhythmically modulated signal.

For this purpose, long-term spectrogram analysis of the positive signal amplitude
envelope is introduced, both to analyse rhythms quantitatively, and to model the percep-
tion of varying rhythms in the LF AM and FM oscillations of speech signals (cf. [14,
25–27]).

The full procedure of demodulation and spectral analysis is shown with a stylised
example in Fig. 5. In the example, the signal length is 1 s, the sampling frequency is
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44.1 kHz, the modulation frequency is 10 Hz and the modulation index (modulation
depth) is 0.75.

Fig. 5. Panels showing simplified aspects of amplitude modulation, demodulation and rhythm
detection: 1. sine modulation wave, 2. sine carrier wave, 3. modulated carrier, 4. demodulated
amplitude envelope, 5. amplitude envelope spectrum.

3.2 Standalone Offline Tools

Online tools are useful for teaching demonstrations in teaching situations where the user
is a software consumer rather than developer, but have the disadvantage that they are
constrained by the designer’s goals and the further disadvantages of software and data
integrity and possibly also unwanted logging of interactive activities.

For more flexibility, though at the cost of ease of use, a companion set of stan-
dalone offline tools was developed, also using Python3 and the libraries NumPy, SciPy,
MatPlotLib, plus GraphViz. The toolset provides:

1. analysis and visualisation of AM and FM demodulation;
2. low frequency spectral analysis of AM and FM;
3. both a global spectrum and a 2 s or 3 s long windowed spectrogram for entire

utterances;
4. trajectories of highest magnitude frequencies through the spectrogram frame series;
5. comparison of utterances using these criteria.

The goal here is not to produce off-the-shelf point-and-click consumer software, but
to produce a suite of basic ‘alpha standard’ command-line tool prototypes which can be
further developed by the interested user.
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Figure 6 (upper left) shows thewaveform (grey) and the rectified and low pass filtered
amplitude envelope (red). The low pass filtered long-term amplitude envelope is taken
to be the acoustic phonetic correlate of the ‘sonority curve’ of phonological analyses.
The LF spectrum from 0 Hz to 5 Hz is shown in Fig. 6 (upper right); groups of high
magnitude frequencies are taken to represent rhythm formants at different frequcies,
the correlates of superordination and subordination prosodic hierarchy patterns in the
locutionary component of the utterance. FM demodulation and spectral analysis are
analogous.

Fig. 6. Rhythm frequency identification procedure.

In the mid panels of Fig. 6, spectrograms of the utterance are shown, extracted in
2 ms overlapping FFT windows, first visualised as a waterfall spectrum, from top to
bottom, consisting of a vertical sequence of spectra in the frequency domain (mid right),
and also as a more conventional heatmap spectrogram in the time domain (mid left),
with higher magnitudes shown as darker colours.

The main innovations in the offline toolkit are:

1. the LF spectrogram, which permits the observation and further analysis of changes
in rhythm patterns through the utterance;

2. the extraction of a trajectory through the spectrogram, in which at every FFT analysis
window the frequency with the highest magnitude is selected;

3. the custom design of the AMDF FM demodulation algorithm, in which frame dura-
tion and correlation domain are adjusted automatically in terms of minimum and
maximum limit parameters for the frequency search space;

4. clustering procedures for comparing sets of utterances:
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• prosodic k-means clustering;
• prosodic distance mapping of utterances with a selection of distance metrics;
• prosodic hierarchical clusteringwith selections of distance metric and clustering

condition combinations.

In order to be able to combine these functions in differentways for different purposes,
for example only thewaveform, orwith theAMenvelope and theFM track (F0 estimation
track), with the low frequency AM and FM spectra, or only the waveform, F0 estimation,
AMLF spectrogram and FMLF spectrogram, a set of librarieswas developed for specific
analysis tasks:

1. waveform and LF amplitude demodulation (in the main application);
2. module_fm_demodulation.py (LF FM, LF F0 estimation, using a custom

variant of AMDF, the Average Magnitude Difference Function);
3. module_drawdendrogram.py (spectral frequency grouping of magnitude

peaks interpreted as rhythm formants);
4. module_spectrogram.py (LF spectrogram of utterance, typically with 2s or

3s LF FFT window);
5. module_kmeans.py (classification of sets of utterances using Euclidean

distance-based k-means clustering);
6. module_distancenetworks.py (distance-based linking of utterances

according to time domain and frequency domain spectrum and spectrogram data vec-
tors, using a selection of distance metrics: Canberra, Chebyshev, Cosine, Euclidean,
Manhattan);

7. module_hierarchicalclustering.py (hierarchical clustering based on a
selection of distance metrics and clustering conditions).

3.3 Prosodic Comparison of Narrative Readings

For demonstration purposes an analysis of spoken narrative data was conducted on a
small data set of readings aloud of the IPA benchmark narrative The North Wind and the
Sun in English and German by a female bilingual speaker. The readings in each language
are numbered in order of production; the German readings were produced before the
English readings. While rhythms of spontaneous speech and dialogue may appear more
interesting at first glance, reading aloud is a cultural technique with independent inherent
value in report presentation, news-reading or reading to children and the sight-afflicted.
Moreover, spontaneous more complex and it is advisable to introduce a new method
with simpler clear cases.

As the first basic step, k-means analysis was chosen. The analysis is intended to
demonstrate the value of both time and frequency domain parameters in prosodic typol-
ogy. The prediction is that the readings in English and German can be distinguished
by means of selected prosodic parameters, even though the readings are by the same
speaker.

There are many prosodic properties which can be addressed. The present analysis
uses variance in two time domain vectors:
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1. x: the variance of the trajectory of the highest magnitude frequencies in the LF
spectrogram;

2. y: the variance of the FM (F0) track.

The two measures ignore the facts that (a) the data set is tiny and (b) the parameters
concerned are locally and globally varying time functions, not static populations, thus not
being ideal candidates for variance analysis. However, with durations of approximately
60 s the utterances are much longer than the domains of rhythmic variation such as
syllable, word and phrase, so that ‘the end justifies the means’ in this case. The readings
in English cluster in the upper right quadrant, while the readings in German cluster in
the lower left quadrant; cf. Fig. 7. The result shows that the bilingual speaker makes a
clear distinction between her readings in English and her readings in German In Fig. 7,
data positions are marked with filled circles coloured by cluster; centroid positions are
marked with “C” in a square in the cluster colour.

Fig. 7. k-means positioning of readings of The North Wind and the Sun by AM and FM spectral
properties.

3.4 Distance Mapping

Other similarity visualisations such as distance maps show links which are compati-
ble with the k-means division. In order to make distance relations clearer at a glance,
distances above 0.75 (range 0…1) were excluded from the graph.

The first analysis compares utterances on the basis of the LF AM spectrum vectors
(Fig. 8), using the Cosine Distance metric. The readings in English are nearer to each
other than to the readings inGerman, and vice-versa, with cluster-internal distances<0.7
in each case. However the first reading in English is nearer to the first reading in German
than to the last reading in English, perhaps due to the chronology of the scenario: the
last reading in German was produced immediately before the first reading in English.
Such ordering effects were intended, as systematic context.
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Fig. 8. AM LF spectrum distances (English and German readings by female bilingual).

Fig. 9. FM LF spectrogram frequency max peak distances (English and German readings by
female bilingual).

The second analysis (Fig. 9) compares utterances on the basis of the LF FM spectrum
vectors. The analysis also uses the Cosine Distance metric, and shows the same cluster
formation as the analysis based on LF AM spectrum vectors: the readings in English are
nearer to each other than to the readings in German, here with cluster-internal distances
<0.6 in each case.. In this case, the first reading in English is nearer to both the first and
third readings in German than to the third reading in English.

Further analyses based on spectrogram properties rather than spectrum properties,
also conducted with the Cosine Distance metric, show the same clear partitions and also
similar anomalies. The results are also confirmed by further analysis with hierarchical
clustering (cf. Gibbon 2021).
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4 Conclusion

The functionality of theCRAFT online tutorial tool and the extended offline RFA toolkit
for acoustic prosody analysis is demonstrated in some detail, with attention to the rhyth-
mic and melodic modulations of speech. The main uses of the toolkits are in advanced
phonetics teaching and in acoustic prosody research. Many open research questions (cf.
the discussion in [12]) can be addressed using the toolkits, such as the quantitative anal-
ysis of the variability of speech rhythms in different language domains, from varying
rhythms of the consonant vowel succession in syllables (in so-called ‘syllable-timed
languages’), to varying rhythms of syllable sequences in feet (in so-called ‘pitch accent
languages’) and the much longer domains of rhythms in discourse.

Evidently, the small data set does not permit wide-ranging predictions. For larger
data sets more sophisticated methods and complementing of the present strategy of
unsupervised machine learning (ML) by semi-supervised and supervised ML methods.
will be needed. However, the data set fulfils its function of demonstrating the validity
of the RFA method itself and the utility of the extended RFA toolkit, and the heuristic
value of the method in raising further pertinent questions is clear.
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19. Martin, P.: WinPitch: un logiciel d’analyse temps réel de la fréquence fondamentale fonc-
tionnant sous Windows. Actes des XXIV Journées d’Étude sur la Parole, Avignon 224–227
(1996)

20. Rabiner, L.R., Cheng, M.J., Rosenberg, A.E., McGonegal, C.A.: A comparative performance
study of several pitch detection algorithms. IEEE Trans. Acoust. Speech Sig. Process.ASSP-
24(5), 399–418 (1976)

21. Schmitt, B.J.B.: AMFM_decompy (2014). [PyYAAPT]. https://github.com/bjbschmitt/
AMFM_decompy

22. Sjölander,K., Beskow, J.:Wavesurfer – an open source speech tool. Proc. Interspeech 464–467
(2000). http://www.speech.kth.se/wavesurfer/

23. Talkin, D.: A robust algorithm for pitch tracking (RAPT). In: Kleijn,W.B., Palatal, K.K. (eds.)
Speech Coding and Synthesis, pp. 497–518. Elsevier Science B.V. (1995)

24. Talkin, D.: Reaper: Robust Epoch And Pitch EstimatoR (2014). https://github.com/google/
REAPER

25. Tilsen, S., Johnson, K.: Low-frequency Fourier analysis of speech rhythm. J. Acoust. Soc.
Am. 124(2), EL34–EL39 (2008). [PubMed: 18681499]

26. Tilsen, S., Arvaniti, A.: Speech rhythm analysis with decomposition of the amplitude enve-
lope: characterizing rhythmic patterns within and across languages. J. Acoust. Soc. Am. 134,
628 (2013)

27. Todd, N.P.M., Brown, G.J.: A computational model of prosody perception. ICSLP 94, 127–
130 (1994)

28. Traunmüller, H.: Conventional, biological, and environmental factors in speech communica-
tion: amodulation theory. InDufberg,M., Engstrand, O. (eds.) PERILUSXVIII: Experiments
in Speech Process, pp. 1–19. Department of Linguistics, Stockholm University, Stockholm
(1994). [Also in Phonetica 51, 170–183 (1994)]

29. Xu, Y.: ProsodyPro – a tool for large-scale systematic prosody analysis. In: Tools and
Resources for the Analysis of Speech Prosody (TRASP 2013), Aix-en-Provence, France,
pp. 7–10 (2013)

30. Zahorian, S.A., Hu, H.: A spectral/temporal method for robust fundamental frequency
tracking. J. Acoust. Soc. Am. 123(6), 4559–4571 (2008). [YAAPT]

https://doi.org/10.1007/978-3-642-81926-1
https://github.com/bjbschmitt/AMFM_decompy
http://www.speech.kth.se/wavesurfer/
https://github.com/google/REAPER


Hybridised Deep Ensemble Learning for Tone
Pattern Recognition

Udoinyang G. Inyang and Moses E. Ekpenyong(B)

University of Uyo, P.M.B. 1017, Uyo 520003, Nigeria
{udoinyanginyang,mosesekpenyong}@uniuyo.edu.ng

Abstract. In this contribution, a multi-classification framework comprising of
three heterogeneous classifiers–self-organising map (SOM), ensemble of deep
neural networks (DNNs), and adaptive neuro-fuzzy inference system (ANFIS) is
proposed for tone pattern discovery in Ibibio (New Benue Congo, Nigeria). The
proposed system is a set of localised DNN classifiers that derives input data from
cluster classes generated by the SOM. The ANFIS classifier adopts information
from a meta-algorithm to create the classification rules and model instances, suffi-
cient to eliminate prediction uncertainties in the DNN output vectors. To demon-
strate the feasibility of the framework, six tone features extracted from Ibibio
text utterances namely: beginning of sound boundary (B); end of sound bound-
ary (E); vowel count (V); consonant count (C); syllable count (S); and phoneme
count (P), were considered. Results of SOM visualisation revealed similar pat-
terns for features: V and S, and C and P; but features B and E, however, showed
weak correlation. Next, four cluster vectors discovered by SOMwere fed into a 4-
DNN ensemble for training and validation. The neuron weights and target vectors
obtained from the DNN then provided inputs to the ANFIS for building of fuzzy
rules–using the sugeno-inference mechanism and partitioned into 70% training
samples, and 30% testing samples. Predicted tone patterns yielded satisfactory
mean absolute error of 0.027; and R-value of 0.8315. ANFIS however, improved
on the results of the ensemble of DNNs, as the mean squared errors for train and
test datasets were respectively lower than those obtained from DNN ensemble.

Keywords: ANFIS · DNN · Ensemble learning · Heterogeneous classifier ·
SOM · Tone language · Tone recognition

1 Introduction

Overcoming algorithmic shortcomings and achieving syngenetic effects during features
classification have prompted the hybridisation of diverse classification methods – as
there exists no (single) optimal algorithm for every problem [1]. Hence, exploiting the
strengths of two or more specialised algorithms is certain to produce improved and
optimal classification results – through combined prediction and solution refinements.
Creating stronger learning systems by leveraging unlabelled data and classifier combi-
nation in a lightly supervised manner was proposed in [2]. Lightly supervised learning
and ensemble learning constitute two state-of-art machine learning paradigms.While the
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former strives to achieve a strong generalisation by exploiting unlabelled data, the later
attempts to realise strong generalisation using multiple independent classification learn-
ers. This paper therefore presents a confluence of lightly-supervised classification and
ensemble learning – sufficient to trigger significant improvements to an intractable inter-
disciplinary problem – tone pattern classification. It combines the strengths of integrated
multiple classification models into a meta-algorithm that controls state-of-the-art learn-
ing algorithms and exploits the potentials of congregating unsupervised and supervised
learning (SL) approaches in the discovery of tone features pattern in speech signals.
One of the most active research in SL has been to study approaches of constructing
good ensembles of classifiers [3]. Unsupervised learning (UL) classification is adopted
to visualise speech input datasets and correlate the tone pattern indicators as well as
providing labels for the unlabelled input datasets. An ensemble of DNNs is then used
to classify the discovered cluster vectors (samples) into different classes required for
training the different DNNs. Adaptive neuro-fuzzy inference system (ANFIS), another
supervised approach is finally employed to handle imprecision as the tone patterns are
predicted. Indeed, combining multiple classifiers has been known to increase predictive
performance. Hence, the novelty of this research is in the strength of our framework to
reduce cost of computation through the concurrent execution for clusters discovery and
ensemble learning.

1.1 Lightly Supervised Learning

In many pattern classification problems, the acquisition of labelled training data is costly
and/or labour intensive, while unlabelled data samples are inexpensive to obtain. Hence,
the goal of lightly supervised classification is to exploit both labelled and unlabelled
data to build better classifiers, as opposed to the use of only labelled data. Lightly super-
vised algorithms that learn from both labelled and unlabelled examples have undergone
intensive research in the last few years [4], and have been found to be very effective
in speech technology applications. This paper utilises the functionalities of heteroge-
neous classifiers – different learning algorithms operating on the same data – to improve
performance – through a serial combination of different learning paradigms.

1.2 Ensemble Learning

Ensemble learning is a method for constructing accurate classifiers or predictors from
a committee of weak classifiers. Suppose Ẽ denotes the expected classification error of
ensemble classifiers, then the ensemble theory [5], suggests that,

Ẽ = E − D (1)

where,E andD, are the average classification error and individual diversity, respectively.
Equation (1) implies that accuracy and diversity scale with performance of the ensemble
classifier. A combination is an ensemble if the several classifiers are essentially per-
forming the same task [6]. Hence, an ensemble of classifiers is a set of classifiers which
individual decisions are combined to classify new exemplars. The necessary and suffi-
cient condition for an ensemble classifiers to outspace individual classifiers are accuracy
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and diversity [7]. There is no definitive taxonomy of ensemble learning [9], as the success
or failure of an ensemble model depends on the member models and the nature of data.
Numerous approaches have also proposed accurate and diverse classifiers. Prominent
amongst these approaches include: Exploitation of existing knowledge of the problem,
Randomisation, Randomisation, Variation, Training data manipulation, Target features
manipulation and Input features manipulation [8] and [9]. Three notable strategies sep-
arate the training of ensembles; bagging, boosting and averaging [9]. Bagging is widely
used for statistical classification and regression while boosting is a apt for constructing
multiple classification systems. Notable ensemble implementations include; Ensembles
of NNs, random forests, adaboost.

1.3 Problem Statement

Tone creates meaning and enhances the comprehensibility of utterances in a tonal lan-
guage. A tonal language uses pitch (the auditory correlate of tone) to discriminate lexi-
cal or grammatical meaning and is grouped into two broad categories according to this
traditional divisions: contour- and register-tone languages [10]. While contour-tone lan-
guages are those from the Asian region (e.g., Mandarin, Cantonese, and Thai – from
Chinese), register-tone languages are those from the West African region (e.g., Ibibio
and Yoruba – from Nigeria). Two main systems are commonly used to transcribe tone.
The first applies to register-tone languages: where some symbols representing the tone
levels are superimposed on the phonemes (usually the vowel), e.g., á, à, and¬ā, for high,
low, andmid, respectively. Others are realisations or combination of the basic tones: e.g.,
ǎ, and â, are rising (low+high) and falling (high+low) tones, respectively. The second is
iconic, and usually applies to contour-tone languages – to represent pitch movements on
a 5-point scale (1=lowest, 5=highest). But it is not always possible to replicate all such
sequences typographically as tone letters. Nearly all tone languages have several rules
that modify tones when spoken in a sequence, i.e., when spoken in normal phrases rather
than in isolation. One of the most well-known cases is in Mandarin Chinese: when two
Tone-3 syllables occur in sequence, and the first one is changed to Tone 2. Same goes for
Ibibio (new Benue Congo, Nigeria) when two words are combined, and the tone of the
first phoneme of the second word changes from high to low tone: e.g., úfò.k ‘house’ and
àbàsì ‘God’, are combined to yield úfò.kábàsì ‘house of God’. Three mutually exclusive
tasks are important for studying a tone system: (i) surface tonal contrasts determination;
(ii) possible tonal alterations (‘morphotonemics’) discovery; (iii) tone analysis: inter-
preting what has been discovered in (i) and (ii). At this point, theoretical constructs, and
formal devices such as auto-segmental notation are necessary, to gain useful insights on
how the tone system operates.

Most research works on tone are concerned with stage (iii), which presupposes the
first two stages: that the analysis of tone is impossible without an understanding of
the surface contrasts and any occurring tonal alterations in the tone system. Again, in
tone languages, different tone patterns of the same syllable may convey different mean-
ings, thus making tone modelling intractable. The recognition of tone patterns therefore
requires efficient approach to combining speech features into a single measure capable
of discriminating among the various input classes [11], and can be regarded as a pattern
recognition problem [12]. Pattern recognition is an area of ML that discovers common
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features among various data exemplars using either supervised, unsupervised or hybrid
learning (a combination of both supervised and UL) [13]. The standard formulation of
a machine learning problem assumes that the available data is independent and identi-
cally distributed (i.i.d) [15]. Although pattern discovery has greatly advanced the field
of computational intelligence, and data mining – the discovery of interesting pieces of
knowledge in data – and has become the de-facto approach to robust knowledge-driven
system design, it is challenging to discover accurate knowledge (or patterns/trends) from
collected data. The emergence of numerous key data mining techniques including asso-
ciation rule mining, classification, clustering, prediction, sequential patterning, decision
tree, and combinations of these, have been explored in the literature to describe the data
mining type, and for mining useful patterns in data; but the effective use and update
of the discovered patterns remain an open problem. To robustly drive these techniques,
deep learning [15, 16] has evolved to dramatically improve the accuracy of pattern dis-
covery – as several deep architectures and learning methodologies have been developed
with distinct strengths and weaknesses in recent years.

2 The Ibibio Language

Many languages spoken in Nigeria are classified under the Benue Congo language
group, with phonological features including labial flaps, labial velars, and implosives
[17]. Although tone systems vary dramatically across languages, pitch patterns in tone
languages appear limited, and phonological features can be exploited to manically dis-
tinguish tone [18]. Hence providing phonological evidence is important in the design
and modelling of tone patterns. In the following subsections, we succinctly describe the
syllable structure and tone system of Ibibio (New Benue Congo, Nigeria), to provide
insights into their composition, interaction, and modelling.

2.1 Syllable Structure

An Ibibio syllable may consist of any of the following distinct tones: High (H), Low (L),
Downstepped High (!H), Rising (LH) and Falling (HL). The syllable structure of Ibibio
is as analysed as follows:

(i) a vowel (V syllable), example, /á-wó/ ‘human’
(ii) a syllabic nasal (N syllable), assimilates, or is homorganic with the nasal

consonant it occurs with, example, /n̄́ -kán̄/ ‘charcoal’;
(iii) a consonant and a vowel (CV syllable): example, in /sé/ ‘look’;
(iv) a consonant, vowel and consonant (CVC syllable): example, /dèp/ ‘to rain’;
(v) a consonant, a vowel and another vowel (CVV syllable): example, in the first

syllable of verbal items as in: /dèè-mé/ ‘share’;
(vi) a consonant, a long vowel and a consonant (CVVC): example, in /dÓÓk/ ‘climb’;
(vii) a consonant, a glide and a vowel (CGV syllable): example, /fRě/ ‘forget’;
(viii) a consonant, a vowel and a glide (CVG syllable): example, /dáj/ ‘lick’. The CVG

syllable structure is also found in nominal items like /á-kàj/ ‘forest’;
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(ix) a consonant, a glide, a vowel and consonant (CGVC syllable): example, /fjÓk/ ‘to
block the way’. The CGVCsyllable pattern is also found in nominal items like
/ḿ.fjÓk/ ‘traditional cooking stand’;

(x) a consonant, a glide, a vowel and a glide (CGVG syllable): example, in
frequentative verbal items like /twàj/ ‘hit (freq)’;

(xi) a consonant, a glide, a long vowel and a consonant (CGVVC syllable): example,
in the second syllable of nominal items like /á-bjÓÓŋ/ ‘hunger’.

The structure has glides modelled as vowels, and the dotted lines indicate syllable
boundaries. It is generic for languages with similar structure and has also been used for
speech synthesis and recognition designs of African tone languages (c.f., [19–21]; tone
modelling and classification systems [11, 14, 22].

2.2 Tone System

Tone is a supra-segmental that spreads over a group of voiced segments, and is commonly
associated with vowels. In Ibibio, tone dominates all phonemes of the vowel system and
consists of the following phonemes: a, e, i, ı., �, o, o. , u, u. , and 2; as well as nasalised
consonants: m, n, and n̄. The consonant system of Ibibio, however contains the following
phonemes: b, d, f, K (gh), h, j (y), k, kp, m, n, n̄, ny, p, R, s, t, and w. Four tonal constraints
necessary to predict the next tone occurrence in an Ibibio include:

(i) a H tone must occur before a !H tone can occur in any word;
(ii) a !H tone, however, contrasts with a L tone and terminates in a well-formed utter-

ance. They cannot occur on their own, but are distinguished from the mid tone of
a word, and hence, occur sparingly in any utterance;

(iii) H and L pitches are affected by downdrift and could spread across various word
positions (initial, medial and final)

(iv) LH (rising contour-R) andHL (falling contour-F) sequencesmay occur at anyword
position, from its first tone level, due to the down-step and downdrift scenarios.

In [32], a context-dependent HMMalgorithm for tone and prosody features labelling
was proposed. The generic HMM showing the tone and prosodic states, as well as
transitions that generate the respective tone patterns is given in Fig. 1.

Fig. 1. A generic context-dependent HMM labelling of tone and prosody.
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3 Related Works

Recently, deep neural networks (DNNs) have shown high effectiveness in acoustic mod-
elling as regards speech technology [23]. In [24], a DNN for frame-level 5-tone classifi-
cation and a single-layer neural network at segment (syllable) level were explored. The
segment-levelmodelswere trained to classify syllables fromaMandarinBroadcastNews
Speech corpus, using co-articulation features. When provided with only raw MFCCs as
input, the method obtained low error rate of 16.86%, but the same DNN architecture
scored substantiallyworsewhen trained and testedwith sub-band autocorrelation change
detection (SACD) features [25]. Hence, raising concerns over the theories of Chinese
tone. In [26], a DNN model was trained to classify each frame of speech into one of
six classes: five tones and one non-tone. Each frame was represented by a 40-D MFCC
vector. The tone-bearing units (TBUs) were classified based on tonal features, segment
duration and contextual features. Experiments without context segments resulted in a
segment error rate (SER) of 17.73%. However, contextual frames (frames before and
after the center frames) were still used to classify each frame within the segment. In
[27], the efficiency of an ANN in recognising Mandarin tone patterns was examined.
Speech data were recorded from 12 children and 15 adults – all nativeMandarin Chinese
speakers. Feature extracted for the experiment was F0 of eachmonosyllabic word, which
contours served as inputs to a feed-forward back-propagation ANN. After a Levenberg-
Marquardt optimisation, the NN was able to successfully classify the tone patterns with
an accuracy of about 90% for both children and adults. Their results showed that ANN
may provide an objective and effective assessment of tone production. In [14], an unsu-
pervised mining of speech corpora was proposed for the efficient classification of tone
features. Input vectors to the experiment were pattern alignments of Ibibio corpus. Their
design integrated two unsupervised tools: the k-means clustering and SOM model to
evaluate the optimal number of clusters. Their results validated existing claims and
demonstrated the importance of vowel-only features in tone pattern recognition.

Within the past three decades, consistent enquiries into ensemble learning approaches
have been made, resulting in three different classification systems namely, independent,
sequential, and simultaneous [9, 28]. Ensemble constructions have also witnessed pro-
gressive refinements from simple methods that rely on training NNs with different initial
conditions or starting points [29]; varying the topology algorithm or number of hidden
neurons [30]; to varying the data in somemanner – using sampling, diverse data sources,
diverse pre-processing methods, distortion and adaptive re-sampling. In Liu [31], a bal-
anced ensemble learning approach for defining adaptive learning error function for indi-
vidual NNs in an ensemble is proposed. Sharkey, Sharkey, Gerecke and Chandroth [6]
reviewed available methods for creating ensembles and defined an approach for testing
potential ensemble combinations on a validation set, and selecting the best performing
ensemble, which was finally tested on the resultant dataset. They demonstrated this app-
roach on two case studies that rely on ensembles of networks trained from three sources,
and on the output of trained SOMs. Improved results were obtained by combining the
NNs to form ensembles. Jin and Liu [15] proposed an approach that learned the rela-
tionship between data and models using a set of switches for routing test instances to
appropriate classification models in an ensemble. Study on real-world and benchmark
data showed that their approach could achieve significant performance improvement
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using heterogeneous data. Romsdofer [32] combined an ensemble learning technique
using NNs as base learners with feature relevance determination. The weighted NN
ensemble model was applied for both phone duration and fundamental frequency (F0)
modelling. The NN ensemble model showed improvement when compared with state-
of-the-art prosodymodels such as the classification regression tree (CART), multivariate
adaptive regression spline (MARS), or artificial neural network (ANN). Further, their
model outperformed similar ensemble model based on gradient tree boosting. Chen,
Bunescu, Xu and Liu [33] proposed a method that fully automates tone classification of
syllables in Mandarin Chinese. Their model considered raw tone data as input and used
convolutional NNs to classify syllables into one of the four tones of Mandarin and does
not require manual checking of F0. Their classification system could have significant
clinical applications in the speech evaluation of hearing-impaired population.

4 Hybridised Classification Framework

The proposed classification framework is driven by three state-of-the-art learning sys-
tems (SOM, DNN and ANFIS) working in synergy. The workflow describing the coop-
erative system is shown in Fig. 2. The SOM network accepts a speech corpus as input
and abstracts significant tone attributes (x1, x2, . . . , xn), sufficient to generate k distinct
clusters (c1, c2, . . . , ck ; 2 ≤ k ≤ n) as targets. The k-clusters are generated such that
data points with similar tone attribute patterns are distinctively grouped. Each SOM tar-
get (cluster vectors) then feeds a corresponding DNN within the DNN module. Hence,
the number of DNNs generated depends on the cluster classes discovered by the SOM.
Each DNN cluster data are then trained for rules extraction by ANFIS.

Cluster  Vectors1

NN

Speech Tonal Attributes

DNN  1

DNN  2

DNN  n

Speech Corpus Database

Tone Attributes

DNN Module 
ANFIS Module 

Fig. 2. Proposed system architecture

4.1 Speech Corpus Database

In this research, a total of 16,905-word patterns were populated, to enable the extraction
of tone features for this experiment (see Table 1). Six input feature vectors were extracted
according to the following categories: (i) beginning of sound (vowel/consonant) bound-
ary; (ii) end of sound (vowel/consonant) boundary; (iii) number of vowels; (iv) num-
ber of consonants; (v) number of syllables; and (vi) number of phonemes. For options
(i) and (ii), the following coding system was used to code the various tone patterns:
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1-Consonants, 2-H, 3-L, 4-DS, 5-LH, 6-HL; where, H represents High tone (´), L rep-
resents Low tone (`), DS represents Down-Step tone (!), LH represents Low-High tone
(ˇ), HL represents High-Low tone (ˆ). A statistical breakdown of the TBUs (vowels and
syllabic nasals) include H (21,980), L (15,739), DS (2,399), LH (1,492), HL (378) –
giving a total of 41,988 (56.73%) tone bearing units; while 43.27% (32,028) were non
TBUs (consonants). Statistics of the consonants and vowels at the (beginning of; end of)
word boundaries are (2439; 6176) and (8893; 5590), respectively. Table 1 shows input
classification of the first 15 words. The syllabification of words and input tone patterns
were generated using the FST and tone model.

Table 1. Input vectors classification

4.2 DNN Modelling

Optimising the DNN training was achieved in the following steps: (i) pre-training each
layer, exclusively, using a greedy algorithm; (ii) applying UL at every layer in a way
that preserves information from the input and disentangling any factor of variation; (iii)
fine-tuning the entire network, subject to the ultimate criterion of interest.

Figure 3 shows the proposed DNN architecture, with L layers (L > 3). Each layer
has connection weights, a bias vector (bL), and an output vector (OL). The number of
neurons in each layer is denoted by m, where, m1, m2,…, mL , are the number of neurons
in Hidden Layers 1, 2, …, L, respectively. Inputs to the system, xi, are the various tone
output vectors discovered by the SOM classifier. In each of the layers, the input vector
elements enter the DNN via weights, wi,mL

n
, which represents the weight of the link

between the ith input neuron and the nth neuron of the Lth hidden layer.



54 U. G. Inyang and M. E. Ekpenyong

Fig. 3. System architecture of the proposed DNN

The inputs to each layer of the DNN are denoted as, a, with a1, a2,…, aL, representing
inputs to layers 1, 2, …, L, respectively. Therefore, modelled are as follows:

a2 =
∑n

i=1
f l

(
wL,mL aL−1 + bL

mL

)
(2)

where, i = 1,2…, n, are the number of input variables (length of the input vector), m, is
the number of neurons in Lth layer (L > 3), while f L, is the transfer function of the Lth
Layer. The output of a proceeding layer is the input of the immediate succeeding layer.

The steps used to implement the DNN-pattern recognition include: (i) initialise the
hidden layer size; (ii) create the DNNs; (iii) set up the division of data for training,
validation, and testing; (iv) train the network; (v) test the network. As described in [34],
a feed-forward multi-layered NN with more than two hidden layers between the input
and output layers was created using tansig and purelin as the transfer functions for the
hidden layers and output layer, respectively. At the configuration stage, the number of
hidden layers was set to 3, to achieve prediction accuracy. During implementation phase,
the input layer ascended to 6 nodes (x1, x2,..,x6), to satisfy the criteria stipulated in [48].
The size of the hidden layers was initialised to 4 and iterated to a maximum of 10. The
best performing number of hidden layer neurons was then used as a standard for all
the hidden layers. Each of the clustered speech dataset was randomly partitioned into
training (70%) validation (15%) and testing (15%).

4.3 DNN Modelling

ANFIS is multi-layered architecture that integrates the strenghts of NN and fuzzy logic
for quailitative cognitive reasoning [35, 38]. It implements a five-layered structure of a
first order Sugeno model, and is adopted in this paper to process the DNN target vectors
by accepting the DNN classification results as input, as well as map the entire input
space to their respective membership functions (MFs). Rules are then constructed to
drive the mapping of the input MFs, which are subsequently mapped to the output [36].
In our design, the first layer (input layer) consists of six tone features {beginning of
sound boundary: B, end of sound boundary: E, vowel count: V, consonant count: C,
syllable count: S, and phoneme count: P} as nodes. Each node in this layer are adaptive
and executes the fuzzification operation – generates a membership grade for each tone
feature. The Guassian MF [37], (Eq. 3) is adopted in predicting the tone quality:

μAi (x) = exp

[
−1

2

(1 − βi)
2

σi

]
(3)
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where, βi and σi are the center and width of the ith linguistic label, respectively, and are
the premise parameters governing the Gaussian MF, x, is the input to node i : 1 ≤ i ≤ 6.
Layer 2 has fixed nodes and computes the firing strength of rules using fuzzy operators
(OR, AND) by fuzzifying the antecedent part of each rule. Normalisation of each rule’s
firing strength –the ratio of the ith rule’s firing strength to the sum of all rule’s firing
strengths, is performed by the nodes of layer 3. The fourth layer consists of adaptive
nodes and determines the product of the normalized firing strength of rules and the
first order polynomial of Sugeno consequent parameters (r0, r1, r2, …, r6). ANFIS uses
either back-propagation algorithm or hybrid approach (a combination of least-squares
estimation (LSE) and back propagation gradient descent), to identify and tune the MF
parameters of the output. The hybrid-learning algorithm involves two phases: forward
and backward pass. In the forward pass, each node’s output approaches the next layer
up to the fourth layer, where LSE is used to identify and tune the consequent parameters
[38]. Since accuracy of prediction is our interest and considering the nature of the data,
the mean absolute error (MAE) is used as a performance measure [54]. The error signals
are configured to propagate backwards while tuning the premise parameters with back
propagation gradient descent algorithm during the backward pass phase. Whereas, only
the consequent parameters changed during the forward pass, they remained unchanged
during the backward pass. The iterations of the forward and backward passes cause the
premise and consequent parameters to be identified and generated for the fuzzy inference
system (FIS). The single node (summation neuron) in layer 5 determines the final output
of the ANFIS model by summing incoming signals of layer four and performing the
defuzzification operation using the identified FIS parameters. The output function, Ol

i ,
for each layer is given in Eqs. 4–8:

O1
i = μAi (xi); i = 1, 2, . . . , 6 (4)

O2
i = αi = μAn(βi)μβn × (Ei)μEn × (Vi)μVn × (Ci)μCn × (Si)μSn × (Pi)μPn (5)

O3
i = αi = O2

i = αi∑
αi

(6)

O4
i = αifi = O2

i = αi ×
(

ri
0 + ri

1Bi + ri
2Ei + ri

3Vi + ri
4Ci + ri

5Si + ri
6Pi

)
(7)

O5
i =

∑

i

αifi =
∑

i αifi∑
i αi

(8)

5 Results

5.1 SOM Training

The SOM design was implemented usingMATLAB 7.7.0 (R2015a). The batch unsuper-
vised weight/bias algorithm (trainbu) – where weights and biases are only updated after
all the inputs and targets were fed into the network [39], was adopted. The trainbu
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algorithm trains a network with weights and bias learning rules using batch updates, in
two stages – rough and fine training phases [39]. The rough training phase spanned 1,000
iterations with initial and final neighbourhood radius of 5 and 2 respectively, in addition
to a learning rate in the range (0.5 and 0.1). The fine training phase had a maximum of
1000 epochs, and a fixed learning rate of 0.2. The output layer had k neurons; the weight
vector, v11, v12, v13, . . . , v1k , of the connections constitutes the prototype of each neuron
and has the same dimension as the input vector. Selection of best centroids within each
cluster was based on the Euclidean distance criterion. SOM was applied to identify and
classify speech features into segments based on tone feature similarity using six input
attributes. The tone cluster centers and map topology are given in Tables 2 and 3, respec-
tively. In Table 2, cluster (1,1) – cluster 1, has 5614 (33.21%) data points; while cluster
(1,2) – cluster 2, and cluster (2,1) – cluster 3; has 6407 and 1814 members, respec-
tively; cluster (2,2) – cluster 4, has 3070 (18.16%) data points. Other results are a visual
representation and overview of the homogeneous segments as well as the approximate
number of clusters using the hexagonal grid topology.

Table 2. SOM cluster map topology

1 2

1 5614 (33.21%) 6407 (37.90%)

2 1814 (10.73%) 3070 (18.16%)

Table 3. Tone attribute cluster centers

Attribute Cluster centers

1 2 3 4

BSB 2.18 2.10 2.36 2.63

ESB 1.09 2.75 1.78 2.48

NV 2.13 1.85 4.25 3.28

NC 2.09 1.03 3.66 2.30

NS 1.93 1.74 3.86 2.95

NP 4.22 2.88 8.12 5.58

A map quality (total sum of squares) of 71.35% was attained from four (4) clusters.
In Fig. 4, an 8× 13 hexagonal grid visualising the neurons according to their respective
clusters is presented. The neurons are distributed descending from top to bottom as
follows: cluster 2 – 39 (37.9%), cluster 1 – 35 (33.2%), cluster 3 – 19 (18.2%), and
cluster 4 – 11 (10.7%). Figure 7 is a visualisation of Table 3 as a Unified DistanceMatrix
(U-Matrix) and input component plane maps. The U-Matrix provides a visualisation
of the distance between neurons – where computed distance of adjacent neurons and
represented with appropriate colours. Dark colours between the neurons correspond to
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a large distance (a gap) between the codebook values while light colours between the
neurons indicate that the codebook vectors are close to each other in the input space.
The dark and light colours are regarded as cluster separators and clusters respectively.

Fig. 4. Feature clusters visualisation

We observe in Fig. 5 that all the input features have sharp boundaries with well
separated clusters, but the following component (planes) pairs: V and S; and, C and P,
exhibit similar patterns and are moderately correlated. In practice, vowels are promi-
nent attributes when modelling syllables; while consonants by its nature are critical to
speech phoneme classification, as this explains its importance in modelling and evaluat-
ing speech technology systems. However, a closer look at components B and E reveals
a weak correlation between the component features with noticeable pattern not situated
at the same positions. Perhaps, the variation may not be unconnected with the effect of
co-articulation which could interface with the various sound boundaries and proves that
sound boundaries carry important information to cue pitch ranges.

U-matrix
 B E

SC

V

P Labels

Fig. 5. U-Matrix and input component planes for selected tone features

5.2 DNN Model Training

The DNN training process focused on tuning the weights and biases of each model to
optimise its performance.Although themodels took longer to train, better generalisations
for large or noisy tone feature datasets were obtained. The gradient was computed, and
weights update commenced after all the tone features were fed into the DNN. The
stopping criterion was achieved through adaptive weight minimisation (regularisation)
using the trainbu function. The mean square error (MSE) – the average squared error
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between the DNN outputs and the target; was used to evaluate the performance of the
DNNs. Figure 6 is the objective function showing the performance of the network in
selecting members and parameters of each cluster depicting decreasing errors as the
number of epoch increased, with no evidence of over-fitting in the network. In DNN
cluster 1, the validation error reached a minimum at the 14th iteration without any
further change, while the best performance of DNN for cluster 2 was at epoch 32. In
training the DNN datasets for cluster 3 and 4, validation of the DNNs was achieved at
epoch 7 (with a validation error of 0.33308), and epoch 6 (with a validation error of
0.49742), respectively.

a) cluster 1         b) cluster 1  c) cluster 3                 c) cluster 4

Fig. 6. Objective functions of DNN during cluster training, validation and testing

Table 4 presents a summary of the RMSEs for each DNN cluster dataset. Although
RMSE values of each DNN model cluster indicated satisfactory models’ classifiers for
tone pattern prediction, the training, validation and testing errors, on the average, showed
that DNNcluster 3 performed better than others, followed byDNNcluster 1. But the high
testing errors of DNN clusters 1, 2 and 4, indicate poor classification of new samples,
and raise some doubts on the strength DNN model to properly classify new samples.

Table 4. Performance (MSE) of DNN models in each Cluster

Cluster

1 2 3 4

Train 0.2738 0.3070 0.2458 0.4104

Validation 0.3530 0.4294 0.3331 0.4974

Test 0.7641 0.7068 0.3932 0.5818

Average 0.4636 0.4811 0.3240 0.4965

5.3 DNN Validation

Regression analysis was used to validate the performance of DNN – through the assess-
ment of the relationship between the DNN outputs and target of each cluster [39]. In the
prediction of speech pattern, the response of DNN models to training, validation and
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testing datasets for the inputs in each of the cluster was determined. Four (4) regres-
sion plots resulting from training, testing, validation datasets and overall (combined)
dataset were generated (see Fig. 7a–d). The dotted line in each plot represents the per-
fect result (i.e., outputs= targets). The solid line represent the best (fit) linear regression
line between output and target. The R value gives an indication of the (strength) cor-
relation between the outputs and targets. The validation and test results gave R values
of 0.8050 and 0.6262, respectively. The overall performance of the model in cluster 1
dataset yielded an R value of 0.79078 (R2 = 0.63). This implies that 79.08% of the DNN
output is explained by the target variables. A summary of DNN models for all clusters
is presented in Table 5.

(a) Training (b) Validation (c) Testing (d) Overall

Fig. 7. Regression plots for DNN output relative to targets of DNN Cluster 1

Table 5. Best linear Fit models for tone clusters

Cluster

1 2 3 4

Best Linear Fit R Best Linear Fit R Best Linear Fit R Best Linear Fit R

Train Y = 0.67T + 3.4 0.831 Y = 0.46T + 4.4 0.761 Y = 0.49T + 4.7 0.797 Y = 0.46T + 4.2 0.800

Validation Y = 0.68T + 3.4 0.805 Y = 0.53T + 3.8 0.812 Y = 0.42T + 5.3 0.757 Y = 0.67T + 3.4 0.752

Test Y = 0.39T + 6.4 0.626 Y = 0.34T + 5.4 0.651 Y = 0.37T + 5.8 0.697 Y = 0.67T + 3.4 0.706

Overall Y = 0.62T + 4.0 0.791 Y = 0.44T + 4.5 0.749 Y = 0.45T + 5.0 0.775 Y = 0.67T + 3.4 0.771

To compensate for theweakness discovered in theDNNensemblemodel,ANFISwas
made to accept crisp output values obtained DNN ensemble learning, from which fuzzy
rules were built using the sugeno-inference mechanism. The neuron weights and outputs
of theDNNswere input and target vectors to theANFIS system and partitioned into: 70%
(11834) training samples, and 30% (5071) exemplars for testing the ANFIS model. The
Fuzzy c-means (FCM) algorithm generated the FIS with Gaussian membership function
(gaussmf) using genfis3. Out of a maximum of 100 iterations of FCM, the algorithm
converged at the 35th iteration with an objective function value of 1.82 × 104 (topmost
plot of Fig. 9). The cost optimisation graph (bottom plot of Fig. 9) reached the best value
of 0.524, at the 1000th iteration (Fig. 8).
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Fig. 8. Objective function plots of FCM

The parameters of the gaussmf indicating each input parameter in the 4th clusters
are presented in Table 6, while the MF plots is given in Fig. 9. Least-squares and back
propagation gradient descent methods were combined, to identify and update the output
MF parameters during the FIS training.

Table 6. Tone features cluster centers

Fig. 9. MF plots of Tone features

The consequent parameters P{r0, r1, r2, r3, r4, r5, r6} of the sugeno type FIS were
obtained as given in Eq. (9).

P =

⎡

⎢⎢⎣

−0.022 0.044 0.667 0 −0.178 0.264 6.029
−0.020 0.121 16.682 0 −1.235 −1.755 −91.086
0.193 −1.106 −0.260 0 −4.401 −0.096 150.731
−0.060 0.394 0.667 0 −0.259 0.264 7.045

⎤

⎥⎥⎦ (9)
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Each row is a vector of input parameters – terms of the first order polynomial utilised
by layer 4 of ANFIS in deriving its output (see Eq. 11), column 1 is the constant value
vector, and tone feature parameters are represented in columns 2–4. The training (see
Fig. 10a) and testing (see Fig. 10b) results showed significant positive drift from the
results of the DNN in each cluster.

(a) (b)

Fig. 10. Error plots and relationship between a) training target and predicted output b) test target
and predicted output.

The MAE of the train data is 0.025, while the MAE of the test data error is 0.027.
This improvement is due to the combine capabilities of the DNN ensembles and ANFIS.
The relationship between the target vector and the ANFIS result was also significant at
R = 0.8314 (see Fig. 11). A hybridised predictive framework composed of three hetero-
geneous classifiers operating on same data. Each component generates refined results
in the form of target outputs to feed the next classifier. SOM was used to learn the
dataset patterns and cluster the dataset to eliminate redundancy at the next processing
stage. ANFIS then served as a final collector and optimiser to aggregate the ensem-
ble DNNs target vectors and compensate for any weakness exhibited by the ensemble
DNNs – which only offered independent description of the tone cluster patterns. Signif-
icant progression in performance was exhibited when migrating from each phase of the
experiment, justifying the combination of different Ml paradigms. A future direction of
this research is to explore the use of mixed features in the experiment and also assess the
causal relationship of tone features and tone quality. After enumerating the speech and
text features, a dimension reduction technique is also necessary to abstract significant
features for analysis and classification.

Fig. 11. Relationship between target and predicted output for all datasets.
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6 Conclusion and Future Research Direction

A hybridised ensemble comprising three heterogeneous classifiers operating on a single
data was proposed. Each component generates refined results in the form of target out-
puts for the next classification. SOM was used to learn the dataset patterns and cluster
the dataset while ANFIS was the final collector and optimiser; aggregating the ensem-
ble DNNs target vectors and compensate for any weakness exhibited by the ensemble
DNNs – which only offered independent description of the tone cluster patterns. Signif-
icant progression in performance was exhibited when migrating from each phase of the
experiment, justifying the combination of different ML paradigms. A future direction
of this research is to explore the use of mixed features (combination of text and speech
features) and assess the causal relationship of tone features and quality. After enumer-
ating the speech and text features, a dimension reduction technique is also necessary to
abstract significant features for analysis and classification.
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Abstract. This paper describes an automatic segmentation and tran-
scription module for Polish and its integration with the Annotation
Pro software tool. The module is an extended desktop version of the
CLARIN-PL online tool and has been named ANNPRO. Thanks to
developing the module, it becomes possible to combine the functional-
ity of Annotation Pro desktop program and the web-based automatic
aligner. The results can be immediately used as the input for fur-
ther acoustic-phonetic analyses with Annotation Pro native functions or
annotation mining plugins. Annotation Pro enables using any number of
external alignment modules, provided that certain basic format require-
ments are kept. We discuss these requirements and exemplify them with
the ANNPRO module functionality and the integration steps. As an
illustration, we present a brief report on experiences gained in the pro-
cess of annotation of a multimodal corpus with the use of ANNPRO.
Both Annotation Pro and the ANNPRO module are publicly available
for download and can be freely used for research.

Keywords: Automatic segmentation · Grapheme-to-phoneme
conversion · CLARIN-PL Mowa · Annotation Pro · Corpus
annotation · ANNPRO

1 Introduction

The investigation of the phenomena occurring in spoken utterances is inevitably
dependent on information derived from many different levels of analysis. That
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may include such high-level information as the register of the spoken text, the
information about the context of the communication, the prosodic as well as
multimodal characteristics of utterances. However, before many of the high-
level descriptions can be completed, it may be needed to involve with low-level
descriptions. For example, segment-level information is usually a starting point
for examining the variability of spoken utterances, the properties of phrases,
sentences or discourse units realized within monologues or in conversational con-
texts.

Manual procedures aimed at creating such descriptions are time-consuming,
costly, and prone to human error. On the other hand, human expert verification
of the automatic result is often performed [5] and recommended to ensure a high
level of confidence in the data [4,20]. The main purpose of automation is thus not
to eliminate manual work entirely but to greatly reduce the workload. A further
goal is to introduce an aspect of objectivity to the process. Among other require-
ments formulated for the contemporary speech resources are their re-usability
and interoperability [6]. The multilayered annotations and rich metadata are
aimed to reflect the multi-layered structure of speech communication [15] as
precisely as possible. Therefore, the ideal annotations would include the descrip-
tion of both phonetic-acoustic features of speech and higher level including e.g.
the paralinguistic one [16].

A number of tools have been created to automatize corpus preparation and
corpus-related research e.g. automatic grapheme-to-phoneme (G2P) conversion
of speech transcripts as well as speech signal labelling and segmentation into
phones, syllables or words. Many of the tools are freely and openly available
for research, and what is more, they enable data processing for more than just
one language, cf. SPPAS desktop application [1] or WEBMaus on-line services
[11]. The tools are constantly improved, e.g. to make them more effective for
spontaneous speech data [10]. Tools dedicated specifically to Polish that can be
openly accessed and used on-line are e.g. CLARIN-PL services [14] or ORT-
FON [22]. The respective G2P conversion options were developed using different
approaches, i.e. statistical learning (CLARIN-PL), and rule-based method for
Polish (ORTFON); cf. also [26,28].

In this paper, two integrated openly available desktop tools are presented that
can be used for both automatic and manual speech segmentation and labelling.
In addition, we report on a use-case for the tools’ usage. In Sect. 2 we discuss the
tools and their options that have been integrated in order to combine their func-
tionality within one framework. In Sect. 3, the tools’ integration and its outcome,
named ANNPRO, is presented. Section 4 provides a brief summary of observa-
tions gained within the process of annotation of MumoStance, a multimodal cor-
pus of parliamentary speeches (see Acknowledgements and https://mmstance.
home.amu.edu.pl/) using ANNPRO. We conclude the work and schedule our
future steps in Sect. 5.

https://mmstance.home.amu.edu.pl/
https://mmstance.home.amu.edu.pl/
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2 The Tools

2.1 Annotation Pro

Annotation Pro [13] is a freely available software tool for annotation of linguistic
and paralinguistic features in speech. Currently, the program is available under
Windows OS only, porting to other platforms is planned for the future (see also:
http://annotationpro.org/).

An innovative feature, compared with other existing tools is that apart from a
multilayer annotation interface, configurable spectrogram and waveform display
of the speech signal, the program offers a graphical control window that supports
annotation based on continuous, categorial or mixed rating scales. Additionally,
the same interface can be used in a perception test mode. Including the graphical
representation as a built-in component of the annotation tool was motivated by
the need to annotate emotions and other paralinguistic or non-linguistic features
in spoken utterances for which categorial labelling may not always be sufficient.
The actual graphics used as the representations can be adjusted by the user
depending on the specific use case and are not constrained to any specific project.
This reflects one of the initial assumptions of the tool design, namely: the univer-
sal character of the built-in features and flexibility with respect to different use
cases. Another functionality, also complying with the above assumption, is the
possibility of extending the tool’s built-in functionality with plugins and exter-
nal modules. In this study, we make use of the possibility in order to develop an
automatic segmentation and G2P module for Annotation Pro.

2.2 CLARIN-PL Align

The CLARIN-PL speech package includes several different tools [14], including
ones supporting automatic phonetization and alignment of speech signal but also
automatic speech recognition and text/audio normalization (see also: https://
mowa.clarin-pl.eu/).

Feature Extraction. The initial step of each speech analysis tool is the extrac-
tion of distinctive information from the raw audio signal. Most often this is based
on some form of Fourier spectral analysis in order to produce Short-Term Fourier
Transform (STFT) mel-filterbank features or Mel-Frequency Cepstral Coefficient
(MFCC) feature sets. In the present solution we analyze files at the sampling
frequency of 16 kHz and use a set of 13 MFCC features, spliced with a context of
3 frames before and 3 frames after, thus giving 91 features that are subsequently
processed through a Latent Dirichlet Allocation (LDA) transform to give 40
features that are presented for acoustic modeling [19].

Acoustic Modeling. The purpose of the acoustic model (AM) is to estimate
the likelihood of phonetic events occurring at specific times in the signal, which

http://annotationpro.org/
https://mowa.clarin-pl.eu/
https://mowa.clarin-pl.eu/
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are usually defined in some form of sub-phoneme units (e.g. tri-phones). Regard-
less of the actual choice of phonetic units, this step requires the definition of the
set of phonemes we intend to search within the data. Altering this set requires
retraining of the whole acoustic model to the new definition. The presented work
uses a set of phonemes based on the Polish SAMPA phonetic alphabet [27].

The AM can be constructed in many ways, but it is always a result of machine
learning process. The presented system uses a Gaussian Mixture Model (GMM)
[21]. Even though neural network based solutions exist [18], the difference in the
segmentation performance is not significant enough for our purpose, but GMMs
are considerably faster and easier to develop.

An important factor to the performance of the AM is the data it is trained
on. The presented system was trained on a medium-sized studio corpus, which
means that the model will respond best to the data of equal or similar quality. It
is impossible to predict all possible uses of the system, so it is important to make
some initial assumptions about the analyzed data. Given a few examples of the
real data, it is possible to adapt the model, thus increasing its performance [19].

Grapheme-to-Phoneme Conversion. A key component to the system is the
mapping from the orthographic transcription provided by the users into its pho-
netic form as modeled by the AM. The simplest form of such a mapping is
a lexicon: a document which provides a phonetic transcription (as a sequence
of phonemes) for each word in the transcript. We also generally allow multi-
ple possible pronunciations for each word. The acoustic model decides which
transcription most likely matches the audio.

Even though it is possible to prepare a lexicon with many words in a language,
it is unlikely to predict every possible word a user may want to process. We
therefore need a grapheme-to-phoneme (G2P) tool to generate the lexicon for
any word. In general, there are two approaches to automatic lexicon generation
in Polish: rule-based and statistical systems. While rule-based systems are very
robust and quite feasible for Polish, in practice there are many exceptions to
the standard pronunciation and foreign words present in most real-life corpora.
For convenience, the presented solution uses a statistical system trained by the
Phonetisaurus G2P toolkit [17].

Similarly to the AM, this step requires a definition of the set of phonemes, as
well as the rules of their pronunciation. Fortunately, training a statistical G2P
model is not too time consuming and simply requires a properly constructed
lexicon to learn from. The creation of such a lexicon is the most time consuming
part of the process. The trained model can then be used to re-process the acoustic
data used to re-train the AM.

Alignment Process. The actual alignment of the transcription is contingent
of the presence of the aforementioned information: the phonetic likelihoods com-
puted by the AM from the audio and the phoneme sequence computed by the
G2P system from the transcription. The purpose of the aligner is to match (i.e.
align) one sequence to the other. This is achieved by constructing a state graph
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Fig. 1. Examples of grapheme-to-phoneme conversion.

Fig. 2. Example of a finite state transducer for converting phonemes into words. The
purpose of the alignment process is to find an optimal path through a graph of similar
design.

representing the transcription and applying some form of Viterbi search of the
most likely sequence of states given the acoustic likelihoods [21]. This approach
can also account for the alternative pronunciations of individual words, by con-
structing a graph with multiple pathways (see Fig. 2).

It is impractical to make an exhaustive search of all the possible outcomes
of this alignment process, so a heuristic is applied by pruning the least likely
hypotheses at each time step. This method is known as beam-search [7] and it
relies on a parameter known as beam width that denotes the maximum difference
between the likelihoods of the best and worse hypotheses being analyzed. Using
a large beam will slow down the process, but ensure a better quality result,
while using a small beam can significantly speed up the process, but can also
accidentally prune the optimal solution during alignment. In some cases this can
also cause the algorithm to fail altogether. In fact, there are situations where the
alignment is impossible (e.g. if we provide transcription that doesn’t match the
audio). In such cases, the algorithm will explore all the likely hypotheses, but if
it doesn’t find a reasonable match, it will fail with an error message.

This process is also known as forced alignment. That means, that the algo-
rithm will attempt to insert tokens provided by the user even if they don’t exist
in the audio. This can cause unpredictable behavior even with small mismatches
between the audio and the transcription. To solve the problems, there exist other
algorithms that perform a more “lenient” form of alignment [9] and are espe-
cially useful with very long recordings which have a greater chance of failing the
forced alignment process. These algorithms rely on performing speech recogni-
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tion using limited vocabulary in order to find the key points in the audio which
match the transcription. The present module supports only forced alignment, at
the moment.

3 CLARIN-PL Align Module for Annotation Pro:
ANNPRO

3.1 Module Integration

The CLARIN-PL alignment module has been integrated with Annotation Pro
in the form of an external segmentation module. Other such modules had been
implemented earlier, but were not available for distribution. An alternative was
to import the results of automatic alignment obtained with programs such as
SPPAS [1]. Apart from the phone-level and word-level segmentation, the output
in Annotation Pro can also include syllable-level segmentation made available
by the option that inserts syllable boundaries into the Annotation Pro layer
using the grapheme-to-phoneme level segmentation as input. The syllabification
process is based on a set of fixed rules. The starting point for the rule list was
the work of Daniel Sledzinski, e.g. [23,24] with further modifications, cf. also [2].

It is possible to integrate any number of segmentation modules and to select
the desired one via the Annotation Pro interface, i.e. the user can use differ-
ent segmentation engines for various pronunciation variants or languages. The
modules work independently from Annotation Pro and none of their functions

Fig. 3. Auto Segmentation module integration components for Annotation Pro
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are integrated natively. Therefore, the modules themselves can be implemented
using different technologies and approaches to the segmentation (and transcrip-
tion) tasks (Fig. 3).

The required format for the module is either a .bat or .exe format. Before
launching the segmentation process for a recording, Annotation Pro places two
files in the module folder: input.wav (the recording) and input.txt. The input.txt
file is a temporary plain text file containing the orthographic transcript cor-
responding to the speech included in the input.wav file. When the module is
launched in Annotation Pro, the transcript comes from the previously selected
annotation layer or individual segment(s), depending on the user’s choice. In the
next step, the segmentate.bat or (if not found) segmentate.exe is launched. If
the process ends successfully, an output.csv file is created in the same folder.
The file contains the list of TAB-separated timestamps and transcription labels
in the format:

SegmentStart [TAB] SegmentDuration [TAB] Label

Finally, the output is saved as the Annotation Pro .ant file in XML-based [12,
pp. 131–133]. In case if the output.csv file is missing, an error log is reported and
also the respective segment(s) are highlighted with red color in the Annotation
Pro GUI. The crucial settings for each module are defined in a config.json file
saved in the same folder as the rest of the module files.

3.2 Using the ANNPRO Module

In order to use the combined version of the tool, it is needed to download both
Annotation Pro (http://annotationpro.org/downloads) and the ANNPRO mod-
ule (https://clarin-pl.github.io/speech-annotationpro-plugin/).

ANNPRO should be saved to the Documents/Annotation Pro/Segmentation
Modules folder. Once that is done, it becomes possible to choose the aligner from
a drop-down list in the Auto Segmentation window of Annotation Pro (Fig. 4).
The input for the processing will be the orthographic transcriptions (segment
labels) in Annotation Pro. Two modes of processing are available: for selected
segment(s) only or for the whole annotation layer. The latter implements the
same algorithm as the former, but simply iterates all the segments in a track
sequentially.

4 Example Use Case

This section reports on an example usage of ANNPRO in the process of multi-
layer transcription of speech corpus data. For this particular example, the out-
put of ANNPRO is a subset of a larger number of annotation layers because
the corpus in question is a multimodal one and its description involves mul-
tiple annotation layers referring not only to speech signal (primarily phonetic
and prosodic features) but also to the visual component of communication (e.g.

http://annotationpro.org/downloads
https://clarin-pl.github.io/speech-annotationpro-plugin/
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Fig. 4. Annotation Pro interface. Auto Segmentation options (segmentation module
selection) and a sample segmentation result: phone, syllable and word level.

annotation of gesture, head movement, face expression). All annotation layers
are time-aligned.

Noteworthy, here we focus exclusively on those properties of speech and
respective annotations that are relevant for the functioning of the ANNPRO
module (G2P and automatic segmentation of speech signal).

The MumoStance Corpus. Transcripts Preparation. The Polish subset
of the MumoStance corpus (cf. Acknowledgements and https://mmstance.home.
amu.edu.pl/) was constructed on the basis of parliamentary speeches delivered
by the members of the Polish lower house of parliament (Sejm) during the first
reading of the government’s draft budget act for 2020 (January 8, 2020 and
February 12, 2020).

Altogether, 69 Polish parliamentary speeches were used for the corpus con-
struction, the average speech duration was 4:45 min. However, the length of
speeches varied significantly, lasting from 00:51 to 26:07. Most of the sessions
were shorter than 2 min; the median is 01:39. All the material was automatically
transcribed and segmented using ANNPRO.

Before the automatic segmentation and transcription, however, it was nec-
essary to prepare the orthographic input so that it fulfilled the requirements of
the segmentation module, i.e. had a form of a normalized text input within the
Annotation Pro layer. The initial step was to download and inspect the orig-

https://mmstance.home.amu.edu.pl/
https://mmstance.home.amu.edu.pl/
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inal stenographic reports of the speeches publicly available as PDFs from the
official website of the Sejm. Then, the PDFs were converted to text format and
normalized. The normalization process included manual replacement of all the
number representations, abbreviations, and special characters with the respec-
tive transliterations. Such normalized texts were subsequently imported to an
annotation layer in Annotation Pro (using the tool’s Import text option).

Since the original stenographic reports had been stylistically edited, they were
not matching exactly the speakers’ utterances. In order to provide the exactly
matching transcripts, human annotators listened to the recordings and com-
pared them with texts, applying adjustments wherever they were necessary. At
that stage, the material was also manually segmented into time-aligned phrase-
level fragments. The phrase boundaries were inserted based on grammatical and
prosodic rules following the paradigms used e.g. by [8].

Multilayer Annotation Procedures and the Use of ANNPRO. The
automatic segmentation was carried out for three different layers: Phone, Syllable
and Word (see also Fig. 4). The segmentation process was performed in three
cycles for each recording, by launching ANNPRO separately for each layer. The
input was always the same, i.e. the orthographic transcription of the speech
segmented into phrases. Since ANNPRO does not automatically identify pauses
as separate segments, it was crucial to eliminate them manually (by indicating
pause boundaries) in advance, to avoid excessively long segments in the Phone,
Syllable and Word layers. The same procedure applies to non-speech events such
as fillers or grunting.

Three expert phoneticians manually evaluate the outcomes of the segmenta-
tion obtained with ANNPRO. The evaluation is performed individually by each
expert and is based on visual inspection of multilayer annotation and spectro-
grams. So far, the following problems were detected:

– inaccurate boundary segmentation,
– reducing lengthened vowels in the final position of interpausal units,
– phone segmentation of some units in the Syllable layer.

More cases of the inaccurate boundary segmentation are observed when back-
ground noise appears (especially periodic noise, such as the alarm announcing
the end of the speaking time for a parliament member). Unclear pronunciation or
articulatory simplifications also appear to be a factor (e.g., “pierwszy”/pjerSI/).

Secondly, the Module tends to reduce pre-pausal vowels that in regular pro-
nunciation are usually lengthened in the final position of the speech sequences,
especially those of fall-rise intonation. Since the corpus is designed for prosodic
research, it is fundamental that the segmentation reflects correctly the phone
duration.

Last but not least, a number of issues have been observed in the process of
segmentation on the syllable level. The errors result from the fact that the G2P
outcome is based on a statistical process where certain atypical pronunciation
variants are allowed, while, on the other hand, the syllabification is based on
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a fixed set of rules where only canonical phonotactic sequences have been fore-
seen. The evaluation procedure described above is mostly qualitative in char-
acter; however, each segment for which an error has been detected is marked
and labeled using a time-aligned comment layer. A follow-up step will be the
detailed documentation of the problems that will further be used as the basis for
developing a systemic solution to reduce the number of errors. That task falls
within the scope of the future work.

Preliminary Evaluation of the Scope of Manual Adjustments. In order
to infer the scope of the manual changes for the current version of the tool, a con-
trol experiment was performed using a sample subset of 20 min of recordings from
the MumoStance corpus. Namely, we automatically generated transcription and
segmentation data with ANNPRO and compared them with the annotations of
exactly the same material manually inspected and corrected by human experts.
The results of the comparison are shown in Tables 1 and 2.

Table 1. Summary of errors produced by the automated system. These are the errors
that would need to be manually corrected by the user. The first set of rows denote errors
that require the user to add, remove or fix the transcription of a segment, and the last
two rows show places were a user only has to move a segment boundary. Depending
on the specific needs, different levels of accuracy may be required.

Measure Value

Number of phoneme segments in the sample 12489

G2P substitution errors 490

G2P insertion errors 43

G2P deletion errors 81

G2P error rate 4.92%

Percentage of boundaries shifted > 10ms 47.40%

Percentage of boundaries shifted > 30ms 16.11%

Table 2. Summary of distances between automatic and manually created boundaries.
These are the average amounts of corrections that would need to be done by the user.

Measure Value

Mean Absolute Error (MAE) 19.66 ms

Root Mean Square Error (RMSE) 42.84 ms

MAE StdDev 38.07 ms

RMSE StdDev 111.38 ms

Maximum Error 627.81 ms
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5 Discussion and Conclusions

We present a freely available desktop workbench enabling both manual and
automatized transcription and segmentation of Polish speech recordings. The
automation of the tasks is an unquestionable advantage itself. The advantage
is even greater when we consider the fact that the outcomes of the automatic
process are saved within a multilayer workspace composed of one or more anno-
tation files. The workspace may include information about both linguistic and
paralinguistic features of speech, and more than speech, e.g. gesture or face
expression annotation or extralinguistic context. Having the variety of labels
within a common workspace facilitates speech research and enhances the scope
of data analyses and applications. Thanks to the off-line mode of operation, the
tool may be used for various kinds of data, including the recordings of restricted
access (e.g., due to security reasons, sensitive data etc.).

The ANNPRO module allows to automate certain steps in the course of
creating corpus annotations for various purposes. However, because it relies on
a machine learning process, it is susceptible to introducing errors. For example,
the G2P process can introduce errors by erroneously phonetizing certain words,
especially those having foreign or otherwise atypical pronunciation. A user should
have the option to modify the G2P lexicon before it is used by the alignment
process. The aligner itself can recognize speech in non-speech segments (e.g.
due to noise) or miss recognizing speech (due to low signal-to-noise levels), thus
place the word boundaries in incorrect places. Finally, the phoneme boundaries
can also be placed incorrectly, due to low quality of speech or atypical (from
the acoustic model point of view) speaker voice or pronunciation. The results
obtained with ANNPRO can be verified by the user at each processing stage.
For example, the lexicon file can be accessed and checked by the user in the
Segmentation Modules folder. The verification of segment boundary placement
and G2P results is made easier thanks to using the graphical user interface of
Annotation Pro.

The usage of the segmentation and transcription results is not limited to
ANNPRO environment. Annotation Pro is highly compatible with other popular
annotation and speech analysis tools regarding data exchange. A wide range of
import/export options have been built in into Annotation Pro, e.g.: Praat [3],
ELAN [25] or SPPAS [1] as well as plain text or CSV database formats. At
any stage, the results of the automatic segmentation and transcription may be
exported/imported back from/to Annotation Pro.

The so-far example uses of ANNPRO include the process of creating mul-
tilayer annotations of speech data for MumoStance, a multimodal corpus of
parliamentary speeches. The preliminary qualitative evaluation based on expert
judgements confirms the usefulness of the tool and the reduction of the work-
load (as compared to fully manual procedures), even though human verification
is still needed, as reported by expert evaluators, and also illustrated by the result
of the control experiment for a sample data subset.

Further tests are currently being conducted using the recordings of Polish
spontaneous and controlled speech in an experimental setting, as well as a teach-
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ing material for students of experimental phonetics at Adam Mickiewicz Univer-
sity in Poznań. The authors have received very positive feedback in terms of the
usefulness and the ease of installation. For the word-level segmentation, a need
to accelerate the processing was reported.

Among other future works, we consider including automatic speech recogni-
tion component to allow automating the initial transcription step of the whole
process. Likewise, automatic voice activity detection can be used to automati-
cally segment the audio into short speech segments. Combined with automatic
speaker diarization, a reasonable dialog speech segmentation can be achieved.
Since these components are already available as online tools [14], the work would
mainly involve preparing the desktop variants and designing the integration pro-
cedure for Annotation Pro. The G2P conversion can be further optimized, allow-
ing the user to both inspect and modify the generated output at any time. The
alignment process itself can benefit greatly from parallelization in a multipro-
cessing environment. Finally, adaptation of the individual models to the user-
provided data could greatly improve the performance of the system.
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14. Koržinek, D., Marasek, K., Brocki, L., Wo�lk, K.: Polish read speech corpus for
speech tools and services. In: Selected Papers from the CLARIN Annual Conference
2016, Aix-en-Provence, 26–28 Oct 2016, CLARIN Common Language Resources
and Technology Infrastructure, vol. 136, pp. 54–62. Linköping University Electronic
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Abstract. It is known, that a process of any machine translation system is, decod-
ing of sense of the entrance text in a natural language and re-encoding this mean-
ing in the target language to inform the user in semantic conformity with the
entrance/source text.

One of variants of achievement of this purpose is the formalization of gram-
matical structures of natural languages participating in translation systems. More
specifically, grammatical structures mean linguistic rules of word structures and
its offers on word types. The analysis of word structures will give the chance to
construct the logically correct linguistic models.

In the given work the new developed logical-linguistic models of words and
offers on types of the Uzbek language are offered for created system of the multi-
language modelled computer translator (MMCT). The system which is developed
as multilingual on the basis of the new technology MMCT consists seven stages.
The logical-linguistic models of the Uzbek language is described as one of the
seven stages. The models are described using an extensible input language. Vali-
dation over the nouns of the Uzbek language was carried out and the truth of one
variant of the logical-linguistic model was proved.

Keywords: Uzbek language · Extensible input language · Logical-linguistic
model · Mathematical model · Validation · Processing · Word types ·
Multilingual modelled computer translator technology · Algorithm · System

1 Introduction

Eachnatural language (NL) is the difficult system, consistingmathematical not structured
and not as not formalized components. However, researches on NLP show what it is
possible to leadNLnot structured, and to the formalized formusing linearmethodology –
revealing of structure of a word, construction of logical-linguistic models on types of
words and sentences, and further construction of mathematical models by means of
special meta language. The given methodology can be defined as degree of language
formalization. Formalization degree in turn defines semantics formalization degree of
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NL and accuracy of the algorithm. The superficial understanding of NL formalization
degree, that the formalized language – abstract, the design completely torn off from the
maintenance with simple logic structure leads to low technology of machine translation
[3]. Formalization allows to allocate its various parts and to investigate dynamics of their
communications, and mainly the description of its semantic structure.

Mathematicians and linguists had been developed various models. In contrast, in this
work, the model implies a clear transformation of language possibilities by describing
them with the help of a new tool – an expandable input language. Thus, it is possible
to generate and simulate different classes of languages. The essence transformation of
language possibilities – from formalization before modelling, consists in the following.
At first the analysis of words of a certain natural language on the types is made, in what
ways it is possible to “construct” a noun, an adjective, a verb, a pronoun, an adverb
and the numeral. For each type of words, some variants of certain chains (A1, A2,…,
An), consisting of prefixes, roots of words and the various suffixes. Further analysis,
only logically and semantically correct chains are selected from them. On the basis
of these chains written in the expanded source language, logical-linguistic models of
words on types are developed by its type. The expanded source language promotes
correct reflection of semantic - designs on words formation.

Further, the analysis is carried out to obtain an answer to the question: How can one
construct narrative, interrogative and exclamatory sentences using words by types? For
each type the sentences it is also possible to receive chains B1, then B2 etc. Bn. Then the
analysis is carried out, and only logically and semantically correct chains are selected
from them. On the basis of these chains written in the expanded source language, logical-
linguistic models of developed by type. The expanded source language promotes correct
reflection of semantic designs on sentences formation.

The functionality of word in NL is manifested in its ambiguity. In concrete cases
the concrete value gets each word in a phrase and-or in the sentence. The recognition of
functionality of a word leads to semantic unambiguity, except for some concrete cases
followed from NL. It leads two essentially various approaches at construction of NL
models, NL – or to develop uniform system of linear processing of words and sentences,
or to consider each word and the sentences as individual structure according to which
it is processed. In our case the first approach which performance provides transfer from
language A to language B, belonging to the class 0 by Chomshy classification [2].

We characterize multilingual situation of computer transfer, as set of languages
potentially participating in translation process from one language on another. For exam-
ple, if three language (A, B, C) are available in the translating system, translation can
be carried out in 6 directions (A → B, A → C, B → A, B → C, C → A, C → B).
By technology of the multi-language modelled computer translator NL and mathemat-
ical models of language A, allow to find if not identical yet almost identical model of
language B. In this case if the mathematical model is identifying (source language), it
characterizes language A, otherwise as generating (target language) is characterized by
language B.

The technology of the multi-language modelled computer translator [5] including
above stated concept, consists of several stages, such as research of natural languages on
the given technology, creation expanded entrance language, building semantic databases



Analysis and Processing of the Uzbek Language 83

NL, developing of multi-language bases of terms and phrases on subject domains,
modelling NL, algorithmization and working out of program circle of the translator.

Overall objectives reached in the present work:

1. The theoretical analysis of structure of words and sentences of the Uzbek language
(UL) is done by the multi-language modelled computer translator technology.

2. Logical-linguistic models on types of words with application of two operations of
the expanded source language – nouns, adjectives, a verb, a pronoun, an adverb and
numerals are constructed. It has been constructed seven models of the nouns, seven
models of adjectives, and seven models of a verb by affixation rules. It has been
constructed six models of the nouns, eight models of adjectives and five models
of a verb by composition rules. Also six models of the pronoun, six models of an
adverb and one model of numerals have been constructed. Total of the constructed
logical-linguistic models of words equally to fifty-four.

3. Logical-linguistic models of UL sentences – are constructed and they as following:
• narrative sentences models are eighteen;
• question sentences models are nineteen;
• exclamatory sentences models are sixteen.

In total were 53 variants of logical-linguisticmodels ofUL sentences are constructed.

4. For further understanding ofmodels, we described one example for word structure of
logical-linguisticmodel and one example for sentences structure of logical-linguistic
model in Experiments and Results section. Additionally, for validation (truth) of the
structure of logical-linguistic models, the program1 has developed that operates on
the basis of two algorithms. Experiments were conducted with mathematical models
of Uzbek nouns.

The remainder of this paper is organized as follows: after this Introduction, Sect. 2
describes related work that has been done so far. It is followed by a description of the
methodology in Sect. 3 and continues with Sect. 4 which focuses on Experiments and
Results. The final Sect. 5 concludes the paper and highlights the future work.

2 Related Work

UL unlike Turkic languages is considered low-resource language and consists very
deep agglutinativity. One word can form a sentence. To our knowledge, there is no well-
established rule basedmachine translation resources forUzbek. But, Turkish andKazakh
same family languages made considerable results in the field. For instance, sentiment
analysis in work [1] has been carried out.

But during a globalization epoch, despite all difficulties UL adequately should be
active the participant in information community. Here it is possible to result some articles
[7, 8] where the morphological analysis and stemming of the Uzbek language is carried
out.
1 https://github.com/zsirojiddinov/WordValidationProgram.

https://github.com/zsirojiddinov/WordValidationProgram
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Extremely seldom, there are articles on formalization of NL. But sufficiently there
are articles on the Turkic languages, studying their various aspects. For example, in work
[9] the sentiment analysis of feelings Kazakh and Russian is carried out, and in work
[11] sentiment analysis of sentences in the Kazakh language, on a basis ontologics is
carried out.

In mathematical model of Russian is stated in the book [10]. As mathematical model
the functions displaying certain words are considered. This approach demands creation
of a large quantity of functions and difficult from the point of view of application for the
computer translator.

3 Methodology

3.1 The General Logical-Linguistic Model of Formation of a Word

UL lexical analysis shows, that words share on four types of components – a root, affixes
forming words, affixes forming the form and affixes changing words. According to it,
it is possible to construct the general logical-linguistic model of formation of word UL
using signs on the expanded source language for processing NL [4]:

root ⊕ ⇓ affixes forming words ⊕ ⇓ affixes forming the form ⊕ ⇓ changing words.
Hereinafter, signsmean: -⊕ joining operation,⇓- operation of possible “connection”

or “not connections” a component following it [4].

3.2 Logical-Linguistic Models of Words on Types

Logical-linguistic models of a conclusion of nouns UL by affixation rules consist of
seven variants:

1) a noun ⊕ ⇓ an affix ⊕ ⇓ a suffix of plural forming a word ⊕ ⇓ ⊕ ⇓ a suffix of
subjects ⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

2) ⇓ an affix forming a word ⊕ a noun ⊕ ⇓ an affix forming a word ⊕ ⇓ a suffix of
plural ⊕ ⇓ a suffix of subjects ⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

3) a verb ⊕ an affix forming a word ⊕ ⇓ a suffix of plural ⊕ ⇓ a suffix of subjects
⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

4) an adjective⊕ an affix forming a word⊕ ⇓ a suffix of plural⊕ ⇓ a suffix of subjects
⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

5) the numeral⊕ an affix forming a word⊕ ⇓ a suffix of plural⊕ ⇓ a suffix of subjects
⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

6) a pronoun ⊕ an affix forming a word ⊕ ⇓ a suffix of plural ⊕ ⇓ a suffix of subjects
⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

7) an adverb ⊕ an affix forming a word ⊕ ⇓ a suffix of plural ⊕ ⇓⊕ ⇓ a suffix of
subjects ⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

Logical-linguistic models of a conclusion of nouns UL by composition rules consist
of six variants:
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1) a noun ⊕ a noun ⊕ ⇓ an affix forming a word ⊕ ⇓ a suffix of plural ⊕ ⇓ a suffix
of subjects ⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

2) an adjective ⊕ a noun ⊕ ⇓ an affix forming a word ⊕ ⇓ a suffix of plural ⊕ ⇓ a
suffix of subjects ⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

3) the numeral ⊕ a noun ⊕ ⇓ an affix forming a word ⊕ ⇓ a suffix of plural ⊕ ⇓ a
suffix of subjects ⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

4) a noun ⊕ a verb ⊕ ⇓ an affix forming a word ⊕ ⇓ a suffix of plural ⊕ ⇓ a suffix of
subjects ⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

5) a verbal adverb ⊕ a participle⊕ ⇓ a word designating actions⊕ ⇓ a suffix of plural
⊕ ⇓ a suffix of subjects ⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

6) a noun ⊕ a participle ⊕ ⇓ a word designating actions ⊕ ⇓ a suffix of plural ⊕ ⇓ a
suffix of subjects ⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

At construction of adjectives by rules of affixation the noun, an adjective, a verb, an
adverb can be roots of words. Logical-linguistic models of a conclusion of adjectives
UL by affixation rules consist of seven variants:

1) a noun ⊕ an affix forming a word ⊕ ⇓ diminutive degree of an adjective ⊕ ⇓ a
suffix of plural ⊕ ⇓ a suffix of subjects ⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

2) a noun ⊕ diminutive degree of an adjective ⊕ ⇓ a suffix of plural ⊕ ⇓ a suffix of
subjects ⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

3) an adjective ⊕ ⇓ diminutive degree of an adjective ⊕ ⇓ a suffix of plural ⊕ ⇓ a
suffix of subjects ⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

4) magnifying degree of an adjective⊕ an adjective⊕ ⇓ a suffix of plural⊕ ⇓ a suffix
of subjects ⊕ ⇓ a suffix of a case ⊕ ⇓ a particle.

5) a verb ⊕ an affix forming a word ⊕ ⇓ a suffix of plural ⊕ ⇓ a suffix of subjects
⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

6) an adverb ⊕ an affix forming a word ⊕ ⇓ a suffix of plural ⊕ ⇓ a suffix of subjects
⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

7) an affix-pretext for a noun ⊕ a noun ⊕ ⇓ diminutive degree of an adjective ⊕ ⇓ a
suffix of plural ⊕ ⇓ a suffix of subjects ⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

Logical-linguistic models of a conclusion of adjectives UL by composition rules
consist of eight variants:

1) an adjective ⊕ an adjective ⊕ ⇓ diminutive degree of an adjective ⊕ ⇓ a suffix of
plural ⊕ ⇓ a suffix of subjects ⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

2) an adjective ⊕ a noun ⊕ ⇓ diminutive degree of an adjective ⊕ ⇓ a suffix of plural
⊕ ⇓ a suffix of subjects ⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

3) a noun ⊕ a noun ⊕ ⇓ diminutive degree of an adjective ⊕ ⇓ a suffix of plural ⊕ ⇓
a suffix of subjects ⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

4) an adverb ⊕ a noun ⊕ ⇓ diminutive degree of an adjective ⊕ ⇓ a suffix of plural
⊕ ⇓ a suffix of subjects ⊕ ⇓ a suffix of a case ⊕ ⇓ a particle

5) an adverb ⊕ an adjective ⊕ ⇓ diminutive degree of an adjective ⊕ ⇓ a suffix of
plural ⊕ ⇓ a suffix of subjects ⊕ ⇓ a suffix of a case ⊕ ⇓ a particle
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6) an adjective ⊕ a noun ⊕ ⇓ a suffix of plural ⊕ ⇓ a suffix of subjects ⊕ ⇓ a suffix
of a case ⊕ ⇓ a particle

7) a noun ⊕ an affix «apo» ⊕ ⇓ a particle
8) an affix «ymym» ⊕ a noun ⊕ ⇓ a particle

Logical-linguistic models of a conclusion of verb UL by affixation rules consist of
seven variants:

1) a verb ⊕ an affix forming a word ⊕ ⇓ a negative particle ⊕ ⇓ a particle specifying
in time of a verb ⊕ ⇓ a particle of the person ⊕ ⇓ a particle

2) a noun ⊕ an affix forming a word ⊕ ⇓ a negative particle ⊕ ⇓ a particle specifying
in time of a verb ⊕ ⇓ a particle of the person ⊕ ⇓ a particle

3) a noun⊕ an affix forming a word⊕ ⇓ a negative particle⊕ ⇓ an inclination particle
4) an adjective ⊕ an affix forming a word ⊕ ⇓ a negative particle ⊕ ⇓ an inclination

particle
5) an adverb ⊕ an affix forming a word ⊕ ⇓ a negative particle ⊕ ⇓ a mortgaging

particle ⊕ ⇓ a particle
6) exclamatory words ⊕ an affix forming a word ⊕ ⇓ a negative particle ⊕ ⇓ a

mortgaging particle ⊕ ⇓ a particle
7) words of imitation ⊕ an affix forming a word ⊕ ⇓ a negative particle ⊕ ⇓ a

mortgaging particle ⊕ ⇓ a particle

Logical-linguistic models of a conclusion of verb UL by composition rules consist
of five variants:

1) a noun ⊕ a verb ⊕ ⇓ a negative particle ⊕ ⇓ a particle of the person ⊕ ⇓ an
inclination particle

2) a noun ⊕ a verb ⊕ ⇓ an affix forming a word ⊕ ⇓ a negative particle ⊕ ⇓ a
mortgaging particle ⊕ ⇓ a particle

3) a noun ⊕ a verb ⊕ ⇓ an affix forming a word ⊕ ⇓ a negative particle ⊕ ⇓ a particle
of the person ⊕ ⇓ a particle

4) a verb ⊕ a verb ⊕ ⇓ an affix forming a word a negative ⊕ ⇓ particle ⊕ ⇓ a particle
of the person ⊕ ⇓ an inclination particle ⊕ ⇓ a mortgaging particle ⊕ ⇓ a particle

5) a verb⊕ a verb⊕ ⇓ a negative particle⊕ ⇓ a particle of the person⊕ ⇓ amortgaging
particle ⊕ ⇓ a particle

Logical-linguistic models of a conclusion of pronouns UL consist of ten variants:

1) a personal pronoun ⊕ ⇓ a suffix of plural ⊕ ⇓ a suffix of a case ⊕ ⇓ a particle
2) a demonstrative pronoun⊕ ⇓ a suffix of plural⊕ ⇓ a suffix of a case⊕ ⇓ a particle
3) an interrogative pronoun ⊕ ⇓ a suffix of plural ⊕ ⇓ a case suffix
4) an attributive pronoun ⊕ ⇓ a case suffix
5) a negative pronoun ⊕ ⇓ a case suffix
6) a reflexive pronoun ⊕ ⇓ a suffix of plural ⊕ ⇓ a suffix of a subject ⊕ ⇓ a suffix of

a case ⊕ ⇓ a particle
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7) an affix «alla»⊕ ⇓ an interrogative pronoun ⊕ ⇓ a suffix of a subject ⊕ ⇓ a case
suffix

8) an interrogative pronoun ⊕ ⇓ affixes of an interrogative pronoun
9) a demonstrative pronoun ⊕ ⇓ affixes of a demonstrative pronoun ⊕ ⇓ a particle
10) an uncertain pronoun ⊕ ⇓ a suffix of plural ⊕ ⇓ a suffix of a subject ⊕ ⇓ a case

suffix

Logical-linguistic models of a conclusion of adverbs UL consist of six variants:

1) a noun ⊕ affixes forming an adverb
2) an adjective ⊕ affixes forming an adverb
3) a pronoun ⊕ affixes forming an adverb
4) the numeral ⊕ affixes forming an adverb
5) an adverb ⊕ ⇓ affixes forming an adverb
6) a prefix of an adverb ⊕ a noun

The logical-linguistic model of a conclusion of numerator UL will be expressed as:
numerator ⊕ ⇓ an affix forming a word ⊕ ⇓ suffixes of plurals a suffix ⊕ ⇓ of a

case ⊕ ⇓ a particle.

3.3 Logical-Linguistic Models of Sentences

Logical-linguistic models of a conclusion of narrative sentences UL consists of twenty
one variants:

1. pronoun ⊕ ⇓ a postposition ⊕ ⇓ a noun ⊕ a verb ⊕ ⇓ the union ⊕ ⇓ an adjective
⊕ ⇓ a noun ⊕ ⇓ a verb

2. noun ⊕ an adverb ⊕ an adjective ⊕ ⇓ a noun ⊕ ⇓ a pronoun ⊕ ⇓ an adjective
3. noun ⊕ the numeral ⊕ ⇓ an adverb the union ⊕ ⇓ ⊕ ⇓ an adjective ⊕ ⇓ a noun

an adjective ⊕ ⇓ ⊕ ⇓ the numeral
4. adverb ⊕ a noun ⊕ a pronoun ⊕ ⇓ the union ⊕ ⇓ an adjective ⊕ ⇓ a noun ⊕ ⇓ a

pronoun ⊕ ⇓ an adjective
5. modal word ⊕ a noun ⊕ an adjective ⊕ ⇓ a noun ⊕ ⇓ a verb
6. adverb ⊕ a noun ⊕ ⇓ a modal word ⊕ ⇓ an adjective ⊕ ⇓ a noun ⊕ a verb
7. adjective ⊕ a noun ⊕ ⇓ an adverb ⊕ ⇓ a verb ⊕ ⇓ the union ⊕ ⇓ an adjective

⊕ ⇓ a verb
8. noun ⊕ a pronoun ⊕ a verb ⊕ ⇓ the union ⊕ ⇓ a noun ⊕ ⇓ a verb
9. ⇓ particle ⊕ an adjective ⊕ a noun ⊕ a verb
10. ⇓ modal word ⊕ a noun ⊕ ⇓ a postposition ⊕ a verb
11. ⇓ modal word ⊕ a pronoun ⊕ ⇓ a postposition ⊕ a verb
12. pronoun ⊕ ⇓ a postposition ⊕ a noun ⊕ a verb ⊕ ⇓ the union ⊕ ⇓ an adverb ⊕ ⇓

an adjective
13. noun ⊕ the numeral ⊕ a verb ⊕ ⇓ an adverb ⊕ ⇓ a noun ⊕ ⇓ a verb
14. ⇓ modal word ⊕ a noun ⊕ the numeral ⊕ ⇓ a pronoun ⊕ ⇓ a verb
15. ⇓ particle ⊕ a noun ⊕ ⇓ a postposition ⊕ a pronoun ⊕ ⇓ a particle ⊕ ⇓ the

numeral ⊕ ⇓ an adjective ⊕ ⇓ a noun ⊕ ⇓ a verb
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16. adverb ⊕ ⇓ a pronoun ⊕ ⇓ the union ⊕ a noun ⊕ a verb
17. pronoun ⊕ ⇓ an adverb ⊕ ⇓ an adjective ⊕ ⇓ a noun ⊕ a verb
18. adjective ⊕ a noun ⊕ ⇓ an adverb ⊕ a pronoun ⊕ a verb
19. ⇓ particle ⊕ a noun ⊕ ⇓ a postposition ⊕ a pronoun ⊕ ⇓ a particle ⊕ ⇓ an

adjective ⊕ ⇓ a noun ⊕ ⇓ a verb
20. pronoun ⊕ ⇓ a postposition ⊕ a noun ⊕ a verb ⊕ ⇓ the union ⊕ ⇓ an adjective
21. adverb ⊕ a noun ⊕ a pronoun ⊕ ⇓ the union ⊕ ⇓ an adjective ⊕ ⇓ a noun ⊕ ⇓ a

pronoun ⊕ ⇓ an adjective

Logical-linguistic models of a conclusion of questions UL consists of twenty-two
variants:

1. adverb ⊕ an interrogative pronoun ⊕ a verb
2. interrogative pronoun ⊕ ⇓ an adverb ⊕ ⇓ an adjective ⊕ a verb ⊕ a noun
3. pronoun ⊕ ⇓ a noun ⊕ ⇓ an adverb ⊕ ⇓ an adjective ⊕ ⇓ a noun ⊕ ⇓ a pronoun

⊕ ⇓ a noun ⊕ a verb
4. ⇓ particle ⊕ a noun ⊕ an adverb ⊕ a verb
5. ⇓ particle ⊕ a pronoun ⊕ ⇓ an adverb ⊕ a verb ⊕ ⇓ the union ⊕ ⇓ a noun ⊕ ⇓ a

verb
6. an adverb ⊕ a pronoun ⊕ ⇓ an adjective ⊕ ⇓ a noun ⊕ a verb
7. the union ⊕ ⇓ a noun ⊕ ⇓ a postposition ⊕ a verb
8. ⇓ particle ⊕ a pronoun ⊕ ⇓ a postposition ⊕ ⇓ a noun ⊕ a verb
9. ⇓ particle ⊕ a pronoun ⊕ ⇓ an adjective ⊕ a noun ⊕ a verb ⊕ ⇓ an adverb
10. ⇓ particle ⊕ an adverb ⊕ a pronoun ⊕ ⇓ a noun ⊕ ⇓ an adjective ⊕ a verb
11. ⇓ particle ⊕ a pronoun ⊕ ⇓ an adjective ⊕ ⇓ a noun ⊕ a verb
12. the union ⊕ ⇓ a pronoun ⊕ ⇓ a postposition ⊕ a verb
13. noun ⊕ ⇓ a pronoun ⊕ ⇓ an adverb ⊕ a verb
14. ⇓ particle ⊕ the numeral ⊕ ⇓ a noun ⊕ a verb
15. ⇓ particle ⊕ the numeral ⊕ ⇓ a noun ⊕ ⇓ an adjective ⊕ ⇓ a noun ⊕ a verb
16. adjective ⊕ ⇓ a noun ⊕ the numeral ⊕ a verb
17. pronoun⊕ ⇓ the union⊕ ⇓ a noun⊕ ⇓ the numeral⊕ ⇓ an adjective⊕ ⇓ a noun

⊕ a verb
18. the union ⊕ ⇓ an adverb ⊕ ⇓ a pronoun ⊕ ⇓ the numeral ⊕ ⇓ a noun ⊕ ⇓ an

adjective ⊕ ⇓ a noun ⊕ ⇓ a verb
19. the union ⊕ ⇓ an adverb ⊕ a noun ⊕ a verb
20. pronoun ⊕ ⇓ the union ⊕ ⇓ a noun ⊕ ⇓ the numeral ⊕ ⇓ an adjective ⊕ a verb
21. the union ⊕ ⇓ an adverb ⊕ ⇓ a pronoun ⊕ ⇓ the numeral ⊕ ⇓ an adjective ⊕ ⇓

a noun ⊕ ⇓ a verb
22. pronoun ⊕ ⇓ a noun ⊕ ⇓ an adverb ⊕ ⇓ an adjective ⊕ ⇓ a noun ⊕ ⇓ a pronoun

⊕ a verb

Logical-linguistic models of a conclusion of exclamatory sentences UL consists of
nineteen variants:

1. exclamatory word ⊕ a noun ⊕ ⇓ an adverb ⊕ ⇓ a noun ⊕ ⇓ the numeral ⊕ ⇓ a
noun ⊕ a verb
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2. ⇓ particle ⊕ a noun ⊕ a verb
3. ⇓ particle ⊕ an adjective ⊕ a verb
4. ⇓ particle ⊕ a pronoun ⊕ a verb
5. pronoun ⊕ ⇓ the numeral ⊕ a verb ⊕ ⇓ the union ⊕ ⇓ a noun ⊕ ⇓ a verb
6. the numeral ⊕ a verb ⊕ ⇓ a noun ⊕ ⇓ an adverb
7. verb ⊕ a noun
8. the numeral ⊕ ⇓ a noun ⊕ a verb
9. pronoun ⊕ ⇓ a noun ⊕ a verb
10. verb ⊕ ⇓ a pronoun ⊕ ⇓ a noun ⊕ a verb
11. exclamatory word ⊕ ⇓ a noun ⊕ a verb
12. pronoun ⊕ ⇓ a noun
13. adjective ⊕ ⇓ a noun ⊕ a verb
14. verb ⊕ ⇓ a verb
15. the numeral ⊕ ⇓ a noun ⊕ ⇓ a pronoun ⊕ a verb
16. pronoun ⊕ ⇓ the numeral ⊕ ⇓ a noun ⊕ a verb
17. exclamatory word ⊕ a noun ⊕ ⇓ an adverb ⊕ ⇓ a noun ⊕ ⇓ the numeral ⊕ a verb
18. pronoun ⊕ ⇓ the numeral ⊕ a verb ⊕ ⇓ the union ⊕ ⇓ a verb
19. exclamatory word ⊕ a noun ⊕ ⇓ a noun ⊕ ⇓ the numeral ⊕ a verb

4 Experiments and Results

We show the following noun to illustrate the logical-linguistic model of words.

It is example, 2, 3 and 4th columns are suffixes. Here “Bepilgan” is translated as
date. Noun word is created by combining above suffixes.

We show the following narrative sentences to illustrate the logical-linguistic model.

Additionally, for validation (truth) of the structure of logical-linguistic models, a
special program was developed that operates on the basis of two algorithms. The first
function of the program is to automatically compile algorithms based on mathematical
models created by categories of words. The second function of the program is to cre-
ate software modules on automatically generated algorithms. Analysis of the semantic
correct composition of words is performed through these modules in the program.

In order to analyze a mathematical model, it is necessary to first transfer a logical-
linguistic model to a mathematical model, and then to a mathematical model that the
computer understands. Logical-linguistic model to transfer the to a mathematical model,



90 M. Aripov et al.

we again use the extensible input language, which is a natural language processing.
Extensible input language consists of special characters, numbers and letters [4], and is
also an important tool for transferring the models of vocabulary into a computer-savvy
view. Elements extensible input language are not repeated; each element is applied to
perform a certain task. Elements extensible input language are formed in the program
as the KKT base. Even if a new element is entered into the extensible input language,
the program will work. Also included in the program will be word categories, bases of
suffixes.

The program performs the first function on the basis of the following enlarged 1-th
algorithm:

1. Check the integrity of the mathematical model entered in the word categories.
2. According to the separating sign “V” in the mathematical model, each model should

be allocated in Aloha, and they should be temporarily stored in the array called
“Algorithm List”. Let the length of the array be equal to the number of models
(algorithms).

3. To compile the algorithm, let each line in the array with the name “AlgoritmList” be
processed.

4. Looking at each of the elements of the array “AlgoritmList” as an object, divide them
by the sign “*” and keep them in the array with the name “AlgoritmList[i]”.

5. Based on Step 4, determine the number of steps of the algorithm that will be
automatically generated.

6. Elements of the array “AlgoritmList[i]” should be in one of the following cases:

a) ↓$[t,1/n] CZ(AZ[t]) or ↓$[t,1/n] (AZ[t])
b) ↓ CZ(AZ)
c) ↓XZ

7. Let it be processed according to the circumstances listed in Step 6.
8. Let “AlgortmList” be processed on massive elements starting from Step 4.

The program performs the second function according to the following enlarged 2nd
algorithm:

1. Analyzing the given word, it is necessary to determine the root and semantic suffixes
according to the semantic bases of the Uzbek language [6].

2. Let the constellation of the word uzak be determined.
3. Formulate a mathematical model of the given word.
4. Let the resulting model be compared with the models in the array “AlgoritmList”.
5. If the mathematical models are equal, the process should be completed and

information about the uniformity of the models should be released.
6. If the models are not equal, then finish the process. Let the given word “Stem-

NotFound” be kept on the base and information about the diversity of models is
released.
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Of the logical-linguistic model, created according to the rules of the noun category
affiksatsya, given above, we will describe the collection of mathematical models in the
program for analysis as follows:

$[i,1/h1](C[i])*↓$[j,1/33]C(A1[j])*↓X*↓$[s,1/10](X2[s])*↓$[t,1/5](X3[t])*
↓$[r,1/6]U(A1[r]))V(↓C(A1)*$[i,1/h1]C[i]*↓$[j,1/33]C(A1[j])*↓X*
↓$[s,1/10](X2[s])*↓$[t,1/5](X3[t])*↓$[r,1/6]U(A1[r]))V($[i,1/h3](G[i])*
$[j,1/46]C(A1[j])*↓X*↓$[s,1/10](X2[s])*↓$[t,1/5](X3[t])*↓$[r,1/6]U(A1[r]))
V($[i,1/h2](P[i])*$[j,1/6]C(A1[j])*↓X*↓$[s,1/10](X2[s])*
↓$[t,1/5](X3[t])*↓$[r,1/6]U(A1[r]))V($[i,1/h4](F[i])*$[j,1/6]C(A1[j])*
↓X*↓$[s,1/10](X2[s])*↓$[t,1/5](X3[t])*↓$[r,1/6]U(A1[r]))V($[i,1/h4](M[i])*
$[j,1/6]C(A1[j])*↓X*↓$[s,1/10](X2[s])*↓$[t,1/5](X3[t])*↓$[r,1/6]U(A1[r]))
V($[i,1/h4](N[i])*$[j,1/6]C(A1[j])*↓X*↓$[s,1/10](X2[s])*↓$[t,1/5](X3[t])*
↓$[r,1/6]U(A1[r])

where h31 = 1, h20, h31 is the word order, h1 is the number of words where the base is a
noun, h2 is the number of words where the base is an adjective, h3 is the number of words
where the base is a verb, h4 is the number of words where the base is a numeral, h5 is
the number of words where the base is a pronoun, all from the corresponding databases,
h20 is the number of words that can be derived based on this pattern h20 = {min(6 *
h6), max(105600 * h1)}, h6 is the number of words where the base is an adverb [6].

According to the 1st step of the 1st algorithm, we will analyze over a set of these
mathematical models of noun-typewords. According to the 2nd step of the 1st algorithm,
we will analyze over a set of mathematical models and obtain the following types of
models:

• $[i,1/h1](C[i])*↓$[j,1/33]C(A1[j])*↓X*↓$[s,1/10](X2[s])*
↓$[t,1/5](X3[t])*↓$[r,1/6]U(A1[r])

• ↓C(A1)*$[i,1/h1]C[i]*↓$[j,1/33]C(A1[j])*↓X*
↓$[s,1/10](X2[s])*↓$[t,1/5](X3[t])*↓$[r,1/6]U(A1[r])

• $[i,1/h3](G[i])*$[j,1/46]C(A1[j])*↓X*↓$[s,1/10](X2[s])*↓$[t,1/5](X3[t])*
↓$[r,1/6]U(A1[r])

• $[i,1/h2](P[i])*$[j,1/6]C(A1[j])*↓X*↓$[s,1/10](X2[s])*↓$[t,1/5](X3[t])*
↓$[r,1/6]U(A1[r])

• $[i,1/h4](F[i])*$[j,1/6]C(A1[j])*↓X*↓$[s,1/10](X2[s])*↓$[t,1/5](X3[t])*
↓$[r,1/6]U(A1[r])

• $[i,1/h4](M[i])*$[j,1/6]C(A1[j])*↓X*↓$[s,1/10](X2[s])*↓$[t,1/5](X3[t])*
↓$[r,1/6]U(A1[r])

• $[i,1/h4](N[i])*$[j,1/6]C(A1[j])*↓X*↓$[s,1/10](X2[s])*↓$[t,1/5](X3[t])*
↓$[r,1/6]U(A1[r])

At the first stage, a computer analysis of multi-type mathematical models of words
is carried out. Where each type of mathematical model will be highlighted separately,
and all of them will be saved in the database of word models.
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At the second stage, there is a computer analysis of the database of word models.
Below is a mathematical model of the first type according to the above logical-linguistic
model of nouns of the first type:

$[i,1/h1](C[i])*↓$[j,1/33]C(A1[j])*↓X*↓$[s,1/10](X2[s])*↓$[t,1/5](X3[t])*
↓$[r,1/6]U(A1[r])
The first algorithm is to divide the mathematical model by the Step 4 by the “*” sign:

1) $[i,1/h1](C[i])
2) ↓$[j,1/33]C(A1[j])
3) ↓X
4) ↓$[s,1/10](X2[s])
5) ↓$[t,1/5](X3[t])
6) ↓$[r,1/6]U(A1[r])

Each of the selected six parts of the mathematical model will be compared with each
part of the model outlined in the sixth step of the 1st algorithm. Based on the results of
the comparisons, we get that variant a) of the sixth step of the first algorithm corresponds
to 1, 2, 4–6 parts of this model; variant c) corresponds to the 3rd part of this model, and
in accordance with the introduced mathematical model of the word, the algorithm is
automatically developed (Fig. 1); variant b) does not correspond to any of the parts of
this model.

Fig. 1. 1-th algorithm of the noun category by the rules of declension

By the same method, from the remaining six parts of the mathematical models,
comparing each separately with each part of the model set out in the sixth step of the 1st
algorithm, we obtain automatically developed six algorithms (Figs. 2, 3, 4, 5 and 6).

Fig. 2. 2-th algorithm of the noun category by the rules of declension
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Fig. 3. 3-th algorithm of the noun category by the rules of declension

Fig. 4. 4-th algorithm of the noun category by the rules of declension

Fig. 5. 5-th algorithm of the noun category by the rules of declension

Fig. 6. 6-th algorithm of the noun category by the rules of declension

Fig. 7. 7-th algorithm of the noun category by the rules of declension
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For the purity of the computer experiment on at least one type of output of words
of the Uzbek language, the above six types of logical-linguistic models of nouns of
the Uzbek language were processed according to the rules of composition. According
to the first algorithm, their mathematical model was processed by the same method.
Six automatically developed algorithms have been obtained that process Uzbek nouns
according to the rules of composition (Fig. 7).

Next, the nouns of the Uzbek language were analyzed in the amount of 7245, using
algorithms 1 and 2. The verification results are shown in Table 1.

Table 1. .

The number of
words proving
the correctness
of the models

The number of words for
which the models matched
the automatically developed
algorithms

As a
percentage of
the total
number of
words

Relative to the number of
correct models

According to
the rules of
affixation

According to
the rules of
composition

According to
the rules of
affixation

According to
the rules of
composition

6715 6271 444 92,68 93,39 6,61

5 Conclusion and Future Work

In the given work we have constructed logical-linguistic models for words and sentences
UL and have received primarymodelswith application of two operations of the expanded
source language.

The multilanguage system of the modelled computer translator gradually can be
expanded by subsystems processing other languages. It is also clear, analyses should
be carried out and models according to application of technology of the multilanguage
modelled computer translator are constructed.
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Abstract. Morphological synthesis of Georgian words requires to compose the
word-forms by indication unchanged parts and morphological categories. Also, it
is necessary by using a stem of the given word to get by the computer all gram-
matically right word-forms. In case of morphological analysis of Georgian words,
it is essential to decompose the given word into morphemes and get the definition
each of them. For solving these tasks we have developed some specific approaches
and created software. Its tools are efficient for a language, which has free order
of words and morphological structure is like Georgian. For example, a Georgian
verb (in Georgian: “ წერა” - ts’era, in English: Writing) has several thousand
verb-forms. It is very difficult to express morphological analysis’ rules by finite
automaton and it will be inefficient as well. Splitting of someGeorgian verb-forms
into morphemes requires non-deterministic search algorithm, which needs many
backtracks. To minimize backtracking, it is necessary to put constraints, which
exist among morphemes and verify them as soon as possible to avoid false direc-
tions of search. Sometimes the constraints can be as a description type of specific
cases of verbs. Thus, proposed software tools have many means to construct effi-
cient parser, test and correct it. We realized morphological and syntactic analysis
of Georgian texts by these tools. Besides this, for solving such problems of arti-
ficial intelligence, which requires composing of natural language’s word-form by
using the information defining this word-form, it is convenient to use the software
developed by us.

Keywords: Morphemes · Morphological analysis · Morphological synthesis ·
Rules · Word-forms

1 Introduction

As it is mentioned in the abstract, the root of the given Georgian word can have thou-
sands of correct forms. The existence of every form in the database is necessary for
the complete computer processing of Georgian words. However, it is very difficult for a
human to define the correct forms of all Georgian words and then record them as data. In
addition to the complexity, this approach is not flexible in practical terms. Because mor-
phological synthesis and analysis still requires the existence of morpheme classes, it is
more convenient to automatically generate the correct forms of the word by a computer.
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The created software consists of the various modules, by which it is possible to get the
appropriate grammatically correct word-form or word-forms if such exist based on the
unchanged part of a word and choosing morphological categories. Otherwise we shall
get notification, which grammatical categories are not correct or the unchanged part of
the word is not in data base. Also with this software it is possible by unchanged part
of a word get all possible grammatically right word-forms (The menu language of the
software is Georgian). This used approach is based on description of natural language
morphology by using formal grammar [1] and characterizing symbols of grammar with
feature structures [2, 3]. For description natural languagemorphologyweuse special type
of context free grammar, which describes all correct word-forms. With given unchanged
part and its features existed in database (we use MS SQL Server and mysql server), also
with given morphological categories (in the case of first problem) we compose mor-
pheme classes and their representatives, which must be in related word-forms [4]. We
demonstrate application of the software for Georgian language. Using of the software
is effective for languages, which have developed morphology like Georgian [5]. For
composing features of unchanged part of the word we use Georgian language grammar
and D. Melikisvili classification for verbs [6, 7]. In order to be able to decompose the
Georgian words into morphemes by a program for morphological analysis using by a
formal grammars, we took all the existing morphemes from the parts of speech. Then
we classified and put them in one of the sets of terminal symbols. From the semantic
point of view, there is a need for morphemes to be the sub-sets of the major set. After
that, according to the formal rules created in advance, the words will be parsed and the
information about each morpheme will be returned. Since the Georgian language is not
yet perfectly computerized, these issues are very relevant.

2 Brief Information About Georgian Language and Alphabet

We would like to bring here a brief information about the Georgian language and
alphabet.

It is known that the Georgian language and script are unique in the world. It is a
South Caucasian or Kartvelian (Kartveli- ქართველი, in Georgian means “Georgian”)
language. It is spoken mainly in Georgia, where it is the official language. Georgian is
related to Mingrelian, Laz, and Svan, all of which are spoken mainly in Georgia and are
written with the Georgian (Mkhedruli) alphabet (Omniglot - the online encyclopedia of
writing systems and languages).

Georgian is thought to share a common ancestral language with the other South
Caucasian languages. It started to develop as a separate language during the 1st mil-
lennium BC in an area that became the Kingdom of Iberia (c. 302 BC - 580 AD). It
was first referred to in writing in the 2nd century AD by the Roman grammarian, Mar-
cus Cornelius Fronto, in a letter to the emperor Marcus Aurelius (Omniglot - the online
encyclopedia of writing systems and languages). However, it is considered an even more
ancient language. The Georgian alphabet had three stages of evolution. See Fig. 1 and
Fig. 2.
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Fig. 1. Old Georgian alphabets (Asomtavruli & Nuskha-khucuri). Created by Simon Ager,
Omniglot.com – the guide to writing systems and languages.
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Fig. 2. Modern Georgian alphabet (Mkhedruli). Created by Simon Ager, Omniglot.com – the
guide to writing systems and languages.



100 I. Kardava et al.

3 Software Architecture

Software uses the database created by us. In it the information is represented according to
each type of a word. By the hierarchical viewpoint, the tables in the database are divided
into two parts: 1. The main members of the hierarchy are the tables of the basis of the
verbs and nouns; 2. The second row members are tables of type, or morpheme tables. In
main tables there are written down unchanged parts of words and their features. For each
part of speech there are used different tables. For example, in main tables of verbs there
is written down root, type, proverbs and vowel prefixes, see Table 1 (rt= root, tp= type,
pv = pre verb, vp = vowel prefix).

Table 1. A fragment of the table for verbs.

rt tp pv1 pv2 Pv3 pv4  pv5 pv6 vp …

ნთ
(Eng.: 
“nTh”)

1 ა (Eng.: 
“a”)

და
(Eng.: 
“da”)

ჩა(Eng.
:
“cha”)

- - -
ე
(Eng.: 
“v”)

…

To this table is connected the table, which consists of persons, numbers and so on -
all of those elements, which are necessary to get grammatically correct word-form (each
morpheme table represents a set of terminal symbols and instructions for their positioning
in a word.), see Table 2.

Table 2. A fragment of the table for morphemes

Morph1 Morph2 Morph3 Morph4 Morph5

ვ (Eng.: “v”) ები (Eng.: “ebi”) - - თ (Eng.: “Th”)

- ები (Eng.: “ebi”) - - თ (Eng.: “Th”)

- ებ (Eng.: “eb”) ა (Eng.: “a”) - იან (Eng.: 
“ebi”)

ვ (Eng.: “v”) ებოდი (Eng.: 
“ebodi”)

- - თ(Eng.: “Th”)

The same principle is used for other parts of speech. In order to, that software will
give us the result we must give to it unchanged part of searched word. If it is found
in the database, it applies to appropriate table, process it and gives all grammatically
right forms. If the entered unchanged part can’t be found in database or it is indicated
incorrectly, there will appear appropriate notification, which will request to change the
sent unchanged part. By using the software, it is possible get all grammatically right
forms of anyGeorgianword and one of its advantage is, that the information is compactly
written down in computer memory. In addition, the program is linked to grammar file,
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which contains a special formal rule. Also semantics files containing descriptions of
morphemes and functions of relevant semantics. It should be noted that the software was
not initially built on a web platform. But now it is possible to insert the data from the
network.

4 Software Sections

The main software is created as a Windows Forms Application. Its design is simple to
use. User can write down unchanged part of interesting word in the special field for this
purpose. After clicking on the confirm button software should give result or all results.
See Fig. 3.

Fig. 3. The result for the nouns (all possible grammatically right forms).

As you can see, the picture shows all possible grammatically correct words-forms
(both singular and plural). In addition, words are generated with specific suffixes as
well (both singular and plural). There are cases when a noun can be in the context
of an adjective. In this case, also adjective forms will be generated by the appropriate
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algorithm. This approach is very convenient because we do not have to insert manually
each form of each word in the database (as it is mentioned at the beginning of the paper,
the Georgian word can have thousands of different correct forms. As the words are
generated automatically, using this technique we save a lot of time, computer memory
and reduce the amount of work to be done. Also, we increase the speed of the program
and minimize the probability of morphological mistakes).

If the unchanged part of the word will be simultaneously the verb’s root, there
will opened a new window, where this given verb should be conjugated and arranged
in accordance of diathesis, class, series, rows, person and number. Each new window
consists of generated verb’s type name. Herewith it is possible change of prefixes and
vowel prefixes, if the given verb gives the opportunity. See Fig. 4.

Fig. 4. The result for the verbs.

If the verb has several types, then software will open the window for each type. There
are cases, when the verb is used as the noun. For example let’s take the verb shown in the
picture below – “write/ წერა”, if we take it as noun “write”, then it is considered exactly
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as noun. Our software at this time declines the unchanged part “write - წერ” as a verb,
with foreseeing all its types and in parallel it declines it as noun. In this particular case
a given word has almost 5000 grammatically correct forms. To this can be added the
old Georgian plural style. It is obvious that this can also be added to the whole number,
although in today’s modern Georgian language these forms are almost not used (but it
should also be noted that these forms is known to all Georgians. Its name is: “nar-Taniani
- ნარ-თანიანი”). See Fig. 5.

Fig. 5. The result for the verbs.

Analogically the same should we get for other parts of speech. Software can solve
the second problem; such is to compose word-form with indication unchanged part of
the word and morphological categories. See Fig. 6.

Fig. 6. A part of the window, for composition of the desired word form and the window for
morphological synthesis of the nouns.
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As it is shown from the table, there is given two opportunities, first is to get concrete
forms of noun, and the second to get concrete forms of the verb. Let’s discuss each of
them successively. The first line gives opportunity to get the word-forms of the noun
which is interested for us..

If right preposition or particle is not added to any of case (which ismarked by the user
from the list), software will give notification, that the given information is not correct.
Analogically, we can recall interface which gives concrete forms of verbs, by clicking
button “verbs” in the list. See Fig. 7.

Fig. 7. A part of the window for morphological synthesis of the verbs.

Unlike nouns, verbs may have more than one type. In such cases software gives
opportunity to check number of types and select desirable type. In the case, when there
is not preliminary known number of type and after putting unchanged part of the word,
therewas confirmedgeneration,will be automatically openednotificationwindow,which
says us, that this verb have type more than one and it is inevitably necessary to select
one concrete.
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Also, we can perform the inverse manipulation. We call it morphological analysis.
In this case the terminal symbols in the formal grammar we have created will be the
morphemes we have previously inserted in the database. It should be noted that the
corresponding terminal symbols are automatically changed as the type changes.

The main window of software designated for conducting morphological analysis of
Georgian words looks as follows. See Fig. 8.

Fig. 8. The result of morphological analysis of Georgian word.

In the upper left hand side of the image is given a fieldwhere should bewrittenword/s
and you need to press the “Analysis” button to take the analysis. The result is on the
bottom of the picture. If the word is incorrectly written, the program will give you a text
message about the error and will show the part of the word that is incorrect. It should
also be noted that the analysis is carried out only for the words written by Georgian
Unicode. Any other Unicode use will be considered as a mistake. Here is shown the part
of the formal grammar for one particular type:
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Purpose of morphological analyzer is to split an input word into the morphemes and
figure out morphological categories of the word.Wemay invokemorphological analyzer
manually or automatically by the syntactic analyzer.

We used special formalism to describe morphology of natural language and pass it
to the morphological analyzer. There are two main constructions in the grammar file of
morphological analyzer: morphemes’ class definition, and morphological rules [11, 12].
Class definition is used to list all possible morphemes for a given morphemes’ class. For
example (pseudocode):

It is possible to declare empty morpheme, which means that we may omit the mor-
phemes’ class in morphological rules [3]. Below is formal syntax for morphemes’ class
definition:
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We define morphological rules following way:

word → M 1C1 M 2C2 . . .Mn{Cn} (1)

where Mi are morpheme classes, and

Ci(i = 1, . . . , n) (2)

are constraints (optional).

5 Web Version

In addition to the above given issues, we have created a web service that can be used
by anyone. This will help us to improve our system faster and to correct possible inac-
curacies. The web service is a system designed for the processing of natural language
texts. We used the system to find syntactic and morphological structure of Georgian
language texts. Using specific formalism, which we created for this purpose, allow us
to write down syntactic and morphological rules defined by particular natural language
grammar. This formalism represents the new, complex approach, which solves problems
of morphological and syntactic analyses for some natural language. We implemented
a software system according to this formalism [13]. One can realize syntactic analysis
of sentences and morphological analysis of word-forms with this software system. We
designed several special algorithms for this system. Using of the formalism, which is
described in [14, 15], is very difficult to use for Georgian language, as far as expressing
of some morphological rules is very complicated and understanding of such writing is
difficult. The system consists of two parts: syntactic analyzer and morphological ana-
lyzer. Purpose of the syntactic analyzer is to parse an input sentence, to build a parsing
tree, which describes relations between the individual words within the sentence, and
to collect information about the input sentence, which the system figured out during the
analysis process. It is necessary to provide a grammar file for the syntactic and morpho-
logical analyzers. There must be recorded syntactic or morphological rules of particular
natural language grammar. Syntactic analyzer also needs information about the gram-
mar categories of the word-forms. It uses the information during analysis process. Basic
methods and algorithms, which we used to develop the system, are: operations defined
on features’ structures; trace back algorithm (for morphological analyzer); general syn-
tactic parsing algorithm for context free grammar with constraints. Features’ structures
are widely used on all levels of analysis. We use them to hold various information about
dictionary entries and information obtained during analysis. Each symbol defined in a
morphological or syntactic rule has an associated features’ structure, which we initially
fill from the dictionary, or the system fill them by the previous levels of analysis. Fea-
tures’ structures and operations defined on them we use to build up features’ constraints.
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With general parsing algorithm, it is possible to get a syntactic analysis of any sentence
defined by a context free grammar and simultaneously check features’ constraints, which
may be associated with grammatical rules. Features’ constraints are logical expressions
composed by the operations, which we defined on the features’ structures. We attach
features’ constraints to rules, which we defined within a grammar file. If the constraint
is not satisfied during the analysis, then the system will reject current rule and the search
process will go on. We can attach features’ constraints also to morphological rules.
However, un-like the syntactic rules, we can attach constraints at any place within a
morphological rule, only not at the end. This speeds up morphological analysis, because
the system checks constraints early and it rejects incorrect word-form’s division into
morphemes in a timely manner. Formalism, which we developed for the syntactic and
morphological analysis is highly comfortable for human. It has many constructions that
make it easier to write grammar file. Morphological analyzer has a built-in preprocessor
[3].

The main idea of syntactic analyzer is to analyze sentences of natural language and
produce parsing tree and information about the sentence. In order to accomplish this
task, syntactic analyzer needs a grammar’s file and a dictionary. We write grammar rules
for syntactic analyzer like CFG rules. However, they may have constraints and symbol
position regulators. We can write a rule according to these conventions:

write a rule according to these conventions:

S → A1C1 A2C2 . . .An{Cn}; (3)

S → A1 A2 . . .An : RC; (4)

where S is an LHS non-terminal symbol, Ai(i = 1, . . . , n) are RHS terminal or
non-terminal symbols, C and Ci(i = 1, . . . , n) are constraints, and R is a set of
symbol position regulators. Position regulators declare order of RHS symbols in the
rule, consequently making non-fixed word ordering. There are two types of position
regulators:

Ai < Aj; (5)

Which means, that symbol Ai must be placed somewhere before the symbol Aj;

Ai − Aj; (6)

means that symbol Ai must be placed exactly before the symbol Aj. It is not formal
difference be-tween syntactic and semantic rules. Therefore, we can provide syntactic
and semantic analyses in parallel or separately with the same analyzer [3].

Wehave implemented the abovementioned approaches basically usingGOLDParser
Builder and the C# programming language. First, we translated the formalismwe created
and built a special class. Then we modified this class to make it compatible with a
pre-made web service [16]. Here is given the part of the main function of the web
service:
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After these stages, everyone can use this system and also, can participate in its
development (As you know, nowadays the perfect model of Georgian language still
does not exist).

Based on the presented approaches, we have created a demo version of an additional
module which checks the morphological correctness of the pronounced words and then

Fig. 9. Morphologically correct words in google translate system.
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writes them in the appropriate fields of google search and google translate system. See
Fig. 9.

This is very important, because often the words pronounced in Georgian are written
in Latin letters in google translate system and in some cases even incorrectly.

6 Conclusion

Thus, created software is used to get all word-forms from unchanged part of the word,
also to get the word-form in accordance unchanged part of the word and morphological
categories (in the data base of roots at this moment are not all roots of Georgian words).
If the presented approach works correctly for particular type of a root, then it will give
a result without mistakes for all roots of the given type. It is very important for full
parsing of all type of the words. Using our approach simplifies the lemmatization and
stemming process. If the initial information required by the program algorithm and the
structure is correctly entered into the database, we will get any kind of result without
error. In our opinion, the presented paper will help to create a complete computer model
of the Georgian language and will give inspiration to new research. The next steps will
be linking the presented software with a pattern recognition abilities [8, 9, 10]. Software
parts are written mainly in C# language and its design is realized by using visual studio.
Also we used GOLD Parser Builder. Is should be noted that web version of our project
is system independent and device independent.
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Abstract. We focus on a collaboration between community members
and visiting linguists in Erakor, Vanuatu, aiming to build the capacity
of community-based researchers to undertake and sustain documentation
of Nafsan, the local indigenous language. We focus on the technical and
procedural skills required to collect, manage, and work with audio and
video data, and give an overview of the outcomes of a community-led
documentation after initial training. We discuss the benefits and chal-
lenges of this type of project from the perspective of the community
researchers and the external linguists. We show that community-led doc-
umentation such as this project in Erakor, in which data management
and archiving are incorporated into the documentation process, has cru-
cial benefits for both the community and the linguists. The two most
salient benefits are: a) long-term documentation of linguistic and cul-
tural practices calibrated towards community’s needs, and b) collection
of larger quantities of data by community members, and often of bet-
ter quality and scope than those collected by visiting linguists, which,
besides being readily available for research, have a great potential for
training and testing emerging language technologies for less-resourced
languages, such as Automatic Speech Recognition (ASR).
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and Language Technologies for All, 4–6 Dec 2019, UNESCO, Paris. This work has been
funded by the ARC Centre of Excellence for the Dynamics of Language (Australia)
(project ID: CE140100041) and the German Research Foundation DFG (MelaTAMP
project with number 273640553).

c© Springer Nature Switzerland AG 2022
Z. Vetulani et al. (Eds.): LTC 2019, LNAI 13212, pp. 112–128, 2022.
https://doi.org/10.1007/978-3-031-05328-3_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-05328-3_8&domain=pdf
http://orcid.org/0000-0002-0858-7606
http://orcid.org/0000-0003-2708-5027
http://orcid.org/0000-0001-8797-1018
https://doi.org/10.1007/978-3-031-05328-3_8


Community-Led Documentation of Nafsan (Erakor, Vanuatu) 113

Keywords: Community-led language documentation · Technical
training · Less-resourced languages · Technology for indigenous
languages · Nafsan · Vanuatu · Automatic speech recognition

1 Introduction

There has been increasing recognition that greater collaboration between exter-
nal linguists and language communities can be mutually beneficial, and aid lan-
guage maintenance efforts (e.g. [8,12,33]). Approaches incorporating technical
training and empowering people to undertake community-led projects are noted
to be vital for inclusive collaboration (e.g. [48,49]). In Vanuatu, there are many
examples of productive collaborations on language and cultural documentation
projects (e.g. [1,18,32,36,43]). In this paper we describe one process of build-
ing community capacity to engage in language maintenance and corpus build-
ing through linguist-community collaboration. We focus on the community of
Erakor, on the island of Efate, Vanuatu (Figs. 1 and 2),1 near the capital, Port
Vila.

Vanuatu

Australia

Papua New Guinea

Efate

Fig. 1. Location of Vanuatu and the island of Efate.

The language of the community in Erakor, as well as nearby Eratap and
Pango, is Nafsan (also known as South Efate), a Southern Oceanic language
with an estimated 5,000–6,000 speakers [26]. Nafsan is one of 130+ indigenous
languages in Vanuatu, and is spoken alongside Bislama, an English-based creole,
which is one of three official languages and a lingua franca across the archipelago.
Education is mainly carried out in English and French. Vanuatu is undergoing
an information and communications technology revolution [10,14], and around
86% of households now have home access to mobile networks [46]. Access to tech-
nologies other than mobile phones is still limited, though increasing, and both
mobile and internet use is claimed to be linked to changing patterns of language
1 All the maps in this article were produced by using the Generic Mapping Tools [47].
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use, such as greater use of Bislama [45]. However, new modes of communication
also offer new environments in which indigenous languages of Vanuatu can be
used. For example, social media platforms like Facebook include a number of
pages in which Nafsan is the main language. This is a positive development, as
speakers are actively using Nafsan in its written form on social media, which is
not done in other areas of life, where English, French, and Bislama predominate
as written languages. In our collaboration, Facebook is also the main means of
communication between the researchers and the community members.

0 10

Port Vila

Erakor
EratapPango

Efate

Fig. 2. The island of Efate indicating the places where Nafsan is spoken

Records of Nafsan extend back to the mid-1800s, in materials produced by
missionaries (see [41]). Modern linguistic research began with a focus on the
phonology and genetic classification of Nafsan (e.g. [11,25,44]). A comprehen-
sive reference grammar of Nafsan has been produced by Thieberger [38], accom-
panied by corpus data, a book of stories [40], and a dictionary [39], which is
regularly updated at community workshops and was published in 2021 [42]. All
of this previous research laid the groundwork for the more recent activity, first
by creating a corpus that new researchers could use to begin work on the lan-
guage, and, second, by demonstrating a quid pro quo of returning materials to
the village in forms that could be used there.

The main aim of this paper is to demonstrate ways in which linguists can
support community efforts in language documentation and maintenance through
building capacity, and how these collaborations can result in larger quantities of
quality data. We describe the process of training community members in using
technology for recording, transcribing and building a corpus (§2), and discuss the
outcomes (§3) and the benefits and challenges (§4) of a documentation project
undertaken by the third and fourth authors. We also identify ways that both
the language community and the wider linguistics community can benefit from
community-led documentation, especially if there is greater consideration of how
the data will be conserved, archived, and made accessible in different formats
(e.g. WAV files, time-aligned transcribed text etc.), which are used in linguistic
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research and in the development of language technologies. In §5 we argue that
the community-led documentation leads to the collection of high-quality data
in larger quantities than those collected by visiting researchers, and is thus of
crucial importance for emerging language technologies for indigenous and less-
resourced languages, such as Automatic Speech Recognition (ASR). We note
some promising results with new speech recognition and forced-alignment tech-
nologies applied to Nafsan data. We conclude in §6.

2 Technical and Procedural Training

To build on the previous documentation and description of Nafsan, the first two
authors (AK & RB) began fieldwork in 2017 in Erakor, aiming to collect new
Nafsan data for targeted semantic and phonetic analyses (e.g. [3,4,21,22,30]).
In the beginning of their field trip, they participated in a dictionary workshop in
Erakor led by the fifth author (NT), focused on checking, correcting and adding
to entries for the Nafsan dictionary through group discussions with community
members. During the workshop sessions, it became clear that besides the work
on the dictionary, there was community interest in collecting more narratives in
Nafsan. NT gave a Zoom H1N recorder to a community member, GK, the fourth
author, who partnered with the third author, LE, to develop ideas for a recording
project. Given that there was an intention of data collection in the absence of
linguists, AK & RB realized that there was a need for training in data collection
and management. During their semantic and phonetic experiments, they started
familiarizing GK and LE with the process of making a recording, transcribing
it, and managing the data. GK & LE assisted AK & RB in different types of
fieldwork tasks, such as transcription and video recording, and a computer was
made available for them to use for independent transcription, using ELAN [37].
As GK & LE became more comfortable with transcribing pre-segmented audio
files in ELAN, AK & RB organized more formal training of linguistic tools.

The training focused on four indispensable activities in a language documen-
tation workflow: planning and discussing a recording with participants (including
archival access conditions), making a recording, data management, and tran-
scription. For the recording process, GK & LE practiced using the Zoom H1N
and including basic spoken metadata at the beginning of each audio recording,
and we discussed some basic principles of video recording. The data manage-
ment component was slightly more challenging as it involved familiarizing the
community members with the use of spreadsheets and file-naming practices. We
practiced the workflow as a routine of making a recording, transferring it to a
computer, entering metadata in a spreadsheet, and backing up the data. This
process was easily followed as each activity was understood as an essential part
of the workflow. The last step was learning how to use ELAN (see Fig. 3). Until
this point, GK & LE were already familiar with transcribing spoken Nafsan in a
single pre-segmented tier. These skills were extended to creating a new file and
importing audio files together with a template [17] that facilitates exporting into
FieldWorks [35], in which it can be semi-automatically glossed. The use of a more
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Fig. 3. Training in ELAN transcription

complex template required some explanation of the hierarchical organization of
tiers, e.g. that the translation tier depends on the tier of the original text. The
focus of transcription efforts was filling in the first tier with orthographic Nafsan,
as in Fig. 4. In this training we focused on highlighting the structure of the work-
flow, and making sure that the community members understood the importance
of data management that follows the creation of each recording. Understanding
the technical aspects of using different types of software proved to be relatively
easy. However, documenting instructions in a simple text was also helpful.

Our training also included a discussion on the importance of explicitly
explaining to the speakers who will be recorded and how the recordings will
be stored and used, and making sure it is understood that they have a choice to
select their own preferences regarding the access rights to the recording. Through
their previous collaborations with NT, many community members, including GK
& LE, were aware of the concept of an archive and the benefits of archiving the
collected language data for posterity, as NT has been providing the community
with their own copy of previously collected data, both locally and through online
open access to the PARADISEC archive.2 All the recordings made by AK [24]
and RB [6] are also archived in PARADISEC. All the physical language materi-
als created as a result of our research and collaboration, such as the storyboard
booklet in Nafsan [23], have also been deposited in the Vanuatu Kaljoral Senta
(Vanuatu Cultural Centre).3

3 Outcomes of the Community-Led Documentation

Between July 2017 and June 2018, GK and LE, as community researchers, col-
lected audio and video data in 21 recording sessions. Some sessions were recorded

2 Available at https://www.paradisec.org.au.
3 https://vanuatuculturalcentre.gov.vu.

https://www.paradisec.org.au
https://vanuatuculturalcentre.gov.vu
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Fig. 4. Orthographic transcription of Nap̃re nig Taler (a story about a demon) told
by Limok Kaltap̃au (GKLE-001)

only using either video or audio, and others were recorded with simultaneous
video and audio, for later synchronization. In total, the collected data comprised
17 audio files totaling five and a half hours, and 25 video files totalling four and
a half hours. Recording sessions took place primarily in Erakor, but some took
place in Eton, a village further to the north on the coast of Efate, with strong
ties to Erakor. The recordings were all of natural speech and related to diverse
topics, driven by the interests of the community researchers and the community
members they engaged with for their project. Among the recordings which were
primarily audio, two were ‘kastom’ (traditional) stories, four were personal life
histories, and three were stories about people and events in Erakor and Eton
(see Fig. 5). Among the recordings which were primarily video, there was a story
about the first permanent house in Erakor, and many videos demonstrating tech-
niques for weaving baskets, fans and mats using coconut and pandanus leaves.
The community researchers chose weaving as a focal topic because of concern
that traditional weaving skills are not being passed on to younger generations,
and a desire to document these skills and develop educational resources. All of
the recordings have been archived in PARADISEC4 with accompanying meta-
data, and apart from one, all are open-access [20].

Good progress has also been made on transcribing these recordings in ELAN:
seven recordings have been fully transcribed, one partially transcribed, and one
long recording has been fully segmented and made ready for transcription. The
project is ongoing, and future plans include engaging more community members
as participants, recording material for a documentary about Nafsan, and iden-
tifying ways to use collected videos for educational purposes. The skills gained
by GK and LE have also since been extended to new projects; building on the

4 https://catalog.paradisec.org.au/collections/GKLE.

https://catalog.paradisec.org.au/collections/GKLE
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initial recordings made by GK in Eton, GK and RB visited Eton to record some
traditional narratives in the language of that village5 [7], for which published
information is limited to a wordlist [44] and a comparative study of languages of
the Efate region [11]. GK facilitated these recording sessions, and LE has assisted
with initial transcription. Longer term, the project team hope that further col-
laboration with the Eton community will allow for a deeper understanding of
the linguistic and cultural connections across southern Efate.

Fig. 5. A part of the metadata of the recordings made by GK and LE

4 Benefits and Challenges

4.1 Benefits: The Engagement of Community Researchers Improves
the Results of Language Documentation

From the perspective of the community researchers, there are a number of advan-
tages to language and cultural documentation projects led by community mem-
bers. One clear advantage is first-hand knowledge of the language. In most doc-
umentation projects, linguists are visitors, and while they may acquire the lan-
guage of study to varying extents, in most cases they are unlikely to acquire
competence approaching that of native speakers. Native knowledge of Nafsan
facilitates more accurate and efficient transcription, and also facilitates the pro-
cess of undertaking recording sessions with different community members.

Community researchers also have a significant advantage in that they have
better knowledge of the linguistic and cultural practices which may feature in
documentation recordings. They are well-placed to decide which activities are
5 The language is also known as Eton.
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better documented with video rather than audio, based on the type of activity
and also what participants are most comfortable with. They are also able to
use their knowledge of particular activities to more effectively plan and capture
these using video. For example, if the goal of a recording is to document the
process for weaving a particular type of basket (e.g. Fig. 6), and the community
researchers are familiar with what this entails, they can choose the most appro-
priate framing and zoom level at different stages, so that viewers can identify
exactly what the participant is doing. In comparison, an external researcher may
focus on capturing the whole scene in every frame, perhaps to include gestures
or background interlocutors, but this will be less useful to someone wanting to
watch the recording to study the weaving technique. Community researchers are
also better able to identify which activities are most important to document,
and of the greatest interest to the community, particularly in contexts where a
project aims to support language and cultural maintenance.

Another benefit of community-led documentation is the quantity of collected
data. In a relatively short time frame, GK and LE were able to collect large
quantities of spoken Nafsan data, without any interference of another language,
and with a minimized observer’s bias. On the other hand, visiting researchers are
outsiders, who maximize the observer’s bias, and often communicate in another
language, adding to the complexity of linguistic influences in the recorded data.
Moreover, linguists often collect language data catered towards their specific
research questions, either through experiments or elicitation, without necessar-
ily prioritizing community interests. Usually only certain types of data com-
monly collected for research, such as telling of traditional stories, can be made
immediately useful for the language community. Linguists typically undertake
additional activities outside of their research topics in order to produce mate-
rials for community-wide use, such as the Nafsan dictionary [42]. In contrast,
the Nafsan data collected by the community researchers can serve multiple pur-
poses from the start: among others, education in language or cultural practices,
entertainment, promotion of the local culture and products, linguistic research,
and use in developing language technologies for indigenous and less-resourced
languages (see §4).

4.2 Challenges: Sustainability

Challenges noted by GK & LE relate to both the practicalities of using equip-
ment and technology as well as the logistics of managing a project. While the
actual transcription process in ELAN was relatively manageable, making a new
.eaf file could be difficult. The template provided by AK & RB was helpful,
and consistently used, but the main issue was remembering how to navigate
the ELAN interface and access the template when starting a new transcrip-
tion. Sharing one laptop also limited the ability of the community researchers to
undertake transcription and data management tasks at the times most conve-
nient to them. Similarly, it was often difficult to find time to spend on recording
and transcription among other family and community commitments. It was also
not always easy to find people who were willing and available to participate.
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Fig. 6. Marian Kalmary weaving naal pool (GKLE-013)

In some cases people were interested but had limited time, and in other cases
people were intimidated by the prospect of being in an audio or video recording.
A particular challenge when recording video was shakiness caused by camera
movement. Activities such as weaving required GK & LE to be able to move
around in order to best capture different parts of the process, and this proved
to be difficult to do without excessive movement caused by using a handheld
video camera. Some of the challenges noted here have since been addressed, for
example by acquiring a tripod to reduce camera shakiness even if carrying by
hand, and an additional laptop, allowing an easier division of tasks between the
two community researchers.

The internet in Vanuatu is most readily accessible via mobile data. While this
means that the internet is theoretically available even in many remote areas, in
our experience, this has been both a benefit and a challenge. While GK & LE can
stay in contact with researchers and even transfer ELAN .eaf files, the expense of
mobile data and limited connection speed means sharing actual audio and video
recordings is hard. Thus, the sharing of the recordings still needs to happen
in person. This problem has been especially challenging during the COVID-19
pandemic, which made it impossible for researchers to travel to Vanuatu.

The COVID-19 pandemic has shown that now more than ever we need to
improve the sustainability of these types of collaborations. As researchers might
be unable to travel to distant fieldwork sites, where communities are especially
vulnerable to potential outbreaks, these communities need to be able to inde-
pendently carry out language documentation and associated activities in order
to continue making progress towards particular community goals. However, so
far it has been hard to ensure the sustainability of such collaborations, primar-
ily because of the lack of a fast and affordable internet connection that would
allow for long-distance communication, and the lack of resources to maintain the
hardware necessary for language and cultural documentation. Nevertheless, we
have been able to transfer some of the discussion regarding our ongoing research
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on Nafsan to Facebook chats. The information collected in these chats typically
concerns words that can be included in the dictionary [42] and grammaticality
judgments for semantic research [22]. Unfortunately, phonetic data cannot be
collected this way.

4.3 Benefits Outweigh the Challenges

From the perspective of the visiting researchers, there is no doubt that building
local capacity to undertake language and cultural documentation offers benefits
in terms of both the scale and quality of documentation. The community-led
project contributes to a more comprehensive record of Nafsan, and allows for
new research questions to be explored and existing research questions to be
addressed more thoroughly. Importantly, the resulting materials are more repre-
sentative of community priorities and interests, and more useful for developing
materials supporting language and cultural maintenance. These and many other
ways that collaborative and community-led projects benefit both the specific
goals of a community, and the scientific endeavor of linguistic research, have
been discussed in detail elsewhere (e.g. [8,12,33]). An additional benefit of the
particular approach taken in the current project is that data management and
metadata collection was built into the initial training, as were strategies for
discussing archiving and access conditions with community participants. While
data and metadata management has required some ongoing support, and can
be difficult when internet access is limited, the result is that not only is there
a rich set of materials collected by the community researchers, but that these
materials have been easily archived along with details of their content, and are
accessible and therefore usable by others, including community members who
have some previous experience accessing Nafsan materials collected by NT via
PARADISEC. Other researchers discussing collaborative language documenta-
tion acknowledge that there can be logistical, institutional, and interpersonal
challenges to the sustainability of community-led projects (e.g. [49]), but we
find, as they do, that the benefits of community-led documentation far outweigh
the challenges.

5 Increased Potential for Applications of Language
Technology to Less-Resourced Languages

One problem arising, which may not seem like a problem at first, is too much
data. Scaling up documentation in the way described here leads to more audio
and video recordings than would otherwise have been collected thus far, but not
all have been transcribed. While engaging community members in transcription
is often seen as a way to speed up the process, and to transcribe a higher percent-
age of recordings than a solo linguist (with less fluency in the language) could
manage, community members are generally not able to work on these tasks to
the exclusion of other responsibilities, or other interests within a project. Man-
ual transcription, whether it is done by a native speaker or otherwise, is also
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extremely time consuming, and depending on the familiarity with the language
and the nature and level of detail of the transcription, can take anywhere from
2.5 h [16] to 200 h [9] per hour of recorded speech. As long as transcription is fully
reliant on human effort, there remains an issue of the ‘transcription bottleneck’
[9], whereby more data is recorded than can feasibly be transcribed and added
to a corpus within time and resource limitations.

At the same time, corpora are most useful for linguistic research, and many
community goals, when they are transcribed. For instance, the Nafsan data that
has been transcribed has been used in several cross-linguistic projects focusing on
different linguistic domains, e.g. phonetics and morphology [28], inferring gram-
mar from texts [19], and semantics [30,31]. Finding ways to improve transcription
workflows is therefore vital to being able to extend the scale and usability of lan-
guage corpora. Speech and language technologies, such as tools for automatic
speech recognition and automatic transcription, can significantly aid the process
of transcribing spoken language. However, there is limited availability of usable
tools of this sort for many languages (e.g. [2]). In part, this is due to the limited
quality and scope of language material available for less-resourced languages.

Regarding quality, one challenge in developing ASR for less-resourced lan-
guages is the sometimes variable audio quality of language documentation cor-
pora, where recordings are often made in noisy fieldwork conditions. Recent dis-
cussions argue that field linguists should modify their practice to assist the task
of machine learning, for example by making high-quality recordings using head-
mounted microphones [34]. To add to this discussion, we note that community
researchers may be better placed than visiting linguists to collect high-quality
audio recordings, given appropriate training opportunities. External researchers
typically visit for a set time frame, and generally have specific goals, for example
related to collecting a certain number of hours of particular data types, with a
range of participants. This means that recordings are often undertaken oppor-
tunistically, where and when community members are available, and it is not
always possible to have a great deal of control over factors such as environmen-
tal noise. Figure 7 shows a sample waveform and spectrogram of a recording
made by the second author in one such opportunistic setting. The recording
was made with a hypercardioid head-mounted microphone in a location with as
much sound attenuation as possible within the available options, but unfortu-
nately took place exactly at dusk, which meant substantial noise from a flock of
birds settling in to roost in a tree nearby. As can be seen, the signal-to-noise ratio
is not ideal; there is a lot of additional noise in the higher frequency range. While
this recording would still be fairly usable for phonetic analyses of fundamental
frequency or duration, it would be less useful for analyses of fricative energy or
formant transitions, and would also present more of a challenge to ASR.

In comparison, community researchers are able to be more flexible in their
project schedules, and can choose to make audio recordings in a quiet environ-
ment at a preferred time of day, and to make video recordings under optimal
weather and lighting conditions. They may also be better able to negotiate a
recording situation which prioritizes both the comfort of the participant and
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the quality of the recording (in ways that visitors are not always equipped to
do appropriately). Figure 8 shows a sample waveform and spectrogram6 of a
recording collected by GK. He chose to record this late at night, after the noise
of people, birds and vehicles and generators had stopped, in a small room with
closed windows. He also sat close to the speaker in order to hold the recorder
at a constant and appropriate distance from her mouth. This recording was
made with the inbuilt stereo microphone of the Zoom H1N, which, being less
directional, would pick up more background noise than the microphone used for
Fig. 7, but as can be seen this is clearly the cleaner recording. Recordings like
this are much better suited to training of ASR models.

Fig. 7. Recording made in noisy conditions

The amount of data available for developing new speech and language tools
is another challenge. Training a language model for adequate speech recognition
generally requires very large speech corpora, but these are not typically avail-
able for languages which are relatively under-described. In recent years, there
has been increasing interest in finding ways to adapt automatic speech recog-
nition and transcription methods to work more effectively with small corpora
of the sort typically collected during language documentation. Preliminary tests
of developing a speech recognition model and semi-automated transcription for
Nafsan have been undertaken using the Kaldi speech recognition engine [29],
via the in-development Elpis pipeline, and show promising results [15]. A model
based on just 3 h of audio as training data was applied to untranscribed data
and returned a word error rate of 42.7%; a ‘reasonably decent’ result for a first
pass using sample data with limited coverage and limited tuning of parameters
in the pronunciation model.

6 Figures 7 and 8 correspond to samples of 200 ms; spectrograms show frequencies up
to 5000 Hz with a 60 dB dynamic range.
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Fig. 8. Recording made in quiet conditions

Language modelling for the purposes of forced alignment has also been tested,
focused on using utterance-level orthographic transcriptions to produce phone-
level and word-level alignments. These more granular annotations of speech are
of particular interest in phonetic research, where it is necessary to be able to
take acoustic measurements with reference to individual speech sounds. Using
the Montreal Forced Aligner (MFA) [27], which also uses Kaldi, speech modelling
and forced alignment was undertaken based on just over 2 h of Nafsan data [5].
The output phone alignment was very accurate, and preliminary analyses of
vowel tokens showed comparable acoustic patterns to those obtained in previous
experimental datasets. It is important to note that the quality of the output of
automatic transcription and forced alignment processes depends on the quality
of the data used in the modelling, not just in terms of audio but also the accom-
panying transcriptions. In cases where the amount of data is limited, language
corpora which have been carefully developed in collaboration with community
members, including contributions to transcriptions and analyses, will lead to
better results, and in turn aid the expansion and enrichment of the corpus.

The potential offered by these kinds of technologies, as they continue to
be refined for use in documentation contexts, is clear. There is also scope to
draw on language models for a given language to develop models for related or
phonetically similar languages which may have even more limited speech material
available. This is currently being explored for several languages of the Efate
region [5]. In addition, there are various natural extensions of these speech and
language technology toolkits which would not only further aid data processing
and analysis, but also better support the use of less-resourced languages in digital
domains [13].

6 Conclusion

In this paper we described the process and outcomes of building capacity for
community-led documentation in Erakor, Vanuatu. We showed that archiving
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research materials provides a base for reciprocity with the speakers of the lan-
guage, and then permits further research to be built on existing work in ways
that were not previously possible. We highlighted the benefits of direct com-
munity involvement in language documentation and maintenance efforts for
both the community and the external linguists. We showed that the commu-
nity researchers are able to contribute to overall larger quantities of linguistic
data than that collected only by visiting linguists during fieldwork. Moreover,
in some cases the data gathered by community researchers is better than that
collected by external linguists, in terms of either content or audio quality. This
happens mainly for two reasons: a) the community members are best placed to
decide what linguistic and cultural practices to document, and how, thus mak-
ing the resulting materials more useful for the community, and b) they may
have greater choice in and control over recording conditions, resulting in bet-
ter acoustic quality of audio recordings (and image quality in video recordings).
The former aspect is crucial for supporting language maintenance efforts and
the latter aspect allows for favorable results from applications of ASR technolo-
gies to less-resourced languages. The potential scope for language technology
applications is expanded when data of good technical quality is combined with
well-maintained corpus materials. More generally, both linguists and the com-
munity benefit greatly from an archival collection of the materials, which become
available for linguistic research and to the community now and in the future.
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Abstract. Nowadays, the Kazakh language belongs to the category of less-
resourced languages, as there is a small number of resources developed and acces-
sible to a wide range of users, such as text corpora, electronic dictionaries, mor-
phological analyzers, thesauri, which allow to analyze text documents. The aim
of this work is the design and development of pipeline of preprocessing tools
for media-corpus of the Kazakh language. Media-corpus is hosted by al-Farabi
Kazakh National University and serves linguists as an empirical basis for research
in the contemporary written Kazakh language. The development of pipeline of
preprocessing tools for media-corpus, the lexical and grammatical features of the
Kazakh language were analyzed, on the basis of which the composition of the fun-
damental rules for changing the words (inflection) of the Kazakh language was
determined. In the process of research, the tools for generation and lemmatiza-
tion of the word forms of the Kazakh language were created. The proposed tools
can be applied at the stage of morphological analysis in the systems of automatic
analysis of the texts, in the creation of thesauruses and ontologies. For the case of
the presence of homonymy, the template method was used, which allow to reduce
the level of homonymy.

Keywords: Kazakh language · Pipeline · Lemmatization ·Morphological
model · Preprocessing tools

1 Introduction

The natural language processing (NLP) of documents is one of the most important tasks
of modern information technologies. The results of NLP are used in a wide variety of
fields: from the extraction of new information and knowledge, from the scientific pub-
lications in order to create information and analytical systems to support the scientific
activities, to the analysis of the blogs in order to study the consumer ratings of a partic-
ular product. The modern approaches to the solving of NLP tasks provide for pipeline
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document processing, which includes all the stages of work with a document – from its
preprocessing in order to bring an Internet document (especially blog posts) to the norms
of the literary written language, to at least its coordinate indexing and syntax analysis.

Within the framework of the Kazakh linguistics and applied linguistics, in Kaza-
khstan, of special interest is the study and development of the National Corpus of the
Kazakh language due to insufficient development of the problems in this field. Despite
the achievements in this field (the attempt to compile a corpuswith the necessarymarkup,
the presence of scientific investigations in the form of monographs, theses, text-books
on the styles of the Kazakh language, works of a comparative character analyzing the
differences in colloquial and literary languages, studies on its separate aspects) [1–5],
limits of investigations do not go beyond the frames of traditional linguistics, restricting
the attempts on development of the corpus or reducing them to mechanistic detection
of lexical, phonetic and other differences of the Kazakh language. In [6] the authors
proposed media-corpus of the Kazakh language which is hosted by al-Farabi Kazakh
National University and serves linguists as an empirical basis for research in the con-
temporary written Kazakh language (http://corpus.kaznu.kz/). In this work, the authors
presented design and development of preprocessing tools for this media-corpus of the
Kazakh language, which will be made available to the public. The first task is the cre-
ation of automatic lemmatization tool. To solve the task, the lexical and grammatical
features of the Kazakh language were analyzed, on the basis of which the composi-
tion of the fundamental rules for changing the words of Kazakh was determined. The
second task is creation of automatic Kazakh word-forms generator tool. The developed
algorithms can be applied at the stage of morphological analysis, in the construction
of thesauri, thematic dictionaries, and ontologies. The third task is the development of
morphological disambiguation tool for Kazakh texts. The idea of the method used in
the study is to subordinate the structure of sentences to certain general laws. Despite
the large variety of semantic parts of sentences, the structure of the sentences is limited
and can be represented as a set of mathematical patterns. Consequently, when analyzing
sentences, it becomes possible to access the tool, which is a mathematical pattern of the
structure of the sentence. We tried to cope with the morphology of the Kazakh language
by considering the structure of simple sentences. As an advantage of the method, various
statistical indicators can be easily integrated as a determining parameter and show the
possibility of improving the quality of results.

In this paper, we describe the Kazakh language pipeline, created by the researchers
of Al-Farabi Kazakh National University (Almaty, Kazakhstan). Let’s note that this
analyzer works with the Cyrillic alphabet that is currently presented for the Kazakh
language.

2 Morphological Model of the Kazakh Language

Kazakh belongs to the group of agglutinative languages in which the dominant type of
inflection or inflection is agglutination, i.e. the formation of derived words and gram-
matical forms by attaching affixes (suffixes and endings) to the root or base of a word
that have strictly defined grammatical and derivational meanings. For instance, a suffix
is first added to nouns, then the ending of the plural, next the end of the possessive form,

http://corpus.kaznu.kz/
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the case ending, and only after that the personal ending is added. In the case of adjectives,
if they act as nouns, the word forms for these words are formed in the same way as for
nouns, if they denote features, then they become modifiers and are immutable. In the
case of verbs, if necessary, negative suffixes are added to create a negative form, then
endings, that define the time of the verb, are added. Verbal forms in the form of partici-
ples can substantivize, and the inflection forms characteristic of nouns can be applied to
them.

For each language, there are orthoepy and spelling norms of words, which consist
of the rules of continuous, hyphenated, and separate spelling of words, rules for the use
of capital letters and graphic abbreviations, etc. Within the framework of this project,
orthoepy features will play a special role, since the Internet users, whose messages will
be used for analysis tasks, often do not follow grammatical rules and orthoepy norms,
as the speech, that is spoken spontaneously, significantly differs from, that prepared
by certain features: redundancy (presence of repetitions, clarifications, explanations);
saving speech utterances, ellipses.

Particular attention should be paid to such features of the Kazakh language as the
phenomena of assimilation, dissimilation, lingual and labial synharmonism. It is through
these processes and the linguistic laws associated with them that the formation of word
forms and the selection of lemmas (the initial form of the word) are carried out. Based
on the analysis of the patterns of formation of the word forms of Kazakh, the following
set of basic rules was identified:

– In Kazakh, words never end with a sonorous consonant letter: voiced consonants б,
г, ғ, д, ж (b, g, ğ, d, j), that are at the end of a word, are formed as a result of the
replacement of pairing deaf consonants п, к, қ, т, ш (p, k, q, t, ş) by voiced ones
before adding an end with a vowel. For example: қaзaқ - қaзaғым (qazaq - qazağım)
(Kazakh – my Kazakh);

– hardness and softness of words are determined by the vowel sounds of the word, the
rule of harmoniousness operates regarding the vowel sound in the last syllable for
words borrowed from Arabic and Persian languages. Along with this, the form of the
vowel sound y in the last syllable is determined depending on the vowel sound of
the previous syllable. The rule of harmoniousness must be observed when affixes are
added successively to the word.

3 The Structure of Pipeline of Preprocessing Tools

The general trends in the development of NLP algorithms are studied by the methods
of bibliographic analysis [7]. However, the specific algorithms for the working with
text in natural language is noticeably different depending on which class this particular
language belongs to: analytical, inflectional, or agglutinative.

The Kazakh language, like other languages of the Turkic group, belongs to the
agglutinative languages. In agglutinative languages, a word consists of a base, which
is joined by the affixes expressing the various grammatical characteristics. The several
formative affixes (sometimes called the endings) can be attached to the base of a word,
while each such affix performs a grammatical function inherent only to it, the order of
the affixes is strictly defined.
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The Turkish language also refers to the Turkic languages. The Turkish NLP pipeline,
which is described in [8], includes the following components (Table 1):

Table 1. The comparison of the set of components of the Turkish NLP pipeline and the Kazakh
language pipeline.

Turkish NLP pipeline Kazakh language pipeline

–
– Tokenizer
– Deasciifier
– Vowelizer
– Spelling corrector
– Normalizer
– isTurkish
– Morphological analyzer
– Morphological disambiguator
– Dependency parser

– Word generator
– Tokenizer
–
–
– Spelling corrector
– Normalizer: lemmatization
–
– Morphological analyzer
–
– Dependency parser

Let’s note that not all of them are appropriate to use for NLP of the Kazakh language.
Thus, the usage in the Kazakh language does not currently require the usage of a diacritic
reducing agent, which in the Turkish NLP pipeline converts the ASCII characters into
their proper Turkish forms. The vocalizer that restores the omitted vowels (usually in
social media posts for shortening) is also not required for NLP in Kazakh, since such
vowel omission is not a noticeable phenomenon in Kazakh social networks. There is
no need for the analog of the Turkish component, which identifies the borrowed words
through the morphological analysis, since in the Kazakh language, the borrowed words
obey the rules of the Kazakh morphology. As for the elimination of morphological
ambiguity (the component Morphological Disambiguator Turkish NLP pipeline), since
this problem is found in NLP for the Kazakh language much less often than for Turkish,
and its solution is very laborious, we attributed it to the subsequent stages of the work.

Let’s briefly describe the existing researches in the field of the creation of sepa-
rate NLP components for the Kazakh language. The pipeline for automated processing
of texts written in Kazakh language is presented in the paper of the researchers from
Nazarbayev University [9]. The modern tools developed by the authors for the morpho-
logical analysis of the Kazakh language are described in [10], the language model and
tokenization in [11], the syntax analysis algorithms and creation of dependency trees in
[12]. However, all of these articles describe the approaches to solving the problem at
each of these stages, while the usage of the pipeline processing implies a certain unifi-
cation of algorithms, the coordination of input and output data formats for each stage,
and so on. Below we will outline our proposed approaches to solving these problems.
The peculiarity of this study is that the proposed pipeline is freely available by the link
http://nlp.corpus.kaznu.kz/. This pipeline can be extended with the new tools.

http://nlp.corpus.kaznu.kz/
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4 The Tool of Generation of the Word Forms

It was a difficult task to create the process of obtaining word forms that would generalize
the entire lexicon of Kazakh by adding affixes in a linear form. The reason was that the
form of the word, which is grammatically correct, could be erroneous, meaningless
from a lexical point of view. In Kazakh, there is a simple declination and possessive
declension. Words in the possessive form in the accusative and dative cases are inclined
differently.

Taking into account the statements above, the following combinations of affixeswere
allocated to create word forms of Kazakh:

For animate nouns that answer the question “Who?”:

1. Word + the plural form’s ending + possessive ending. For example, дoc+тap+ым
(dos+tar+im – my friends).

2. Word + the plural form’s ending + possessive ending + case ending. For example,
көpшi+лep+iм+мeн (korshi+ler+im+men – with my neighbors).

3. Word + the plural form’s ending + possessive ending + case ending +
personal ending (Used in rare cases. For example, ayыл+дap+ың+нaн+мын
(auil+dar+in+nan+min – I am from your village).

4. Word + the plural form’s ending + possessive ending + personal ending. For
example, мұғaлiм+дep+мeн+бiз (mugalim+der+men+biz – we are with teachers).

For inanimate nouns that answer the question “What?”:

1. Word + the plural form’s ending + possessive ending. For example, cөмкe+лep+i
(somke+ler+i – their bags).

2. Word + the plural form’s ending + possessive ending + case ending. For example,
дəптep+лep+iм+дi (dapter+ler+im+di – my notebooks).

3. Word + the plural form’s ending + case ending. For example, aғaш+тap+ғa
(agash+tar+ga – for trees).

For uncountable inanimate nouns. For example, тұмaн (tuman – fog), aya (aua – air),
etc.

1. Word+ possessive ending+ case ending. For example, cy+ы+нaн (su+i+nan – out
of his water).

2. Word + case ending. For example, жaңбыp+дың (janbir+ding – of the rain).

For the most common forms of adjectives:

1. Adjective, that changes the same way as a noun does. For example, əдeмi (ademi –
beautiful): əдeмiлepмeн (ademi+ler+men – with beauties), əдeмiнiң (ademi+ning –
at beauty).

2. Word + degrees of an adjective (mainly characteristic of a qualitative adjective:
positive form, comparative form, superlative form). For example, əдeмi (ademi
–beautiful), əдeмipeк (ademi+rek – more beautiful), əп-əдeмi (ap-ademi – very
beautiful).
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For the most common forms of verbs:

1. Word + mood form (indicative, imperative, conditional, desirable). For example,
ceн oқиcың (sen okisyn – you read), ceн oқы (sen oky – you read), ceн oқыcaң (sen
okysan – if you will read), ceн oқығaйcың (sen okygaisyn – you should read).

2. Word + mood form + personal ending. For example, бap+ca+м (bar+sa+m – if I
go).

3. Word + form of verbal adverb. For example, oқы+п (oky+p – having read),
oқы+ғaлы (oky+galy – had read), oқы+ғaн+шa (oky+gan+sha – will have read).

4. Word + form of verbal adverb+personal ending (except forms -ғaлы, -гeлi, -қaлы,
-кeлi (-galı, -geli, -kalı, -keli)). For example, көp+iп+ciң (kor+ip+sin – you have
seen).

5. Word + participle form. For example, жaз+ылap (jaz+ilar – will probably be writ-
ten), жaз+ылғaн (jazil+gan – written), жaз+ыл+aтын (jaz+ilatin – will be written),
жaз+ылмaқ (jaz+ilmak – perhaps will be written).

6. Word+ participle form (changes the same way as nouns do). For example, көp+гeн
(kor+gen – he saw).

5 The Tool of Lemmatization of the Word Forms

The task of automating the extraction of lemmas requires a dictionary of lemmas. Unfor-
tunately, in the public domain, therewas not found any dictionary of such kind inKazakh.
The language resources of the Russian language were analyzed. The most comprehen-
sive dictionary of lemmas in the Russian was the Grammatical Dictionary of the Russian
language [13] that contained 106 000 lemmas. Therefore, the task was to translate the
dictionary of lemmas from Russian into Kazakh. The translation into Kazakh was made
with the help of online translators Sozdik.kz [14] and Google translate [15], access to
which is public. As a result, a dictionary of 93,000 lemmas of Kazakh was obtained, tak-
ing into account homonyms and synonyms. To create meta-information of the obtained
lemmas, themorphological features of lemmas in Russian fromA.A. Zaliznyak are used.
However, it turned out that not all morphological features can be transferred automat-
ically. The work on the analysis of the compliance of features and the introduction of
additional features, characteristic of Kazakh, was carried out by philologists.

In the process of translation of the lemmas, it was revealed that the online translator
Google translate does not always provide a correct translation. Therefore, the work on
the examination and correction of the received translations is carried out by specialists-
philologists.

For the automatic extraction of lemmas from word forms and a deeper analysis of
the composition of words, two approaches were implemented: direct and reverse.

The direct approach is the task of normalizing words. Based on the Porter algorithm
[16], according to the grammatical rules of Kazakh, affixes are sequentially cut off
from the end of the word: that is how stemming is performed. To do this, the help
of philologists, dictionaries of Kazakh affixes, namely, plural endings, endings of the
possessive form, case and personal endings for nouns, which are also used for adjectives,
in addition to specific adjectives for various adjectives and personal endings for verbs,
suffixes and participles affixes are used.
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Next, normalization is performed: on the basis of the results of the stemming, the
synthesis of the normal form is carried out. This stage consists of the dictionary of lem-
mas’ research, meant to find the closest lemma to the derived word basis. The system can
return several options of lemmas. At the moment, there is no algorithm that would allow
determine the lemma uniquely. Therefore, this work is carried out with the assistance of
philologists. An online interface has been developed for convenience and productivity
(http://corpus.kaznu.kz/). The reverse approach is carried out using a dictionary of word
forms. Based on the use of the Kazakh grammar and the examination of philologists,
the following results were obtained: up to 75 word forms can be generated for nouns, 96
forms for adjectives, 319 forms for verbs. For each lemma from the created dictionary
of lemmas, various word forms were generated and stored in a database together with
the corresponding meta information (morphological features of the word). Currently,
the word form database consists of 4,006,833 units.

The task of extracting a lemma from a given word is carried out as follows: by the
word form in the database, the source lemma of the given word is searched with the
corresponding meta information. The system can return several options.

For approbation of the word form generator, a total of 70,000 news from https://aba
i.kz/ and https://www.qamshy.kz/ were used. In these texts, 40million non-unique words
were revealed, of which 22 765 323 words were found in our list of word forms and
lemmas. 161,317 words turned out to be unique among them, while there is information
about the frequency of their occurrence in these texts. Out of 161,317 unique words,
19,565words are lemmas and are summarized in texts 15,054,339 times, the other unique
words are generated.

6 The Reduction of Homonymy

The idea of the proposed method is to subordinate one sentence to one law. The simplest
element of the sentence is the idea of the initial and narrative texts, which, in turn, is
limited in the structure of such sentences. Therefore, if you summarize the ways in
which sentences are summed to a certain extent, then you will have access to a tool that
provides a mathematical pattern for analyzing a phrase. For the purposes of this method,
it is likely that information about an unrecognized token (not found in the dictionary)
is very likely in the process of morphological analysis of the sentence, as well as in
solving homonymy. There are few cases in the analysis when the phrase is interpreted
differently, and this is a very difficult problem.

� = {�1,�2,…,�n} – let’s summarize the last sentence and summarize any existing
phrase in the Kazakh language. Here, the lengths of the vectors � i i = 1,n can be
different.

� = {�1, �2,…, �m} - possible interpretations of the current sentence. One or
several coordinates �i i = 1,m may be unknown.

Different quantitative indicators can be used to compare the corresponding vectors
of different arrays at the stages of the method, for example, the angle between vectors
(Cosine similarity).

i = 1,m and j = 1,n: Max(cos(� i, �j)) satisfies the value of � i - the template we
need, �j - the structure that is considered suitable for the current offer.

http://corpus.kaznu.kz/
https://abai.kz/
https://www.qamshy.kz/
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This method provides a number of possibilities, in addition to predicting unspecified
morphological features and homonyms. Using the method, you get a sentence syntax
analysis to get meaningful words and phrases. The chosen quantitative measure of the
method can be replaced by any other, it is not so difficult to insert different statistical
parameters based on the documents in the application. The following digital transitions
are used to convert sentences into numeric vectors based on tags:

Cases:
Noun - 10
Adjective - 20
Numeral - 30
Pronouns - 40
Verb - 50 (auxiliary verb - “−50”)
Adverb - 60
Preposition - 70
Verb endings:
Verbal adverb - 1
Participle - 5
For example:
«Cыйлы қoнaқтap ayылғa кeшe кeлгeн eдi» (Sıylı qonaqtar auılga keshe kelgen

edi – It turns out that distinguished guests arrived in the village yesterday) analysis this
sentence:

Cый-лы (siy-li – distinguished) <20> қo-нaқ-тap (qo-naq-tar – guests) <10>
ayыл-ғa (awıl-ga – in the village) <10 + 2> кe-шe (ke-she – yesterday) <60> /кeш-e
(kesh-e) <50 + 1> кeл-гeн (kel-gen – arrived) <50 + 5> e-дi (e-di – It turns out that)
<−50>

Possible interpretations of the current sentence:
�1 = {20,10,12,60,55,−50}
�2 = {20,10,12,51,55,−50}
�3 = {20,12,12,60,55,−50}
�4 = {20,12,12,51,55,−50}
And the required template in �.
�1 = {20,10,12,60,55,−50}
�2 = {20,10,15,60,55,−50}
By comparing the results from the Table 2, we can see that the�1 and�1 are similar,

so:
Analysis of «cый-лы <20> қo-нaқ-тap <10> ayыл-ғa <10 + 2> кeшe <60>

кeл-гeн <50 + 5> eдi <−50>» is considered to be a good option.

Table 2. Cosine similarity measure between the template and a sentence.

�1 �2 �3 �4

�1 1.0 0.99708 0.99979 0.9967

�2 0.99954 0.996844 0.999340 0.99649
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It is important to note that this definition and the quantitative equivalents selected
here are also subject to change during the course of the experiment, and at present, work
is being done at an experimental level.

7 Pipeline Implementation

7.1 Word Generator

The description of Word Generator: to construct grammatical forms on the basis of a
givenword. Generation is the process opposite tomorphological analysis, normalization.
Generation is performed for nouns and verbs. The possibility of attaching an ending to
a root is determined by the law of syngarmonism, that is, it depends on whether the last
syllable of the root is hard or soft and what the last letter is (deaf, voiced, sonorous,
vowel, consonant) (Fig. 1). Instructions for use:

1. Link to page: http://nlp.corpus.kaznu.kz/wordForm.
2. In the window for generating word forms write the source word.
3. Set the word type: noun or verb.
4. Press the button: “Generate”.
5. The answer will be all the different forms of this word.

Fig. 1. Tool of word generator

7.2 Tokenizer

The description of Tokenizer: to break the raw text into small fragments. Tokeniza-
tion breaks down raw text into words, sentences called tokens. These tokens help you
understand the context, develop an NLP model, and interpret the meaning of the text by
analyzing the word sequence (Fig. 2). Instructions for use:

http://nlp.corpus.kaznu.kz/wordForm
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1. Link to page: http://nlp.corpus.kaznu.kz/tokenizer.
2. In the window for tokenization you have to write a text.
3. Press the button: Process text.

Result: a list of tokens of the given text.

Fig. 2. Tool of tokenizer

7.3 Spelling Corrector

The automatic spelling correction system detects a spelling error and suggests a set of
candidates for correction. Kukic [17], Pirinen and Linden [18] divide the whole process
into three stages:

1. detection of an error;
2. generation of candidates for correction;
3. Rating of candidates for corrections.

We have implemented two steps: error detection, generation of candidates for correction
and demonstration of candidates to the user with the possibility of choosing the most
acceptable option. A sample of 1000 words was used to evaluate the results of the
methods. From each word, 2 samples with 2 different errors were formed in it: a sample
containing words with only one error, and a sample containing words with only two
errors. The estimation of the method based on the Levenshtein distance [19], the LSTM
seq2seq model, is carried out. The evaluation was carried out in accordance with the
error detection procedure. The best results were obtained for the LSTM seq2seqmachine
learning method. In the future, it is planned to implement the ranking of candidate
corrections (Fig. 3). Instructions for use:

http://nlp.corpus.kaznu.kz/tokenizer
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1. Link to page: http://nlp.corpus.kaznu.kz/spellingCorrector.
2. In the window for spelling correction write the text.
3. Press the button: Process text.

Result: the words in which errors were detected will be shown, as well as possible
candidates for correction.

Fig. 3. Tool of spelling corrector

7.4 Morphological Analyzer

The description of the morphological analyzer: identifying the components correspond-
ing to the morphological composition of the token and identifying the grammatical
characteristics of words. The result of the morphological analyzer is to find the root
of the word, determine the part of speech, and identify affixes. Affixes are defined by
detailing: affix and type of affix (Fig. 4). Instructions for use:

1. Link to page: http://nlp.corpus.kaznu.kz/lemma.
2. In the window for morphological analysis write the text.
3. Press the button: Process text.

Result: The sentence is divided into separate words, and for each word a morphological
analysis is made in the form: lemma + part of speech + affixes.

7.5 Dependency Parser

This tool is based on the method of Creation of a dependency tree for sentences in the
Kazakh language [12]. The description Dependency Parser: to determine the type of
connection of words in a word combination. The word combination is considered as
a unit of syntax, which performs a communicative function only as part of a sentence
(Fig. 5). Instructions for use:

http://nlp.corpus.kaznu.kz/spellingCorrector
http://nlp.corpus.kaznu.kz/lemma
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Fig. 4. Tool of morphological analyzer

1. Link to page: http://nlp.corpus.kaznu.kz/phrase.
2. In the window for determining the type of connection of words you need to write a

sentence.
3. Press the button: Process text.

Result: a list of word combinations and types of word relations for these word
combinations for the given sentence.

Fig. 5. Tool of dependency parser

http://nlp.corpus.kaznu.kz/phrase
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8 Conclusion

Despite the increased activity of the Turkic languages in cyberspace as languages for
accumulating and transmitting information, the presence of electronic corpuses of lan-
guages, thematic, multilingual and terminological dictionaries, natural language pro-
cessing systems, almost all Turkic languages, except for Turkish, are low-resource lan-
guages. The available electronic resources are not sufficient for the creation of effec-
tive machine translation programs, machine search and natural language understanding
systems, which are not only relevant, but extremely necessary both for processing the
ever-increasing information on the Internet in Turkic languages, and for the development
of the languages themselves. The work proposes the design and development pipeline of
preprocessing tools for the Kazakh language texts. Proposed pipeline allows preprocess-
ing the texts in theKazakh language. The foundation that can accelerate the processing of
the Kazakh language texts has been laid. The prototype of the Kazakh language pipeline
is used to solve the problems of computational linguistics and is placed on http://nlp.cor
pus.kaznu.kz/. Operational experience has shown the usability of the prototype, as there
is a possibility of modifying the data structure.
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Abstract. Corpus is one of the essential parts of language research, especially
for the low resource language. To ensure the researching result to be most
effective, the corpus that has been used also requires effectiveness and accuracy.
The Thai language has some special characteristics that cause difficulty in
building the corpus and affect the error of those corpora. Therefore, this paper
proposes an effective and efficient approach to clean up the existing Named
Entity corpus before using it in any language research. The THAI-NEST corpus
is adopted to verify the consistency and integrity of the data and re-design with
our proposed model. The revised corpus is verified by the BiLSTM-CNN-CRF
model that combined the features among word, POS, and Thai character clusters
(TCCs). Experimental results show the effectiveness of the verification, which
increased the accuracy by up to 12%, and the model can effectively detect and
handle errors of word segmentation and NE tag consistency.

Keywords: Corpus annotation � Named entity recognition � Thai named
entity � Thai corpus

1 Introduction

Methodical and accurate use of this enormous amount of data is the key to the success of
many businesses.Many organizations have invested in developing information extraction
and retrieval to use the data and information efficiently. Information Extraction (IE) is an
automated process of extracting specific information from unstructured data, for example,
the process of extracting names, addresses, and phone numbers from a web page. Named
Entity Recognition (NER) is a subtask of IE that aims to recognize and classify specific
entities in focused texts such as person names, locations, and organizations.

NER has gained popularity over several years. NER in the Thai language is more
challenging and complex than English or other European languages. Due to there is no
capitalization or special characters to identifying named entities. In addition, there is no
space or word boundary in a sentence causing difficulties in word segmentation and the
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ambiguity between common nouns and proper nouns. Moreover, incorrect word seg-
mentation causes problems for named entity recognition and directly affects the
accuracy of the NER process. The ambiguity of homographs can also provide different
meanings depending on the context.

For example, (Colonel Tawee Sordsong
Director-General of the Department of Special Investigation) the word in this
context refers to a surname of the person. However, it also means “to observe” in
the general context. Thai writing styles are also a problem for NER. In general, a
proper noun is written with a common noun or prefix that specifies the type of the
proper noun, but Thais often use a shorter name, abbreviation, or cut its prefix.

(Thammasat collaborates with private companies to
create IT ideas.), (Thammasat University was
established in 1934), and (TU announces the
schedule for the first semester.), from the examples, Thammasat University is used in
three different ways including (Thammasat) (Thammasat
University) and (the abbreviation of Thammasat University). Another problem of
named entity in the Thai language is that named entity in different types can be the
same word, such as (Surin), which can be both a name of the person or Thailand
province (location name), depending on the context of the word.

Furthermore, the consistency of named entity tags in the corpus is also an important
issue because inconsistency leads to wrong name entity recognition. Corpus which is
used in this paper is the THAI- NEST corpus [18]. The corpus is disjointedly generated
into seven files, and each file is exclusively for each main category. In addition, the
corpus contains some inconsistency of named entity tags due to the word segmentation
process on the corpus. To solve these problems, we propose a method to clean up and
verify the existing corpus for the Thai NER. We also performed cross annotation
among the separate seven named entity tagged files to enhance the number of NE tags
and to prepare for further developing the NER model.

The previous related researches are explained in Sect. 2. Section 3 describes the
corpus that has been used in this research. The methodology to improve the consistency
and correctness of the corpus is showed in Sect. 4. Then, in Sects. 5 and 6, we pre-
sented the result of our experiment and combined corpus approach, respectively. The
conclusion is described in Sect. 7.

2 Related Work

Research on NER is widely popular in many languages, so the NER tools have been
gaining attention and continually improving. However, in many languages, a small
number of the corpus is used for NLP tasks, while the study of named entities is quite
limited. Therefore, having a small number of the corpus is not enough [4]. Several
approaches can be used to solve these problems, but one of the most influential and
popular approaches is based on machine learning techniques [5].

Nevertheless, there is a pretty limited Thai NE corpus. The famous Thai corpus is
the Orchid corpus created in 1996 by collecting Thai text for more than two million
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words and splitting all of the words with their part of speech. However, Thai did not
have any clear boundary or punctuation. To build the Orchid corpus, they need to
separate the paragraph into sentences and then from sentences to words before tagging
each word with POS using trigram. Their trigram model will consider the word seg-
mentation and POS tagging together within the model [15].

Many previous research papers show an Error Correction for many languages, such
as Chinese, use a transformation-based error-driven machine learning technique to
found error positions and produce error repairing rules [20]. The dictionary-based
approach is easy, fast, and widely used, but this approach can only be used with known
and unambiguous words. In Vietnamese [10], they use two entropy-based methods to
detect error and inconsistency in the Vietnamese word-segmented and POS-tagged
corpus. The first method is to rank the order of error candidates using a scoring function
that depends on conditional entropy. The second method uses beam search to find a
subset of error candidates that has been changed its label and finally leads to the
decreasing of confidential entropy.

Some traditional machine learning techniques have been applied for NLP tasks over
the past year. [1] introduced the NER model of the Hindi language by using Hidden
Markov Model (HMM). [3] presented the Support Vector Machine (SVM) with word
shape, and POS is used as features to recognize named entities in Biomedical Text such
as genes, DNA, and protein.

[12] proposed Malay Named Entity Recognition using the CRF model. Some
characteristics of Malay are employed for training models such as capitalization,
lowercase, previous and neighboring word, word suffix, digit, word shape, and POS.
[6] introduced the CRF model for Chinese electronic medical records recognition with
bag-of-characters, part-of-speech, dictionary feature, and word clustering as features.

Deep Learning architectures have recently made significant advances in various fields.
BiLSTM is a type of deep learningmodel used inmany research studies. [11] conducted the
NERmodel for recognizing Indonesian information on Twitter using Bi-LSTMwith word
embedding and POS tag and showed that both features provided the most F1-score. [19]
presented the Deep Learning model for Chinese telecommunication information recog-
nition using character embedding instead of word embedding. [16] appliedwordwith POS
as an input of the Bi-LSTM model to recognize the named entity in the Thai language.

Furthermore, there are several researches on NER that use a hybrid approach. [2]
proposed a Bi-LSTM and CRF model for Chinese NER based on character and word
embedding. [7] also presented Bi-LSTM-CNN-CRF model, which achieved perfor-
mance on NER and POS tagging and successfully employed CNN to extract more
useful character-level features. More recent work used the CRF as the last layer of the
pipeline to handle the classification and provided the satisfactory results [17].

3 Corpus

The original corpus used in our research is the THAI-NEST corpus, which is collected
from Thai online news published on the Internet including politics, economic, foreign,
crime, sports, entertainment, education, and technology news [18]. The THAI-NEST
corpus is already tokenized text into words and punctuation. The corpus is separated
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into seven files based on named entity categories, consisting of date (DAT), time
(TIM), measurement (MEA), name (NAM), location (LOC), person (PER), and
organization (ORG). The first three characters abbreviate each category. The number of
words and named entity tags in each file is listed in Table 1.

3.1 Structure of the Corpus

In this experiment, the THAI-NEST corpus was designed and restructured based on the
structural format of the Orchid corpus [15] as shown in Fig. 1. There are two types of
mark-ups to differentiate text information line and numbering line in the corpus. Text
information line beginning with “%” symbol, which is used to describe the additional
information of the corpus as shown in Table 2. The numbering line begins with a “#”
symbol, which is used to order the sequence of text in the corpus as shown in Table 3,
and also there are four special mark-up characters as shown in Table 4.

Table 1. Number of sentences, words, and named entity tags in each file

No. of sentence No. of word No. of NE tag

DAT 2,784 214,467 14,334
LOC 8,585 569,292 33,596
MEA 1,969 157,788 17,371
NAM 7,553 547,489 40,537
ORG 20,399 1,386,824 95,566
PER 33,233 2,705,218 222,075
TIM 419 41,493 3,362

Table 2. Mark-up for text information line

Mark-up Description

%Title: Title of the corpus
%Description: Detail of the corpus or reference
%Number of sentence: Total number of sentences in the file
%Number of word: Total number of words in the file
%Number of NE tag: Total number of named entity tags in the file
%Date: Date of creating the corpus
%Creator: Name of the creator (s)
%Email: Email Address (es) of the creator (s)
%Affiliation: Affiliation (s) of the creators

Table 3. Mark-up for numbering line

Mark-up Description

#P[number] Paragraph number of the text. The number in the bracket presents the sequence
of paragraph within a text

#S[number] Sentence number of the paragraph. The number in the bracket presents the
sequence of sentence within a paragraph
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Table 4. Special mark-up characters

Mark-up Description

\\ Line break symbol for the long text
// End of sentence
/[POS] Tag marker for POS annotation of a word
/[NE] Tag marker for NE annotation of a word

Fig. 1. Example of Data corpus file (a) in Thai original text and (b) in English translated text
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For the named entity tags, BIO annotation format is used for all seven categories of
the named entity as shown in Table 5, and we use 47 types of part-of-speech (POS) as
defined in the Orchid corpus.

3.2 Corpus Challenges

As we mentioned above, some Thai language problems need to be solved as they cause
some defects and limitations in the corpus. Thus, this paper aims to solve the difficulties
of the existing corpus to improve the consistency and efficiency of the NE corpus in
subsequent research. The defects of the corpus are as follows:

The Error of Word Segmentation. The major challenge of this corpus is the error of
word segmentation. Since the Thai language has no clear word boundary or space
between words, it is challenging to segment words. If the word segmentation is
incorrect, it will affect the following process, especially in the process of named entity
labeling. In Fig. 2, each picture represents an example of mistakes in word segmen-
tation. The errors of segmenting words also occur to the abbreviation such as (Mar)
this word means the abbreviation of March in the Thai language, but it was cut
separately into different tokens as can be seen in Fig. 2(a). These wrong word seg-
mentations also result in incorrect POS and named entity tagging.

Table 5. NE tags in each corpus file
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The Inconsistency of NE Tagging. The problem of inconsistency also happens with
the named entity tag. Some words that can only belong to one category are labeled as
the main category at some places, while they are labeled as “Other” in some other
sentences in the same file. For example, is labeled as a location name (B-LOC)
and it is labeled as other (O) in another place as shown in Fig. 3. Figure 4 also present
an example of inconsistency NE tag labeling, (Premier League) is
annotated both name of football league (NAM) and other (O) in the same file.

Fig. 2. Example of mistakes word segmentation in different corpus file (a) Date corpus file and
(b) Name corpus file

Fig. 3. Inconsistency of named entity tagging in Location corpus file

Fig. 4. Inconsistency of named entity tagging in Name corpus file
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The Error of Named Entity Tag Assignment. The mistake in word segmentation
will affect the POS of the word. Moreover, the incorrect word segmentation and POS
annotation lead to wrong named entity tagging. Figure 5 shows incorrect name entity
tags of the person’s surname due to incorrect word segmentation and POS assignment.

4 Corpus Revision Methodology

4.1 Approaches to Clean the Corpus

There are three main steps for cleaning and verifying the existing THAI-NEST corpus
shown in Fig. 6.

For the first step, we deal with the error of word segmentation in the corpus by
searching incorrect named entities tags and manually correcting word segmenting and
its POS. Next, NER models were trained for each of the main category files. Our
proposed model is described in the following paragraph. Each of these models was
trained separately using its own training set and validation set from each file and use
these seven models to classify the entity of words. The most appropriate NE tag of each
word is predicted and selected by the model. In the final step, we proceed with the cross
annotation among the disjoint seven NE tagged files.

Fig. 5. False NE tagging of surname in Person corpus file

Fig. 6. The process for cleaning up the corpus
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4.2 Named Entity Recognition Model

In this section, we describe the components of our model for improving and correcting
the named entity tagging of the THAI-NEST corpus. The Thai NER model is pre-
sented, which was inspired by the research of [7]. Our proposed model consists of five
important layers: Word Embedding, Character-level Representation, Part of Speech
Embedding, Bi- LSTM layer, and the last is CRF layer. The architecture of the model is
shown in Fig. 7.

Word Embedding Layer. In our experiment, the Word2Vec tool of the Gensim
library was used to pre-train word embedding by using the skip-gram model with 300
dimensions and window size of three words, three words before and three words after.

Thai Character Cluster (TCC)-Level Representation. Character-level representa-
tion can extract morphological information from the word and is extremely helpful in
particular for languages with complicated structures or a rich morphological language,
i.e., Hindi [8], Korean [9], and Thai. However, the Thai language has various char-
acters such as vowels, consonants, tones, and special characters. In addition, a tone
mark and a vowel sign cannot stand alone and they must be placed with the character
only. Hence, if we use only word embedding may not significantly improve the

Fig. 7. The architecture of the proposed model
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performance of our NER model. For this reason, we used the Thai Character Cluster
(TCC) technique in character-level representation, which is an unambiguous unit that is
smaller than a word and larger than a character and cannot be further divided based on
Thai rules to group these characters [13, 14]. For example, (Thailand) or

(The prime minister). In addition, CNN has good performance for
NLP and character embedding. So, the CNN layer is applied to create the character
vectors of the model. Detail of the CNN layer is as shown in Fig. 8.

POS Embedding: Part-of-speech (POS) can help to optimize NER model perfor-
mance because most Thai named entities tend to be adjacent to or attached to part-of-
speech such as verbs or prepositions. Several prior studies supported the use of POS in
the NER model, such as Indonesian and Chinese language, so POS is introduced to be
used with our model. POS of each word is encoded into the one-hot vector format in
the embedding layer.

Bi-LSTM Layer. LSTM is capable of effectively capturing long-term dependencies
and can retrieving rich global information. Furthermore, information from previous
words is useful for prediction, but information from words coming after is also helpful.
This can be done by having a second LSTM running backward, and this pair of
forwarding and backward LSTMs is referred to as a bidirectional LSTM.

Conditional Random Field (CRF): The CRF is widely used model to predict the
sequence of labels with the most likely tendency that corresponds to the sequence of
given input sentences. The CRF model will take advantage of the neighbor tag
information and consider the previous context in predicting current tags. We thus
consider that the CRF is the last layer to predict the NE of each word and followed [14]
to create our linear-chain CRF layer. The linear-chain CRF will find the highest scoring
path through an input sequence and gives the best tags and final score.

Each layer is combined to construct the Bi-LSTM-CNN-CRF model for predicting
named entity tags. Word, POS, and character-cluster vectors from each embedding

Fig. 8. Convolution Neural Network for character-level representation

152 V. Sornlertlamvanich et al.



layer are concatenated before being fed into the Bi-LSTM layer. Then, the outputs of
Bi-LSTM are transferred to the CRF layer and decoded by the Viterbi algorithm (part
of the CRF layer) to determine the most possible entity tags. The model has been able
to enhance the capacity to predict target words from the vector of the surrounding
context.

5 Experiment

5.1 Pre-processing

As mentioned above in Sect. 3, the format of the named entity tag in this corpus is BIO
format. However, the Thai writing system usually does not have a prefix or an indi-
cation of a name. It means that we cannot measure the score of B-tag and I-tag
separately because some words in the corpus do not have a prefix. Therefore, the
format of the NE tag needs to change from BIO to IO format instead to solve this
problem.

5.2 Experiment Setup

Each NE tagged file is divided into three parts: 80% of all sentences for the training set,
10% for the validation set, and the last 10% for the testing set.

For our neural network model, a list of all parameters needs to be set. The various
parameters are adjusted on the development set to get the most suitable final param-
eters. All parameters and settings are displayed in Table 6.

Table 6. Parameters for all experiments

Parameter Setting

Char_dim 30
Character-level CNN filters 30
Character-level CNN window size 3
Word_dim 100
Word_LSTM_dim 200
Word_bidirection TRUE
POS_dim 100
Dropout_rate 0.5
Batch size 10
Learning rate (initial) 0.01
Decay rate 0.5
Gradient clipping 5.0
Learning method SGD
Training epoch 60
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6 Result and Discussion

In this experiment, the performances of models are compared based on F1-score. Seven
models predict only their own testing set and are measured their F1-score separately.
Table 7 shows the results of each corpus before and after the segmenting correction.
Due to the prediction of the NER model, we can also manually resolve inconsistencies
and invalid NE tags problems based on the results from the model. Each revised NE
tagged file was retrained by using the proposed model. All F1-score after correcting the
NE tags is higher than one before correcting up to an average of 12%, and the results
are listed in Table 8.

As shown in Table 7, the f1-score of each category after solving word segmentation
is higher than before correcting. The correction of word segmentation errors improves
F1-score and affects the named entity prediction of the model. Once words are
resolved, their entity is also correctly predicted. For example, words in the sentence

(March 1, 2008), the NE tag is labeled as “Other” before correcting the
error of segmentation but the model can correctly predict the named entity tags after
correction as shown in Fig. 9. The fourth column is the predicted NE tag from the
model.

Table 7. Comparison results between before and after correcting word segmentation

NE F1-score
Before After

DAT 85.04 89.14
LOC 69.27 73.68
MEA 77.58 80.45
NAM 42.76 46.91
ORG 70.19 75.03
PER 81.71 85.64
TIM 84.53 88.55

Table 8. The results after correcting NE tags in each corpus file

NE F1-score

DAT 93.21
LOC 88.93
MEA 86.52
NAM 84.96
ORG 87.31
PER 88.90
TIM 94.76
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Furthermore, the use of POS can improve the NER model efficiency. For instance,
the word (in) is a preposition, and (go) is a verb, once these words occur before a
noun, the noun will be a named entity as shown in the following example. In Fig. 10(a),

(The reliability of the banks in Thailand”), the word
(in) is placed before the word (Thailand), therefore, (Thailand)

is location (LOC) not person (PER). The sentence (The
prime minister will go to Putrajaya), the word (go) preceding the word

(Putrajaya) which is a city in Malaysia, is a location as shown
in Fig. 10(b).

However, even POS is beneficial for the named entity recognition, but
there are some errors in the prediction process. As can be seen in Fig. 11,

(There
is a special event called Search for IT genius to compete for IT skills of a nationwide
elementary and high school student.), (Search for IT genius) is an
event name, but the word (search) in the event name is a verb, so

(Search for IT genius) seems like an activity not the name of the event.
Thus, the model cannot predict the named entity correctly.

Fig. 9. The predicted named entity tag (a) before and (b) after editing word segmentation in Date
corpus file

Fig. 10. Examples of NE tags that close to (a) preposition, and (b) verb
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In the sentence as shown in Fig. 12, CMMI
(CMMI International Software Development

Knowledge from software university in the United States), (soft-
ware university) mean a university that offers software discipline instruction. This word
should be predicted as other but because the word (from) is a verb and it makes the
model predict inaccurately, so (software university) is incorrectly
predicted as a location.

We also performed experiments with other baseline models using the same revised
NE tagged file to prove the effectiveness of consistency verifying and named entity
selection of the proposed models and show the importance of using POS and TCC in
dealing with wrong word segmentation and NE assignment. Table 9 presents the
comparison result of the performance of each model.

According to the result shown in Table 9, our Bi-LSTM-CNN-CRF model out-
performs other baseline models, especially a Date and Time category file in which the
F1-score was around 94% and the Time category file in which the F1-score was about
93%.

Fig. 11. Incorrect NE prediction in Name corpus file

Fig. 12. Incorrect NE prediction in Location corpus file
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7 Combined Corpus

Another major issue of this corpus is that it is disjointedly generated into seven files,
and each file is exclusively for each main category. Due to this structure, the corpus
cannot use directly to create such a model for named entity recognition which can
classify all categories. We thus conduct cross annotation among the seven NE tagged
files and combine all named entity types into the same file. The brief idea of this
approach is to use the seven trained models obtained from our proposed model training,
applying cross annotation of every named entity category for labeling named entity tags
in one category file until all seven original category files are complete. Table 10 shows
an example of a combined corpus.

Table 9. Performance of our model and other baseline models

NE F1-score
BiLSTM
(Word)

BiLSTM-CNN-CRF
(Word+TCC)

BiLSTM-CNN-CRF
(Word+POS+Char)

DAT 79.20 84.65 92.43
LOC 75.33 79.26 87.07
MEA 72.41 77.53 85.66
NAM 67.18 73.84 82.25
ORG 73.56 77.90 85.79
PER 74.29 81.72 87.32
TIM 82.77 86.05 93.88

NE F1-score
BiLSTM
(Word+POS)

BiLSTM-CNN
(Word+POS+TCC)

BiLSTM-CNN-CRF
(Word+POS+TCC)

DAT 86.14 89.72 93.21
LOC 83.67 86.24 88.93
MEA 80.22 82.67 86.52
NAM 75.48 80.13 84.92
ORG 81.17 84.75 87.31
PER 82.35 85.07 88.90
TIM 88.12 91.36 94.76
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Finally, we train the proposed model on the Combined corpus. The F1-score of the
Combined model on each main category is listed in Table 11. As being shown, all F1-
scores of Combined corpus are quite similar to the F1-score of models trained by each
file. Nevertheless, using the Combined-Corpus approach provides better results, but the
F1-Scores in some categories drop slightly (e.g., Location and Organization). In
addition, the number of named entities in each corpus file is dramatically increasing
after combining all seven named entity categories.

Table 10. Named entity tags in the combined corpus (a) in Thai original text, and (b) in English
translated text
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8 Conclusion

This paper presented an approach by generating a NER model to clean the existing
named entity corpus in the Thai language and verify its consistency. We use the THAI-
NEST corpus to verify the consistency of NE tags and re-annotate the named entities
by the proposed model. Our model can deal with the named entity tag inconsistency
problem, including word segmentation mistakes, and yield impressive results. In order
to enhance the amount of NE tags and prepare for further NE tag context captures in
NER model development, we have performed a cross-annotation technique of all the
seven NE tagged files. The Bi-LSTM-CNN-CRF model with the word, part-of-speech,
and TCC features is used to verify the revised NE tagged corpus. Furthermore, POS
and TCC play an important role in solving the problems related to word segmentation
errors and inconsistency of NE tags. The model provides the performance of the
verification, which increases the accuracy up to 12%.
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Analogies Between Short Sentences: A
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Abstract. The present article proposes a method to solve analogies
between sentences by combining existing techniques to solve formal
analogies between strings and semantic analogies between words. The
method is applied on sentences from the Tatoeba corpus. Two datasets
of more than five thousand semantico-formal analogies, in English and
French, are released.

1 Goal of the Present Article

Formal analogies between strings are puzzles of the general type:

abc : abbccd :: efg : x (solution: effggh) (1)

or
król : królowa :: kr : x (solution: krowa). (2)

The first example is taken from [9]. As the two above examples illustrate, in
such formal analogies, no meaning is attached to the strings. Techniques have
been proposed to solve puzzles that involve prefixing, suffixing and parallel infix-
ing [13,15], e.g.,

kataba : kātib :: sakana : x (solution: sākin) (3)

or
wyszedłem : wyszłaś :: poszedłem : x (solution: poszłaś). (4)

Analogy (3) constitutes a formal analogy. In addition, it makes sense in Arabic:
kataba, he wrote, kātib, a writer, sakana, he lived (in some place), sākin, an
inhabitant. Similarly, Analogy (4), in addition to being a formal analogy, makes
sense in Polish. Its English translation is as follows:

I left (masc.) : you left (fem. sg.) :: I went (masc.) : you went (fem. sg.).
(5)
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By considering sentences as being strings of words, these techniques solve analo-
gies like (6).

You will see the
man next week.

: I see the woman
this week.

:: You will meet the
man next month.

: x (6)

The solution is: x = I meet the woman this month.
Formal analogies do not care about meaning. They are different from seman-

tic analogies, the over-repeated example of which is man : woman :: king : queen
[20] which can be stated in other languages, e.g. in French homme : femme ::
roi : x (solution: reine) or in Polish: mężczyzna : kobieta :: król : x (solution:
królowa). Semantic analogies became popular some years ago because vector rep-
resentations of words, especially word embeddings [1,2,20,23,24], can be used
to solve them, up to a certain extent.

This article proposes a way to combine the resolution of formal analogies
between strings with the resolution of semantic analogies between words so as to
solve (some) analogies between sentences, like the hand-crafted example in (7).

You will see this
man this week.

: I saw the woman
last week.

:: You will meet the
King today. : x (7)

The solution should be: x = I met the Queen yesterday. The reader should
observe the change in tenses, from future to preterit, on irregular verbs, and
the corresponding change in time from this week to last week expressed for
days by the substitution of today with yesterday. In addition, as expected, the
male/female opposition has been reflected when solving man : woman ::
King : x ⇒ x = Queen.

The goal we pursue by proposing a way to solve analogies between sentences
is to augment the number of analogy resources available. Resources like Google
set [20] or BATS [4] cover analogies between words. Our goal is to extend the type
of such resources beyond words. We believe that datasets of analogies between
sentences can serve as testbeds to evaluate the quality of vector representations
of sentences too. Solving analogies by relying solely on vector representations of
sentences is a next study in our work. We already started such study by making
use of the datasets produced with the technique presented in this article [29].

The present article is an extension of an article presented at the 9th Language
& Technology Conference, Poznań, 2019 [18]. The extension consists in three
points:

– we provide a better explanation of the method with more demonstrative
examples and mention parallel work we have done in related topics;

– we show how to extend the method to solve semantico-formal analogies to
potentially create bigrams from unigrams and bigrams;

– in addition to the already released dataset in English, we release a new dataset
of semantico-formal analogies between sentences in French.
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2 Semantic Analogies

2.1 Vector Arithmetic

Let us recall the simplest technique used to solve analogies between words in
word embedding spaces. It is based on vector arithmetic. If −→w notes the vector
corresponding to the word w, the resolution of the analogical equation A : B ::
C : x, where A, B, C and x are words, is performed in two steps. First, a vector,
v, is built as in (8).

v =
−→
B − −→

A +
−→
C (8)

Then, the solution x is defined as the word in the embedding model which
maximises the cosine similarity with v, i.e.,

−→x = argmax
w

cos(−→w , v), (9)

where w ranges over all the words in the vector space. The validity of this linear
conception has been questioned in [4] and other formulae have been proposed
(called PairDirection, 3CosMul or LRCos), but we will stick with the above
explanation (called 3CosAdd) in the remaining of this article.

2.2 Extension to Sets of Words

It is possible to extend the above-mentioned use of vector arithmetic by consid-
ering sets of words. From three sets of words, A, B and C, one can always form
the vector v defined in Eq. (10).

v =
∑

wB∈B

−→wB −
∑

wA∈A

−→wA +
∑

wC∈C

−→wC (10)

The word x whose vector −→x maximises the cosine similarity with v, is considered
the solution of the analogical equation between the given sets of words: A : B ::
C : x. Note that, here, on the contrary to A, B and C, x is a single word.

This simple extension allows us to solve small analogies like:

{will, see} : {saw} :: {will,meet} : x (11)

and obtain met as the solution. Similarly, the equation

{this,week} : {last,week} :: {today} : x (12)

has yesterday as its solution.
However, this extension does not answer the case where the solution of the

analogical equation is longer than one word. It does not allow us to get the
expected answer to analogies like {tomorrow} : {yesterday} :: {next,week} : x
where the expected solution would be a sequence of two words, namely last week.
And more importantly, it does not apply to the resolution of analogies between
complete sentences.
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Fig. 1. Traces between two sentences using the LCS distance, indicated by dots.
Because of the two dots on the second line, there are two traces. On the contrary
to Fig. 3, the cells in the matrix have a value of 0 or 1, indicated by black (equality)
or white cells (inequality).

3 Formal Analogies

3.1 Traces

We now review methods to solve formal, not semantic, analogies between strings.
There exist two trends for solving formal analogies between strings. The first one
[12,13] uses the notion of shuffle of strings to produce a solution while the second
one [15,16] is based on the computation of edit distances between strings. Some
extensions of these techniques are given in [17] or [25], and application to machine
translation and transliteration have been introduced in [3,14,19].

The two trends share some abstract commonalities, but we will concentrate
on the second one. There, the crucial notion is that of a trace, i.e., a sequence
of edit operations, including copying, to apply so as to transform one string into
another. The classical algorithms to compute an edit distance and a trace are
found in [28]. Another possible algorithm to deliver a trace is given in [8].

An illustration of traces is given in Fig. 1. The two strings are actually sen-
tences, the words of which are just symbols compared for equality. Equality is
shown by black squares. The dots visualise the traces, i.e., the shortest paths
linking the top left cell to the bottom right one in the matrix, which minimises
the number of edit operations needed to transform the sentence on the left into
the sentence at the top. There are two possible traces here, because one can go
through the cell (will, I ) or the cell (will, saw) to reach the first black cell when
one starts from the top left of the matrix, trying to reach its right bottom.

3.2 LCS Edit Distance and Parallel Traversal of Traces

An illustration of the algorithm for the resolution of formal analogies between
strings proposed in [15] (based on [10]) is given in Fig. 2. Here again, the strings
are sentences with words compared for equality. The arithmetic formula b−a+c
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Fig. 2. Resolution of a formal analogy between sentences. Observe that the top-left
sentences and their traces are the same as in Fig. 1, up to mirroring.

is applied to compute the word at hand in the solution from the words a, b and
c found in A, B and C while reading the two traces, between A and B and
between A and C, in parallel. Note, however, that the formula makes sense only
when a = b or a = c.

Leaving copying apart (cost of 0), the edit operations used in the computation
of the trace are reduced to two: insertion and deletion, each with a cost of 1.
Consequently, the substitution of a symbol with another one has a cost of 2,
because this corresponds to a deletion and an insertion, each of a cost of 1.

The edit distance with insertion and deletion only is related to the similarity
between strings classically defined as their longest common subsequence (LCS)
through Eq. (13). For this reason, it is called the LCS distance.

d(A,B) = |A| + |B| − 2 × s(A,B) (13)

In Eq. (13), d is the LCS distance between two strings, s is their similarity,
i.e., the length of their longest common subsequence (LCS), and |s| denotes the
length of a string s. With the additional notation that |s|a denotes the number
of occurrences of character a in string s, an analogy between strings can be
characterised by the system in (14).

A : B :: C : x ⇒
⎧
⎨

⎩

d(x,C) = d(A,B)
d(x,B) = d(A,C)

| x |a = | B |a − | A |a + | C |a
(14)
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4 Analogies Between Sentences

4.1 Distance Between Words and Sentences

The similarity between two words w1 and w2 represented by their vectors in a
word embedding space of a given dimensionality n, is classically computed as
the cosine of their corresponding vectors, as in Eq. (15).

s(w1, w2) = cos(−→w1,
−→w2) (15)

The distance between two words can then be taken as the Euclidean distance
between the two points pointed by the word vectors. Under the usual assump-
tion that all word vectors are located on the unit n-sphere1, their distance is a
function of the cosine of the word vectors as given by Eq. (16).2

d(w1, w2) = ‖−→w1 − −→w2‖
=

√
2 ×

√
1 − cos(−→w1,

−→w2)
(16)

The maximal value for this distance is 2. This makes it look like the LCS
distance, where the distance between two different characters is 2 (see Sect. 3.2).
Between words, a distance of 2 would correspond to deleting a word and inserting
its exact opposite word on the unit n-sphere. However, in practice, word vectors
are not evenly distributed on the unit n-sphere. For instance, in the English
vector space pre-trained using FastText (see Sect. 6.1), the word closest to the
opposite point of Queen is component. (with a glued full stop). But we find:
cos(

−−−−→
Queen,

−−−−−−−−→
component.) = −0.203, which is far from −1.0. It has even been

shown that some vector embeddings produce vector representations in which all
vectors are all situated in an octant of the n-sphere [21].

The matrix of the distances between the words in two sentences can be visu-
alised as in Fig. 3. Because we deal with a true mathematical distance between
words, the edit distance between sequences of words is also a true mathematical
distance. It can thus be computed using the standard algorithm [28]. The traces
can also be computed in the standard way or directly [8]. In Fig. 3, the cells with
a dot in their centre are the cells on the traces. There are two possible traces.
1 This is usually the case, as normalisation is applied on raw vectors, learnt from a

corpus, before any use.
2 This is proven as follows. � denotes transpose.

‖−→w1 − −→w2‖2 = (−→w1 − −→w2)
�(−→w1 − −→w2)

= ‖−→w1‖2 + ‖−→w2‖2 − 2 × −→w1
�−→w2

= ‖−→w1‖2 + ‖−→w2‖2 − 2 ‖−→w1‖‖−→w2‖ cos(−→w1,
−→w2)

With all norms being equal to 1, the equality is rewritten as follows, hence Eq. (16)
above.

‖−→w1 − −→w2‖2 = 2 × (1 − cos(−→w1,
−→w2))

.
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Fig. 3. Traces between two sentences using LCS distance, indicated by dots. The shades
of grey for the cells reflect similarity: the darker, the more similar. The top sentence is
different from the one in Fig. 1 (saw instead of see), but the traces are similar.

4.2 Analogy-Compatible Decomposition of a Quadruple of Strings

A decomposition of a pair of strings (A,B), each into two parts (A1.A2, B1.B2)
such that A = A1.A2, B = B1.B2 and such that at most one of the lengths of
A1, A2, B1 and B2 is null, always satisfies (17).

d(A1.A2, B1.B2) ≤ d(A1, B1) + d(A2, B2) (17)

The equality is only reached on traces.3 For that reason, we say that a decom-
position is trace-compatible if it verifies Eq. (18).

d(A1.A2, B1.B2) = d(A1, B1) + d(A2, B2) (18)

An analogy-compatible decomposition of a quadruple of strings (A,B,C, x)
is a quadruple of decompositions (A1.A2, B1.B2, C1.C2, x1.x2) where each indi-
vidual decomposition

– (A1.A2, B1.B2),
– (A1.A2, C1.C2),
– (B1.B2, x1.x2) and
– (C1.C2, x1.x2)

is trace-compatible. Given a quadruple of strings (A,B,C, x), we note
τ(A,B,C, x) the set of all analogy-compatible decompositions.

4.3 Semantico-Formal Resolution of Analogies between Sentences

To solve an analogy A : B :: C : x between the sentences A, B and C, we
proceed as follows.

3 Combined with the mirror of strings, this property is used in [8] to directly find an
optimal alignment between two strings.
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Fig. 4. Semantico-formal resolution of an analogy between sentences. Observe that the
top-left matrix is the same as in Fig. 3, up to mirroring.

– We first compute the traces between A and B and between A and C, using
the distance between words introduced in Sect. 4.1.

– We then explore the traces between A and B and between A and C, in parallel,
in a way which is similar to the resolution of formal analogies (Sect. 3.2), so
as to build the set of analogy-compatible decompositions, introduced above
(Sect. 4.2). There are two cases:

• Either τ(A,B,C, x) is empty;
* If the length of x is 1, i.e., if x is a single word, the method presented

in Sect. 2.2 can be applied to solve the analogy between the sets of
words in A, B and C.

* if the length of x is 2 and A and B are words and C is a bigram (or
A and C are words and B is a bigram), we try to solve the analogy
using the extension proposed below in Sect. 5.

* in the other cases, we are unable to solve the analogy.
• Or τ(A,B,C, x) is not empty and for any decomposition (A1.A2, B1.B2,

C1.C2, x1.x2), we can try and solve A1 : B1 :: C1 : x1 and A2 : B2 ::
C2 : x2. The recursion will ultimately end up on the first case.

The result of the semantico-formal resolution of the example analogy between
sentences given in Sect. 1 using the procedure described above is illustrated in
Fig. 4. It succeeds in delivering the expected solution: I met the Queen yesterday.
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5 Extension: Computation of Analogies Between Two
Words and a Bigram

In this section, we describe an extension to solve analogies and deliver possibly
more than one word out of two words and one bigram. Let us illustrate it with
the following example. Suppose that we have the following analogy to solve:
yesterday is to tomorrow as previous week is to what? The solution is next week.

yesterday : tomorrow :: last week : x ⇒ x = next week (19)

This corresponds to the case where A, B and C are such that A and B are
two words and C is a bigram, or A and C are two words and B is a bigram.
Remembering that |s| stands for the length of string s, the following disjunction
describes the case. ⎧

⎪⎨

⎪⎩

|A| = 1
|B| = 1
|C| = 2

or

⎧
⎪⎨

⎪⎩

|A| = 1
|B| = 2
|C| = 1

(20)

As a general remark, exchanging B with C in an analogy is always possible. This
property is called the exchange of the means.

We solve this kind of analogy by selecting the best solution out of three
solutions obtained from three different ways of solving it. The three different
ways are explained below.

5.1 Candidate Solution Where D Is One Word

The first way is to look for a single word that would solve the puzzle. In order
to make it a puzzle between vectors, we posit that the vector representing last
week is just the average of the two word vectors for last and week.

−−−−−−→
last week =

1
2

× (
−→
last +

−−→
week) (21)

We then solve the analogy between single vectors.

−−−−−−→
yesterday :

−−−−−−→tomorrow ::
−−−−−−→
last week : x (22)

Notice that it is not necessary to normalise the vector as we are working
with cosine similarity: the norms of the vectors do not influence the value of
the cosine. We call D1 the word which is solution of Eq. (22) and

−→
D1 its vector

representation.

5.2 Candidate Solution Where D Is a Bigram

The second way, and third way, of solving the analogy is to make the hypothesis
that there is a word which commutes with the word last or the word week so
as to compose a solution to the analogy. Said in another way, we make the
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hypothesis that the solution is either of the form last <something> or of the
form <something> week.

Let us consider the case of <something> week, the other case being similar.
The word <something> should be to last in the same way as yesterday is to
tomorrow, however without the notion of time period. The notion of time period
is what is common to yesterday, tomorrow and week. Following the main con-
ception of word embeddings, the common meaning in these three words can be
regarded as their average, i.e., it can be computed as:

1
3

× (
−−−−−−→
yesterday + −−−−−−→tomorrow +

−−→
week) (23)

Consequently, the word <something> should be the word which is the closest
to the vector given by the following computation:

<something> =arg cosw∈V
(−→w ,

−−−−−−→
tomorrow − −−−−−−→

yesterday +
−−−−−→
lastweek

− 1
3

× (
−−−−−−→
yesterday +

−−−−−−→
tomorrow +

−−→
week)

) (24)

where V is the vocabulary of the word embedding space. We note down D2 =
<something> week, and compute its vector representation as

−→
D2 =

1
2

× (
−−−−−−−−−−→
<something> +

−−→
week) (25)

In the same way, we obtain a word that commutes with week. We thus note
D3 = last <something>, and

−→
D3 =

1
2

× (
−−→
last +

−−−−−−−−−−→
<something>) (26)

5.3 Selection of the Best Candidate

Using the three possible ways explained above, one gets three words or bigrams
that are candidate solutions to the analogy. The quality of the three possible
analogies should thus be compared and the best answer should be selected. To
this end, we compare the three solutions D1, D2 and D3, and select D such that:

D = arg cosD∈{D1,D2,D3}
(−→

D,
−−−−−−→tomorrow − −−−−−−→

yesterday +
−−−−−−→
last week

)
(27)

6 Experiments and Released Datasets

We perform experiments on English and French data to confirm the fact that our
technique is indeed able to solve analogies between sentences. Basically, we try
to solve all analogies between all triples of sentences extracted from a resource
rich in similar sentences. We of course apply restrictions.
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Firstly, so as to reduce the number of possible triples, we only consider sen-
tences shorter than 10 words.

Secondly, so as to avoid the problems mentioned at the end of Sect. 2.2, we
impose that, for an analogy A : B :: C : x, the length of A be equal to or
greater than the length of B, and the same for B and C.

Thirdly, we impose that the number of words in common between B and A
be higher than two thirds of the length of A, and the same between C and A.

Fourthly and finally, as a major restriction, so as to enforce grammatical-
ity of the sentences generated by analogy, we impose that D, the solution of the
analogy, be present in the resource. By doing this, we suppose that the sentences
contained in the resource are grammatically correct. What we did is thus equiv-
alent to retrieving possible semantico-formal analogies from the set of sentences,
without allowing the generation of new sentences.

6.1 Used Datasets

We use the English and French sentences from the English-French Tatoeba cor-
pus.4 For English, there are 92,062 sentences shorter than 10 words with an
average length of 6.9 word (standard deviation of 1.7 word), and the total num-
ber of different words is 13,813.

This corpus is well-fitted for our work as it exhibits a large number of similar
sentences with simple commutations like masculine / feminine, affirmative /
negative, etc., as illustrated in the following real example:

I do not know
his address .

: I do not know
her address .

:: I know his
address .

: I know her
address .

(28)

For word embeddings, we use the English and French vectors trained with
FastText and released at LREC 2018, among other languages [2,6].5 In both
languages, out of the 2 million words offered, we filtered out obviously spurious
words by eliminating long numbers, ill-formed words, series of non-alphabetical
symbols, etc. In this way, we retained 1,192,424 English words and 919,283
French words.

6.2 Released Datasets

In total with all the restrictions described above, we obtained 5,607 semantico-
formal analogies in English and 5,296 semantico-formal analogies in French.
Some of them are given in Tables 1 and 2. These semantico-formal analogies
are released as public resources.6

4 https://tatoeba.org/ and http://www.many-things.org/anki/.
5 https://fasttext.cc/docs/en/pretrained-vectors.html Word embeddings for 294 lan-

guages.
6 http://lepage-lab.ips.waseda.ac.jp/ Projects > Kakenhi Kiban C 18K11447 >

Experimental Results.

https://tatoeba.org/
http://www.many-things.org/anki/
https://fasttext.cc/docs/en/pretrained-vectors.html
http://lepage-lab.ips.waseda.ac.jp/
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6.3 Interesting Phenomena Observed

The conjugation of French is known to be much more complicated than that
of English, with verbal forms depending on mood, tense, person and number.
Many frequent forms are irregular. In the resource produced, we observed that,
in a felicitous way, irregular forms of verbs were actually captured, making a
parallel with the hand-crafted English example that we used in the first sections
of this article. For instance, in the analogy between sentences shown on the first
row of Table 2, the analogy between the verbs ‘want’ in indicative mood and
‘understand’ in subjunctive mood (present tense 2nd person plural vs. singular)
has been correctly solved.

voulez : veux :: compreniez : x ⇒ x = comprennes (29)

Interestingly too, we observed the ability of our proposed method to capture
the opposition between genders exhibited in pairs of synonyms. In the analogy
between sentences in the second row of Table 2, veinard ‘lucky’ (masc.) is a
synonym of chanceuse (fem.). The feminine form amie for the masculine noun
ami ‘friend’ has been correctly proposed as a solution of the analogy between
words.

veinard : chanceuse :: ami : x ⇒ x = amie (30)

6.4 Difficulties of Assessment

A difficulty in assessing the technique proposed in this article lies in the fact
that vector arithmetic followed by the determination of the closest word always
delivers a solution. Such solutions simply make no sense in the immense majority
of the cases. As an example, with our data, the analogy football : taxes ::
girlfriend : x ⇒ x = boyfriend holds. Or suit : pool :: sister : x yields the
highly questionable solution x = aunt. This problem is inherited for sentences
by the technique proposed in this article. It delivers a solution for a very large
number of analogies between sentences, without a guarantee in meaning. For
instance, in our experiments,

I do not have a
suit.

: I do not have
medical training. :: I have not got a

chance.
: x (31)

yields the solution x = I have not got medical opportunity.
Another difficulty is the fact that the sequence of words produced may result

in ungrammatical sentences (e.g. I do not have go answers questions.). This is the
well-known problem of over-generation. A similar problem is that the solution
sentences may contain words which actually belong to the embedding space but
are misspelled words or OCR errors from the texts the word embedding space was
trained on. As a example, in our experiments, we got: x = I do not recommend
Engish ! (note the absence of l) as the solution of an analogy.

Assessing the validity of the obtained analogies would thus require a heavy
and tedious work by human judges. Because of the highly subjective assessment
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Table 1. Examples of semantico-formal analogies in English from the released dataset

There’s hardly
any coffee left
in the pot.

:
There’s almost
no coffee left in
the pot.

::
There’s hardly
any water in
the bucket.

: x ⇒ x =
There’s almost
no water in the
bucket.

I do not know
what to say
about that .

:
I do not know
what to do now
.

::
I do not know
about that .

: x ⇒ x =
I do not think
so .

You ’re not
from around
here , are you
?

:
You ’re not
staying here ,
are you ?

::
You ’re con-
fused again ,
are n’t you ?

: x ⇒ x =
You ’re disap-
pointed , are n’t
you ?

There is an
urgent need for
a new system .

:

There is an
urgent need for
blood donations
.

::

There is an
urgent need
for experienced
pilots .

: x ⇒ x =
There is an
urgent need for
volunteers .

I do not know
his name .

:
I do not know
her address .

::
I ca n’t remem-
ber his name .

: x ⇒ x =
I ca n’t remem-
ber her address
.

It ’s really not
that interesting
.

:
It ’s really not
that hot .

::
It ’s not that
bad .

: x ⇒ x =
It ’s not that
cold .

Table 2. Examples of semantico-formal analogies in French from the released dataset

Je veux ce que
vous voulez .

:
Je veux ce que
tu veux .

::
Je veux vrai-
ment que vous
compreniez .

: x ⇒ x =
Je veux vrai-
ment que tu
comprennes .

Je ne suis pas
si veinard .

:
Je ne suis pas
si chanceuse .

::
Je ne suis pas
ton ami .

: x ⇒ x =
Je ne suis pas
ton amie .

Je veux ce que
vous voulez .

:
Je veux ce que
tu veux .

::
Je sais ce que
vous faisiez . : x ⇒ x =

Je sais ce que
tu faisais .

Nous ne
sommes pas
responsables .

:
Nous ne
sommes pas
ouvertes .

::
Nous ne
sommes pas
folles .

: x ⇒ x =
Nous ne
sommes pas
extravagantes .
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Fig. 5. Correspondences between two sentences in two different languages using the
translation probabilities found in a translation table. Cells with a white colour reflect
the fact that the pairs of words are not found in the translation table.

required, we do not expect any reasonable inter-judge agreement. For that rea-
son, we propose to restrict ourselves to those analogies which deliver a sentence
already present in the resource. In this way, any solution of an analogy should
be a valid sentence.

7 Conclusion

In this article, we proposed an approach to solve analogies between sentences
which is different from those which try to make direct use of neural networks [7,
30], or try to directly learn sentence representations [22]. Our approach combines
semantic word analogies with formal string analogies.

The design of our approach highlighted some problems with word analogies.
For instance, how to solve analogies like

last week : in two weeks :: yesterday : the day after tomorrow (32)

where the lengths in words do not verify the analogical arithmetic relation, i.e.,
2−3 �= 1−4? We made a preliminary step forward in that direction by proposing
an extension to our method in Sect. 5.

We discovered a pressing need for cleaning word embedding models from
spurious words. In contrast to that, for languages with a much richer morphology
than English, another problem will arise from the word embedding resources
used: what if a declined or conjugated word form is missing from the embedding
space? E.g., How to solve król : królów :: królowa : królowych (Polish king and
queen in nominative singular and genitive plural) if the word królowych does not
appear in the corpus the word embeddings have been trained from? Dynamic
vector embeddings [2] dynamically construct the representation of a word from
its parts or from its characters and answer the inverse problem. Here, what is
needed is the generation of a new word from a given vector representation. The
work presented in this article and the two datasets produced use the word as a
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unit. However, a different unit might allow to tackle unknown words or might
allow for the generation of new words in morphologically rich languages. In a
study of the density of analogies among sentences at various granularity and
in various languages [5], including languages with rich morphology like German
and Czech, we have shown that a unit below the word allows to discover a larger
number of analogies. Adopting the current practice of segmenting using BPE or
sentence pieces [11,26] might introduce more flexibility in analogies.

The difficulties in assessing the datasets produced arise from the fact that
semantic analogies between words are in fact still highly unreliable. The relia-
bility of analogies between sentences heavily depends on the reliability of the
analogies between words in the word embedding space. Datasets like the ones
released in [20] (Google set) or in [4] (BATS v3.0) have indeed an insufficiently
small coverage relatively to the very large possibilities opened by our technique.

Finally, to open up this conclusion to applications of the work done in this
article, let us mention again the fact that one of the justifications for the present
work is example-based machine translation, especially machine translation by
analogy. The proposal presented here can be extended to the computation of
matrices between sentences in two different languages, as illustrated in Fig. 5,
and as was classically done in statistical machine translation to compute align-
ments. There, the similarity between words is computed based on the product
of the two translation probabilities found in a translation table. This kind of
matrix, in conjunction with the monolingual ones presented in this article have
been exploited in an experiment in example-based machine translation, where
the computation of missing matrices is performed by a neural network, before
the generation of the translation sentence [27]. As a side result of that article,
a dataset of large number of formal analogies (1.3 million), in two languages
was produced. The work presented in the present article is a path to relax the
constraint of using only formal analogies in such example-based settings.
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Abstract. Ontology Repository Tool is a piece of software aimed to build
wordnet-based ontologies which are an example of an information language
designed to represent knowledge of various kinds, including general, domain, and
application knowledge. This language extends the structure of the wordnet with
new types of relations that make it possible to build synset hierarchies parallel to
the wordnet structure. Ontology Repository Tool is equipped with functionalities
that facilitate the development and management of polyhierarchical and polyre-
lational knowledge structures. Moreover, the software is intended for integration
with information systems such as e-learning content repositories and information
systems with multimodal data in which the wordnet-based ontology is deployed
and expanded while indexing the documents stored there.

Keywords: Wordnet-based ontology ·Management of knowledge of various
types · Development and deployment of information languages

1 Introduction

Information languages, or indexing languages, are artificial languages designed to
describe content and basic formal features of documents. Such languages are used
primarily to describe the subject matter of documents stored in information systems.
Depending on the language, the level of detail in describing the subject matter will vary.
Most existing information languages describe the subject matter of documents at a high
level of generality, because these languages are general in nature and are built to cover
documents and resources with different subject matter. Examples of such languages are
classification systems, subject heading lists, and some thesauri. Other information lan-
guages are domain-specific, i.e. they cover a narrow subject area. Such languages include
most thesauri, glossaries and domain ontologies. There are also languages intended for
building application conceptualizations, i.e. those that are built for the needs of a partic-
ular information system and are not of a general nature. Ontologies or simple glossaries
are used for such purposes. A language that represents knowledge with different levels
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of detail is wordnet-based ontology. It is a language designed to organize domain- and
application-specific knowledge with generic knowledge derived from the wordnet.

When creating an information language, it is necessary to decide in which tool
this language will be created, maintained and provided for indexing resources. The
choice of tool always depends on the engineering process in which the language is
created. Due to the generic nature of many languages, they are created in a process that
does not take into account how the language will be used in an information system for
indexing. Tools are therefore considered from two perspectives: some tools are used
in the construction and development of the language, others are used when indexing
resources using the language. The situation is different when an information language is
created and developed during the process of indexing resources. This paper presents the
process of building and developing awordnet-based ontology,which is created in parallel
with the process of indexing the resources collected in the information system. This is
possible by using the Ontology Repository Tool software, which is a multi-user ontology
editor and at the same time a server that can be integrated with the information system
in which the ontology is used. This paper discusses the development and deployment of
the PMAH ontology, which was developed while indexing content in two systems: the
E-archaeology Content Repository and the Hatch system storing multimodal data.

2 Development and Deployment of Information Languages

Information languages are used to index documents and other content (e.g., multimedia
content) collected in information systems. The indexing process involves determining
the subject matter of a document and storing it in a concise form. In controlled systems,
the indexing process is carried out by domain experts, as only they are able to select
appropriate indexes describing a given resource. In uncontrolled systems, documents
can be described directly by their authors.

Among information languages, there are languages based on quasi natural vocab-
ulary, i.e. those which use terms or words coming from natural language. Examples
of such languages are keyword languages, descriptor languages or thesauri such as the
Art & Architecture Thesaurus [3] General Multilingual Environmental Thesaurus [4],
and Geonames [5]. Another type of languages are those based on artificial vocabulary,
i.e. those that use symbols that are a combination of letters and numbers. Examples of
such languages are classification systems (library, library-bibliographic, and documen-
tation classifications) such as Universal Decimal Classification, Colon Classification,
Library of Congress Classification and Iconclass [8].

A more advanced information language is an ontology. Ontologies belong to the
group of languages with quasi natural vocabulary. The concepts collected in an ontology
can be used to index resources, although the leading application of ontologies is to
build knowledge bases. The process of indexing using ontologies is efficient because
during the indexing process an expert can select the optimal index by searching the
ontology by referring to the relations linking the concepts. What relations will be used
to link concepts depends on the specific ontology. The most commonly used relations
are the subclass relation, the type of relation, and the synonymy relation. If the ontology
is written in a formal form (heavy ontology) then in addition to aggregating concepts
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linked by relations, the ontology can also be used to derive new concepts and to validate
hypotheses written as queries to the ontology [20]. Relationships between concepts
collected in an information language are also encountered in thesauri [1]. A resource
with a specific form are wordnets, which are called lexical databases by their creators
[2]. Concepts in wordnets (synsets) are connected by relations, hence wordnets can be
treated as ontologies. Because of their form, they should be treated as light ontologies.

Tools for building information languages are available for those types of languages
for which it is assumed that there will be many instances of the language created by
different teams. This is especially true for languages intended to create domain- or
application-specific conceptualizations. Examples of such languages are glossaries, the-
sauri and ontologies, for which tools such as Protégé [16], and TermaTres [19] are avail-
able. Indexing language editors are also available for those languages that are generic and
for which many resources are created. An example is wordnets, which are being created
for many natural languages. Tools designed to create wordnets include, for example,
Visdic [7], or WordnetLoom [17].

Tools used for building information languages should support teamwork, since with
large languages they are created collaboratively.Moreover, they should allow for iterative
improvement and completion of the created language. The basic problems that arisewhen
creating information languages are as follows [9]:

• Deciding on the synonymy of two concepts,
• Removing terms that are too specific or too general from the language,
• Correcting the form of multi-word terms,
• Handling abbreviations and acronyms,
• Adding terms of a technical nature.

Regardless of the adopted engineering process used to create the information lan-
guage, the above problems require the following steps: identifying the problem, deciding
on the optimal solution, and analyzing how the postulated changes will affect the lan-
guage. These steps require the work of an editorial team and should lead to the release of
the next version of the information language.When the language is developed in parallel
with the resource indexing process, these steps will overlap. It will then not be possible to
release successive versions of the language periodically to meet the expectations of the
indexers. A long period of waiting for the next version destabilizes the work of indexing
teams [21].

3 General, Domain and Application Conceptualization
in Wordnet-Based Ontologies

A wordnet-based ontology is an ontology whose structure is based on a wordnet lexical
database (a.k.a. wordnet) and also allows for the storage of domain and application
knowledge. This possibility exists by extending the wordnet structure with relations of
a new type, which conceptualize concepts from a different perspective than the one
expressed by the wordnet hierarchy [14]. Such an approach makes a wordnet ontology
an information language in which the synset used to represent concepts is derived from
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the wordnet structure and the wordnet hierarchical structure is the backbone of the
language thus created. According to the definition adopted for wordnets, a synset is a
set of synonymous words that can be used interchangeably in a certain context. Wordnet
relations between synsets are relations such as hyponymy, antonymy, holonymy, near
synonymy, etc., but also relations connecting individual entities (instances) and classes –
“belongs to class” relation [22]. When using a wordnet-based ontology for indexing
resources, the latter relation makes it possible to introduce proper names to the ontology,
which are used to record names, place names, geographic names, dates, etc. As such,
wordnets are treated as generic ontologies due to the fact that they contain a Top Concept
Ontology expressing generic knowledge [22]. Other generic ontologies such as the CYC
[17] or SUMO [18] ontologies can also be combined with wordnets.

A wordnet-based ontology extends the underlying resource (i.e., the wordnet) with
new types of relations that allow domain and application conceptualizations to be
introduced into the wordnet structure [12, 14]. This is achieved through:

• Domain Categories Hierarchies,
• Assigning synsets to Domain categories,
• Linking synsets to each other using domain relations.

Domain category is a separate concept, independent of the synset. Domain categories
hierarchies and connecting synsets to Domain categories allow synsets to be organized
into hierarchies created by domain experts. The expert perspective can be domain-
specific i.e., it can lead to an information language that can be used to index resources
in more than one information system. An example of such a conceptualization is the
PMAH ontology (Protection and Management of Archaeological Heritage), which cov-
ers the core concepts of archaeology and natural heritage and is generic enough to allow
resources to be indexed in different content repositories [12]. The conceptualization may
also be strictly application-oriented, i.e., it may cover such a narrow subject area and be
so detailed that it is only applicable to a single information system. It may also happen
that different conceptualizations are combined in one language, i.e., domain-specific
and application-specific knowledge is represented simultaneously. This is achieved by
addingmultiple hierarchies built using different relations to the wordnet-based ontology.

The third of these relations introduced into the wordnet-based ontology, i.e. rela-
tions of domain character between synsets, refers to relations excluded from wordnets.
According to the assumptions of the creators of WordNet, the so-called tennis problem
type relations should not be included in it [2]. This term refers to the assumption that
relations such as those between thewords ball, net, racket, referring to the game of tennis,
cannot be expressed in WordNet. This assumption stems from the approach that Word-
Net, as a resource that focuses on the semantics of words, should not express relations
from the level of text semantics or discourse. When wordnet is used as the backbone of
an ontology used for document indexing, this type of restriction is unacceptable. Unlike
wordnets, wordnet-based ontologies are precisely concerned with expressing domain
and application relationships without losing the generic conceptualization provided by
the wordnet. This allows the indexer to select the most appropriate indexes by referring
to knowledge beyond that of a general nature.
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3.1 General and Domain Conceptualizations in Wordnet-Based Ontologies

General and domain conceptualizations in wordnet ontologies are obtained through the
following relations [12]:

• synsets, to express synonymy between lexical units,
• wordnet relations between synsets (hypernymy, holonymy, “belongs to class”, etc.),
• calculated relations between synsets determining similarity of concepts,
• hierarchies of domain categories connected by a subclass of relationship expressing
domain conceptualization,

• assignments of synsets to domain categories to specifymeaningwith respect to domain
knowledge,

• relations between synsets of domain nature introduced by domain experts.

Synonymy is a fundamental typeof relationused in information languages [1].Unlike
controlled vocabularies, the use of synsets to express synonymy between lexical units
in wordnet-based ontologies excludes descriptor indication. This is not a problem since
this information language is not designed to index resources in a controlled manner.

Wordnet relations are intended to organize the lexical units collected in an ontology
to express relationships of a general nature (e.g. archaeology – aerial archaeology).
These relations are used to calculate similarity relations between concepts (e.g. aerial
archaeology is in a relation with maritime archaeology because both concepts share the
same hypernym, which is archaeology). The calculated relations are used in prompting
indexes during indexing and searching of the information system.

A domain hierarchy built through a subclass of relations between domain categories
is a language-independent ordering of synsets coming from one domain (i.e. one subject
area). The assignment of synsets to domain categories expresses the conceptualization
according to the intention of the ontology’s authors. In the case of the PMAH ontology,
this hierarchy is treated as a basic domain-specific conceptualization. The domain rela-
tionships between synsets express the auxiliary relationships between concepts in the
indexing process (e.g. archaeology – archaeological method).

The process of using wordnet-based ontologies in the indexing process boils down
to the fact that the indexer uses a lexical unit derived from the ontology as an index,
which is then assigned to the document (see Fig. 1). An example ordering of general
and domain specific concepts from the PMAH ontology is presented in Fig. 2.
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Fig. 1. Domain conceptualization embedded in wordnet-based ontology hierarchy (indexing of
eLearning content case) [14]

Fig. 2. General and domain conceptualizations in the PMAH ontology

3.2 Application Conceptualizations in Wordnet-Based Ontologies

In order to achieve application conceptualizations in wordnet-based ontologies, the same
types of generic relations are used as in domain conceptualizations, i.e. synsets andword-
net relations between synsets. In the case of application conceptualizations, however,
synsets are used to store more detailed concepts than, those found in wordnets. The
lack of detailed concepts in wordnets is due to their overly terminological nature. It
can be assumed that terms of this type were not added there as a result of the editors’
decisions, who ruled out adding terminology, either because of lexicographers’ compe-
tence deficiencies and/or lack of this type of vocabulary in the corpora used to create the
wordnets, or simply because of their arbitrary decisions. Among the specific lexical units
introduced in the application conceptualizations in the PMAH ontology, we distinguish
[14]:

• terminological concepts, i.e. astragali, animal bone, crane ulna, abandonment deposit,
zoomorfic, barley seeds, feasting deposit, post retrieval pit, multi-roomed construc-
tion,
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• concepts representing time as required to describe specific types of resources in the
repository, i.e. “3–12 years – child”, “20 + adult”,

• chronology in qualitative units resulting from the representation of time adopted to
describe artifacts at a particular archaeological site i.e. TP M, Level IV, North I.

In applications, the hierarchies created by Domain categories also have a different
function:

• domain categories hierarchies connected by a subclass of relationship express
application conceptualizations,

• assignments of synsets to domain categories act as attribute-value relations.

Domain categories hierarchies are used to organize concepts that are used in a spe-
cific application to index resources within specific data structures (attribute), which are
interpreted by assigning a specific domain category. With this interpretation, assigning
synsets to domain categories boils down to defining what synsets (value) can be assigned
to a given data structure in the system (see Fig. 3).

Fig. 3. Domain and application conceptualizations embedded in wordnet-based ontology hierar-
chy (indexing of multimodal data case) [14]

With this approach, the process of indexing a document within a particular attribute
comes down to selecting one index from a limited list of indexes assigned to the domain
category. For example, in the Hatch system, only values assigned to the domain category
“Figurine material” can be assigned to the “Material” attribute in the “Figurine” tab (see
Fig. 4 and Fig. 9). In practice, this solution comes down to defining a list of possible
values that can be used in the indexing process.
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Fig. 4. General and application conceptualizations in the PMAH ontology

4 Ontology Repository Tool in Development and Deployment
of Wordnet-Based Ontologies

OntologyRepositoryTool is a tool designed to buildwordnet-type ontologies (see Fig. 5).

Fig. 5. Ontology Repository Tool

It has an architecture that allows the tool to be used in two ways:

• As an ontology editor, where the ontology can be created and modified,
• As an ontology repository, which can be integrated into an external information sys-
tem, where the wordnet-based ontology is used to index resources and where it can
be extended during the indexing process.
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As an ontology editor, the Ontology Repository Tool allows multiple users with dif-
ferent privilege levels to work simultaneously. For example, it is possible to perform
operations only on a selected ontology hierarchy, and it is also possible to limit the priv-
ileges to actions of a specific type (e.g. a user can add terms, but cannot delete them).
A tool treated as an ontology repository can be integrated with an external information
system through the provided API. Such integration allows domain experts to perform
ontology operations (e.g., adding new terms) directly from the information systemwhile
indexing resources. Ontology Repository Tool is a web browser-accessible tool, imple-
mented in Java Spring Framework and Angular, and Services are made available through
REST web services.

4.1 Ontology Editor

Among the basic functions of the tool, the ability to add, remove and modify concepts
should be pointed out. The tool can simultaneously process concepts of different types.
For example, in the PMAH ontology, there are 9 types of concepts, i.e. synsets for 6
language versions and 3 types of domain categories intended for building three different
conceptualizations, one of domain character and two of application character. The tool
allows for handling relations of any type. For the purpose of building thePMAHontology,
relations taken from wordnet such as hypernymy/hyponymy and holonymy/meronymy
were used. Domain categories are hierarchized using up_category/down_category rela-
tions. Synsets are pinned to categories via domain_category/domain_representant rela-
tions. Domain relations between synsets are expressed using is_linked_to relations. A set
of calculated relations between concepts is also available (e.g. “hypernym-hypernym”,
and “has-same-holonym”). These relations are calculated according to the algorithm
defined for wordnet-based ontologies [12].

In awordnet-based ontology, the sameconcept (i.e., the same synset) can occur in par-
allel in several hierarchies. For example, in the PMAH ontology, the term archaeology
occurs in two hierarchies: the wordnet hierarchy (hypernymy relation with humanis-
tic discipline) and the domain hierarchy (domain_category relation with Domain cate-
gory Fields of archaeology) (see Fig. 2). Similarly, the term clay occurs in the wordnet
hierarchy (hypernymy with soil) and the application hierarchy built for the Hatch sys-
tem (hatc_domain_hiearchy relationship with Domain category Figurine material) (see
Fig. 4). The presentation of the hierarchies in which the synset is embedded is imple-
mented in the Ontology Repository Tool through Indexes (see Fig. 6). They make it
possible to change the perspective (i.e. hierarchy) and provide full insight into how
many conceptualizations a given concept appears in.

The tool is also equipped with a number of functions supporting the maintenance of
coherence of the constructed resource, e.g. it is possible to search for orphans and tops
and bottoms of the hierarchy with respect to the relation indicated by the user.
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Fig. 6. Presentation of a wordnet-based hierarchy through an Index

4.2 Ontology Repository

The Ontology Repository Tool can also be used as an ontology repository. This means
that the ontology can be accessed through the API by an external information system in
which the ontology is used. What operations will be performed on the ontology from the
external system depends on the specific implementation. First of all, it will be the use of
the ontology in the process of indexing resources (selection of appropriate indexes by
the indexer), but also making changes to it during the execution of the indexing process
by the domain expert. The use of the tool as a repository integrated with the information
system significantly improves the ontology development process. By combining the
process of ontology development and usage in one tool, there is no need to release
subsequent versions of the ontology before uploading it to the target system. All changes
and additions are made to the ontology by domain experts when indexing the resources.

5 Deployment of Wordnet-Based Ontologies

As indicated above, the process of deployment of an wordnet-based ontology can be
linked to the process of its development through an appropriate architecture of the infor-
mation system under construction. Depending on the assumptions made, the scope of
changes to the ontology that are made directly from the information system may vary.
The Ontology Repository Tool has been used as an ontology repository in, for exam-
ple, the E-archaeology Content Repository and the Hatch system. In these systems it is
possible to perform the following operations on the ontology:

• Retrieving information about lexical units collected in the ontology with information
about which synset they come from and the hierarchies in which the synset is located,

• Inserting new synsets into the ontology for lexical units that have been used to index
documents that were not previously present in the ontology,
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• Introducing synonyms to synsets that exist in the ontology for lexical units that have
been used for document indexing and that previously did not exist in the ontology,

• Assigning newly added synsets to domain categories that form domain-specific
conceptualizations,

• Assigning newly added synsets to domain categories creating conceptualizations of
an application nature,

• Linking synsets for lexical units used to index resources using domain relationships.

In each information system, the list of operations that can be performed on the
ontology varies. The differences are due to the different functions of the systems. Of
course, in addition to performingoperations directly from the information system, editing
activities can be performed on the ontology directly in the Ontology Repository Tool.
However, this was reserved for editors who take care of the consistency of the built
ontology and who periodically verified the quality of the created resource.

5.1 Development and Deployment of Wordnet-Based Ontology in Repository
of e-learning Content

The E-archaeology Content Repository contains e-learning materials on the protection
of archaeological heritage and the management and protection of cultural and natural
heritage. More than 6,200 learning objects in 9 languages and more than 30 training
programs are stored in the repository. Initially, the repository contained content on the
protection of archaeological heritage [11], which was later supplemented with content
on the management and protection of cultural and natural heritage [13]. The indexing
of e-learning materials consists in assigning lexical units selected by the indexer to the
metadata keywords. This process is carried out using the PHAH ontology.

Fig. 7. Lexical units from the PMAH ontology suggested in the E-archaeology Content
Repository
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The ontology is used to suggest to the indexer the words and phrases that can be
used as indexes (see Fig. 7). These words can also be selected from the domain hierarchy
presented to the indexer. If there is no index corresponding to the domain expert in the
ontology, it can create one and assign it to the e-learning content. In this case, the created
lexical unit will also be immediately inserted into the ontology as a new synset. During
this activity, the indexer also has the option to plug the new lexical unit into a domain
category selected from the Domain categories hierarchy. Optionally, it can also add a
domain relationship with other synsets found in the ontology (see Fig. 8). Because the
materials are multilingual, the indexer can also link the introduced lexical unit (synset)
to a synset in another language.

Fig. 8. Connecting a new lexical unit with a Domain category and a synset

5.2 Development and Deployment of Wordnet-Based Ontology in Hatch System

Another system in which the ontology is developed and deployed during the resource
indexingprocess is theHatch system.Hatch (House atÇatalhöyük) is an advanced system
designed to create and maintain a digital collection [6, 10]. It is aimed at presenting
a wide range of multimodal data about the Neolithic settlement at Çatalhöyük in a
multiscalar and interactive form linking information of different character (types of
artifacts, their attributes, relations among them) with different form of their presentation
(text, photographs, graphics, maps, GIS localizations and multiscalar chronology of
artifacts). It has didactic objectives and is designed to meet the needs and expectations
of both professionals and general public interested in the human past.

The system was built when the excavation works at the site were at an advanced
stage. The expert team had a large amount of data of different types at their disposal,
such as textual descriptions, photographic material, maps, a GIS database, and an artifact



192 J. Marciniak

chronology. This data was not structured to be made available in a system targeted at a
general public that lacked expertise on the Çatalhöyük site. Due to the nature of the site,
there was no indexing language that could be used to describe the resources collected in
the system. Therefore, a solution was adopted in which PMAH ontology was extended
to include topics related to the Neolithic site with consideration of the character of
the Çatalhöyük site. This was natural since it collected lexical units from the field of
archaeology in PMAH.

Fig. 9. Lexical units from the PMAH ontology suggested in the Hatch system

As in the previous case, an ontology is used to suggest to the indexer words and
phrases that can be used as indexes (see Fig. 9). Unlike the e-learning content repository,
where lexical units are assigned as tags to a single metadata, in the Hatch system the
description structure is more extensive. Each object is described through a structured
form with multiple fields. In this form, values for some fields (numeric values, text) are
stored in the system database, others can only be assigned values (lexical units) from
a limited dictionary stored in the ontology (see Fig. 9). This is accomplished by using
an application conceptualization in the ontology and it boils down to mapping the fields
in the Hatch system to Domain categories in the PMAH ontology. Thanks to this, the
user who is supposed to assign a value to such a field in a form is prompted only with
lexical units (synsets) assigned to the category associated with this field (see Fig. 9). If
the expected value does not exist in the ontology, the indexer can add it. During such
operation, a synset will be created for the lexical unit in the ontology, which will be
immediately linked to the Domain category associated with the field (see Fig. 10). The
adopted solution supports the maintenance of uniformity of indexing resources by many
indexers by imposing on them a finite list of possible indexes in a given field. The new
index is added only when the expected index is missing from the list. However, errors,
e.g., typos, use of abbreviations, occurred in such a process [14]. These were corrected
by editors working directly in the Ontology Repository Tool editor.
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Fig. 10. Adding a new lexical unit and linking it with the domain category associated with the
Figurine material field

6 Conclusions

The process by which an information language is built and maintained determines its
quality. If the language is built in a laboratory setting by a small, fully controlled group
of editors, the implementation of professional quality procedures is relatively straight-
forward. If the language is built in parallel with the indexing process in the production
information system, the quality-relatedmeasuresmust be supported by appropriate tools.
The solution presented in this paper based on Ontology Repository Tool supports the
work of multi-author teams who build the information language in parallel with the pro-
cess of indexing resources using it. Thanks to such a combination, the domain expert,
while describing the subject matter of a particular artefact introduced into the informa-
tion system, has the possibility to decide with which concept the artefact will be best
described. As a result, the information language is immediately provided with the con-
cepts that are the most appropriate from the point of view of the needs of a particular
domain. Thanks to the functions of the presented IT solution, these concepts will also
be immediately connected to the hierarchical structure of the constructed information
language.
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Abstract. This paper investigates basic prosodic features of speech (duration,
pitch/F0 and intensity) for the analysis and classification of Ibibio (New Benue
Congo, Nigeria) emotions, at the suprasegnental (sentence, word, and syllable)
level. We begin by proposing generic hypothesis/baselines, representing a cache
of research works documented over the years on emotion effects of neutral speech
on western languages, and adopt the circumplex model for the effective represen-
tation of emotions. Our methodology uses standard approach to speech processing
and exploits machine learning for the classification of seven emotions (anger, fear,
joy, normal, pride, sadness, and surprise) obtained from male and female speak-
ers. Analysis of feature-emotion correlates reveal that syllable (duration) units
yield the least standard deviation across selected emotions for both genders, com-
pared to other units. Also, there appear to be consistency for word and syllable
units – as both genders show same duration correlate patterns. For F0 and intensity
features, our findings agree with the literature, as high activation effects tend to
produce higher F0 and intensity values, compared to low activation effects, but
neutral and low activation effects produce the lowest pitch/F0 and intensity val-
ues (for both genders). A classification of the emotions yields interesting results,
as classification accuracies and errors remarkably improved in emotion-F0 and
emotion-intensity classification for support vector machine (SVM) and decision
tree (DT) classifiers, but the highest classification accuracies were produced by
the three classifiers at the sentence unit/level for fear emotion, with the k-nearest
neighbour classifier (k-NN) leading (DT: 90%, SVM: 90%, k-NN: 92.40%).

Keywords: Emotion recognition · Ibibio affects · Machine learning · Prosodic
features · Speech processing · Tone languages

1 Introduction

Speech contains two distinctive channels: the linguistic and paralinguistic channels.
These channels are not only important, but alsomutually informative for driving efficient
communication. The linguistic (or explicit) channel of speech transmits the contents of
a conversation, while the paralinguistic (or implicit) channel of speech conveys cues
to revealing the emotional state of a speaker as well as the implicit meaning of the
communicatedmessage, andwhich information is heavily dominated by prosody.Hence,
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the ability to predict speakers’ emotional states and their communication styles is a useful
precursor to effective communication agents that can ensure suitable response to users’
requests and for making conversation more natural [1]. Emotion recognition – a key step
of affective computing, is the process of decoding embedded emotional message(s) from
human communication signals (e.g., visual, audio, and/or other physiological cues). The
communication signal of interest investigated in this paper is the audio signal.

Prosodic features (sometimes known as suprasegmental phonology) are those aspects
of speech which go beyond phonemes and deal with the auditory qualities of sound.
Suprasegmentals are contrastive elements of speech that cannot be easily analysed as
distinct segments but rather belong to a syllable or word. One approach to describing
prosodic expressions (through speech) is to select a set of basic features and develop a
profile of each emotion based on the features it possesses. Hence, this paper considers
the following prosodic features: duration, pitch, and intensity, for the study of Ibibio
affects/emotions. Duration (or speech rate) indicates the length of phonetic segments,
which transmits awide range ofmeanings such as speakers’ emotions [2]. Pitchmeasures
the intonation and is represented by the fundamental frequency (F0). Pitch tends to
increase for anger, joy, and fear, but decreases for sadness. It has also been found to
become more variable for anger and joy [3]. Intensity represents the amplitude of vocal
signals and measures the speech’s loudness. Intensity has been found to increase for
anger, joy, and fear, but decreases for sadness [2]. A cache of research works over the
years have associated emotion effects (perceived changes) in relation to neutral speech
of western languages, and this forms our general hypothesis or baselines. A summary
of the common emotion effects is presented in Table 1.

Table 1. Emotions speech feature correlates for western languages [4–7]

Feature Anger Disgust Fear Joy Sadness Surprise

Speech rate > <<< >> > or < < >

Average pitch >>> <<< >>> >> < >

Pitch range >> > >> >> < >
Pitch changes abrupt (sudden 

on stressed)

fall (terminal) normal smooth, fluid 

(upward inflection)

fall (downward 

inflection)

rise (upward 

inflection)

Intensity > < = > < >
Speech quality breathy  (chest) groaningly breathy (irregular 

voicing)

breathy (blaring 

tone)

deep (resonant) breathy (blaring 

tone)

Articulation tense normal precise normal slurred precise

The analysis of speech emotions is very complex in that vocal expression is evolu-
tionarily old nonverbal affect coded in a distinctive and continuous fashion and contains
a mixture of emotions and verbal messages that are arbitrarily and categorical coded.
Debates on the extent to which verbal and nonverbal aspects can be neatly detached are
ongoing, but a trivial argument proving some degree of independence is illustrated by
the fact that people can perceive mixed messages in speech utterances, where words
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may convey a uniquely different thing from nonverbal cues. In Fig. 1, the circum-
plex model – currently the widely accepted paradigm for the representation of affect
is presented.

High Activation

Low Activation

Positive ValenceNegative Valence

exhilarated

exited

interested

happy

pleased

delighted

blissful

neutral

relaxed

contentbored

sad

furious

terrified

disgusted anger

fear

despairing

depressed

serene

Fig. 1. Two dimensional circumplex model of emotion (Adapted from [8]).

Whereas most of the notable stress languages such as English and Spanish have been
widely researched and developed, this cannot be said of tone languages. The latter are
called low-resourced languages and are characterised by the lack of linguistic resources
such as training corpora [9]. The language used to demonstrate our experiment is Ibibio –
A tone language of the New Benue Congo language family, spoken by about 4 million
speakers in the Southeast Costal region of Nigeria, West Africa. This paper is therefore
pioneering because to the best of our knowledge there is no sufficient evidence for
emotion technology research in African tone languages (ATLs).

2 Ibibio Vowel, Consonant and Tone Systems

2.1 Vowel System

Ibibio has a 10-vowel system (α, ε, ι, , o, , , , 2, �), of which six also occur as long
vowels (αα, εε, ιι, oo, , ), summing up to 16. The language has great dialectal
variety in its vowel inventory, especially with the central (or centralised) vowels: /ι, �,
2, /. However, except for [10] who posited a six-vowel system /ι, ε, α, o, , / and [11],
seven: / , ε, α, o, 2, , /, most other analyses give Ibibio a ten-vowel system. This
ten-vowel system (maximal contrast) is based largely on a pan-dialectal survey, as it is
possible to find a few dialects showing a less than ten-phonemic contrast. Specifically,
it is possible that some dialects have no phonemic difference between /@/ and /o/, / /
and / / as well as between /ι/ and / /; but Asanting Ibiono and Use Abat dialects do
have. Also, / / may be used in place of / /; just as /ι/ can alternate with / / [12]. The
phonemic vowel system of Ibibio is shown in Fig. 2.
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Fig. 2. Phonemic vowel (quadrilateral) chart of Ibibio.

2.2 Consonant System

Ibibio has 23 consonants [13]. These consist of six oral stops (π, β, τ, δ, κ, κπ), 6 nasal
stops (μ,μv, ν, νѱ, v, vw), 3 syllabic nasals (ν,μ, v), 1 trill (R), 1 tap (R), 3 fricatives (β,φ,
σ) and 3 approximants (ϕ, ω, ρ). Consonants have effects on pitch in both tone and non-
tone languages. Certain consonants have some effect on tone realisation – usually, the
prevocalic consonants appear to have a more pronounced effect on tone than postvocalic
ones. Voiced and unvoiced consonants, especially the obstruent, may have a depressing
and raising effect on tones, respectively. Implosives are reported not to have a depressing
effect on pitch/F0 [14].

2.3 Tone System

The Ibibio language has two contrastive tones, which are High (H) and Low (L), plus
a downstepped high (!H) feature. A downstepped tone may occur after a preceding H
tone. High-Low (HL) or falling and Low-High (LH) or rising contour tones are other
tonal realisations. Ibibio, like most African tone languages, basically is a register tone
system, and has three kinds of tonal functions: lexical, morphosyntactic and syntactic.
The Syllable phonotactics (syllables may be long or short, open, or closed, strong, or
weak, stressed/accented or unstressed/unaccented, tonal or non-tonal – depending on
the language) of most African languages like Ibibio is complex [13] when compared
to Indo-European languages like English, thus dictating (or limiting) the size of corpus
gathered in speech recognition studies. Also, in terms of inflectional morphotactics,
African languages are agglutinating [13], with chains of suffixes, each of which has
a simple grammatical meaning while English tends towards the isolating type, with
little inflection, thus making speech (and by extension emotion) recognition studies
AI-complete, and linguistically more complex in the former than in the latter.

3 Ibibio and Emotions

A message predominantly aimed at describing an emotion state, situation, object, or
mental state connotes the referential function of a language. This function includes
descriptive statements with definite descriptions as well as utterances with deictic terms
privileged to the speaker [15]. A focus on the speaker, however, brings into prominence,
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the emotive (also called ‘expressive’ or more recently ‘affective’) function. In Ibibio, a
classical example is the use of interjections and ideophones such as o!, , , and

, and certain modifications of linguistic sounds that do not change the denotative
meaning of an expression, but adds information about a particular attitude or stance
that the speaker is taking. Interjections such as and form an interesting and
much understudied area of spoken language. Among other features, they allow for the
adoption of sounds that are not otherwise part of the Ibibio linguistic systems. As such,
a study of the sequential aspects of conversations reveals that both the emotive and con-
notative functions are usually at play, although they might be more- or less-dominant.
For instance, even when people express imprecations after an adverse happening and
produce expletives such as a certain level of recipient design is at work.
This is made evident by the speakers’ ability to monitor the quality and manner of artic-
ulations of such imprecations, which can range from whispers to loud cries. Essien [16]
also observed that interjectional words like â and are usually utilised in express-
ing emotions like disapproval, surprise, and happiness, and is shown in the following
examples:

1. (a). ‘so you have finished the whole meal?’ (nor-
mal)
(b). ‘so you have finished the whole meal?’
(surprise)

The expression in (1) looks like a rhetorical question but 1 (a) is just a neutral
expression where the speaker does not show any surprise, but just acknowledges the fact
that the addressee has unexpectedly finished a whooping meal. In (1 (b)), the difference
from (1 (a)) is just the introduction of one word, and the utilisation of this interjection

changes the emotion from normal to that of surprise. Just as Ameka [17] rightly
observed, interjections are commonwords that can stand alone as an utterance to express
emotional or mental states. In that case, interjections in Ibibio do not necessarily need
to combine with other word classes to form a construction. While we can have the
expression in (1 (b)) where the interjection is used with other word classes to drive home
an emotion, this same expression can still be used alone to express surprise. Therefore, â
and could respectively be used to indicate disapproval and surprise on their own. At
the same time, an expression like hmm/mmm could be used on its own to communicate
lamentation. This same word can also be combined with other words to express the same
emotion. On the prosodic side, the pitch of the voice could be used to show emotion or
differentiate one emotion from the other. For instance, in sentences (1 (a)) and (1 (b)), a
show of surprise, even with the introduction of the interjection may require raising the
voice higher than the neutral case. In this case, a higher pitch (and even tempo) during a
stretch of utterance would signal a different emotion in Ibibio from a normal pitch and
tempo. As regards intonation, the affective or attitudinal approach to intonation study
correlates strongly with mood/emotion [18]. In the performance of attitudinal functions,
the rising and falling tunes are normally combined in different ways to indicate different
emotions. For instance, the rising tune (also known as tune 1) is used for statements,
commands and wh-questions while tune 2 (the falling tune) is used for polar questions,
requests, some commands, and echo questions [19]. The pitch of voice and word class



202 M. E. Ekpenyong et al.

combination notwithstanding, the combination of this intonation patterns really show the
emotional disposition of the speaker at a particular time. However, the rising intonational
tune depicts surprise, command, and anger in Ibibio, while the falling pattern shows
statements, and neutral expressions. Emotive overtones may also occur depending on
the speaker’s mood and can be created in several ways. One way is to use phonological
devices – a process referred to as phono stylistics, and involves the use of intonation and
tonal modification to add additional shades of meaning to words and sentences as in:

2. (a). ‘my father has died’
(b). ‘children of a widow’
(c). ‘please have pity on him/her’

The interplay of emotion and energy or loudness reveals another dimension to the
study, as sentences that portray annoyance and pride aremostly uttered with a raise of the
voice. But sentences meant to attract sympathy always carry low energy (2 (b) and (c)).
This paper analyses different emotion expressions in Ibibio with a view to ascertaining
how the sound patterns correlate with emotions. Emotion is investigated in this paper
because it is yet to be deeply researched for spoken ATLs, and no technology resource
exists for African language emotions. Further, the nonlinearity of a semantic concept
such as emotion requires more precise data representation techniques to ensure effective
and semantically meaningful visualisations, as a suitable methodology to achieving this
is demonstrated in this paper.

4 Methods

Our methodology begins with building of the speech corpus from recorded emotions.
This step involves:

(i) Speaker selection and speech utterance recordings of the selected emotions.
(ii) Utterance (audio) annotation.
(iii) Extraction of desired speech features and feature normalisation.

The extracted corpus dataset is categorised and projected graphically, to visualise the
acoustic correlates of emotions. Usingmachine learning (ML) techniques, these features
are trained to discover howbest the selected emotions patterns influence the classification
error. The ML classifiers used in this paper include decision tree (DT), support vector
machine (SVM), and k-nearest neighbour (k-NN). Seven types of emotions (anger, fear,
joy, normal, pride, sadness, and surprise)were considered, and two sentences constructed
for each emotion class. To diffuse the ‘observer’s paradox’ effect [20], speakers were
cued to speak in a ‘spontaneous’ manner and not at their own convenience. Figure 3
shows a sample annotated corpus that reveals the duration, pitch, and intensity of the
anger emotion:

“Why have you
disgraced my mother? Make way (leave the way) for me to pass”.

A catalogue of the emotion types investigated in this study, sentences, and English
gloss, is given in Table 2. A total of twenty speakers (ten males and ten females) were
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selected for the study. To ensure efficient speech processing without loss of information,

Fig. 3. Annotated emotion corpus revealing pitch, intensity and duration

Table 2. Recorded emotions used in the experiment
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the Ibibio emotions dataset was coded using the SpeechAssessmentMethod for Phonetic
Alphabet (SAMPA) notations and tailored to suit the ergonomic needs of the language,
ultimately christened Ibibio SAMPA – a machine-readable phonetic script using 7-bit
printable ASCII characters based on the International Phonetic Alphabet (IPA) [21].
The SAMPA notation has become a universally acceptable standard of encoding the IPA
symbols. A metadata documenting the Ibibio emotion corpus is presented in Table 3.

Table 3. Metadata of Ibibio emotion corpus

Language investigated Ibibio

Number of speakers 20 speakers: 10 male and
10 female

Recording device Zoom handy H4n sound
recorder

Recording rate 44.1 MHz

Channel Stereo mode

Recording environment Semi-controlled

Number of emotions 7

Emotion recorded Anger, Fear, Joy, Normal,
Pride, Sadness, Surprise

Total files recorded (10 + 10) * 7 = 140 files

Number of takes 2

Extracted features Duration and F0

Type of emotions Acted

Text processing format SAMPA

Purpose Classification

Publicly available No

4.1 Classification Approach

A cross validation approach is used in this paper to accomplish the classification process.
Cross validations are techniques for measuring generalisation capacity of any regression
against overfitting or other limitations, by comparing several statistical models, which
may further be used for better regression through averaging. 10-folds (divisions) cross
validation was chosen to partition the emotion dataset. Each fold is held out in turn for
testing, and a model trained for each fold using all data outside the fold. Each model
performance is trained inside the fold, and the average test error over all folds computed.
This training method indeed yields good estimate of the predictive accuracy of the final
model trained with all data and is recommended for small data. Hence the reason for
choosing the cross-validation approach over other approaches is to obtain satisfactory
performance using our small dataset.
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4.2 Adopted Classifiers

Support Vector Machine (SVM): SVM is a discriminative classifier capable of decipher-
ing subtle patterns in noisy and complex datasets, i.e., given labelled training data, SVM
outputs an optimal hyperplane which categorises new exemplars. In this paper, a deci-
sion boundary that maximises the “margin” separating the positive from the negative
training data points is finally made by minimising 1

2 |
∣
∣−→w ∣

∣|2 subject to the constraints:
yi(

−→w .
−→x i+b) ≥ 1.The resultingLagrangemultiplier equation that requires optimisation

is:

L = 1

2
|∣∣−→w ∣

∣|2 −
∑

i
αi

(

yi
(−→w .

−→x i + b
) − 1

)

. (1)

Solving the Lagrangian optimisation problem in Eq. (1) yields, w, b, and αi, param-
eters that determines a unique maximal margin solution. Our SVM uses the fine Gaus-
sian – places finely-detailed distinctions between classes, using Gaussian kernel, with

kernel scale set to
√
P
4 , where P represents the number of predictors.

Decision Tree: Decision trees are a simple and widely used classification technique
[22]. Suppose a dataset is induced on the following scheme: A1, . . . ,Am,C, where Aj

are attributes, andC is the target class. All candidate splits are generated and evaluated by
the splitting criterion, and splits on continuous and categorical attributes are generated
as described above. The selection of the best split is usually carried out by impurity
measures. The impurity of the parent node has to be decreased by the split. Now, let
(E1,E2, . . . ,Ek ) be a split induced on the set of records, E, then, a splitting criterion
that makes use of the impurity measure I(·) is:

�= I(E) −
∑k

i=1

|Ei|
|E| I(Ei) (2)

Standard impuritymeasures are the Shannon entropy or theGini index. Classification
and regression tree (CART) uses the Gini index that is defined for a set E as follows:
Let pj be the fraction of samples in E of class cj:

pj = |{t ∈ E : t|C| = cj
}|

|E| (3)

then,

Gini(E) = 1 −
∑Q

j=1
p2j (4)

whereQ is the number of classes. In this paper we use the simple decision tree classifier.

k-Nearest Neighbour (KNN): k-NN classification [23] is one of the most fundamental
and simple classification methods – often preferred when there is little or no prior
knowledge about the distribution of data. k-NN learns the input samples and predicts the
response for a new sample by analysing a certain number (k) of the nearest neighbours
of the sample using voting, weight computation, and more. It is commonly based on the
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Euclidean distance between a test sample and the specific training samples. The k-NN
algorithm is first implemented by introducing some notations, thus: Let S = (xi, yi) :
i = 1, 2, . . . , n, be the training set, where xi is a d -dimensional feature vector, and
yi ∈ {+1,−1} is associated with the observed class labels. For simplicity, we consider
a binary classification as this relates to the classification task at hand. Suppose that
all training data are iid samples of random variables with unknown distribution. With
previously labelled samples as the training set S, the k-NN algorithm constructs a local
sub-region R(x) ⊆ Rd of the input space, which is situated at the estimation point x. The
predicting region R(x) contains the closest training points to x, expressed as follows:

R(x) = {x∧|D(x, x
∧

) ≤ d(k)} (5)

where d(k) is the k th order statistic of {D(

x, x
∧)}N1 , and D(x, x

∧

) is the distance metric.
The k-NN algorithm is statistically designed for the estimation of posterior probability
p(y|x) of the observation point x:

p(y|x) = p(x|y)p(y)
p(x)

∼= k[y]
k

. (6)

where k[y] denotes the number of samples in region, which is labelled. Hence, for a
given observation, x, the decision g(x) is formulated by evaluating the values of k[y]
and selecting the class with the highest value:

g(x) =
{

1, k
[

y = 1
] ≥ k

[

y = −1
]

,

−1, k
[

y = −1
] ≥ k

[

y = 1
]

.
(7)

Finally, the decision that maximises the associated posterior probability is used in the
k-NN algorithm. For a binary classification problem where yi ∈ {+1,−1}, the KNN
algorithm produces the following decision rule:

g(x) = sgn
(

avexi∈R(x)yi
)

. (8)

We adopt a k-NN classifier with the distance weighting kernel.

5 Results

5.1 Acoustic-Emotion Correlates

In this section, we document our findings as regards acoustic-emotion correlates in male
and female speakers, for sentence, word, and syllable units. Tables 4 and 5 show mean
feature extractions and standard deviations (SDs) of selected emotions, for male and
female speakers, respectively.

We found that in male and female speakers, syllable duration units gave the least
standard deviations (SD) across the various emotions. For F0 and intensity features, the
SD was variable [3], and indicates that these features are non-linear across emotions,
and varies according to the degree (or state) of activation-valence of the intended emo-
tion. This is opposed to duration feature, which show consistency and is strictly linear



Speech Prosody Extraction for Ibibio Emotions Analysis 207

Table 4. Mean features of ibibio emotions (male speakers)

Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD

Sentence 3.2213 0.3789 6.0257 0.7434 4.8530 0.9527 3.5851 0.7041 4.2283 0.9644 5.4397 1.3362 4.9118 0.8807
Word 0.3023 0.1307 0.3311 0.1229 0.3202 0.1518 0.3065 0.1514 0.3697 0.1293 0.3888 0.1951 0.3331 0.1519
Syllable 0.1458 0.0674 0.1651 0.1059 0.1511 0.0859 0.1470 0.0692 0.1748 0.0864 0.2046 0.1500 0.1628 0.1091
Sentence 173.9753 20.1374 186.2643 41.3152 150.6446 28.1163 129.2312 18.0015 145.2936 39.4561 126.2795 13.8291 215.1276 38.3312
Word 173.9896 46.2745 184.4767 63.5429 155.5201 47.2494 131.3191 32.3447 146.2194 44.1161 127.7192 31.1052 218.2324 56.8124
Syllable 171.4385 48.6454 183.1234 65.4774 151.2131 46.5778 130.4647 33.3057 148.0819 48.9123 127.2735 32.6847 218.5435 60.6849
Sentence 71.3681 11.1641 64.5904 10.4888 69.2853 12.0354 64.6719 10.2274 68.8917 11.7138 61.1909 8.5930 67.0621 11.3581
Word 75.7141 11.2432 69.9034 10.0698 72.9568 12.2833 68.0253 11.1658 71.6732 11.6424 65.0394 9.5469 73.7602 11.4105
Syllable 75.3624 11.6382 70.0722 10.4966 73.0488 12.2704 68.0007 11.4948 71.7716 12.0546 65.2062 9.8026 73.9887 11.8463

Sadness Surprise
Speech feature Unit

Anger Fear Joy Normal Pride

Duration

Pitch/F0

Intensity

Table 5. Mean features of ibibio emotions (female speakers)

Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD

Sentence 3.1175 0.5202 5.3178 0.9232 4.1826 0.6340 3.5632 0.5068 3.7172 0.5244 5.6711 1.5592 4.5508 0.5510
Word 0.3099 0.1545 0.3217 0.1652 0.3134 0.1639 0.3217 0.1493 0.3384 0.1148 0.4348 0.2742 0.3513 0.1958
Syllable 0.1468 0.0823 0.1612 0.1365 0.1374 0.0889 0.1553 0.0734 0.1618 0.0746 0.2288 0.2284 0.1673 0.1272
Sentence 251.6670 42.7610 270.3883 29.9262 239.6105 51.8792 201.5260 16.0259 221.8083 33.6151 192.8358 12.8627 311.1050 51.0308
Word 251.0401 80.4923 275.6471 70.9275 250.9130 77.2443 204.7604 46.2096 224.2902 49.3449 200.4537 45.7644 315.7004 73.0713
Syllable 247.6529 84.7050 271.8920 73.9995 246.2229 78.7392 203.9337 49.4454 223.2533 55.6428 202.0533 48.7692 314.8463 78.0613
Sentence 75.9353 8.0478 71.7731 7.8474 75.5319 7.7686 70.2761 7.8238 73.4468 7.0124 67.7867 6.9861 73.3965 7.2994
Word 79.0610 9.1639 76.3378 8.2537 79.1918 9.5895 72.2230 8.1623 75.8363 7.6530 70.8944 8.2407 77.7358 8.8299
Syllable 78.9374 9.5458 76.7780 8.8347 78.9652 9.9422 72.2966 8.6039 75.8725 8.1755 70.8651 8.9345 78.2435 9.1233

Speech feature Unit
Anger Fear Joy Normal Pride Sadness Surprise

Intensity

Duration

Pitch/F0

across emotions. Figures 4, 5, and 6, are visualisations of acoustic correlates of selected
emotions, for sentence, word, and syllable units, respectively. We found that for dura-
tion feature (Fig. 4), as regards sentence units, female speakers, express emotions with
shorter durations compared to male speakers, sadness emotion exempt. As regards word
and syllable units, male speakers communicate anger, normal, sadness, and surprise
emotions with shorter durations than their female counterparts, while female speakers
express fear, joy, and pride emotions with shorter durations. As regards syllable features
female speakers, express emotions with shorter durations for fear, joy, and pride emo-
tions only, while male speakers, express anger, normal, sadness and surprise emotions
with shorter durations.
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Fig. 4. Effect of speakers’ emotion on average duration

For F0 feature (Fig. 5), female speakers dominate the F0 space, and have high pitch
values across the various emotions compared to their male counterparts, with surprise
emotion having the highest F0 value, followed chronologically by fear, anger, joy, pride,
normal and sadness emotions (for both genders).
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Fig. 5. Effect of speakers’ emotion on average F0

Concerning intensity features, female speakers still dominate the intensity space, and
were more expressive in terms of loudness/energy, compared to their male counterparts.
The emotion with the highest average intensity value is joy, followed chronologically
by anger, surprise, fear, pride, normal and sadness.

The results indicate that high activation effects tend to producehigherF0 and intensity
values, compared to low activation effects, but neutral and low activation effects produce
the lowest pitch/F0 and intensity values (for both genders). These findings agree with
the literature [2] and support our generic hypothesis.
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Fig. 6. Effect of speakers’ emotion on average intensity

5.2 Classification Results

Figure 7 shows classification accuracies of emotion-duration correlates, categorised by
gender – for sentence, word, and syllable units.We observe that syllable units present the
best classification accuracies for the selected emotions, excepting fear and joy emotions –
which give poor classification performance. The k-NN classifier performed dismally for
male and female speakers (on the average), while the SVM and decision tree classifiers
(on the average) perform well for word and syllable units, compared to sentence units.
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Fig. 7. Classification accuracies for emotion-duration features (categorised by gender) – for
sentence, word and syllable units

The corresponding classification errors are found in Table 6, with the most signifi-
cant errors highlighted. Here the k-NN classifier presented the most significant errors,
compared to other classifiers (DT and SVM), which classification errors were low for
other emotions excepting fear, joy, and surprise emotions (for word units), and fear and
joy (for syllable units). Surprisingly, the highest classification accuracies (or least classi-
fication errors) are from the three classifiers, with k-NN leading (DT: 90%, SVM: 90%,
k-NN: 92.40%), for fear emotion (sentence unit).
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Table 6. Mean Error rates of emotion-duration features (classified by gender) – at sentence, word
and syllable levels

 
 

M F M F M F M F M F M F M F M F M F

Anger 15.70 18.60 17.10 17.10 12.90 22.90 12.40 13.50 11.70 11.70 16.30 17.00 11.90 12.10 11.90 11.90 12.10 17.00

Fear 17.10 10.00 18.60 10.00 20.00 8.60 18.10 18.60 18.10 18.10 22.10 22.90 17.20 18.00 17.50 17.70 15.20 19.90

Joy 17.10 20.00 14.30 14.30 24.30 21.40 16.30 16.10 15.70 15.70 29.40 24.10 17.50 17.50 17.30 17.30 17.70 20.60

Normal 18.60 14.30 18.60 14.30 22.90 17.10 13.10 13.40 13.00 13.00 25.40 20.20 13.20 13.20 13.00 13.00 13.50 16.40

Pride 21.40 12.70 14.30 15.70 20.70 14.30 13.10 13.50 12.90 12.90 17.80 18.60 13.40 13.30 13.00 13.00 15.80 15.80

Sadness 24.30 15.70 15.70 14.30 18.60 21.40 14.70 13.10 14.30 13.80 19.60 19.40 13.30 12.80 13.50 12.80 12.90 14.30

Surprise 20.00 18.60 14.30 17.10 21.40 22.90 28.30 26.30 28.60 26.80 30.40 35.00 14.20 14.40 14.20 14.20 15.00 16.70

Decision Tree SVM k-NNEmotion

Sentence Word Syllable

Decision Tree SVM k-NN Decision Tree SVM k-NN

The classification accuracies and errors remarkably improved for emotion-F0 (Fig. 8
and Table 7) and emotion-intensity (Fig. 9 and Table 8) classifications, as the classifica-
tion at the sentence unit level exhibit improved performance for SVM classifier, com-
pared to other classifiers. Overall performance shows that word and syllable units still
maintained good performance, but with slight variations in classification at the sentence
(unit) level.
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Fig. 8. SVM accuracies for emotion-F0 features (classified by gender), at sentence, word and
syllable levels
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Table 7. Mean Error rates of emotion-F0 features (classified by gender) – at sentence, word and
syllable levels

M F M F M F M F M F M F M F M F M F

Anger 17.10 14.30 14.30 4.30 17.10 18.60 11.80 11.70 11.70 11.80 17.80 18.10 12.10 12.40 11.90 11.90 18.50 18.50

Fear 14.30 17.10 14.30 14.30 17.10 14.30 18.60 18.20 18.10 18.10 28.70 26.00 17.50 17.90 17.60 17.50 26.10 25.30

Joy 20.00 12.90 14.30 14.30 24.30 18.60 16.10 16.30 15.70 15.70 22.10 22.40 17.70 17.30 17.30 17.30 26.50 27.50

Normal 15.70 18.60 14.30 14.30 20.00 22.90 13.50 13.90 13.00 13.00 17.90 19.50 13.10 13.10 13.00 13.00 18.70 18.90

Pride 28.90 18.60 14.30 14.30 20.00 25.70 13.70 13.50 12.90 12.90 20.30 20.40 13.10 13.00 13.00 13.00 20.90 19.70

Sadness 14.30 21.40 17.10 14.30 11.40 24.30 14.40 14.60 14.30 14.40 20.40 21.20 13.30 13.30 13.10 13.10 19.00 20.60

Surprise 18.60 11.40 10.00 12.90 11.40 5.70 28.50 29.60 28.70 28.30 37.10 39.40 15.10 15.00 14.10 14.00 18.50 18.70

Decision Tree SVM k-NNEmotion

Sentence Word Syllable

Decision Tree SVM k-NN Decision Tree SVM k-NN
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Fig. 9. SVM accuracies for emotion-intensity features (classified by gender) – at sentence, word
and syllable levels

Table 8. Mean error rates of emotion-intensity features (classified by gender), at sentence, word
and syllable levels

M F M F M F M F M F M F M F M F M F

Anger 15.00 15.00 14.80 14.80 22.40 22.70 11.60 12.60 11.70 11.70 17.70 17.20 12.30 12.30 11.90 11.90 18.90 18.50

Fear 15.00 15.10 14.80 14.80 22.80 22.70 18.20 17.80 18.10 18.10 25.70 26.00 17.60 17.60 17.50 17.50 26.70 26.10

Joy 15.00 15.10 14.80 13.80 22.30 22.70 18.30 14.80 18.10 14.70 26.00 23.10 17.30 17.10 17.50 16.80 25.10 24.90

Normal 14.90 14.80 14.80 14.80 22.60 21.90 13.50 13.30 13.10 13.00 19.90 21.70 13.00 13.10 13.00 13.00 20.60 21.40

Pride 15.00 15.00 14.80 14.80 22.60 23.10 13.40 13.70 12.90 12.90 20.80 18.60 13.10 13.10 13.00 13.00 19.90 20.30

Sadness 15.10 15.30 14.80 14.80 23.00 22.40 15.00 14.30 14.30 14.70 22.50 22.20 13.20 13.50 13.10 13.10 19.50 19.20

Surprise 15.00 15.00 14.80 14.80 22.50 22.90 29.50 29.40 28.60 29.10 37.30 38.40 14.30 14.30 14.20 14.20 21.70 22.70

Decision Tree SVM k-NNEmotion

Sentence Word Syllable

Decision Tree SVM k-NN Decision Tree SVM k-NN
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6 Conclusion and Research Perspective

Emotions are self-induced activity bursts of brief duration that does not last long. Most
physiological correlates of emotions focus on the major experimental approaches cur-
rently applied to the study of emotion and its physiological or behavioural parameters.
Hence, research on emotion dynamics is important from a clinical perspective as dis-
turbances in emotion dynamics are symptomatic of several mental disorders such as
depression. This paper has begun a pioneering work on discovering emotion-correlates
using Ibibio speech features. A future perspective is to exploit machine learning in
the discovery of hidden patterns for the recognition of symptomatic dynamics of emo-
tions – a very essential application in the health and medical sectors; and to investigate
if the tendencies in prosodic features of affect are language-specific or to some extent
universal.
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Abstract. In this article we present extended results obtained on the
multidomain dataset of Polish text reviews collected within the Senti-
menti project. We present preliminary results of classification models
trained and tested on 7,000 texts annotated by over 20,000 individuals
using valence, arousal, and eight basic emotions from Plutchik’s model.
Additionally, we present an extended evaluation using deep neural mul-
tilingual models and language-agnostic regressors on the translation of
the original collection into 11 languages.
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1 Introduction

Emotions are a crucial part of natural human communication, conveyed by both
what we say and how we say it. In this study, we focus on the emotions attributed

This work was financed by (1) the National Science Centre, Poland, project no.
2019/33/B/HS2/02814; (2) the Polish Ministry of Education and Science, CLARIN-
PL; (3) the European Regional Development Fund as a part of the 2014-2020 Smart
Growth Operational Programme, CLARIN – Common Language Resources and Tech-
nology Infrastructure, project no. POIR.04.02.00-00C002/19; (4) the National Centre
for Research and Development, Poland, grant no. POIR.0
1.01.01-00-0472/16 – Sentimenti (https://sentimenti.com).

c© Springer Nature Switzerland AG 2022
Z. Vetulani et al. (Eds.): LTC 2019, LNAI 13212, pp. 214–231, 2022.
https://doi.org/10.1007/978-3-031-05328-3_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-05328-3_14&domain=pdf
http://orcid.org/0000-0002-7665-6896
http://orcid.org/0000-0001-5201-0364
http://orcid.org/0000-0003-0820-2662
http://orcid.org/0000-0003-2370-4636
http://orcid.org/0000-0002-0419-2295
http://orcid.org/0000-0002-9203-5520
http://orcid.org/0000-0001-6359-1184
http://orcid.org/0000-0002-4769-0155
http://orcid.org/0000-0002-1982-3299
http://orcid.org/0000-0003-1503-0993
https://sentimenti.com
https://doi.org/10.1007/978-3-031-05328-3_14


Multilingual Recognition of Emotions, Valence and Arousal in Text Reviews 215

by Polish native speakers to written Polish texts. Here, we used extensive empir-
ical data together with a variety of machine learning (ML) techniques to auto-
matically detect emotions expressed in natural language.

Introduction of ML to the area of text mining resulted in the rapid growth
of the field in recent years. However, an automatic emotion recognition with ML
remains a challenging task due to the scarcity of high-quality and large-scale
data sources. Numerous approaches were attempted to annotate words concern-
ing their emotions and valence for various languages [34,41]. Such datasets, how-
ever, are limited in size, typically consisting of several thousands of words, while
natural language lexicons are known to be much bigger.1 This constrains their
usage in natural language processing (NLP).

In the psychological tradition of emotion research, words are usually charac-
terised according to two dominant theoretical approaches to the nature of emo-
tion: dimensional account and categorical account. According to the first account
proposed in [35], each emotion state can be represented by its location in a mul-
tidimensional space, with valence (negativity/positivity) and arousal (low/high)
explaining most of the observed variance. In the competing accounts, several
basic or elementary emotion states are distinguished, with more complex, subtle
emotion states emerging as their combination [7,32]. The resulting categories are
often referred to as basic emotions, and include: trust, joy, anticipation, surprise,
disgust, fear, sadness, and anger. The concept of basic emotions itself has been
interpreted in various ways, and thus different theories posit different numbers of
categories of emotion, with [7] and [32] gaining most recognition in the scientific
community. In the presented study, we include both dimensional (valence and
arousal) and categorical (eight Plutchik’s basic emotions) approaches to ensure
a coherent and thorough description of verbally expressed emotions.

In NLP, as well as in the applied usages of emotion annotation, the dominant
approach is sentiment analysis, which typically takes into account only valence
(negativity/positivity). It is understandable since the emotion annotation of tex-
tual data faces difficulties in the two conventional approaches to annotation. In
the first approach, a small number (usually 2 to 5) of trained annotators are
engaged, which may lead to differences in individual annotations and poor inter-
annotator agreement [12]. The other approach, based on crowd annotations on
platforms such as Amazon Turk [29] relies on data collected from a large group
of individuals, which is then used to obtain mean annotations. However, this is
typically effortful and time-consuming.

In the present study, we applied an approach that proved useful in previous
experiments [34]. Thus, our annotation schema follows the account of Russel and
Mehrabian [35], as well as those proposed by Ekman [7] or Plutchik [32]. Finally,
by combining simple annotation schema with crowd annotation, we were able
to effectively acquire large amount of data, while at the same time preserving
high quality of the data. Our approach to sentiment analysis opens up new
possibilities of studying people’s attitudes towards brands, products and their

1 The largest dictionary of English, Oxford English Dictionary, for example, contains
around 600,000 words in its online version https://public.oed.com/about.

https://public.oed.com/about
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features, political views, movie or music choices, or financial decisions, including
stock exchange activities.

2 Data Annotation

The data used in the present work was collected within the Sentimenti, a large
research and development project (https://sentimenti.com). In this project, a
total of over 20,000 unique respondents (with approximately equal number of
male and female participants) were sampled from Polish population (sex, age,
native language, place of residence, education level, marital status, employment
status, political beliefs and income were controlled, among other factors). To
collect the data, a combined approach of different methodologies was used,
namely: Computer Assisted Personal Interview (CAPI) and Computer Assisted
Web Interview (CAWI).

The annotation schema was based on the procedures most widely used in
previous studies aiming to create the first datasets of Polish words annotated in
terms of emotion (NAWL [34]; NAWL BE [40]; plWordNet-emo [13,43]). Thus,
we collected extensive annotations of valence, arousal, as well as eight emotion
categories: joy, sadness, anger, disgust, fear, surprise, anticipation, and trust.

A total number of over 30,000 word meanings from Polish WordNet (plWord-
Net) [30] was annotated, with each meaning assessed by at least 50 individuals
on each scale. The selection of word meanings was based on the results of the
plWordNet-emo [43] project, in which linguists annotated over 87K word mean-
ings with over 178K annotations containing information about emotions and
valence (statistics from May 2019). At the time when the selection was made
(July 2017), 84K annotations were covering 54K word meanings and 41K synsets.
We observed that 27% of all annotations (23K) were not neutral. The number of
synsets having word meanings with valence different than neutral was 9K. We
have adopted the following assumptions for the selection procedure:

– Word meanings that were not neutral were treated as more important,
– valence sign of the synset was the valence sign of word meanings within the

synset (valid in 96% of cases),
– the maximum number of selected word meanings from the same synset was

3,
– the degree of synsets (treated as nodes in the plWordNet graph) which were

sources of selected word meanings should be in range [3, 6].

Word meanings were presented to respondents in the context of short phrases,
manually prepared by linguists. Subjects were instructed to assess the words
for their particular meaning, as well as encouraged to indicate their immediate,
spontaneous reactions. Participants had unlimited time to complete the task,
and they were able to quit the assessment session at any time and resume their
work later on.

Moreover, in a follow-up study, a total number of over 7,000 texts were anno-
tated in the same way, with each text assessed by at least 25 individuals on

https://sentimenti.com
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each scale. The text paragraphs for annotation were acquired from Web reviews
of two distinct domains: medicine2 (2000 reviews) and hotels3 (2000 reviews).
Due to the scarcity of neutral reviews in these data sources, we decided to
acquire yet another sample from potentially neutral Web sources being themat-
ically consistent with the selected domains, i.e. medical information sources4

(500 paragraphs) and hotel industry news5 (500 paragraphs). The phrases for
annotation were extracted using lexico-semantic-syntactic patterns (LSS) man-
ually created by linguists to capture one of the four effects affecting sentiment:
increase, decrease, transition, drift. Most of these phrases belong to the previ-
ously mentioned thematic domains. The source for the remaining phrases were
Polish WordNet glosses and usage examples [30].

3 Data Transformation

For the first part of the experiments, we decided to carry out the recognition of
specific dimensions as a classification task. Eight basic emotions were annotated
by respondents on a scale of integers from the range [0, 4] and the same scale
was also used for the arousal dimension. For the valence dimension, a scale of
integers from the range [−3, 3] was used. We divided the valence scores into two
groups: positive (valence p) and negative (valence n). This division results from
the fact that there were texts that received scores for both positive and negative
valence. We wanted to keep that distribution (see Algorithm 1). For the rest of
the dimensions, we assigned the average value of all scores (normalised to the
range [0, 1]) to the text.

Algorithm 1. Estimating the average value of positive and negative valence for
a single review.
Require: V : list of all valence scores;

m = 3: the maximum absolute value of valence;
Ensure: Pair (p, n) where p is average positive valence, and n is average negative

valence;
1: (p, n) = (0, 0)
2: for v ∈ V do
3: if v < 0 then n = n + |v| else p = p + v

return
(
p ÷ (|V | · m), n ÷ (|V | · m)

)

2 www.znanylekarz.pl.
3 pl.tripadvisor.com.
4 naukawpolsce.pap.pl/zdrowie.
5 hotelarstwo.net, www.e-hotelarstwo.com.

www.znanylekarz.pl
https://pl.tripadvisor.com/
https://naukawpolsce.pl/zdrowie
https://hotelarstwo.net/
www.e-hotelarstwo.com
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3.1 Scores Distribution

As a part of this study, a collection of 7004 texts was annotated. To investigate
the underlying empirical distribution of emotive scores, we analysed our data
concerning each dimension separately. We performed two statistical tests to ver-
ify the multimodality of the score distribution in our sample for each dimension.
The main purpose of this analysis was to identify if there exists a specific deci-
sion boundary splitting our data into distinct clusters, to separate the examples
sharing the same property (e.g., positive texts) from the examples that do not
share this property (e.g. nonpositive texts). The first test was Hartigans’ dip
test. It uses the maximum difference for all averaged scores between the empiri-
cal distribution function and the unimodal distribution function that minimises
the maximum difference [10]. There are the unimodal null hypothesis and a mul-
timodal alternative. The second one is Silverman’s mode estimation test, which
uses the kernel density estimation method to examine the number of modes in
a sample [37]. If the null hypothesis of unimodality (k = 1) was rejected, we
also tested if there are two modes (k = 2) or more [28]. We used locmodes R
package to perform statistical testing [1] with Hartigans’ and Silverman’s tests
on our annotation data. For all dimensions we could not reject the null hypoth-
esis of bimodality and only in 2 cases (arousal, disgust) we could reject the null
hypothesis of unimodality by the result of both tests (see Table 1).

Table 1. p–values for Silverman’s test with k = 1 (SI mod1), k = 2 (SI mod2) and
Hartigans’ dip test (HH).

Dimension SI mod1 SI mod2 HH

Trust 0.034 0.736 0.226

Joy 0.000 0.842 0.000

Anticipation 0.522 0.321 0.000

Surprise 0.288 0.360 0.000

Disgust 0.784 0.500 0.178

Fear 0.892 0.674 0.032

Sadness 0.000 0.424 0.000

Anger 0.000 0.630 0.000

Arousal 0.340 0.606 0.118

Valence n 0.000 0.812 0.000

Valence p 0.000 0.460 0.000

The distributions of averaged scores for all texts are presented in Fig. 1. We
decided to partition all scores for each dimension into two clusters using k-means
clustering [11]. Clusters are represented in Fig. 1 with different colours. We assign
a label (corresponding to the dimension) if the score for the dimension is higher
than the threshold determined by k-means. Each review may be described with
multiple labels.
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Fig. 1. Distribution of average scores for all dimensions. The first column contains
positive emotions and the second column contains negative emotions. The third col-
umn contains the valence-, valence+, and arousal distributions. On the X-axis are the
normalized emotion rating values, and on the Y-axis is the number of people who rated
texts with values from a given bucket.

4 Experiments

In our experimental part, we decided to use a popular baseline model based on
fastText algorithm [5,14] as a reference method for the evaluation. fastText’s
supervised models were used in many NLP tasks, especially in the area of sen-
timent analysis, e.g., for hate speech detection [3], emotion and sarcasm recog-
nition [8] or aspect-based sentiment analysis in social media [42]. The unsuper-
vised fastText models were also used to prepare word embeddings for Polish (see
Sect. 4.1). In our experiments, we used the supervised fastText model as a simple
multilabel text classifier for sentiment and emotion recognition. We used one-
versus-all cross-entropy loss and 250 training epochs with KGR10 pretrained
word vectors [20] (described in Sect. 4.1) for all evaluation cases.
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In recent years, deep neural networks have begun to dominate the NLP field.
The most popular solutions incorporate bidirectional long short-term memory
neural networks (henceforth BiLSTM). BiLSTM-based approaches were mainly
applied in the information extraction area, e.g., in the task of proper names
recognition, where the models are often combined with conditional random fields
(CRF) to impose additional constraints on sequences of tags as presented in [9].

LSTM networks have proved to be very effective in sentiment analysis, espe-
cially for the task of valence detection [4,24,39]. In this study, we decided to adopt
the multilabelled BiLSTM networks and expand our research to the more chal-
lenging task of emotion detection. As an input for BiLSTM networks, we used
pretrained fastText embeddings trained on KGR10 corpus [20]. The parameters
used for the training procedure were as follows: MAX WORDS = 128 (94% of reviews
have 128 words or less), HIDDEN UNITS = 1024, DROPOUT RATIO = 0.2, EPOCHS =
250, OPTIMIZER = ADAM, LEARNING RATE = 0.001, BATCH SIZE = 128.

4.1 Word Embeddings

The most popular text representations in recent ML solutions are based on word
embeddings. Dense vector space representations follow the distributional hypoth-
esis that the words with similar meaning tend to appear in similar contexts. Word
embeddings capture the similarity between words and are often used as an input
for the first layer of deep learning models. Continuous Bag-of-Words (CBOW)
and Skip-gram (SG) models are the most common methods proposed to generate
distributed representations of words embedded in a continuous vector space [26].

With the progress of ML methods, it is possible to train such models on larger
datasets, and these models often outperform the simple ones. It is possible to use
a set of text documents containing even billions of words as training data. The
work presented here follows these approaches in the development of experiments,
and we are researching texts from similar domains. Both architectures (CBOW
and SG) describe how the neural network learns the vector representations for
each word. In CBOW architecture, the task is predicting the word given its
context, and in SG the task is predicting the context given the word.

Numerous methods have been developed to prepare vector space represen-
tations of words, phrases, sentences, or even full texts. The quality of vector
space models depends on the quality and the size of the training corpus used to
prepare the embeddings. Hence, there is a strong need for proper evaluation met-
rics, both intrinsic and extrinsic (task-based evaluation), to evaluate the quality
of vector space representations including word embeddings [31,36]. Pretrained
word embeddings built on various corpora are already available for many lan-
guages, including the most representative group of models built for English [23]
language.
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In [20] we introduced multiple variants of word embeddings for Polish built
on KGR10 corpora. We used the implementation of CBOW and Skip-gram
methods provided with fastText tool [5]. These models are available under an
open license in the CLARIN-PL project repository6. With these embeddings,
we obtained a favourable results in two NLP tasks: recognition of temporal
expressions [20] and recognition of named entities [25]. For this reason, the
same model of word embeddings was used for this work, which is EC1 [20]
(kgr10.plain.skipgram.dim300.neg10.bin).

4.2 Multilingual and Language-Agnostic Text Representations

The aforementioned content representation methods also have variants trained
on corpora in other commonly used languages. However, this approach requires
training dataset in the same language. A translator DeepL7 was used to solve
this problem. The study dataset was translated using machine translation into
the following languages: Dutch, English, French, German, Italian, Russian, Por-
tuguese and Spanish.

An alternative approach that does not require data translation is to move
away from language dependencies. As a result of the success of word representa-
tion using embeddings in machine learning and the growing popularity of meth-
ods such as transfer learning, work has also been undertaken to develop solutions
for representation of content in a language-independent manner. This removes
the problem of translation error and alteration of the meaning of statements.
Such methods are referred to as language-agnostic.

Widely used solution to implement this approach is Language-Agnostic SEn-
tence Representations (LASER) [2]. LASER uses the same BiLSTM encoder
to encode all languages. It has been trained on 93 languages, which include all
European languages, most of Asian and Indian languages, and many others.

4.3 Evaluation Procedure

In the case of monolingual classification on the Polish part of the set, we prepared
three evaluation scenarios to test the performance of fastText and BiLSTM base-
line models. The most straightforward scenario is a single domain setting (SD)
where the classifier is trained and tested on the data representing the same the-
matic domain. In a more realistic scenario, the thematic domain of training data
differs from the application domain. This means that there may exist a discrep-
ancy between the feature spaces of training and testing data, which leads to a
significant decrease of the classifier’s performance in the application domain.

6 https://clarin-pl.eu/dspace/handle/11321/606.
7 https://www.deepl.com/.

https://clarin-pl.eu/dspace/handle/11321/606
https://www.deepl.com/
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To test the classifier’s ability to bridge the gap between source and target
domains, we propose a second evaluation scenario called 1-Domain-Out (DO).
This scenario is closely related to the task of unsupervised domain adaptation
(UDA), where we focus on transferring the knowledge from labelled training
data to unlabelled testing data. The last evaluation scenario is a multidomain
setting where we merge all available labelled data representing different thematic
domains into a single training dataset (MD).

– Single Domain, SD – train/dev/test sets are from the same domain (3 set-
tings, metric: F1-score).

– 1-Domain-Out, DO – train/dev sets are from two domains, the test set is
from the third domain (3 settings, metric: F1-score).

– Mixed Domains, MD – train/dev/test sets are randomly selected from all
domains (1 setting, metrics: precision, recall, F1-score, ROC AUC).

We prepared seven evaluation settings with a different domain-based split of the
initial set of texts. The final division is presented in Table 2.

Table 2. The number of texts in the evaluation settings.

Type Setting Train Dev Test SUM

SD Hotels 2504 313 313 3130

Medicine 2352 293 293 2938

Other 750 93 93 936

DO Hotels-other 3660 406 – 4066

Hotels-medicine 5462 606 – 6068

Medicine-other 3487 387 – 3874

MD All 5604 700 700 7004

To tune our baseline method, we decided to use a dev set. We calculated the
optimal decision threshold for each dimension using receiver operating charac-
teristic (ROC) curve, taking the threshold which produces the point on ROC
closest to (FPR,TPR) = (0, 1).

In the case of regression on a multilingual set (direct prediction of the level
of intensity of emotions) was prepared based on the same BiLSTM model using
linear activation on the output layer. Tests were run on the same train/dev/test
sets for Mixed Domains (MD) only. Two measures were used to evaluate this
approach:
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– Mean squared error (MSE) represents the residual error which is nothing
but the sum of the squared difference between actual values and the pre-
dicted/estimated values.

– R-Squared (R2) represents the fraction of response variance captured by the
regression model.

All experiments on the regression task were repeated 30 times so that strong
tests could be performed. This removed the amount of uncertainty caused by
the randomness of the neural network model learning process. In addition to the
deviations due to the large number of results, the significance of the difference
between the results and their distribution was counted. If the difference between
results was under p < 0.05, they were treated as insignificantly different.

5 Monolingual Classification Results (Polish)

Table 3 shows the results for SD evaluation. There are 11 results for each of the 3
domains. BiLSTM classifier outperformed fastText in 27 out of 33 cases. Table 4
shows the results for DO evaluation. Here BiLSTM classifier provided better
quality for 31 out of 33 cases. The last MD evaluation results are in Table 6
(P, R, F1-score) and Fig. 2 (ROC). BiLSTM outperformed fastText in 31 out
of 36 cases (Table 6). ROC AUC is the same for both classifiers in 4 cases (2 of
them are micro-and macro-average ROC). For the rest of the curves, BiLSTM
outperformed fastText in 7 out of 9 cases. The most interesting phenomenon can
be observed in Table 4 where the differences are the greatest. This may indicate
that the deep neural network is able to capture domain-independent features
(pivots), which is an important capability for domain adaption tasks.

6 Multilingual and Language-Agnostic Regression
Results

Table 6 and 7 show the results for the regression tasks for MSE and R2 measures,
respectively. LASER outperformed fastText in all cases. Figure 3 presents dis-
tribution of the aforementioned measures for fastText-based and LASER-based
models. It is clearly visible that language-agnostic models provide answers almost
without any out-liners from box-plot charts. That means that the general preci-
sion of the system is far better than provided by language-dedicated models.
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Fig. 2. ROC curves for fastText and BiLSTM classifiers.
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Fig. 3. Distribution of MSE (left) and R2 (right) for fastText-based (top) and LASER-
based (bottom) models evaluated for all languages from the dataset combined on all
dimensions.

Table 3. F1-scores for Single Domain evaluation. (Train, Dev, Test) sets for settings
are the same as in Table 2, rows 1–3.

Setting Classifier Trust Joy Anticipation Surprise Disgust Fear Sadness Anger Valence− Valence+ Arousal

1. Hotels fastText 83.41 89.08 77.91 62.63 81.86 65.81 86.04 88.33 88.43 90.53 66.67

BiLSTM 80.83 86.84 82.11 46.62 82.76 63.53 88.46 89.54 89.54 89.74 67.66

2. Medicine fastText 74.14 75.00 75.49 62.00 73.20 45.90 64.32 59.09 56.18 75.37 61.54

BiLSTM 82.47 84.15 80.31 64.38 74.04 83.04 86.33 85.23 82.40 82.18 65.31

3. Other fastText 45.28 62.86 51.52 48.57 46.51 45.28 77.27 48.15 66.67 66.67 62.34

BiLSTM 70.37 80.49 64.71 33.90 62.75 68.66 79.52 65.52 75.95 80.52 65.17
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Table 4. F1-scores for 1-Domain-Out evaluation. (Train/Dev, Test) sets (see
Table 2) for these settings are: 4. (Hotels-Other.Train/Dev, Medicine.Test), 5. (Hotels-
Medicine.Train/Dev, Other.Test), 6. (Medicine-Other.Train/Dev, Hotels.Test).

Setting Classifier Trust Joy Anticipation Surprise Disgust Fear Sadness Anger Valence− Valence+ Arousal

4. Hotels-Other vs
Medicine

fastText 65.54 61.73 58.10 59.03 63.20 71.33 75.27 71.97 72.79 61.44 63.08

BiLSTM 67.52 71.25 70.32 62.62 69.80 74.03 80.40 73.97 76.61 74.56 66.00

5. Hotels-Medicine vs
Other

fastText 42.42 65.96 45.95 20.51 48.65 17.65 25.45 05.71 39.29 61.05 37.50

BiLSTM 56.67 75.00 60.53 51.52 48.39 57.69 61.90 43.48 56.34 73.17 35.29

6. Medicine-Other vs
Hotels

fastText 73.45 71.86 73.25 56.32 71.21 50.96 72.96 76.60 78.26 73.93 35.18

BiLSTM 82.79 87.07 84.76 62.07 82.57 63.44 86.14 87.14 87.07 88.89 51.88

Table 5. Precision, recall and F1-score for Mixed Domains evaluation.

Dim. fastText BiLSTM

P R F P R F

Trust 65.32 79.02 71.52 73.91 82.93 78.16

Joy 70.61 81.14 75.51 77.51 84.65 80.92

Anticip. 72.28 77.66 74.78 79.66 81.91 80.77

Surprise 65.07 64.31 64.69 67.67 59.88 63.54

Disgust 66.80 77.73 71.85 71.71 84.09 77.41

Fear 69.20 77.78 73.24 68.84 81.20 74.51

Sadness 81.73 82.55 82.14 83.88 85.57 84.72

Anger 80.92 78.52 79.70 82.03 89.63 85.66

Valencen 75.79 87.00 81.01 81.31 89.53 85.22

Valencep 73.41 77.41 75.36 77.61 84.10 80.72

Arousal 67.48 69.16 68.31 67.09 66.04 66.56

Avg. 71.69 77.48 74.38 75.57 80.87 78.02

Table 6. MSE of models recognising level of emotions evaluated for all languages
from the dataset. The best model for a specified language (rows) is marked in bold.

Embeddings Language Trust Joy Anticipation Surprise Disgust Fear Sadness Anger Valence- Valence+ Arousal MSEtotal

fastText Dutch 2.4 ± 0.1 2.84 ± 0.12 1.41 ± 0.06 1.38 ± 0.06 1.45 ± 0.06 1.25 ± 0.05 2.12 ± 0.09 2.57 ± 0.11 3.14 ± 0.13 3.27 ± 0.14 1.08 ± 0.05 2.08 ± 0.09

LASER Dutch 1.36 ± 0.04 1.48 ± 0.04 0.87 ± 0.03 1.0 ± 0.03 1.1 ± 0.03 0.84 ± 0.02 1.28 ± 0.04 1.55 ± 0.05 1.72 ± 0.05 1.95 ± 0.06 0.83 ± 0.02 1.27 ± 0.04

fastText English 1.61 ± 0.07 1.77 ± 0.07 1.12 ± 0.05 1.19 ± 0.05 1.25 ± 0.05 1.17 ± 0.05 1.66 ± 0.07 2.0 ± 0.08 2.09 ± 0.09 2.29 ± 0.1 1.08 ± 0.05 1.57 ± 0.07

LASER English 1.39 ± 0.04 1.56 ± 0.05 0.88 ± 0.03 1.0 ± 0.03 1.17 ± 0.03 0.83 ± 0.02 1.31 ± 0.04 1.66 ± 0.05 1.75 ± 0.05 2.18 ± 0.06 0.89 ± 0.03 1.33 ± 0.04

fastText French 1.71 ± 0.07 1.98 ± 0.08 1.17 ± 0.05 1.25 ± 0.05 1.43 ± 0.06 1.26 ± 0.05 1.73 ± 0.07 2.12 ± 0.09 2.22 ± 0.09 2.61 ± 0.11 1.16 ± 0.05 1.69 ± 0.07

LASER French 1.4 ± 0.04 1.57 ± 0.05 0.9 ± 0.03 0.98 ± 0.03 1.11 ± 0.03 0.84 ± 0.02 1.27 ± 0.04 1.54 ± 0.05 1.8 ± 0.05 1.98 ± 0.06 0.85 ± 0.02 1.3 ± 0.04

fastText German 1.55 ± 0.07 1.7 ± 0.07 1.1 ± 0.05 1.19 ± 0.05 1.19 ± 0.05 1.07 ± 0.05 1.55 ± 0.07 1.79 ± 0.08 2.01 ± 0.08 2.22 ± 0.09 1.08 ± 0.05 1.5 ± 0.06

LASER German 1.37 ± 0.04 1.53 ± 0.04 0.87 ± 0.03 0.98 ± 0.03 1.11 ± 0.03 0.85 ± 0.02 1.31 ± 0.04 1.57 ± 0.05 1.76 ± 0.05 1.97 ± 0.06 0.84 ± 0.02 1.29 ± 0.04

fastText Italian 3.02 ± 0.13 3.47 ± 0.15 1.64 ± 0.07 1.2 ± 0.05 1.87 ± 0.08 1.46 ± 0.06 2.63 ± 0.11 3.55 ± 0.15 4.01 ± 0.17 4.45 ± 0.19 1.21 ± 0.05 2.59 ± 0.11

LASER Italian 1.36 ± 0.04 1.51 ± 0.04 0.87 ± 0.03 0.97 ± 0.03 1.04 ± 0.03 0.83 ± 0.02 1.28 ± 0.04 1.49 ± 0.04 1.74 ± 0.05 1.87 ± 0.05 0.83 ± 0.02 1.25 ± 0.04

fastText Polish 2.35 ± 0.1 2.63 ± 0.11 1.26 ± 0.05 1.26 ± 0.05 1.4 ± 0.06 1.19 ± 0.05 1.82 ± 0.08 2.54 ± 0.11 2.95 ± 0.12 2.93 ± 0.12 1.27 ± 0.05 1.96 ± 0.08

fastText Polish KGR10 1.55 ± 0.07 1.6 ± 0.07 1.11 ± 0.05 1.23 ± 0.05 1.19 ± 0.05 1.02 ± 0.04 1.68 ± 0.07 2.06 ± 0.09 1.87 ± 0.08 2.61 ± 0.11 1.25 ± 0.05 1.56 ± 0.07

LASER Polish 1.4 ± 0.04 1.5 ± 0.04 0.88 ± 0.03 0.94 ± 0.03 1.02 ± 0.03 0.87 ± 0.03 1.33 ± 0.04 1.54 ± 0.04 1.72 ± 0.05 1.84 ± 0.05 0.81 ± 0.02 1.26 ± 0.04

fastText Portuguese 1.8 ± 0.08 2.13 ± 0.09 1.22 ± 0.05 1.19 ± 0.05 1.29 ± 0.05 1.24 ± 0.05 1.99 ± 0.08 2.34 ± 0.1 2.42 ± 0.1 2.87 ± 0.12 1.17 ± 0.05 1.79 ± 0.08

LASER Portuguese 1.34 ± 0.04 1.5 ± 0.04 0.89 ± 0.03 0.99 ± 0.03 1.12 ± 0.03 0.83 ± 0.02 1.27 ± 0.04 1.54 ± 0.04 1.72 ± 0.05 1.97 ± 0.06 0.83 ± 0.02 1.27 ± 0.04

fastText Russian 1.54 ± 0.06 1.83 ± 0.08 1.02 ± 0.04 1.01 ± 0.04 1.17 ± 0.05 1.09 ± 0.05 1.58 ± 0.07 1.75 ± 0.07 2.09 ± 0.09 2.18 ± 0.09 0.88 ± 0.04 1.47 ± 0.06

LASER Russian 1.34 ± 0.04 1.48 ± 0.04 0.86 ± 0.03 0.99 ± 0.03 1.06 ± 0.03 0.89 ± 0.03 1.32 ± 0.04 1.56 ± 0.05 1.71 ± 0.05 1.9 ± 0.06 0.85 ± 0.03 1.27 ± 0.04

fastText Spanish 1.72 ± 0.07 1.85 ± 0.08 1.24 ± 0.05 1.3 ± 0.05 1.2 ± 0.05 1.17 ± 0.05 1.79 ± 0.08 2.07 ± 0.09 2.23 ± 0.09 2.41 ± 0.1 1.12 ± 0.05 1.65 ± 0.07

LASER Spanish 1.36 ± 0.04 1.49 ± 0.04 0.87 ± 0.03 1.0 ± 0.03 1.09 ± 0.03 0.85 ± 0.02 1.3 ± 0.04 1.54 ± 0.05 1.72 ± 0.05 1.97 ± 0.06 0.84 ± 0.02 1.28 ± 0.04
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Table 7. R2 of models recognising level of emotions evaluated for all languages from
the dataset. The best model for a specified language (rows) is marked in bold.

Embeddings language trust Joy Anticipation Surprise Disgust Fear Sadness Anger Negative Positive Arousal R2
total

fastText Dutch 45.0 ± 1.89 41.71 ± 1.76 28.31 ± 1.19 −4.86 ± −0.2 50.85 ± 2.14 34.53 ± 1.45 42.06 ± 1.77 51.17 ± 2.15 44.52 ± 1.87 50.54 ± 2.13 30.98 ± 1.3 37.71 ± 1.59

LASER Dutch 68.87 ± 2.02 69.55 ± 2.04 55.76 ± 1.63 24.21 ± 0.71 62.74 ± 1.84 56.09 ± 1.64 64.94 ± 1.9 70.68 ± 2.07 69.74 ± 2.04 70.42 ± 2.06 47.28 ± 1.39 60.02 ± 1.76

fastText English 63.13 ± 2.66 63.61 ± 2.68 43.19 ± 1.82 9.69 ± 0.41 57.49 ± 2.42 39.16 ± 1.65 54.6 ± 2.3 62.15 ± 2.62 63.13 ± 2.66 65.3 ± 2.75 30.97 ± 1.3 50.22 ± 2.11

LASER English 68.08 ± 1.99 68.03 ± 1.99 55.26 ± 1.62 23.75 ± 0.7 60.18 ± 1.76 56.86 ± 1.67 64.25 ± 1.88 68.45 ± 2.01 69.05 ± 2.02 67.02 ± 1.96 43.5 ± 1.27 58.58 ± 1.72

fastText French 60.9 ± 2.56 59.27 ± 2.5 40.81 ± 1.72 4.66 ± 0.2 51.25 ± 2.16 34.26 ± 1.44 52.57 ± 2.21 59.71 ± 2.51 60.81 ± 2.56 60.51 ± 2.55 26.11 ± 1.1 46.44 ± 1.96

LASER French 67.93 ± 1.99 67.8 ± 1.99 54.31 ± 1.59 25.71 ± 0.75 62.11 ± 1.82 56.08 ± 1.64 65.13 ± 1.91 70.71 ± 2.07 68.25 ± 2.0 70.02 ± 2.05 45.64 ± 1.34 59.43 ± 1.74

fastText German 64.43 ± 2.71 65.04 ± 2.74 44.05 ± 1.85 9.8 ± 0.41 59.58 ± 2.51 43.94 ± 1.85 57.65 ± 2.43 66.04 ± 2.78 64.53 ± 2.72 66.42 ± 2.8 30.95 ± 1.3 52.04 ± 2.19

LASER German 68.6 ± 2.01 68.49 ± 2.01 55.78 ± 1.63 25.14 ± 0.74 62.31 ± 1.83 55.62 ± 1.63 64.22 ± 1.88 70.26 ± 2.06 68.94 ± 2.02 70.18 ± 2.06 46.18 ± 1.35 59.61 ± 1.75

fastText Italian 30.73 ± 1.29 28.72 ± 1.21 17.07 ± 0.72 8.44 ± 0.36 36.46 ± 1.53 23.99 ± 1.01 28.04 ± 1.18 32.61 ± 1.37 29.22 ± 1.23 32.52 ± 1.37 23.02 ± 0.97 26.44 ± 1.11

LASER Italian 68.85 ± 2.02 68.98 ± 2.02 56.01 ± 1.64 26.16 ± 0.77 64.53 ± 1.89 56.56 ± 1.66 64.86 ± 1.9 71.72 ± 2.1 69.33 ± 2.03 71.73 ± 2.1 47.11 ± 1.38 60.53 ± 1.77

fastText Polish 46.11 ± 1.94 45.96 ± 1.94 36.02 ± 1.52 3.84 ± 0.16 52.52 ± 2.21 37.64 ± 1.58 50.27 ± 2.12 51.82 ± 2.18 47.99 ± 2.02 55.64 ± 2.34 18.82 ± 0.79 40.6 ± 1.71

fastText Polish KGR10 64.6 ± 2.72 67.04 ± 2.82 43.81 ± 1.84 6.46 ± 0.27 59.59 ± 2.51 46.7 ± 1.97 54.06 ± 2.28 60.84 ± 2.56 67.05 ± 2.82 60.42 ± 2.54 20.3 ± 0.85 50.08 ± 2.11

LASER Polish 68.04 ± 1.99 69.23 ± 2.03 55.17 ± 1.62 28.14 ± 0.82 65.27 ± 1.91 54.41 ± 1.59 63.56 ± 1.86 70.88 ± 2.08 69.6 ± 2.04 72.08 ± 2.11 48.2 ± 1.41 60.42 ± 1.77

fastText Portuguese 58.77 ± 2.47 56.29 ± 2.37 38.12 ± 1.6 9.46 ± 0.4 56.14 ± 2.36 35.39 ± 1.49 45.42 ± 1.91 55.65 ± 2.34 57.35 ± 2.41 56.53 ± 2.38 25.57 ± 1.08 44.97 ± 1.89

LASER Portuguese 69.23 ± 2.03 69.17 ± 2.03 54.83 ± 1.61 24.58 ± 0.72 61.79 ± 1.81 56.59 ± 1.66 65.22 ± 1.91 70.87 ± 2.08 69.61 ± 2.04 70.14 ± 2.06 47.21 ± 1.38 59.93 ± 1.76

fastText Russian 64.65 ± 2.72 62.37 ± 2.63 48.28 ± 2.03 22.86 ± 0.96 60.06 ± 2.53 42.85 ± 1.8 56.83 ± 2.39 66.76 ± 2.81 63.16 ± 2.66 66.91 ± 2.82 43.98 ± 1.85 54.43 ± 2.29

LASER Russian 69.26 ± 2.03 69.62 ± 2.04 56.23 ± 1.65 24.71 ± 0.72 63.86 ± 1.87 53.78 ± 1.58 63.71 ± 1.87 70.47 ± 2.06 69.77 ± 2.04 71.17 ± 2.09 45.49 ± 1.33 59.82 ± 1.75

fastText Spanish 60.61 ± 2.55 62.07 ± 2.61 37.25 ± 1.57 0.83 ± 0.03 59.01 ± 2.48 38.71 ± 1.63 51.09 ± 2.15 60.79 ± 2.56 60.72 ± 2.56 63.49 ± 2.67 28.33 ± 1.19 47.54 ± 2.0

LASER Spanish 68.84 ± 2.02 69.28 ± 2.03 55.89 ± 1.64 24.17 ± 0.71 62.86 ± 1.84 55.69 ± 1.63 64.36 ± 1.89 70.76 ± 2.07 69.71 ± 2.04 70.19 ± 2.06 46.57 ± 1.36 59.85 ± 1.75

7 Conclusions

In this preliminary study, we focused on basic neural language models to prepare
and evaluate baseline approaches to recognise emotions, valence, and arousal in
multidomain textual reviews. Further plans include the evaluation of hybrid
approaches combining ML and lexico-syntactic rules augmented with semantic
analysis of word meanings. We also plan to automatically expand the annotations
of word meanings to the rest of the plWordNet using the propagation methods
presented in [18,19]. We intend to test other promising methods later, such
as Google BERT [6], OpenAI GPT-2 [33] and domain dictionary construction
methods utilising WordNet [22].

Automatic emotion annotation has both scientific and applied value. In recent
decades, the rapid growth of the Internet produced the big data revolution by
making unprecedented amounts of data available [16]. This also includes tex-
tual data coming directly from social media and other sources. Modern busi-
ness collects vast amounts of customers’ opinions and attitudes associated with
brands and products. In this context, monitoring opinions, reactions, and emo-
tions present great value, as they fuel people’s decisions and behaviour [38].
However, most of the existing solutions are still limited to manual annotation
and simplified methods of analysis (Table 5).

The large database built in the Sentimenti project covers a wide range of Pol-
ish vocabulary and introduces an extensive emotive annotation of word meanings
in terms of their valence, arousal, as well as basic emotions. The results of such
research can be used in several applications – media monitoring, chatbots, stock
price forecasting, search engine optimisation for advertisements, and other types
of content.

We also provide a preliminary overview of ML methods for automatic analysis
of people’s opinions in terms of expressed emotions and their attitudes. Since
our results are based on the data obtained from a wide cross-section of Polish
population, we can adapt our method to specific target groups of people. This
introduces the much needed human aspect to artificial intelligence and ML in
natural language processing.
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Language-agnostic embedding models (LASER) can not only provide multi-
lingual vector representations of the text, but they can also outperform single-
language dedicated models (fastText) while being used in the same monolingual
manner. Even though LASER operates on the sentence level and fastText on the
word level, the models based on the former were able to achieve better results
each time. It not only achieves similar performance, but in many cases outper-
forms them by orders of magnitude, providing a more accurate measurement of
the level of intensity of emotion.

8 Further Work and Data Availability

In the future, we want to explore other model architectures that are also able
to incorporate human context in emotion prediction. This approach makes it
possible to determine not only what emotions a text in general is likely to evoke,
but more importantly, what emotions it evokes for a particular human. We have
already done some work on this topic [15,17,21,27]. We are currently planning to
focus on using personalized architectures based on transformers and finetuning
transformers with information about the human context.

Currently, a subset of 6,000 annotated word meanings is available in open
access8 along with the accompanying publication [41]. Also, a small number of
text reviews (100 documents) translated into 11 languages with full annotations
were made available as part of the work [21] on the CLARIN-PL repository.9
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cal bandwidth and excess mass. TEST 28(3), 900–919 (2018). https://doi.org/10.
1007/s11749-018-0611-5

2. Artetxe, M., Schwenk, H.: Massively multilingual sentence embeddings for zero-
shot cross-lingual transfer and beyond. Trans. Assoc. Comput. Linguist. 7, 597–610
(2019)

3. Badjatiya, P., Gupta, S., Gupta, M., Varma, V.: Deep learning for hate speech
detection in tweets. In: Proceedings of the 26th International Conference on World
Wide Web Companion, pp. 759–760. International World Wide Web Conferences
Steering Committee (2017)

4. Baziotis, C., Pelekis, N., Doulkeridis, C.: Datastories at SemEval-2017 Task 4:
deep LSTM with attention for message-level and topic-based sentiment analysis. In:
Proceedings of the 11th International Workshop on Semantic Evaluation (SemEval-
2017), pp. 747–754 (2017)

5. Bojanowski, P., Grave, E., Joulin, A., Mikolov, T.: Enriching word vectors with
subword information. Trans. Assoc. Comput. Linguist. 5, 135–146 (2017)

6. Devlin, J., Chang, M.W., Lee, K., Toutanova, K.: BERT: pre-training of
deep bidirectional transformers for language understanding. arXiv preprint
arXiv:1810.04805 (2018)

8 https://osf.io/f79bj.
9 https://github.com/CLARIN-PL/human-bias.

https://doi.org/10.1007/s11749-018-0611-5
https://doi.org/10.1007/s11749-018-0611-5
http://arxiv.org/abs/1810.04805
https://osf.io/f79bj
https://github.com/CLARIN-PL/human-bias


Multilingual Recognition of Emotions, Valence and Arousal in Text Reviews 229

7. Ekman, P.: An argument for basic emotions. Cogn. Emot. 6(3–4), 169–200 (1992)
8. Felbo, B., Mislove, A., Søgaard, A., Rahwan, I., Lehmann, S.: Using millions of

emoji occurrences to learn any-domain representations for detecting sentiment,
emotion and sarcasm. In: Proceedings of the 2017 Conference on Empirical Meth-
ods in Natural Language Processing, pp. 1615–1625 (2017)

9. Habibi, M., Weber, L., Neves, M., Wiegandt, D.L., Leser, U.: Deep learning with
word embeddings improves biomedical named entity recognition. Bioinformatics
33(14), i37–i48 (2017). https://doi.org/10.1093/bioinformatics/btx228

10. Hartigan, J.A., Hartigan, P.M., et al.: The dip test of unimodality. Ann. Stat.
13(1), 70–84 (1985)

11. Hartigan, J.A., Wong, M.A.: Algorithm as 136: a K-means clustering algorithm. J.
R. Stat. Soc. Ser. C Appl. Stat. 28(1), 100–108 (1979)

12. Hripcsak, G., Rothschild, A.S.: Technical brief: agreement, the F-measure, and
reliability in information retrieval. JAMIA 12(3), 296–298 (2005). https://doi.org/
10.1197/jamia.M1733
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Abstract. To our knowledge, the majority of human language process-
ing technologies for low-resource languages don’t have well-established
linguistic resources for the development of sentiment analysis applica-
tions. Therefore, it is in dire need of such tools and resources to over-
come the NLP barriers, so that, low-resource languages can deliver more
benefits. In this paper, we fill that gap by providing its first annotated
corpora for Uzbek language polarity classification. Our methodology con-
siders collecting a medium-size manually annotated dataset and a larger-
size dataset automatically translated from existing resources. Then, we
use these datasets to train what, to our knowledge, are the first sen-
timent analysis models on the Uzbek language, using both traditional
machine learning techniques and recent deep learning models. Both sets
of techniques achieve similar accuracy (the best model on the manu-
ally annotated test set is a convolutional neural network with 88.89%
accuracy, and on the translated set, a logistic regression with 89.56%
accuracy); with the accuracy of the deep learning models being limited
by the quality of available pre-trained word embeddings.
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1 Introduction

The Natural Language Processing (NLP) field has achieved high accuracy
results, allowing the creation of useful applications that play an important role in
many areas now. In particular, the adoption of deep learning models has boosted
accuracy figures across a wide range of NLP tasks. As a part of this trend, sen-
timent classification, a prominent example of the applications of NLP, has seen
substantial gains in performance by using deep learning approaches compared
to its predecessor approaches [2]. However, this is the case for only about twenty
high-resource languages out of seven thousand, so that, low-resource languages
still lack access to those performance improvements. Neural network models,
which have gained wide popularity in recent years, are generally considered as
the best supervised sentiment classification technique for resource-rich languages
so far [2,23,27], but they require significant amounts of annotated training data
to work well.

Meanwhile, the fact that a language can be considered a low-resource lan-
guage does not necessarily mean that it is spoken by a small community. For
instance, the language we focus on in this paper is Uzbek, which is spoken by
more than 33 million native speakers in Uzbekistan as well as elsewhere in Cen-
tral Asia and a part of China.1

It is also important to point out that NLP tools in general, and sentiment
analysis tools in particular, benefit from taking into account the particularities
of the language under consideration [9,24]. Uzbek is a Turkic language that is
the first official and only declared national language of Uzbekistan. The language
of Uzbeks (in native language: O’zbek tili or O’zbekcha) is a null-subject, agglu-
tinative language and has many dialects, varying widely from region to region,
which introduces more difficult problems to tackle.2

The main contributions of this paper are:

1. The creation of the first annotated dataset for sentiment analysis in Uzbek
language, obtained from reviews of the top 100 Google Play Store applications
used in Uzbekistan. This manually annotated dataset contains 2500 positive
and 1800 negative reviews. Furthermore, we have also built a larger dataset by
automatically translating (using Google Translate API) an existing English
dataset3 of application reviews. The translated dataset has ≈10K positive and
≈10K negative app reviews, after manually eliminating the major machine
translation errors by either correcting or removing them completely.

2. The definition of the baselines for sentiment analyses in Uzbek by consider-
ing both traditional machine learning methods as well as recent deep learn-
ing techniques fed with fastText pre-trained word embeddings.4 Although all

1 https://en.wikipedia.org/wiki/Uzbek language.
2 Little information about Uzbek languages is available in English. A good starting

point for readers who are interested could be: http://aboutworldlanguages.com/
uzbek.

3 https://github.com/amitt001/Android-App-Reviews-Dataset.
4 https://fasttext.cc.

https://en.wikipedia.org/wiki/Uzbek_language
http://aboutworldlanguages.com/uzbek
http://aboutworldlanguages.com/uzbek
https://github.com/amitt001/Android-App-Reviews-Dataset
https://fasttext.cc
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the tested models are relatively accurate and differences between models are
small, the neural network models tested do not manage to substantially out-
perform traditional models. We believe that the quality of currently available
pre-trained word embeddings for Uzbek is not enough to let deep learning
models perform at their full potential.

3. The definition of the steps for translating an available dataset automatically
to a low-resource language, analysing the quality loss in the case of English-
Uzbek translation.

All the resources, including the datasets, the list of top 100 apps whose
reviews were collected, the source code used to collect the reviews and the one
for baseline classifiers, are publicly available at the project’s repository.5

The remainder of this paper is organized as follows: after this Introduction,
Sect. 2 describes related work that has been done so far. It is followed by a
description of the methodology in Sect. 3 and continues with Sect. 4 which focuses
on Experiments and Results. The final Sect. 5 concludes the paper and highlights
the future work.

2 Related Work

We only know of one existing sentiment analysis resource for the Uzbek language:
a multilingual collection of sentiment lexicons presented in [4] that includes
Uzbek, but the Uzbek lexicon is very small and is not evaluated on an actual
sentiment analysis system or dataset. To our knowledge, there are no existing
annotated corpora on which it could be evaluated.

There has been some relevant work on Uzbek language so far, such as rep-
resentation of Uzbek morphology [15], morpheme alignment [12], transliteration
between Latin and Cyrillic scripts [14], as well as Uzbek word-embeddings [11,
13]. After completion of the work described in this paper, there has been a rise
in publication of work in sentiment analysis and text classification on Uzbek
language by other authors as well [19–21].

Other languages of the Turkic family such as Turkish and Kazakh have made
considerable progress in the field. For example, a system for unsupervised sen-
timent analysis on Turkish texts is presented in [25], based on a customization
of SentiStrength (Thelwall and Paltoglou) by translating its polarity lexicon
to Turkish, obtaining a 76% accuracy in classifying Turkish movie reviews as
positive or negative.

Sentiment analysis of Turkish political news in online media was studied
in [10] using four different classifiers (Naive Bayes, Maximum Entropy, SVM,
and character-based n-gram language models) with a variety of text features
(frequency of polar word unigrams, bigrams, root words, adjectives and effective
polar words) concluding that the Maximum Entropy and the n-gram models are
more effective when compared to SVM and Naive Bayes, reporting an accuracy
of 76% for binary classification.

5 https://github.com/elmurod1202/uzbek-sentiment-analysis.

https://github.com/elmurod1202/uzbek-sentiment-analysis
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A sentiment analysis system for Turkish that gets a 79.06% accuracy in
binary sentiment classification of movie reviews is described in [6], but it needs
several linguistic resources and tools, such as a dependency parser and a WordNet
annotated with sentiment information, which are not available for Uzbek.

[26] presented a rule-based sentiment analysis system for Kazakh working
on a dictionary, morphological rules and an ontological model, achieving 83%
binary classification accuracy for simple sentences. [16] one of the author created
stemming tool for Uzbek language which is very handy for using it sentiment
analysis.

A modern Deep Learning approach for solving Kazakh and Russian-language
Sentiment Analysis tasks was investigated in [22]. Particularly, Long Short-
Term Memory (LSTM) was used to handle long-distance dependencies,and word
embeddings (word2vec, GloVe) were used as the main feature.

3 Methodology

3.1 Data Collection

When it comes to choosing an available source to collect data for low-resource
languages, the usual approach for resource-rich languages, such as Twitter data
[28] or movie reviews [3], may not qualify and end up being very scarce or not
sufficient to work with. So one has to find out what is the most widespread web
service from which a large amount of open data can be collected for a specific
low-resource language. In the case of Uzbek, most of its speakers use mobile
devices for accessing the Internet, and Android retains a share of more than
85% of the mobile Operating Systems market (as of February 2019).6 This is the
reason why the reviews of Google Play Store Applications have been chosen as
the data source for our research.

We selected the list of top 100 applications used in Uzbekistan, retrieving
for each review its text and its associated star rating (from 1 to 5 stars). In
order to promote future research on the Uzbek language, the project repository
that has been created to share the sources of this paper contains a file with the
list of URLs for those apps and the Python script for crawling the Play Store
reviews. Due to Google’s anti-spam and anti-DDOS policies, there are certain
limitations on harvesting data, such as that only the most relevant 40 reviews
can be obtained in a single request and up to 4500 in several requests (the
corresponding source code has also been included).

3.2 Pre-processing

We observed that the collection of texts (together with the associated star rat-
ings) downloaded by the above procedure was noisy, so we performed a correction
process. The comments containing only emojis, names or any other irrelevant
content, such as username mentions, URLs or specific app names were removed.
6 http://gs.statcounter.com/os-market-share/mobile/uzbekistan.

http://gs.statcounter.com/os-market-share/mobile/uzbekistan
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Fig. 1. Savodxon.uz: Online Cyrillic to Latin alphabet transformation tool, specifically
for Uzbek language. (The example text in English: “The app is nicely created, I have
no complaints”)

Those written in languages different from Uzbek (mostly in Russian and some
in English) were manually translated. There is another small inconvenience, spe-
cific to dealing with Uzbek texts: although currently the official and most-used
alphabet for the language is the Latin one, some people still tend to write in the
Cyrillic alphabet, which was the official alphabet decades ago and is still used
in practice [7]. Those Cyrillic comments were collected and transformed to the
Latin one using an available online tool.7 A small example is shown in Fig. 1.

3.3 Annotation

This paper is intended to present only a binary classified dataset, so the main
task was to label the reviews as positive or negative. A neutral class was not
considered for the sake of simplicity since this is, to our knowledge, the first
sentiment analysis dataset for our chosen language, so we preferred to start from
the simplest setting. The annotation process was done by two native Uzbek
speakers manually labeling the reviews, giving them a score of either 0 or 1,
meaning that the review is either negative or positive, respectively. A third
score was obtained from the dataset’s rating column as follows:

– Reviews with 4- and 5-star ratings were labeled as positive (1);
– Reviews with 1- and 2-star ratings were labeled as negative (0);
– The majority of reviews with 3-star rating also turned out to have negative

opinion so we labeled them as negative (0) as well, but both annotators
removed the objective reviews.

Finally, the review was given a polarity according to the majority label. This
process resulted into 2500 reviews annotated as positive and 1800 as negative.

3.4 Translation

In order to further extend the resources to support sentiment analysis, another
larger dataset was obtained through machine translation. An available English
dataset of positive and negative reviews of Android apps, containing 10000

7 Online Cyrillic to Latin transformation tool: https://savodxon.uz.

https://savodxon.uz
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reviews of each class, was automatically translated using MTRANSLATE8: an
unofficial Google Translate API from English to Uzbek. The next step was to
determine whether the translation was accurate enough to work with. Thus, we
manually went through the translation results quickly and examined a random
subset of the reviews, large enough to make a reasonable decision on overall accu-
racy. Although the translation was not clear enough to use for daily purposes,
the meaning of the sentences was approximately preserved, and in particular, the
sentiment polarity was kept (except for very few exceptional cases). An example
of the translation can be seen in Fig. 2.

Fig. 2. An example of the translation process on two random negative reviews. As can
be observed, the polarity of the comments is preserved.

As a result, we have obtained two datasets with the sizes shown in Table 1.
While the translated dataset is quite balanced, the manually annotated dataset
has about 3:4 ratio of negative to positive reviews. Each of the datasets has been
split into a training and a test set following a 90:10 ratio, for the experiments in
the next section.

4 Experiments and Results

To create the baseline models for Uzbek sentiment analysis, we chose various
classifiers from different families, including different methods of Logistic Regres-
sion (LR), Support Vector Machines (SVM), and recent Deep Learning methods,
8 https://github.com/mouuff/mtranslate.

https://github.com/mouuff/mtranslate
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Table 1. Number of reviews per dataset and polarity class

Datasets Positive Negative Total

Manual dataset 2500 1800 4300

Translated dataset 9632 8853 18485

such as Recurrent Neural Networks (RNN) and Convolutional Neural Networks
(CNN).

Table 2. Accuracy results with different training and test sets. ManualTT - Manu-
ally annotated Training and Test sets. TransTT - Translated Training and Test sets.
TTMT - Translated dataset for Training, Annotated dataset for Test set.

Methods used ManualTT TransTT TTMT

SVM based on linear kernel model 0.8002 0.8588 0.7756

Logistic regression model based on word ngrams 0.8547 0.8810 0.7720

Recurrent + convolutional neural network 0.8653 0.8864 0.7850

RNN with fastText pre-trained word embeddings 0.8782 0.8832 0.7996

Log. Reg. model based on word and char ngrams 0.8846 0.8956 0.8145

RNN without pre-trained embeddings 0.8868 0.8832 0.8052

Log. Reg. model based on character ngrams 0.8868 0.8945 0.8021

Convolutional Neural Network (Multichannel) 0.8888 0.8832 0.8120

We implemented LR and SVM models by means of the Scikit-Learn [17]
machine learning library in Python with default configuration parameters. For
the LR models, we implemented a variant based on word n-grams (unigrams and
bigrams), and one with character n-grams (with n ranging from 1 to 4). We also
tested a model combining said word and character n-gram features.

In the case of Deep Learning models, we used Keras [5] on top of Tensor-
Flow [1]. We use as input the FastText pre-trained word embeddings of size
300 [8] for Uzbek language, that were created from Wiki pages and Common-
Crawl,9 which, to our knowledge, are the only available pre-trained word embed-
dings for Uzbek language so far. The source code for all the chosen baseline
models is available on the project’s GitHub repository.

For the CNN model, we used a multi-channel CNN with 256 filters and three
parallel channels with kernel sizes of 2,3 and 5, and dropout of 0.3. The output
of the hidden layer is the concatenation of the max pooling of the three channels.
For RNN, we use a bidirectional network of 100 GRUs. The output of the hidden
layer is the concatenation of the average and max pooling of the hidden states.
For the combination of deep learning models, we stacked the CNN on top of

9 http://commoncrawl.org.

http://commoncrawl.org
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the GRU. In the three cases, the final output is obtained through a sigmoid
activation function applied on the previous layer. In all cases, Adam optimization
algorithm, an extension of stochastic gradient descent, was chosen for training,
with standard parameters: learning rate α = 0.0001 and exponential decay rates
β1 = 0.9 and β2 = 0.999. Binary cross-entropy was used as loss function.

As our performance metric, we use classification accuracy. This is the most
intuitive performance measure for a binary classifier, and it is merely a ratio of
correctly predicted observations to total observations [18].

accuracy =
∑

true positive +
∑

true negative
∑

total population

Since we have worked on relatively small dataset, other metrics, such as the
runtime complexity and memory allocations were not taken into account.

Table 2 shows the accuracy obtained in three different configurations: a first
one working on the manually annotated dataset (ManualTT), a second one on
the translated dataset (TransTT) and a third one in which training was per-
formed on translated dataset while testing was performed on the manually anno-
tated dataset.

The LR based on word n-grams obtained a binary classification accuracy
of 88.1% on the translated dataset, while the one based on character n-grams,
with its better handling of misspelled words, improved it to 89.45%. To take
advantage of both methods, we combined the two and got 89.56% accuracy, the
best performance for the translated dataset obtained in this paper. The deep
learning models have shown accuracies ranging from 86.53% (using RNN+CNN)
to 88.88% (using Multichannel CNN) on our manually annotated dataset, the
latter being the best result on this dataset, while the RNN+CNN combination
performed well on the translated dataset with 88.64% average accuracy, slightly
better than others (88.32% for single RNN and CNN models).

Table 3 shows per-class metrics of our best result on the translated dataset,
obtained from the LR model based on word and character n-grams trained on
that same dataset. Although the results obtained have been good in general
terms, those obtained for deep learning models have not clearly surpassed the
results obtained by other classifiers. This is mainly due to some of the complex-
ities of Uzbek language. Indeed, Uzbek morphology [15] is highly agglutinative,
and this aspect makes it harder to rely on word embeddings: a single word can
have more than 200 forms generated by adding suffixes, sometimes even an entire
sentence in English language can be described by one word. An example of how
agglutinative the language is shown in Fig. 3.

Table 3. Performance metrics of the best result on the translated dataset.

Classes Precision Recall F1-score

Negative 0.89 0.91 0.90

Positive 0.90 0.88 0.89
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Fig. 3. An example of the agglutinative aspect of Uzbek language. Here we describe
how just one Uzbek word can correspond to an entire sentence in English.

This agglutinative nature of Uzbek poses a major challenge for the defini-
tion of word embeddings. In our experiments, we could not associate a word-
embedding to about 37% of words occurring in reviews. The reason for that
was the noise of the reviews dataset we used, and which contained a large
amount of misspelled words. Additionally, while our dataset contains only words
in Latin alphabet, about the half of the word embeddings we used were in Cyril-
lic, decreasing the chance of the word to be found.

5 Conclusion and Future Work

In this paper, we have presented a new Sentiment Analysis dataset for Uzbek lan-
guage, collected from the reviews of Top 100 Android applications in Uzbekistan
in Google Play Store. This dataset contains 4300 negative and positive reviews
with a 3:4 ratio between the respective classes. It was manually annotated by
two annotators, also considering the star rating provided by the reviewers. We
also presented another new and relatively larger (20K) dataset of the same type,
but this time it was automatically translated to Uzbek using Google Translate
from an existing app review dataset in English language.

From the results of the experiments presented here, one can conclude that
deep learning models do not perform better in sentiment classification than clas-
sic models for a low-resource language. We achieved our best accuracy (89.56%)
on the translated dataset using a logistic regression model using word and char-
acter n-grams. The modern deep learning approaches have shown very similar
results, without substantially outperforming classic ones in accuracy as they tend
to do when used for resource-rich languages. We believe this to be due to lack
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of resources to feed the deep learning models: for example, the pre-trained word
embeddings need to be enhanced (trained on a larger dataset) in order to benefit
from the recent methods.

Our future work will be focused on creating more fundamental resources
for the Uzbek language, such as tagged corpora, pre-trained word embeddings,
lexicon and treebanks allowing us to build essential NLP tools, like part-of-speech
taggers and parsers, which in turn can be used to improve sentiment analysis
and other NLP tasks. An alternative to improve the deep learning models tested
in this work would be to use character embeddings, which should be a good fit
for an agglutinative language because they can capture information about parts
of words and reduce the sparsity due to the large number of different words.
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Abstract. Detecting emotions from a text can be challenging, espe-
cially if we do not have any annotated corpus. We propose to use book
dialogue lines and accompanying phrases to obtain utterances annotated
with emotion vectors. We describe two different methods of achieving this
goal. Then we use neural networks to train models that assign a vector
representing emotions for each utterance. These solutions do not need
any corpus of texts annotated explicitly with emotions because infor-
mation about emotions for training data is extracted from dialogues’
reporting clauses. We compare the performance of both solutions with
other emotion detection algorithms.

Keywords: Emotion detection · Sentiment analysis · Text-based
emotion detection

1 Introduction

1.1 Sentiment Analysis and Emotion Detection

Sentiment analysis can be described as the use of computational linguistics meth-
ods to identify, extract and analyze non-factual information. Emotion detection
involves extracting and analyzing emotions from data and can be viewed as a
sub-field of sentiment analysis. The notion of sentiment analysis is often used in
a narrower sense: as the analysis of sentiment polarity of words and sentences
(positive vs. negative vs. neutral).

1.2 Related Work

The importance of both sentiment analysis and emotion detection continuously
increases because of their application in market analysis and opinion mining [30].

Most of the research in the domain of sentiment analysis focuses on classifying
texts as positive or negative [8,25]. Emotion detection and analysis is a relatively
new research field in natural language processing, but the study of emotions has
a long history in psychology and sociology [8]. The majority of popular emo-
tion models treat an emotional state as a combination of some basic emotions.
Plutchik distinguished 8 basic emotions [26], while Ekman distinguished 6 basic
emotions [11].
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Traditional emotion classification consists of assigning one or more emotion
categories to a given text fragment (an utterance, a sentence, or a document).
Systems for emotion classification have been developed so far for different kinds
of text, like children fairy tales [4], newspaper headlines [30], poems [6] or blog
posts [5,14]. There are also studies on extracting the intensity of emotions from
text [22]. Sometimes detection of emotions in texts is assisted by analyzing emo-
tions in speech so that one can use additional non-lexical features [19].

However, most of these studies are conducted for the English language. There
are several studies on detecting emotions in texts for other languages, includ-
ing French (emotion lexicon – [3], Spanish (emotion detection in tweets – [13],
Chinese (emotion detection in tweets – [32] or Japanese (text-based affect anal-
ysis – [27]. This paper focuses on Polish, which is not well studied in the field
of emotion analysis. However, presented methods are language-independent and
could also be used for other languages, provided that adequate text corpora are
available.

1.3 Emotion Models: The Wheel and the Hourglass

Robert Plutchik in his “wheel of emotions” theory distinguished 8 basic emo-
tions, arranged in 4 pairs of opposite emotions: joy—sadness, trust—disgust,
fear—anger, surprise—anticipation [26]. He claims that every emotion can be
viewed as a combination of these 8 basic emotions, e.g. love = joy + trust or
pessimism = sadness + anticipation. Moreover, all emotions can occur in varying
degrees of intensity, e.g. annoyance is weak anger and terror is strong fear.

The hourglass of emotions is an extension of this model [7]. It uses a
4-dimensional space to represent emotions, with 4 dimensions equivalent to
Plutchik’s basic emotion pairs (see Table 1).

Table 1. Four dimensions of the hourglass model of emotions.

dimension −1 ←→ +1

Pleasantness Sadness ←→ Joy

Attention Surprise ←→ Anticipation

Sensitivity Fear ←→ Anger

Aptitude Disgust ←→ Trust

In the hourglass model, every emotion can be represented as a vector
(P,At, S,Ap) ∈ [−1, 1]4, where P stands for pleasantness, At – attention, S
– sensitivity, and Ap – aptitude. Such a vector is called a sentic vector by the
authors. We will call it also simply an emotion vector.

The hourglass model allows us to represent not only basic emotions (e.g. joy
is represented as a vector (0.5, 0, 0, 0)) and derivative emotions (e.g. anxiety =
anticipation + fear is represented as (0, 0.5,−0.5, 0)) but also varying degrees
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of emotion intensity (e.g. rage = strong anger as (0, 0, 1, 0)) and the entire
spectrum of mixed emotions (e.g. (−0.9, 0.5, 0.1,−0.4)). Conversely, every vector
(P,At, S,Ap) ∈ [−1, 1]4 can be seen as representing some emotional state.

1.4 Challenges in Analysis of Sentiment and Emotions

Many methods of emotion and sentiment analysis are lexicon-based [32]. There
are various possible ways of combining individual sentiment (or emotions) to
obtain the overall sentiment of an utterance [16].

However, one must keep in mind that the emotional tone of a text is mostly
not a simple combination of emotions related to particular words [21]. Though
of neutral sentiment itself, some expressions significantly impact the sentiment
of a whole utterance (e.g., negation or modal verbs). The same word can carry
different sentiments or emotions depending on the context. In addition, there are
such phenomena as sarcasm, irony, humor, metaphors, or colloquial expressions.
Sometimes, unambiguous determination of utterance’s sentiment may be chal-
lenging even for a human recipient. Some research studies are trying to deal with
the challenges mentioned above, e.g., recognizing and processing humor [10] or
detecting irony [29].

On the other hand, the important challenge for machine-learning-based emo-
tion classification of texts is the lack of reliable training data [4]. While finding
annotated data for classic sentiment analysis (positive/negative) is relatively
easy (many online review systems involve some rating or scoring opinions), texts
annotated explicitly with emotions are virtually impossible to find in the wild.
For some types of texts, like e.g. Twitter or Facebook posts, creating an anno-
tated corpora of sentences and emotions can be made using emoticons [24,32]
or hashtags [20]. It can be implied from these examples that in order to create
a useful training corpus indirectly, we should find texts containing some “meta-
data” that can be used as an indication of emotion. What kinds of text can serve
this purpose, and how to obtain them, are crucial questions in this context.

1.5 Research Goals

Dialogues in books seem to be a natural example of such texts with “metadata”.
Usually, it is dialogues, not narratives, that carry an emotional charge of the
story. Moreover, dialogues are often accompanied by reporting clauses and other
descriptions of the manner of speaking.

The primary goal of our research was to investigate to what extent book
dialogues are useful as a dataset for training text-based emotion models. We
also wanted to explore which methods of obtaining emotion-related data from
such texts perform best.

The availability of an annotated corpus of dialogues prepared for another
study was an additional incentive for conducting this research. We thought it
would be interesting to see if such data could be successfully used for learning a
good emotion model.
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2 Methodology

2.1 Processing Pipeline Overview

To evaluate text-based emotion models created in various ways, we prepared a
multi-stage processing pipeline shown in Fig. 1. We built several neural mod-
els trained on sentences with emotion annotations obtained from the annotated
dialogue corpus (see Subsect. 2.2). These models differ both in terms of their
architectures (Subsect. 2.5) and the way of representing emotional value (Sub-
sect. 2.3). For comparison, we also built several lexicon-based classifiers, which
interpolate the emotional values of constituent words to the whole sentences
(described in Subsect. 2.4).

We evaluated all classifiers on the separate dataset prepared via manual
annotation (Subsect. 2.6). The obtained results are discussed in Sect. 3.

The individual elements of the pipeline are described in detail in the following
subsections.

2.2 Datasets

Annotated Dialogues Corpus. As a source for data to create a training
corpus, we used a part of the corpus created for the paper [18]. Kubis’s corpus
was created on the basis of the transcripts of books from the online service Wolne
Lektury [2], which collects the texts of books in Polish that belong to the public
domain. It contains 1.37 million utterances (23 million tokens). Even though the
original books constituting the corpus’s source were written in the 19th and 20th
centuries, the corpus’s language is modern Polish: Most of the books’ texts were
contemporized before publication. The remaining texts have been pre-processed
with a diachronic normalizer.

Kubis’s corpus contains texts that have been split into paragraphs, tokenized
and lemmatized. Each token (lemma) is tagged with part of speech and morpho-
logical information. There are also annotations about which parts of text contain
named entities, which parts are dialogue lines, which parts indicate speaker, and
which parts indicate the manner of speaking. Annotations indicating the man-
ner of speaking were particularly helpful for creating a training corpus annotated
with emotions.

For example, the corpus contains the following utterance: – Wszystko jak
najlepiej – wykrzykna̧�l weso�lo lekarz. (‘ “Everything is fine”, the doctor exclaimed
cheerfully.’). The particular phrases and words of this utterance are annotated
as follows:
– the phrase wszystko jak najlepiej (‘everything is fine’) is annotated as “dia-

logue line”,
– the phrase wykrzykna̧�l weso�lo lekarz (‘the doctor exclaimed cheerfully’) is

annotated as “reporting clause”,
– the phrase weso�lo (‘cheerfully’) is annotated as “manner of speaking”.

The idea is to use emotions extracted from the manner of speaking (‘cheerfully’),
or from the whole reporting clause (‘the doctor exclaimed cheerfully’), to describe
the emotional state related to the dialogue line (‘everything is fine’).
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Select dialogues

Extract emotions from

clauses/manners

Kubis's annotated

corpus (tokenized

and lemmatized)

Dialogues +

reporting clauses +

manners of speaking

Neural models

plWordNet-emo

Dialogues annotated

with emotions

(trainset)

TrainSubset of sentences

Annotate

emotions

manually

Sentences annotated

with emotions

(testset)

Extract a subset

of sentences

Evaluate

Evaluation

results

Novels

Lexicon-based

classifiers

Fig. 1. The overview of the processing pipeline.
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Emotions Database. For assigning emotional values to particular words, we
use the plWordNet-emo sentiment lexicon for Polish [33]. It contains compre-
hensive emotion and sentiment annotations for 30 000 lexical units.

2.3 Emotion Representation

We use two different ways of representing emotions: simple label-based approach
and a vector-based approach.

Emotion Labels. In some models, we simply use a set of labels to mark emo-
tions. Each sentence is assigned a label from a set of Plutchik’s basic emotions.

Sentic Vectors. In a vector-based approach, we use a 4-dimensional space
model based on Cambria’s hourglass model of emotions. We assign a 4-
dimensional sentic vector (P,At, S,Ap) to each of Plutchik’s basic emotions in
the way shown in Table 2.

Table 2. Representation of basic emotions as vectors.

Emotion Vector Emotion Vector

Joy (1, 0, 0, 0) Sadness (−1, 0, 0, 0)

Anticipation (0, 1, 0, 0) Surprise (0,−1, 0, 0)

Anger (0, 0, 1, 0) Fear (0, 0,−1, 0)

Trust (0, 0, 0, 1) Disgust (0, 0, 0,−1)

This representation not only allows us to represent every basic and derivative
emotion as a 4-dimensional vector but also works the other way round: every
vector (P,At, S,Ap) ∈ [−1, 1]4 can be seen as a representation of some emotion,
e.g., (−0.9, 0.1, 0.5,−0.1) is a representation of an emotional state dominated by
intense sadness and some anger.

2.4 Lexicon-Based Classifiers

A lexicon-based classifiers assigns an emotion to a given utterance by aggregating
emotions related to its constituent words.

First, the input utterance is tokenized, lemmatized and POS-tagged. Then,
for every word (token: lemma and POS-tag) of the utterance, we can assign an
emotion using the plWordNet-emo sentiment lexicon. If no information about
part-of-speech is given, we consider all lexical units from the plWordNet-emo
corpus with a lemma identical to the specific word’s lemma. For each of these
lexical units, we calculate an emotion vector as the aggregate of the sentic vec-
tors of basic emotion labels corresponding to this lexical unit. Subsequently, the
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emotion vector corresponding to the word is calculated as the aggregate of emo-
tion vectors for its lexical units. If the part of speech of the input word is known,
only lexical units of the same part of speech are taken into account.

For each lexical unit, understood as a triple: lemma + semantic variant +
part of speech, a set of labels taken from the set of Plutchik’s basic emotions is
assigned. Sometimes there are no emotion labels assigned to a given lexical unit.
In other words, zero, one or more basic emotions can be assigned to each lexical
unit.

After an emotion vector for each word of the utterance is determined, we
aggregate these vectors again to obtain a sentic vector for the whole utterance.

We can obtain different classifiers depending on the function used for aggre-
gating vectors. In our study, we considered and evaluated classifiers based on
the following aggregation functions::

– arithmetic mean,
– maximum in terms of absolute value (i.e., the function that chooses the num-

ber whose absolute value is the greatest),
– constant function equal zero (as a baseline).

2.5 Neural Models

We built several neural models of text-based emotions. The models differ in terms
of architecture (LSTM or the Transformer), emotion representation (labels or
sentic vectors), and emotion annotation source (manners or reporting clauses).

LSTM Models. As a first layer, we used pre-trained word embeddings for
Polish, available under GNU General Public License [1]. The embeddings were
trained on Polish National Corpus and Wikipedia with skip-gram architecture
and hierarchical softmax algorithm, using Gensim library [28]. The embeddings
convert input utterances to vectors of size 100.

The next layers are: a Long-Short Term Memory (LSTM) layer [15] of size
100, with dropout value of 0.5 [12] and a hyperbolic tangent activation function;
and a dense layer of size 100, with dropout value of 0.5 and a hyperbolic tangent
activation function.

The last layer and the loss function depends on the emotion representation.
In the variant where emotions are represented as sentic vectors, we use a dense
layer with 4-dimensional output and a sigmoid activation function, and cosine
proximity loss. In the variant where emotions are treated as categorical labels,
we use a dense layer with softmax activations, and a categorical crossentropy loss
function. In both cases, we use Adam optimizer [17]. Each model was trained for
several epochs, using early stopping to decide when training should be stopped
to prevent overfitting.

Transformer-based Models. The Transformer is a simple network archi-
tecture based solely on attention mechanism that gained popularity in recent
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years thanks to its decent performance in natural-language-processing related
tasks [31]. The Transformer were used to train BERT – a language model for
Engilsh, trained using Masked Language Modelling (MLM) and Sentence Struc-
tural Objective (SSO) [9]. In our study, we decided to use HerBERT – a BERT-
based Language Model trained on Polish corpora [23]. Then, we fine-tuned the
model with our emotion data. Thus we obtained four Transformer based models
- one for every combination of two parameters (manners vs. reporting clauses;
labels vs. sentic vectors). Each model was trained for several epochs, using early
stopping to decide when to stop training.

Emotion Annotation Source. We had no corpus annotated explicitly with
emotions or sentic vectors to be our training data, so we prepared the training
corpus the following way.

We used two different methods to obtain a reliable sentic vector for training
utterances, both based on the properties of dialogues in books. Therefore, to
create a training dataset, we selected only utterances that were dialogue lines in
the books.

In the first method (“reporting clauses”), we used dialogues and correspond-
ing reporting clauses to create a training dataset. In each dialogue line where
a reporting clause was present, we took the proper dialogue line as the input
utterance, and the reporting clause as the basis for calculating the sentic vec-
tor. The sentic vectors were calculated in the way described in Subsect. 2.4 but
using the reporting clause as the input. This way, we obtained 72 198 training
examples.

In the second method (“manners”), we used dialogues and corresponding
expressions describing the manner of speaking to create a training dataset. In
each dialogue line with an identifiable manner of speaking, we took the proper
dialogue line as the input utterance, and the expression indicating the manner
of speaking as the basis for calculating sentic vector. The sentic vectors were
calculated in the way described in Subsect. 2.4 but using the expression indicat-
ing the manner of speaking as the input. This way, we obtained 11 033 training
examples.

These two methods resulted in obtaining a corpus of utterance—sentic vector
pairs, which was used in turn as training data for the neural network. Note that
the number of obtained training examples was significantly lower than the size
of the original Kubis’s corpus because only a fraction of original utterances were
dialogue lines and met the required conditions.

Having a corpus of utterance—sentic vector pairs, it was easy to obtain a
corpus of utterance—emotion label pairs, by simply projecting each sentic vector
to the nearest basic Plutchik emotion.

2.6 Evaluation Dataset

For evaluation purposes, we prepared an annotated corpus of 598 utterances
and corresponding sentic vectors. The corpus was created through manual anno-
tation. At least four independent annotators have annotated each utterance.
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The annotators were volunteer students interested in machine learning. Each
annotator was presented an utterance and had to point one or more of 8
Plutchik’s basic emotions, or choose “neutral”. Each basic emotions chosen by
the annotator was converted to a sentic vector in the way shown in Table 2;
“neutral” answer was converted to the sentic vector (0, 0, 0, 0). All sentic vec-
tors corresponding to these annotations have been averaged to one sentic vector
to represent the complete emotional state the annotator associates with this
utterance. Then, all the sentic vectors corresponding to annotations for a given
utterance have been averaged. This way, we obtain 894 pairs of utterances and
corresponding emotion vectors, constituting the evaluation dataset.

3 Evaluation Results

Besides F1-score, defined as the harmonic mean of the precision and recall, we
used two other metrics for evaluation purposes:

– root-mean-square error (RMSE), defined as:

RMSE =

√
√
√
√

1
m

m∑

i=1

∣
∣
∣

∣
∣
∣v(i) − v

(i)
ref

∣
∣
∣

∣
∣
∣

2

, (1)

– mean cosine distance (MCosD), defined as:

MCosD =
1
m

m∑

i=1

⎛

⎝1 − v(i) · v(i)ref
∣
∣
∣
∣v(i)

∣
∣
∣
∣ ·

∣
∣
∣

∣
∣
∣v

(i)
ref

∣
∣
∣

∣
∣
∣

⎞

⎠ , (2)

where m is the total number of utterances in the testing corpus, v(i) is the
obtained sentic vector for ith utterance, v(i)ref is the reference sentic vector for ith
utterance.

Tables 3 and 4 show evaluation results for different models.

Table 3. The evaluation results for selected neural models.

Architecture Emotion ann. source Emotion repr RMSE MCosD F1-score

Transformer Manners Vectors 2.117 0.981 0.178

Transformer Manners Labels 1.353 0.971 0.138

Transformer Reporting clauses Vectors 2.369 0.977 0.183

Transformer Reporting clauses Labels 0.938 1.000 0.118

LSTM Manners Vectors 1.463 0.933 0.128

LSTM Manners Labels 0.938 1.000 0.118

LSTM Reporting clauses Vectors 1.654 0.936 0.138

LSTM Reporting clauses Labels 0.938 1.000 0.118
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Table 4. The evaluation results for lexicon-based models.

Model RMSE MCosD F1-score

Lexicon-based arithmetic mean 0.492 0.880 0.194

Lexicon-based max. w. r. t. abs 1.524 0.937

Zero baseline 0.496 N/A

4 Conclusion

Different neural models performed very similarly in terms of mean cosine dis-
tance. RMSE values were more diverse but still outperformed by simple averag-
ing sentic vectors for particular words in the utterance.

The fact that models trained on dialogues’ reporting clauses performed not
as well as simple averaging emotion vectors of particular words may indicate
that the emotional state of the utterance is more closely related to the words it
consists of than to the words describing it. It may also suggest that authors tend
to describe manners of speaking explicitly only if it cannot be inferred from a
dialogue line itself.

There is still room for improvement of our system’s performance. Collecting
more training data (dialogues with reporting clauses and words determining the
manner of speaking) should improve the performance of the neural models. We
can also try to find ways to use other meta-information about utterances that
could be more useful to determine the emotions related to these utterances.
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and Julia Hartwig

Zygmunt Vetulani1(B) , Marta Witkowska2 , and Marek Kubis1

1 Adam Mickiewicz University, 4, Uniwersytetu Poznańskiego Street, 61-614, Poznań, Poland
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Abstract. In this paper we present the use of NLP tools for lexical structure
studies of the literary output of a writer. We present the usage made of several
tools of our own design or developed externally. In this number were POLEX
and Text SubCorpora Creator (TSCC1.3.) systems developed at AMU, as well
as NLTK libraries, Corpusomat (pol. Korpusomat), and others. In particular these
systems and tools were used to characterize the lexical component of the linguistic
instrumentarium of Tadeusz Boy-Żeleński prose and journalistic author active
from 1920 to 1941 and Julia Hartwig, an outstanding Polish poet and prose author
active from 1954 to 2016.

Keywords: NLP tools · Lexical structure of text · Lexical competence
benchmark · Virtual lexicon · Regression models · Boy-Żeleński prose corpus ·
Hartwig poetry and prose corpora

1 Introduction

In our work, we are interested in the achievements of two eminent writers Tadeusz Boy-
Żeleński and Julia Hartwig, whose main literary activities cover the last 100 years of
Poland rebuilt after WorldWar I. We will analyze selected elements of the writing work-
shop of both Boy-Żeleński (prose) and Julia Hartwig (poetry and prose) on the basis
of the entirety of their writings represented by the respective corpora. We place partic-
ular emphasis on adjectives, considered by Hartwig herself to be one of the important
indicators of her work (Legeżyńska 2017).

The purpose of using the NLP tools discussed in the article is to create the basis
for drawing empirically substantiated conclusions about the characteristic features of
the writer’s literary workshop. We are primarily interested in the use of vocabulary
(quantitative aspects) and the dynamics of the development of the creative workshop.
We find it interesting and important to study the dynamics of this workshop development
using incremental analysis.
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The paper is organized as follows: In Sect. 2 we describe the corpora collected for the
study. Section 3 presents NLP tools developed internally at AMU. External tools that we
use are discussed in Sect. 4. In Sect. 5 we use the presented tools to investigate literary
output of Boy-Żeleński and Hartwig. The last section contains concluding remarks.

2 Linguistic Data

We investigated the literary output of two notable Polish authors: Tadeusz Boy-Żeleński
(1874–1941) and Julia Hartwig (1921–2017). Respectively, we collected two corpora
(see Annex). The collected texts reported observations made by the authors at the occa-
sion of their travels as well as various literary events. Both Boy-Żeleński and Hartwig
were also outstanding translators of French literature masterpieces but this part of their
literary output was not taken into account1.

2.1 Tadeusz Boy-Żeleński Corpus

The texts of the Boy-Żeleński corpus are in the public domain and were collected from
www.wolnelektury.pl and https://pl.wikisource.org (see Annex) (Table 1).

Table 1. Tadeusz Boy-Żeleński Corpus.

Tadeusz Boy-Żeleński Corpus Size

Number of pages 1143

Number of paragraphs 11371

Number of words 607544

Number of characters (excluding spaces) 3582496

Number of characters (including spaces) 4187970

2.2 Julia Hartwig Corpus

For the purposes of her researchMartaWitkowska collected two corpora of JuliaHartwig
works. The first, smaller one, composed uniquely of the Author’s diaries, summarized
in Table 2, was used for comparative analyzes of the literary language of Boy-Żeleński
and Hartwig (Vetulani et al. 2019).

1 Translation work undoubtedly influences the entire literary workshop of the translator and thus
his original literary work, but the work of translation itself includes, by definition, elements of
the literary workshop of the translated author. For this reason, these elements should be omitted
in the study of Julia Hartwig’s original literary instruments.

http://www.wolnelektury.pl
https://pl.wikisource.org
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Table 2. Julia Hartwig Corpus (prose-all).

Julia Hartwig Corpus Size

Number of pages 1499

Number of paragraphs 12311

Number of words 717669

Number of characters (excluding spaces) 4283357

Number of characters (including spaces) 4994603

The second corpus of Julia Hartwig’s works is much larger, it covers both the prose
(prose-all) and poetic (poetry-all) works of Hartwig. The author’s achievements are
represented by the electronic reference corpus of published prose and poetry from the
period from 1954 to 2016, collected for this purpose. This corpus was collected and
prepared2 by Marta Witkowska doctoral dissertation (2021). Texts of Julia Hartwig
were made available by the rights holders in the electronic form (publishers: Zeszyty
Literackie and Wydawnictwo Literackie) or in the form of printed text requiring OCR
processing.

The research on selected elements of Julia Hartwig’s literary workshop discussed in
this article refers to a collection of texts covering over sixty years (1954–2016) of creative
activity, which includes prose and poetry. In order to create an empirical basis for the
conducted work, a representative3 corpus of approx. 800,000 words was collected and
developed, in which we distinguish two sub-bodies: for prose (prose-all) and for poetry
(poetry-all). The corpus includes artistic, journalistic and para-documentary texts that
constitute the core of the author’s legacy. In particular, the sub-corpus of prose consists of
10 items,which are journals, reportages, literarymonographs, a collection of essays and a
collection of columns from 1954–2014. The subcorpus of poetry consists of 22 volumes,
which are collections of poems and poetic prose published in the years 1956–2016 (see
Annex) (Table 3).

Table 3. Quantitative data for Julia Hartwig’s prose and poetry subcorpora.4

Corpus Characters Words

Prose-all 4 614 710 669 163

Poetry-all 985 681 151 794

2 The study includes annotation and acquisition of frequency lists and concordances from the
corpus.

3 Fulfilling the requirement of representativeness for quantitative research required a lot of dili-
gence, for example, it resulted in the necessity to exclude from the corpus extensive works
constituting reissues of earlier titles.

4 The table has been compiled for the source version of the corpus.



262 Z. Vetulani et al.

3 AMU Tools Used in Studies of Literary Outcome of an Author

3.1 System POLEX

The POLEX system developed at the Department of Computer Linguistics and Artificial
Intelligence5 at AMU consists of a digital morphological dictionary POLEX (Vetulani
et al. 1998) and related NLP tools of a utilitary character6.

Dictionary POLEX. The POLEX dictionary is a digital database created including
the basic lexical resource of Polish, a total of over 110,000 lexemes. Based on the
achievements of the classics of Polish lexicography (Doroszewski, Polański, Tokarski,
Szymczak, Saloni, Mędak and others), a new approach to describing Polish morphology
has been developed, focused on the needs of computer processing of Polish texts. Its
characteristic feature was to propose an unambiguous set of inflectional paradigmatic
classes characterized by the fact that one alpha-numeric code corresponds to exactly one
(ordered) set of endings. A position code was used in which the items are significant
and linguistically motivated, which facilitates the development and maintenance of the
dictionary by lexicographers and thus maintaining a high quality of the resource. These
features make it possible to easily expand and verify the dictionary by an expert without
the need to use special tools (editor). The unambiguousness of the code guarantees the
precision of description so far not achieved in the existing dictionaries7.

The morphological unit of POLEX dictionaries has the following structure:

BASIC_FORM + LIST_OF_STEMES + PARADIGMATIC_CODE + STEMS_DISTRIBUTION

For example, the dictionary entries for the lexemes frajer1 and frajer28 would look
like this:

frajer; frajer,frajerz; N110; 1:1-5,9-13;2:6-8,14

frajer; frajer,frajerz; N110; 1:1-5,8-14;2:6-7

The POLEX dictionary is related to derivative tools, such as a lemmatizer or a
generator of inflectional forms, used until now, also in the works discussed in this article.

5 Department of Computer Linguistics and Artificial Intelligence (1993–2020) headed by
Zygmunt Vetulani.

6 POLEX was created in the years 1994–1996 as part of a grant from the State Committee for
Scientific Research, led by Zygmunt Vetulani, and was the first real-size electronic dictionary
for Polish designed for the NLP application for Polish language processing.

7 A detailed description of the methodological assumptions and properties of the POLEX
dictionary can be found in the book (Vetulani et al. 1998).

8 The lexemes frejer1 and frajer2 have the same meaning and syntax requirements, they differ
at the inflectional and pragmatic levels.



NLP Tools for Lexical Structure Studies of the Literary Output of a Writer 263

The Lemmatizer POLEX. We will use the term lemmatization to refer to the proce-
dure of finding the basic (dictionary) form in a lexeme, i.e. in a set of inflectional forms
that a word can take without losing its meaning9.

The lemmatizer POLEX is a program that performs the morphological analysis of
words on the basis of the data contained in the POLEX dictionary. Its main function is to
identify the lexeme to which a given form belongs, and also, if it is a different form, to
determine its position in the correct inflectional paradigm, which is obviously equivalent
to determining the values of the attribute that describe it (case, type, number, etc.). The
lemmatizer works on the basis of inflectional-morphological information available in
the dictionary, which is the reason for the ambiguity of the output, which is manifested
in the fact that the output contains information about all lexemes to which a given form
may belong and about all positions of the inflection paradigm on which it appears.
Disambiguation requires the use of syntactic-semantic information, which is currently
the subject of work on the basis of lexicon-grammar10 (French lexique-grammaire) and
has not yet been used in the works reported here (Fig. 1).

Fig. 1. An example of lemmatization of a fragment of the body of Julia Hartwig’s prose11

9 See also: Linguistic Problems in the Theory of Man-Machine Communication in Natural Lan-
guage (Vetulani et al. 1989: 71), where we define lemmatization as “the operation defined on
the corpus, which consists in replacing a textual word with a lexem”.

10 The PolNet-Polish Wordnet system takes on the features of lexical-grammar starting from
Version 3 (Vetulani et al. 2016), where syntactic-semantic information is introduced into the
synsets for predicative words, enabling syntax-semantic desambiguization to be performed.

11 The beginning of the reportage From nearby travels (Polish title: Z niedalekich podróży)
(Hartwig 1954), which begins with the following sentences: Podróż dookoła malowanego
pieca. Najpierw napisałam do Felicji Curyłowej list. Chciałam jej pogratulować szczęśliwego
wystąpienia na zjeździe rady artystycznej w… (in English:A trip around the painted stove. First,
I wrote a letter to Felicja Curyłowa. I would like to congratulate her on her happy performance
at the artistic council convention in…).



264 Z. Vetulani et al.

The texts contained in the corpus are displayed in the formof a list ofwords,where for
each of them, after the equality sign in the braces {} were placed possible grammatical
interpretation The list also includes punctuation marks, e.g.. = {dot} (in Polish:. =
{kropka}) and non-displayable characters, e.g. undisplayed = {end of line} (in Polish:
znak niewyświetlany = {koniec linii}).

3.2 Text SubCorpora Creator (TSCC)

The problem of stopping criterion for corpora creation (subcorpora extraction) was at
the origin of the system Text SubCorpora Creator (TSCC).

After the initial fascination by size as the main quality measure for corpora the
reflection came that “a huge corpus is not necessarily a corpus fromwhich generalization
can be made; a huge corpus does not necessarily ‘represent’ a language or a variety of
a language any better than a smaller corpus” (Kennedy 1998).

A stopping criterion for a corpus collection permits us to limit collection of lin-
guistic data beyond necessity, i.e. to stop further research once it becomes evident that
new observations will not lead to observation of new phenomena. The method to fix
the stopping criterion for a given phenomenon consists in observing the speed of the
increase of knowledge about this phenomenon. The stopping criterion is satisfied when
the knowledge increase speed becomes sufficiently slow, what means that discovering
new facts about the phenomenon becomes very rare. Initial application of the TSCC to
lexicographical research was to help deciding when to stop corpus collection. In (Vetulni
et al. 2018a, 2018b) we described how to apply the TSCC tool to extract from a large
corpus subcorpora representative for a given linguistic phenomena. The number of the
observed realizations of the phenomenon may be considred as evaluation of its size.

In addition to the above-mentioned applications, TSCC was applied to the study of
the literary output of Julia Hartwig (Witkowska 2021) (see Sect. 5.3 below).

3.3 Named Entity Recognizer and Entity Linker

Named Entity Recognizer (NER) and Entity Linker (EL), are tools developed in order
to identify the names of entities (such as persons and places) that appear in text and to
connect the names that refer to the same entities.

The Named Entity Recognizer used for analyzing the literary works of Hartwig and
Boy-Żeleński is a direct successor of the system used by Kubis (2021) for analyzing
19-th and 20-th century Polish prose. However, in order to improve the recognition
accuracy, the CRF-based model was replaced with the one that follows the Transformer
architecture (Vaswani et al. 2017) and utilizes a pre-trained language model (Dadas
et al. 2019) adapted to the name entity recognition task using the manually annotated
1-million word subcorpus of the NKJP corpus (Przepiórkowski et al. 2012) (Fig. 2).
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Kiedy/O Przybyszewski/B-persName przybył/O do/O Polski/B-placeName,/O 
do/O Krakowa/B-placeName,/O pewien/O księgarz/O nabył/O u/O niego/O 
szereg/O jego/O utworów

Fig. 2. Asentence fromBoy-Żeleński T. (1929b) annotated byNERwith named entities indicated
by B-persName (person) and B-placeName (place) tags.12

The Entity Linker used for connecting names that refer to the same person or place
is an unsupervised variant of the system described in (Kubis 2020). It links every name
in the text to names that have the same surface forms or are diminutives or abbreviated
forms of it. Furthermore, it connects names that are prefixes or suffixes of other names to
the closest names that encompass them unless such a connection leads to an ambiguous
link (e.g. two characters that share surname, but have distinct forenames are not being
linked). As shown in Table 4, the outcome of this procedure consists of clusters of
inter-connected names that represent the entities that appear in text.

Table 4. Examples of entities found by the linker in Boy-Żeleński T. (1929b)

Entity Example

Paulina Zbyszewska Zbyszewska, Pauliną, Paulinę, Paulina Zbyszewska, Paulinę
Zbyszewską

Kraków Krakowa, Krakowie

Jan Stanisławski Jana Stanisławskiego, Stanisławski, Jan Stanisławski

Narcyza Żmichowska Żmichowska, Narcyza_Żmichowska, Żmichowskiej

Monachium Monachium

Antoni Wysocki Antoni Wysocki, Antoniego Wysockiego

Examples of application of NER and EL systems to analyse literary texts are
presented in Sect. 5.5 below.

4 Other Tools

4.1 NLTK Libraries

The Natural Language Toolkit (NLTK) (Bird et al. 2009) is a set of libraries for Natural
Language Processing (NLP) using both statistical and symbolicmethods. These libraries
are composed of sets of programs and tools written in Python that can be used from the
source code and adapted to one own needs. (In our work, we use them for frequency
lists generation.)

12 Original in Polish: Kiedy Przybyszewski przybył do Polski, do Krakowa, pewien księgarz nabył
u niego szereg jego utworów. (English translation: When Przybyszewski came to Poland, to
Krakow, a bookseller bought him a number of his works.).
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4.2 Korpusomat

Korpusomat (in English Corpusomat) (Kieraś et al. 2018) is a constantly developed
set of tools that were developed in the Linguistic Engineering Team of the Institute
of Computer Science of the Polish Academy of Sciences, and which were included
in the Polish resources of infrastructure for humanists as part of the Clarin-pl project.
Corpusomat is by definition a tool intended for users who do not need to have specialized
knowledge or skills related to its construction. In particular, this tool allows you to load
your own corpus and enter metadata13.

5 Applications to Study Literary Outcome of an Author

Below are some examples of our use of tools for the lexical analysis of literary texts by
Tadeusz Boy-Żeleński and Julia Hartwig.

5.1 Tagging and Lemmatizing Texts

To tag adjectives in Julia Hartwig’s corpora we used the updated (2018) version of the
POLEX lemmatizer implemented in SWI Prolog v.6.4.0. The program was used to find
and tag adjective forms in Julia Hartwig corpusesora, omitting all other grammatical
categories. In particular, the tags contain the base forms (lemmas) of the tagged words.

On the basis of the lemmatization of the poetry-all corpus, a list of adjective forms
in Julia Hartwig’s poetry corpus was generated as a reference list for further research
on the collected corpus. Similarly, as a result of lemmatizing the prose-all file, a list
of adjectival forms included in the corpus of Julia Hartwig’s prose was generated (see
Marta Witkowska, PhD Dissertation; Witkowska 2021).

5.2 Use of NLTK Libraries for Obtaining Frequency Lists of Adjectival Forms
and Lexemes for the Poetry and Prose of Julia Hartwig

With the NLTK library you can, for example, determine the size of the corpus, count
the frequency of words, normalize the text, etc. A frequency list is understood as a
numbered list of words along with the frequency of their occurrences, in the decreasing
order of the number of occurrences in the text. The discussed frequency lists of adjective
forms and the corresponding lexemes (ibid.) were developed with the use of appropriate
reference lists (see Sect. 5.1) for the prose-all and poetry-all corpora generated from the
lemmatization results.

The analysis of the frequency lists of both corpora may indicate some important
features of the author’s writing technique. For example, in the case of Julia Hartwig’s
prose and poetry corpus, we notice a clear presence (a large number of occurrences) of
adjectives that we would classify as an affirmative lexical field (by affirmative lexical
fieldwe understand a class of positive terms regarding phenomena, situations and people,
such as beauty, novelty, goodness).

13 Detailed information on the query language can be found in the Manual on using the corpus
search engine in the Corpusomat (of August 26, 2020) available on the www.korpusomat.pl.

http://www.korpusomat.pl
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Julia Hartwig’s prose and poetry corpus contains 10 prose titles and 22 volumes of
poetry, for which attendance lists have been established. This material makes it possible
to observe the dynamics of changes in the quantitative distributions of adjective lexemes
observed in various works by the author.

5.3 Quantitative Studies of Adjectives in the Corpora of Tadeusz Boy-Żeleński
and Julia Hartwig

Initially, the aim of experiments described in (Vetulani et al. 2019) was to show the use-
fulness of the TSCC tool to investigate the lexical competence of an author by evaluating
his/her virtual lexicon. We examined the life-long literary production of two outstanding
Polish authors: Julia Hartwig (1921–2017) and Tadeusz Boy-Żeleński (1784–1941).

Lexical Competence Comparison Experiment. To test usefulness of the TSCC tool
for investigating the literary instrumentarium of an author, we observed occurrences of
opinion adjectives in texts of Boy-Żeleński and Hartwig. The TSCC system permitted us
to observe and compare distributions of opinion adjectives in both corpora. As reference,
we used the list of some 400+main opinion adjectives collected by Steinemann14. TSCC
was applied to study frequency of occurrence the opinion adjectives from the reference
lists in fragments of the corpus and to draw vocabulary increase diagrams (called also
saturation graph in Vetulani et al. (2018a, 2018b)).

Fig. 3. The vocabulary increase diagram

The vocabulary increase diagram (Fig. 3) was generated for the two investigated
corpora. The two almost identical curves show that the speed of finding new (i.e. never
observed before) opinion adjectives seems change in the same way for both corpora.

14 See more on: https://kathysteinemann.com/Musings/opinion-adjectives/.

https://kathysteinemann.com/Musings/opinion-adjectives/
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This allows to rise the hypothesis that the size of virtual lexicon15 of both authors is
(more or less) the same (Vetulani et al. 2019).

Regression Analysis of Experiment Results. Figure 3 suggests that the number of
opinion adjectives used by both authors grows with the square root of the corpus size.
In fact, fitting the regression models to the presented data with the square root of the
corpus size as an independent variable and the number of opinion adjectives being used
as a dependent variable results in the value of the coefficient of determination16 equal to
0.9682 in the case of Hartwig corpus and to 0.9679 in the case of Boy-Żeleński corpus.
The regression coefficients of the fitted models are shown in Table 5.

The vocabulary increase regression model is defined by the following formula:

y = a
√

x + b

where x is the corpus size and y is the number of adjectives (see Table 5.)

Table 5. Regression coefficients (calculated in the R statistical software)

Coefficient Hartwig Corpus (prosa-all) Boy-Żeleński Corpus

Estimate Standard Error Estimate Standard Error

A 2.54479 0.07293 2.61012 0.07517

B 23.43302 5.15712 17.13348 5.31507

The applied regression analysis suggests that the development of the virtual vocab-
ulary in terms of adjectives throughout the entire period of creativity of both authors is
characterized by very similar dynamics.Anopen question remainswhether a similar phe-
nomenon can be observed in the case of other elements of the literary instrumentarium of
these authors and whether the observed similarity is a specific or regular phenomenon.

15 The concept of virtual lexicon (fr. lexique virtuel or lexique potentiel) was introduced and
investigated by Charles Muller. Virtual lexicon of an author is the vocabulary he knows but
that was never observed in his/her texts. Muller (1969) used this concept to study the literary
instrumentarium of Corneille, Racine and other authors (see e.g. Vetulani 1989). This concept
corresponds to the well-known fact that passive language competence is much larger than the
active one. The concept of virtual lexicon, both passive and active, is useful to characterize the
potential lexical instrumentarium of an author, and thus contributes to the characterization of
his/her literary workshop. Evaluation of the size of virtual lexicon of authors brings information
about their intellectual potential.

16 Adjusted R-squared computed using lm function from stats package of R.
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5.4 Study of Saturation of Text Corpora with Adjectival Forms Using TSCC

The incremental method (Vetulani et al. 2018a, 2018b), using the properties of the TSCC
system, makes it possible to determine the degree of saturation of the text corpus with
adjective forms. For the sake of research, Julia Hartwig’s prose corpus (prose-all file)
was divided into 40 documents, 280 lines each. The poetry corpus, in turn, was broken
down into 50 documents, 410 lines each.

In the conducted research, we were most interested in the frequency lists and in
numerical data showing the increments of new lexical units in subsequent parts of the
investigated corpus.

Incremental studies of lexical saturation (Vetulani et al. 2018a, 2018b) of Julia
Hartwig’s prose and poetry corpora did not confirm lexical saturation, both for poetry
and for prose (see also Sect. 5.3 above). This observation confirms the otherwise known
fact that the author, until the end of her writing activity, significantly expanded the scope
of her interests.

We have also observed a similar phenomenon while analyzing the prose of Tadeusz
Boy-Żeleński.

In both cases, the comparisons were made using the TSCC incremental method for
tranches of the same length (Vetulani et al. 2019). On the other hand, the incremental
study forHartwig’s prose and poetry carried out using the diachronicmethod (subsequent
tranches correspond to the original works published in subsequent years) show a linear
increase in the number of new uses of adjectives in the last period of the author’s life. We
hypothesize that this phenomenon is the result of a change in the literary form promoted
and used by Hartwig in the last period of her poetry. The literary form developed by her
has the form of the so-called “flashes” (pol. “błyski”), which are short, synthetic pieces
with a rich message. With such formal assumptions, adjectives carefully selected and
adapted to the literary message of the work play a prominent role. This phenomenon
was not observed in the author’s prose from the same period.

5.5 Use of the Named Entity Recognition and Entity Linking Systems to Study
Literary Output

The rationale behind using entity recognition and linking tools for analyzing the literary
output is twofold. First, by identifying names of (non-fictional) persons and places in text
one can quantify the relationship between a literary work and the external world. Thus,
we applied the tools to each literary work of Hartwig and Boy-Żeleński one-by-one and
counted the persons and places that were found. The results are shown in Table 6.
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Table 6. Numbers of entities in literary works of Hartwig and Boy-Żeleński.

Work Persons Places

(Boy-Żeleński 1920) 49 10

(Boy-Żeleński 1922) 5 2

(Boy-Żeleński 1925) 4 5

(Boy-Żeleński 1927) 10 11

(Boy-Żeleński 1929a) 2 0

(Boy-Żeleński 1929b) 29 24

(Boy-Żeleński 1930a) 45 23

(Boy-Żeleński 1930b) 24 9

(Boy-Żeleński 1930c) 6 2

(Boy-Żeleński 1932a) 1 1

(Boy-Żeleński 1932b) 26 16

(Boy-Żeleński 1932c) 12 14

(Boy-Żeleński 1932d) 38 12

(Boy-Żeleński 1934a) 12 10

(Boy-Żeleński 1934b) 8 1

(Boy-Żeleński 1934c) 37 9

(Boy-Żeleński 1958) 20 7

(Hartwig, 1954) 14 54

(Hartwig 1962) 72 17

(Hartwig 1972) 36 13

(Hartwig 1980) 13 30

(Hartwig 2001) 158 55

(Hartwig 2004) 67 20

(Hartwig 2006a) 71 9

(Hartwig 2006b) 32 2

(Hartwig 2011) 160 60

(Hartwig 2014) 191 47

The second reason to use entity recognition and linking tools for analyzing the
literary output of Hartwig and Boy-Żeleński is the possibility to asses thematic resem-
blance among the authors by studying the named entities that repeat across texts. Hence,
we report in Table 7 persons that are mentioned by both authors. Numbers of works
by Hartwig and Boy-Żeleński that mention the given person are presented in separate
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columns. One may notice that beside a historical figure of Louis Philippe this group con-
sists solely of other writers with a special attention given to Victor Hugo who appears
in three works by Hartwig and six works by Boy-Żeleński.

Table 7. Numbers of entities in literary works of Hartwig and Boy-Żeleński.

Persons Hartwig Corpus Boy-Żeleński
Corpus

Victor Hugo 3 6

George Sand 3 1

Louis Philippe 2 1

Théophile
Gautier

2 1

Walter Scott 1 1

André Gide 1 1

Lechoń 1 1

Jean-Jacques
Rousseau

1 1

Jerzy
Stempowski

1 1

La
Rochefoucauld

1 1

Francis Carco 1 1

Victor Hugo 3 6

We also identified places that appear both in Hartwig and Boy-Żeleński literary
works. As shown in Table 8, among the most frequently mentioned cities are Paris (pol.
Paryż), Cracow (pol. Kraków) and Warsaw (pol. Warszawa) which are mentioned in at
least five works of both authors.

Table 8. Locations common to literary works of Hartwig and Boy-Żeleński.

Location Hartwig Corpus Boy-Żeleński Corpus

Paryż 8 9

Kraków 5 11

Warszawa 5 5

Lwów 1 8

(continued)
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Table 8. (continued)

Location Hartwig Corpus Boy-Żeleński Corpus

Wiedeń 2 5

Londyn 6 1

Petersburg 1 4

Berlin 1 4

Lublin 4 1

Polska 3 2

Gdańsk 2 2

Bydgoszcz 3 1

Kowno 1 2

Wisła 2 1

Praga 2 1

Łódź 2 1

Mediolan 2 1

Włocławek 1 1

Rennes 1 1

Łowicz 1 1

Turyn 1 1

6 Concluding Remarks

The paper presents the main IT tools that we used to research the literary workshop of
two outstanding Polish writers who had a significant impact on Polish literature over
the course of one hundred years, starting from the 1920s to the end of the 2010s. They
were Tadeusz Boy-Żeleński and Julia Hartwig.We paid particular attention to the lexical
aspects of the literaryworkshop of bothwriters. Based on the entirety of theworks of both
authors collected in text corpora (Witkowska 2021), we made a number of observations
concerning both authors. In particular, the frequency research confirmed the dominant
presence of adjectives related to the affirmative lexical field in Julia Hartwig’s works. On
the other hand, the analysis of the increase in vocabulary carried out for the entire, more
than 60-year-long period of the writer’s work made it possible to notice the similarities
and differences in the dynamics of the increase in the Hartwig’s virtual vocabulary in
the corpora of prose and poetry (ibid.). The incremental diachronic comparative analysis
of the works of Hartwig and Boy-Żeleński, carried out for adjectives, made it possible
to find a similar dynamics of the development of the lexical workshop of both authors,
as well as the lack of signs of exhausting their lexical instrumentarium until the end
of their literary activity. The application of entity recognition and linking tools reveals
similar cultural resources of both authors. It can be a starting point for other comparative
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interpretations with regard to the intensity of the occurrence of proper names in the
poetry and prose of both authors.

As for the future, we plan to analyze the intensity of references to specific cultural
circles, especially in the case of Hartwig, who was both a translator and propagator of
French and American poetry in Poland.

Appendix

Source texts used in the corpora of literary works by Boy-Żeleński and Julia Hartwig.
Boy-Żeleński Corpus, last accessed 2022/01/29.
Boy-Żeleński T., 1920: Flirt z Melpomeną, Wyd. Biblioteka Polska, Warszawa.

https://wolnelektury.pl/media/book/pdf/flirt-z-melpomena.pdf

Boy-Żeleński T., 1922: Plotka o weselu Wyspiańskiego, Warszawa.

https://wolnelektury.pl/media/book/pdf/plotka-o-weselu-wyspianskiego.pdf

Boy-Żeleński T., 1925: Pani Hańska, Wyd. H. Altenberg, Lwów.

https://wolnelektury.pl/media/book/pdf/pani-hanska.pdf

Boy-Żeleński T., 1927: W Sorbonie i gdzie indziej, Wyd. Ksiegarni F. Hoesicka,
Warszawa.

https://wolnelektury.pl/media/book/pdf/w-sorbonie-i-gdzie-indziej.pdf

Boy-Żeleński T., 1929a: Dziewice konsystorskie, Wyd. Księgarnia Robotnicza,
Warszawa.

https://wolnelektury.pl/media/book/pdf/boy-dziewice-konsystorskie.pdf

Boy-Żeleński T., 1929b: Ludzie żywi, Wydawnictwo J. Mortkowicza, Towarzystwo
Wydawnicze w Warszawie, Warszawa-Kraków.

https://wolnelektury.pl/media/book/pdf/boy-ludzie-zywi.pdf

Boy-Żeleński T., 1930a: Brązownicy, Warszawa.

https://wolnelektury.pl/media/book/pdf/brazownicy.pdf

Boy-Żeleński T., 1930b: Marzeniae i pysk, Towarzystwo Wydawnicze “Rój”,
Warszawa.

https://wolnelektury.pl/media/book/pdf/boy-marzenie-i-pysk.pdf.
Boy-Żeleński T., 1930c: Piekło kobiet, Warszawa.
https://wolnelektury.pl/media/book/pdf/pieklo-kobiet.pdf.
Boy-Żeleński T., 1932a: Jak skończyć z piekłem kobiet?, Warszawa.
https://wolnelektury.pl/media/book/pdf/jak-skonczyc-z-pieklem-kobiet.pdf.
Boy-Żeleński T., 1932b: Słowa cienkie i grube, Wyd. Biblioteka Boya, Warszawa.

https://wolnelektury.pl/media/book/pdf/flirt-z-melpomena.pdf
https://wolnelektury.pl/media/book/pdf/plotka-o-weselu-wyspianskiego.pdf
https://wolnelektury.pl/media/book/pdf/pani-hanska.pdf
https://wolnelektury.pl/media/book/pdf/w-sorbonie-i-gdzie-indziej.pdf
https://wolnelektury.pl/media/book/pdf/boy-dziewice-konsystorskie.pdf
https://wolnelektury.pl/media/book/pdf/boy-ludzie-zywi.pdf
https://wolnelektury.pl/media/book/pdf/brazownicy.pdf
https://wolnelektury.pl/media/book/pdf/boy-marzenie-i-pysk.pdf
https://wolnelektury.pl/media/book/pdf/pieklo-kobiet.pdf
https://wolnelektury.pl/media/book/pdf/jak-skonczyc-z-pieklem-kobiet.pdf
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https://wolnelektury.pl/media/book/pdf/slowa-cienkie-i-grube.pdf.
Boy-Żeleński T., 1932c: Zmysły, zmysły, Wyd. Biblioteka Boya, Warszawa.
https://wolnelektury.pl/media/book/pdf/zmysly-zmysly.pdf.
Boy-Żeleński T., 1932d: Znasz-li ten kraj?… Wyd. Biblioteka Boya, Warszawa.
https://wolnelektury.pl/media/book/pdf/boy-znasz-li-ten-kraj.pdf.
Boy-Żeleński T., 1934a: Balzak, Państwowe Wydawnictwo Książek Szkolnych,

Lwów.
https://pl.wikisource.org/wiki/Balzak.
Boy-Żeleński T., 1934b: Obiad literacki, Wyd. Biblioteka Boya, Warszawa.
https://wolnelektury.pl/media/book/pdf/obiad-literacki.pdf.
Boy-Żeleński T., 1934c: Obrachunki fredrowskie, nakł. Gebethnera i Wolffa,

Warszawa.
https://wolnelektury.pl/media/book/pdf/obrachunki-fredrowskie.pdf.
Boy-Żeleński T., 1958: Proust i jego świat, Państwowy Instytut Wydawniczy,

Warszawa.

https://wolnelektury.pl/media/book/pdf/proust-i-jego-swiat.pdf

Julia Hartwig Corpus (prose-all)
Hartwig J., 1954: Z niedalekich podróży, Ludowa SpółdzielniaWydawnicza,Warszawa.

Hartwig J., 1962 Apollinaire, Państwowy Instytut Wydawniczy, Warszawa.
Hartwig J., 1972: Gérard de Nerval, Państwowy Instytut Wydawniczy, Warszawa.
Hartwig J., 1980: Dziennik amerykański, Zeszyty Literackie, Warszawa.
Hartwig J., 2001: Zawsze powroty. Z dzienników podróży, Wyd. Sic! Warszawa.
Hartwig J., 2004: Pisane przy oknie, Biblioteka Więzi, Warszawa.
Hartwig J., 2006a: Podziękowanie za gościnę. Moja Francja, Słowo/obraz terytoria,

Gdańsk.
Hartwig J., 2006b: Wybrańcy losu, Wyd. Sic! Warszawa.
Hartwig J., 2011: Dziennik, Wydawnictwo Literackie, Kraków.
Hartwig J., 2014: Dziennik tom 2, Wydawnictwo Literackie, Kraków.

Julia Hartwig Corpus (poetry-all)
Hartwig J., 1956: Pożegnania, Wyd. Czytelnik, Warszawa.

Hartwig J., 1969: Wolne ręce, Państwowy Instytut Wydawniczy, Warszawa.
Hartwig J., 1971: Dwoistość, Wyd. Czytelnik, Warszawa.
Hartwig J., 1978: Czuwanie, Wyd. Czytelnik, Warszawa.
Hartwig J., 1980: Chwila postoju, Wydawnictwo Literackie, Kraków.
Hartwig J., 1987: Obcowanie, Wyd. Czytelnik, Warszawa.
Hartwig J., 1992: Czułość, Wyd. Znak, Kraków.
Hartwig J., 1995: Nim opatrzy się zieleń. Wybór wierszy, Wyd. Znak, Kraków.
Hartwig J., 1999: Zobaczone Wyd. a5, Kraków.
Hartwig J., 2001: Nie ma odpowiedzi, Wyd. Sic! Warszawa.
Hartwig J., 2002a: Wiersze amerykańskie, Wyd. Sic! Warszawa.
Hartwig J., 2002b: Błyski, Wyd. Sic! Warszawa.
Hartwig J., 2003: Mówiąc nie tylko do siebie. Poematy prozą, Wyd. Sic! Warszawa.

https://wolnelektury.pl/media/book/pdf/slowa-cienkie-i-grube.pdf
https://wolnelektury.pl/media/book/pdf/zmysly-zmysly.pdf
https://wolnelektury.pl/media/book/pdf/boy-znasz-li-ten-kraj.pdf
https://pl.wikisource.org/wiki/Balzak
https://wolnelektury.pl/media/book/pdf/obiad-literacki.pdf
https://wolnelektury.pl/media/book/pdf/obrachunki-fredrowskie.pdf
https://wolnelektury.pl/media/book/pdf/proust-i-jego-swiat.pdf
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Hartwig J., 2004a: Bez pożegnania, Wyd. Sic! Warszawa.
Hartwig J., 2004b: Zwierzenia i błyski, Wyd. Sic! Warszawa.
Hartwig J., 2007: To wróci, Wyd. Sic! Warszawa.
Hartwig J., 2008: Trzecie błyski, Wyd. Sic! Warszawa.
Hartwig J., 2009: Jasne niejasne, Wyd. a5, Kraków.
Hartwig J., 2011: Gorzkie żale, Wyd. a5, Kraków.
Hartwig J., 2013: Zapisane, Wyd. a5, Kraków.
Hartwig J., 2014: Błyski zebrane, Wyd. Zeszyty Literackie, Warszawa.
Hartwig J., 2016: Spojrzenie, Wyd. a5, Kraków.
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Abstract. The paper addresses an experiment in detecting metaphori-
cal usage of adjectives and nouns in Polish data. First, we describe the
data developed for the experiment. The corpus consists of 1833 excerpts
containing adjective-noun phrases which can have both metaphorical
and literal senses. Annotators assign literal or metaphorical senses to
all adjectives and nouns in the data. Then, we describe two methods
for literal/metaphorical sense classification. The first method uses Bi-
LSTM neural network architecture and word embeddings of both token-
and character-level. We examine the influence of adversarial training and
perform analysis by part-of-speech. The second method uses the BERT
token-level classifier. On our relatively small data, the LSTM based app-
roach gives significantly better results and achieves an F1 score equal to
0.81.

Keywords: Metaphors · Polish · LSTM · BERT

1 Introduction

Understanding natural language utterances requires addressing very many issues
on very different levels. In spite of many attempts to solve Natural Language
Processing (NLP) problems as an end-to-end task, there are still many contexts
in which we want to understand words, to combine their meanings into larger
schemes, and to add context constraints to sentence meaning. At every step,
there is a need to resolve ambiguities which are an inherent feature of natural
language understanding. Starting at the word level, many of them have several
different meanings, like bat which can mean either a kind of solid stick or a
flying mammal. The process of understanding is even more complicated, and
the communication in natural language is at the same time more interesting and
challenging, as people “invent” meanings resembling but different from canonical
senses, e.g. blue means one of the colours but also sad. These meanings that have
become very popular are listed in language dictionaries. We nevertheless often
use a non-literal combination of words whose listing in dictionaries is difficult
and not necessary, as the mechanism used to formulate such expressions is both
predictable and highly productive. For example, there are many meanings of
c© Springer Nature Switzerland AG 2022
Z. Vetulani et al. (Eds.): LTC 2019, LNAI 13212, pp. 277–288, 2022.
https://doi.org/10.1007/978-3-031-05328-3_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-05328-3_18&domain=pdf
http://orcid.org/0000-0002-7081-9797
http://orcid.org/0000-0002-0953-758X
http://orcid.org/0000-0002-8939-3255
https://doi.org/10.1007/978-3-031-05328-3_18


278 A. Wawer et al.

raise noted in the Oxford dictionary, but all of them are somehow connected
with changing a position in physical space or in some sorts of lists. And then,
we have the phrase raise a question which transfers raise from concrete space
to an abstract one. Such word usages are generally called non-literal, and in this
particular case – metaphorical [9].

An efficient application capable of distinguishing literal from non-literal word
occurrences can be very useful in many situations as in web search engines, infor-
mation extraction modules and document clustering. Technically, the task can
be treated as a word sense distinguishing one, but as unsupervised methods are
still much less efficient than supervised ones, it is treated more as a classifica-
tion or a sequence labelling task. We adapted a slightly modified approach in
our paper – we identify all occurrences of words but only for the nominal and
adjectival classes.

2 Related Work

Over the last decade quite a lot of work was done on metaphor detection, see
[16]. In these many approaches, the metaphor identification task was defined
variously. One group of papers concerned the classification of selected types of
phrases (taken in isolation) into those which nearly always have a literal meaning,
like brown pencil and those which have only figurative usage, e.g. dark mood. In
this type of task adjective-noun phrases for English [6,19] and Polish [21] were
explored as well as verb constructions for English [2]. Phrases which can have
different usage can be classify only in the wider context. In this field of research,
some papers present experiments with identification of the type of a particular
phrase occurrence in text, while in other approaches, all words from a given text
are classified into literal or figurative use.

At first, mostly supervised machine learning approaches were used in which
apart from features derived directly from the data, many additional data
resources have been used. Among others, these features included, concreteness,
imageability, WordNet relations, SUMO ontology concepts, sectional preference
information, and syntactic patterns. Solutions based on neural nets training were
then published. Several new approaches were elaborated and compared due to
the shared task on metaphor identification on the VU Amsterdam Metaphor
Corpus [17] conducted at the Workshops on Figurative Language Processing
(FigLang) which is the successor of Workshops on Metaphor in NLP. The first
FigLang workshop was organized at the NAACL 2018 conference [3] while the
second one took place at ACL 2020 [7]. Participants were given two tasks: the
ALL_POS task, in which they had to repeat annotation at word level of every
token in the presented test data, and the Verbs task, in which only verb anno-
tation was taken into account. In 2018, the best performing solution [23] used
pretrained word2vec embeddings, embedding clusterings and POS tags as input
to CNN and Bi-LSTM layers. In 2020, there were three baselines proposed by
the shared task organizers. The best baseline solution used the BERT language
model [4] in a standard token classification task. The next one was one of the
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top-ranked system from FigLang 2018 [18]. It used LSTM BiRNN architecture
with fastText word embeddings representing words as input. The last baseline
was the best method from 2016 described in [2]. The system used a logistic
regression classifier and the following features: lemmatized unigrams, general-
ized WordNet semantic classes, and differences in concreteness ratings between
verbs/adjectives and nouns. The last two baselines were the worst systems in the
Figlang 2020 shared task competition on the VUA dataset. It is also worth noting
that the BERT based baseline had an F1 score that was more than 10% better
than the others. Transformers models dominate among the solutions proposed
at the FigLang 2020 shared task.

In the paper, we compare the results of our approach that was reported in the
FigLang 2018 shared task [14] (i.e., adversarial training with Bi-LSTM layers)
with a solution based on transformers. We tested them on Polish corpus where
annotation was carried out on nouns and adjectives.

3 Data Description

Table 1. Most popular AN phrases

Phrase All L M

pełne garście ‘handful’ 216 52 164

gorzki smak ‘bitter taste’ 136 68 68

głęboka rana ‘deep wound’, deeply wounded’ 91 65 26

cierpki smak ‘sour taste’, ‘sour grapes’ 57 35 22

fałszywa nuta ‘false note’‘deceitfully’ 56 23 33

czyste ręce ‘clean hands’ 33 10 23

kosmiczna katastrofa ‘cosmic/huge disaster’ 29 29 0

czysta karta ‘clean page’ 27 9 18

miękkie nogi ‘soft legs’ or ‘strong emotions’ 24 24 0

miękkie lądowanie ‘soft landing’ 22 9 13

słodki owoc ‘sweet fruits’ or something good 22 13 9

twardy sen ‘sound sleep’, ‘fast asleep’ 21 0 21

Table 2. Statistics of M/L annotations in the corpus

adj ppas adj+ppas subst ger subst+ger total
nb % nb % nb nb % nb % nb nb %

M 1184 19.1 106 19.0 1290 1306 11.0 81 21.2 1397 2687 14.2

L 5004 80.9 453 81.0 5457 10520 89.0 301 78.8 10821 16278 85.8
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The experiment was performed on a corpus consisting of 1833 short pieces of text
selected from the NKJP (National Corpus of Polish [15]). The corpus is built
from over 45,000 tokens including punctuation marks and excerpt delimiters.
Each excerpt consists of one to three sentences and the average length is 24.5
tokens. The part-of-speech annotation is done with the help of the Concraft2
tagger [20].

Each excerpt contains at least one adjective-noun (AN) phrase which could
have an (L) literal or a (M ) metaphorical meaning depending on the context.
The corpus was collected to perform experiments in recognition of M/L senses
of 165 different AN phrases. Table 1 shows phrases with the most numerous
examples. Quite often, only one element of a metaphorical AN phrase has a
metaphorical meaning. For example, in the phrase gorzka prawda ‘bitter truth’,
which always has a metaphorical sense, the noun truth usually has a literal sense
and only gorzka ‘bitter’ has a metaphorical sense. The label L is assigned to an
AN phrase if both elements are annotated as literal, while M is assigned if any
of two elements (or both) has a metaphorical sense.

In the experiment described in the paper, we decided to annotate all adjec-
tives and nouns in the whole corpus and to detect the meaning of separate
adjectives and nouns instead of the whole phrase.

The annotation was done by two researchers specialising in metaphors in Pol-
ish: Joanna Marchula and Maciej Rosiński (the corpus is available from: http://
zil.ipipan.waw.pl/CoDeS) The annotators adapted the procedure for recogni-
tion of metaphorical usage of individual words developed for the VU Amster-
dam Metaphor Corpus [17]. A discussion about difficulties that arise when the
method is applied to Polish is given in [11], while a modified procedure for Pol-
ish is described in [12]. An inter-annotator agreement was tested on 51 excerpts
consisting of 1246 tokens. In this fragment, there are 555 adjectives and nouns
which were annotated by two people. 14 words were differently annotated, and
the Cohen’s kappa was equal to 0.899, so the annotators obtained very good
agreement. As the kappa was high and the procedure for annotation was very
time-consuming, we divided the corpus into two parts which were annotated
separately by one person. The final annotation was reviewed by removing minor
inconsistencies and omissions which was done by one of the annotators. 180
decisions were changed, the label M was changed into L in 54 cases, and in the
opposite way 126 cases. Table 2 contains information regarding how many adjec-
tives (regular adjectives and past participles fulfilling adjective roles), nouns and
gerunds are annotated as having a literal and metaphorical meaning in the final
annotation.

4 Experiment Description

4.1 LSTM Based Solution

The basic architecture in our experiment is the BiLSTM-CRF model similar to
[10]. In this model, word representation is concatenated from token-level and

http://zil.ipipan.waw.pl/CoDeS
http://zil.ipipan.waw.pl/CoDeS
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character-level embeddings. The latter are computed using character-level Bi-
LSTMs, by combining final states of each directional network. Thus, generated
word embeddings are then used as input to a token-level bidirectional LSTM
deep neural network. Finally, inference is carried by a CRF layer instead of
traditional softmax. The structure of the model is given in Fig. 1. The number
of hidden units in LSTM is set to 150, the initial learning rate to 0.01, and the
batch size to 10.

We also experimented with adversarial training, a technique employed in the
field of machine learning which, in its original variant, attempts to fool models
through malicious inputs. Recent advancements of this technique, introduced in
the area of natural language processing, focus on modifying word embeddings in
a malicious manner to make the problem more difficult: the worst-case perturba-
tion coefficient η is computed and added to the embeddings. The expected effect
is regularisation. This method was found effective in POS tagging as described
by [24]. We test this approach using three η values:

– 0 (adversarial component turned off),
– 0.05 (mild adversarial setting),
– 0.1 (aggressive adversarial setting).

In our experiments, we used Wikipedia-trained Polyglot [1] word embeddings
for the Polish language.

We divided the data into three classes of tokens: L (literal), M (metaphori-
cal), O (outside, this class covers every other token type).

BiLSTMBiLSTM BiLSTM

char 
BiLSTM 

char 
BiLSTM 

char 
BiLSTM 

CRF CRF CRF

word
embedding 

word
embedding 

word
embedding 

Adversarial 
perturbations 

of embeddings 

Bi-directional 
LSTM layer 

Label  
inference 

Fig. 1. Diagram of the neural network.
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Fig. 2. Macro F1 for various adversarial training rates - initial annotation (LSTM)

Fig. 3. Macro F1 for various adversarial training rates - final annotation (LSTM)

Table 3. Detailed results of systems on the test data set, 25th epoch (LSTM)

Precision Recall F1

Initial data M 0.70 0.58 0.63
L 0.94 0.94 0.94
Macro avg 0.82 0.76 0.79

Final data M 0.78 0.61 0.68
L 0.94 0.92 0.93
Macro avg 0.86 0.77 0.81
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Table 4. Results by POS in numbers (LSTM)

Manual Auto adj ppas subst ger Total

M M 101 37 92 0 198

L L 485 5 1070 24 1616

M L 31 7 50 5 93

L M 38 1 41 1 81

M O 1 2 1 4 8

L O 16 2 40 1 59

Total 672 54 1294 35 2055

Table 5. Evaluation by POS (LSTM)

adj ppas subst ger
M L M L M L M L

Precision 0.727 0.998 0.833 0.841 0.692 0.955 na 0.828
Recall 0.759 0.900 0.357 0.925 0.643 0.930 na 0.923
F1 0.743 0.946 0.500 0.881 0.667 0.942 na 0.873

4.2 BERT Based Solution

To recognize metaphors at the word level, we attempted to fine-tune two BERT
models that had been pre-trained on Polish language data. Namely, PolBERT
[8] and HerBERT [13]. The first, PolBERT, was trained on four Polish corpora:
Open Subtitles, Paracrawl, Parliamentary Corpus and Wikipedia. The other,
HerBERT, was trained on six corpora: CCNet Middle, CCNet Head, National
Corpus of Polish, Open Subtitles, and Wikipedia.

We trained and evaluated the PolBERT model in two variants: cased and
uncased. In the case of HerBERT, we tested two variants: base and large. We
also conducted model training with the use of two values of the learning rate:
2e−5 and 2e−7. The first is within the standard and commonly used range of
values mentioned by Google Research for fine tuning BERT models.1 We chose
the second, much smaller value of 2e−7 because of the relatively small size of our
data set. Low frequency datasets are usually better handled with more subtle
gradient changes.

We used token-level classification API from TensorFlow and softmax as the
last neural network layer. We used the Transformers library to train and evaluate
BERT models [22], and to perform initial steps such as subword tokenization and
padding. For model training and evaluation, we only select the labels of the first
subword of each word, as recommended by the Transformers documentation.

1 https://github.com/google-research/bert.

https://github.com/google-research/bert
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5 Results

In the case of LSTM neural network, we split the data randomly into three
partitions: training (80%), development (10%) and test (10%). For each training
epoch, results are reported for the test data set, for tokens that are either L
or M according to the manual annotation. Figures 2 and 3 contain the macro
F1 -measure computed for various adversarial rates for two versions of the data
set, respectively initial annotation and final annotation.

Table 3 contains the results measured at the end of training, 25th epoch, on
both versions of the data. We use the mild adversarial setting of η 0.05 as it is
the one which provides the best results. Table 4 gives the best results by POS
in numbers. The first two columns represent manual and automatic annotation.
The next columns gives numbers of annotated adjectives, past participles, nouns
and gerunds in the test set. In Table 5, results by POS are given for precision,
recall and F1 -measure. The results of recognition metaphorical meaning of words
are much worse as the training data contains almost five times fewer examples.
Recognition of adjectives gives better results than nouns despite two times fewer
examples in the training data.

In the case of BERT solutions, we split the data randomly into test (10%)
and train (90%) sets, preserving the same sets in each experiment for better
comparability. We applied the AdamW optimizer from Google Research with
the recommended hyperparameter values. We trained the model with the batch
size of 1 for 7 epochs.

Table 6 contains the results of the BERT model evaluation on the test set.
This table contains three metrics: accuracy, weighted and macro average F1
scores.

Table 6. Evaluation of BERT models

Model Variant Learning rate Accuracy Macro F1 avg Weighted F1 avg

HerBERT Base 2e−5 0.49 0.33 0.47
2e−7 0.51 0.30 0.45

Large 2e−5 0.54 0.23 0.38
2e−7 0.54 0.23 0.38

PolBERT Cased 2e−5 0.45 0.33 0.45
2e−7 0.47 0.32 0.45

Uncased 2e−5 0.48 0.32 0.46
2e−7 0.45 0.31 0.44

The best results in terms of accuracy were obtained by the HerBERT large.
Unfortunately, this can be attributed to the fact that this model did not distin-
guish between classes and labelled all data as the most frequent class. This is
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reflected by lower F1 scores. Possibly the best overall compromise is the Her-
BERT base model with the learning rate of 2e−7. It managed to outperform
PolBERT’s accuracy without compromising F1 scores.

Unfortunately, the attempts to train a well-performing model did not yield
good results. The most difficult problem is to recognize the M label, as none of
the tested BERT models was able to successfully learn and predict the occur-
rences of this rarest class. This problem is illustrated in Table 7 which contains
an example evaluation (precision, recall and F1 scores) of a HerBERT model on
the test set. Here, the model was trained for 7 epochs using 2e−5 learning rate.
The biggest noticeable issue is the poor recognition of M labels.

Table 7. Example labeling of the test set by the HerBERT model

Class Precision Recall F1

L 0.42 0.33 0.37
M 0.05 0.02 0.03
O 0.55 0.66 0.60

The problem most likely is in insufficient training data size for large models
(in terms of the number of parameters) such as BERT. Figure 4 illustrates the
loss on training and test sets. It reveals that the loss diminishes on both training
and test data, which is an indication of model training process without significant
overfitting. The dashed line reflects train set loss while the solid line test set loss.

Fig. 4. Train and test set loss for 7 training epochs (BERT)
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6 Conclusion

In this paper we tested two architectures for identification of metaphorical use
of noun and adjective pairs in Polish texts.

The first of the tested architectures is based on a recurrent neural network
with adversarial training. Its application to the metaphor recognition task has
proven successful, as the best macro F1 score achieved 0.81. The best results
have been achieved with moderate influence of adversarial training. We tested
two variants of the data set and the more coherent version has proven to perform
better with the recurrent neural networks. This fact shows that the consistency
in annotating the data, in spite of the quite high kappa coefficient on the test
fragment, is not perfect. It is an open question whether it comes from the different
understanding of the metaphoricity or the annotation task itself. The results
obtained with this architecture point to the conclusion that metaphorical senses
of adjectives are easier to recognize – the model recognizes them slightly better
despite lower frequency.

The second architecture is monolingual Polish BERT [4], pre-trained on large
corpora. In our experiments, we attempted to fine-tune the BERT models to
recognize metaphors using word (token) level classification. Unfortunately, the
attempts did not yield good results. Model training process performed well in
terms of decreasing loss, but the biggest problem is the poor recognition of rare
metaphorical words. This is likely caused by insufficient frequency of the training
set. The conclusion that BERT models need much more training data than
recurrent neural network architectures is consistent with the findings reported
in [5].
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Abstract. The research project described in the paper aimed at creating a seman-
tically and grammatically annotated corpus of Polish synesthetic metaphors—
Synamet. The texts in the corpus were excerpted from blogs devoted to perfume,
wine, beer, cigars, Yerba Mate, tea, or coffee, as well as culinary blogs, music
blogs, art blogs, massage, and wellness blogs. Most recent corpus-based studies
on metaphors utilize the Conceptual Metaphor Theory by Lakoff and Johnson.
Recently, however, a ‘domain’ has been replaced with the concept of frame. In
this project, frames were built up from scratch and were adjusted to the texts. The
paper outlines the analytical procedure employed during the corpus compilation,
and the main results—statistics of source and target frames and their elements and
frame-based models of synesthesia in the corpus.

Keywords: Metaphor · Synesthesia · Frame semantics · Corpus

1 Introduction

This paper outlines the main results of frame-based annotation in Synamet—the Polish
Corpus of Synesthetic Metaphors. Synesthetic metaphors [24] were a valuable material
for preliminary research onmetaphors because their common use in language guarantees
that the collected material is rich and varied enough (which should later help to broaden
the analysis to include other types of metaphor). Although the majority of recent corpus-
based studies utilize the ConceptualMetaphor Theory (CMT), formulated by Lakoff and
Johnson [7], there is a trend among recent researchers of metaphor to replace the term
domains with frames (e.g., [2, 17]) and to introduce the notion of source and target
frames. Arguably, the combination of those two methods aimed at the formalization of
metaphor analysis [15, p. 170].

2 Method

The concept of frame is used in various types of study, like anthropology, psychology,
and cognitive science [9]. The most recognized theory of frames in linguistic is Fill-
more’s semantics of understanding (U-semantics) [4]. Fillmore describes frames as a
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complex conceptual system, which underlie the lexical level. The most known is Fill-
more’s example of time relations—in order to understand the word weekend, one has to
activate more broad conceptual systems that include our cultural knowledge about time:
that a year has twelvemonths, onemonth comprise fourweeks, in eachweek five days are
workdays and two are free days. The analytical approach adopted for Synamet draws on
both frame semantics [4] and Cognitive Metaphor theory (henceforth CMT), formulated
by Lakoff and Johnson [7]. These researchers view metaphor as a primarily conceptual
phenomenon consisting of mapping across cognitive domains (from the source domain
onto the target domain) e.g., LOVE IS FIRE. Although CMT is the most prominent
method of metaphor analysis, it has some disadvantages associated with it—it has not
been precisely stated what the term conceptual domain stands for, or how the domain’s
structure is supposed to be reconstructed. Sullivan [17, pp. 20–21] notices “Conceptual
domains are a crucial concept in metaphor theory, yet there is no general agreement on
how to define the type of domain used in metaphor”.

Moreover, a general schemata X is Y results in the metaphors’ grammatical prop-
erties being ignored. Additionally, CMT does not consider any cultural background in
metaphor creation (see [5]), which is very important in the case of verbal synesthesia.
Although frames and domains originated on a base of two different theories, several
researchers have tried to combine those two tools in order to formalize metaphor analy-
sis [15] since frames are structured entities which contain schematized representations
of world knowledge. Sullivan [18] notices that incorporating frames in CMT can help
to understand a logic behind the choice of particular lexemes in metaphorical expres-
sions Moreover, frames not only reflect a conceptual level but are also strictly linked to
language at both grammatical and lexical levels [15].

2.1 Synamet – A Polish Corpus of Synesthetic Metaphor

Synamet [24] contains texts from blogs devoted to fields where synesthetic metaphors
were most likely to be found, e.g., blogs devoted to perfume (SMELL), wine, beer,
Yerba Mate, or coffee (TASTE, SMELL, VISION), as well as culinary blogs (TASTE,
VISION), music blogs (HEARING), art blogs (VISION), massage and wellness blogs
(TOUCH). In total, the Synamet contains:

1. 685,648 tokens,
2. 1,414 annotated texts (entries) from blogs,
3. 2,597 metaphorical topics (i.e., referents of metaphorical expressions),
4. 15,855 activators (words or phrases that activate various frames), and
5. 9,217 grammatically and semantically annotated metaphorical units (MUs).

Synamet consists of 11 categories of texts from thematic blogs (sub-corpuses):

• BEER (beer reviews),
• COFFEE (coffee and café reviews),
• COSMETICS (creams, lotions, masks, shampoos, etc. reviews)
• CUISINE (culinary blogs),
• CULTURE (reviews of theatre, ballet, and operatic performances, exhibitions reviews)
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• MASSAGE (blogs written by masseurs),
• MUSIC (reviews of albums, songs, concerts),
• PERFUME (perfumes reviews),
• WELLNESS (blogs concerning physical and mental health)
• WINE (wine reviews),
• YERBA (yerba mate1 reviews).

In Synamet, the metaphorization process is defined according to Jang et al. [6 p. 320]
who argue that “a metaphor occurs when a speaker brings one frame into a context
governed by another frame, and explicitly relates parts of each, so that the original
frame’s expectations are extended or enhanced according to the new frame”. Therefore,
a metaphorical unit (MU) is understood as a single phrase, sentence, or text fragment
where two different frames are activated and at least one of them is perceptual. The
current project deals solely with linguistic synesthetic metaphors (verbal synesthesia),
and not with synesthesia as a psychological phenomenon.

According to Werning et al. [21], a metaphor is synesthetic only when one domain
pertains to perception (visual, auditory, olfactory, tactile, or gustatory). If only one of
the domains evokes perception, we can talk of a weak synesthetic metaphor. If both the
source and the target domain evoke perception, it is a strong synesthetic metaphor.

In order to collect the most varied material possible, the project adapted the broadest
sense of the term synesthetic metaphor. In Synamet, both types of metaphors (strong
and weak) were annotated.

2.2 Frames in Synamet

The frame semantics has been successfully implemented in FrameNet and MetaNet,
both developed at the International Computer Science Institute in Berkeley. Although
the FrameNet is a valuable lexical source for English, it wasn’t sufficient for the Synamet
purposes, as there are too many semantic and grammatical differences between Polish
and English. Therefore, the set of frames for the Synamet corpus was constructed from
scratch. During annotation, the frames were adjusted to the analyzed texts from the
blogs—that is, the project coordinator addednew frames or their elementswhen the anno-
tators signaled that such modifications were needed. Synamet consists of 6 perceptual
frames (VISION, HEARING, TOUCH, SMELL, TASTE and MULTIMODAL PER-
CEPTION—for sensations that activate several senses, e.g., weight or consistency), and
55 non-perceptual frames (e.g. PERSON, ARCHITECTURE, PLANT, SPACE, TIME
etc.). For the annotators’ convenience, every frame element was associated with one of
its typical lexical representations e.g., PERSON/EMOTION (anger), ANIMAL/PART
OF ANIMAL (claw). The frame ontology used in the project was hierarchical, mean-
ing that there were very general frames e.g., PERSON, and within them, more speci-
fied subframes and elements e.g., the subframe CHARACTER with elements including
POSITIVE CHARACTER TRAIT, NEGATIVE CHARACTER TRAIT; the subframe
BODYwith such elements as BODYPART, GENDER, CORPULENCE, CONDITION,
STRENGTH, AGE, etc. Although the frames consisted of subframes and their element,

1 Yerba mate is used to make a tea beverage known as mate in Spanish and Portuguese.
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the structure was more flat and less complicated than frames in FrameNet. Since a frame
in Synamet can be evoked by almost all parts of speech (verbs, nouns, adjectives or even
prepositions), one frame consists of all elements essential for an act of perception, that
is subject of perception and body part(s) serving as an instrument of perception, object
of perception etc. (see Table 1).

Table 1. The TOUCH frame’s structure [24].

Subframe Frame element

SUBJECT OF PERCEPTION –

BODY PART (ręce ‘hands’, skóra ‘skin’) –

ACTION OF SUBJECT PERCEPTION (czuć ‘feel’) EXAMINATION
OF
STRUCTURE (naciskać
‘press’)
EXAMINATION OF
SURFACE (macać ‘feel, grope’)
CHANGE OF OBJECT’S
STATE (zaostrzyć ‘strop’)

CHANGE OF STRUCTURE
(złamać ‘broke’)
CHANGE OF SURFACE
(wygładzić ‘polish’)
CHANGE OF
TEMPERATURE (ogrzać
‘warm up’)

OBJECT OF PERCEPTION
(atłas ‘satin’)

–

STATE OF AN OBJECT STATE (wygładzony
‘polished’)
CHANGE OF STATE
(twardnieć ‘harden’)

SUBJECT’S CONTACT WITH AN OBJECT CONTACT WITH A
WHOLE BODY (otrzeć się
‘rub’)
CONTACT WITH A BODY
PART (musnąć ‘dab’)

SENSATION –

PATTERN OF
SENSATION (jak jedwab
‘like silk’)

–

(continued)
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Table 1. (continued)

Subframe Frame element

FEATURE OF SENSATION TEXTURE (gładki
‘smooth’)
STICKINESS (lepki ‘sticky’)
SUSCEPTIBILITY TO
PRESSURE (miękki ‘soft’)
SUSCEPTIBILITY TO
STRETCHING (elastyczny
‘elastic’)
SUSCEPTIBILITY TO
FLEXION (sztywny ‘stiff’)
SUSCEPTIBILITY TO
DESTRUCTION (kruchy
‘brittle’)
TEMPERATURE (ciepły
‘warm’)
MOISTURE CONTENT
(mokry ‘wet’)
SHARPNESS (ostry ‘sharp’)

EVALUATION OF
SENSATION (oślizgły ‘slimy’)

–

INSTRUMENT (gładzik
‘jointer’)

–

2.3 Annotation Procedure

MIPVU [14] was employed as a metaphor identification procedure. The procedure con-
stitutes a modified and elaborated version of the MIP as proposed by the Pragglejaz
group [11]. Texts excerpted (1,414 entries from blogs) were pre-analyzed by the SPEJD
application (Shallow Parsing and Eminently Judicious Disambiguation)2—a tool for
partial parsing and rule-based morphosyntactic disambiguation. For the distribution of
texts among annotators and later—superanotator, the distsys3 application was used
which also stored the annotated data. This tool had already been used in Polish Cor-
pus of Coreference [10] and proved its usability in different types of annotation tasks.
Then, a detailed instruction for annotators was prepared, and the analysis procedure was
facilitated by a dedicated computer application ATOS (Annotation Tool for Synesthetic
Metaphor). The annotation procedure included:

1. Extraction from the text a metaphorical unit, e.g., tanina gładka ‘tannin smooth’.
2. Correction of the text phrase (if needed), e.g., tanina jest gładka ‘tannin is smooth’.
3. Defining the referent of the phrase, e.g., taste (of a wine).

2 http://zil.ipipan.waw.pl/Spejd/.
3 http://zil.ipipan.waw.pl/DistSys.

http://zil.ipipan.waw.pl/Spejd/
http://zil.ipipan.waw.pl/DistSys
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4. Description of the phrase type: NP.
5. Selection of the metaphor type: strong (because both frames are perceptual).
6. Selection of metaphor category: simple synesthesia.
7. Defining the semantic head of the phrase: tannin.
8. Description of the source frame: TOUCH.
9. Selection of the source frame element: TEXTURE.
10. Description of the source frame evoking word (activator) smooth: ADJ.
11. Description of the target frame: TASTE.
12. Selection of the target frame element: TASTE COMPONENT.
13. Description of the target frame evoking word (activator) tannin: N.

In Synamet, a series annotation procedure was employed instead of a parallel one
since the experiment set up for the Polish Coreference Corpus proved that the outcome
of such annotation is better [10]. Therefore, texts in Synamet were first analyzed by
four annotators and subsequently by three superannotators who amended the initial
annotation and checked the corpus coherence. All annotators and superannotators were
Masters or PhDs in linguistics with a specialization in semantics. Although the series
annotation was chosen as the main method in Synamet, an experiment was performed
with a parallel annotation and annotator inter-agreement was tested for a small subset
of texts (40 blog entries analyzed independently by two annotators) with the Cohen’s κ

‘kappa’. Results were as follows: moderate level of agreement for typical metaphors (κ
= 0.77), almost perfect level of agreement for mixedmetaphors (κ = 0.95), a strong level
of agreement for entangled metaphors (κ = 0.80), and almost perfect level of agreement
for narrative metaphors (κ = 0.93). The experiment showed that despite the complex
procedure of annotation and problematic data the annotator inter-agreement was high
enough to expect that the corpus would be relatively trustworthy.

3 Results

The analysis of frames in Synamet shows interesting and statistically significant results
with respect to frequency of perceptual and non-perceptual frames and their elements as
well as to frequency and characteristics of activators (i.e., lexical units evoking frames)
[see 24].

3.1 Source and Target Frames in Strong Synesthetic Metaphors

The most frequently used source perceptual frames in the analyzed blogs include the
VISION frame, the MULTIMODAL PERCEPTION frame, and the TOUCH frame.
The ultimate target frame is the SMELL frame. Table 2 shows source and target frames
in the standardized Pearson residuals (c2 = 4594.4, df = 5, p-value < 0,001, Cramer’s
V = 0.773).
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Table 2. Pearson residual for source (SF) and target (TF) perceptual frames (H[earing],
M[ultimodal Perception], S[mell], TA[ste], T[ouch], V[ision]) in strong synesthetic metaphors.

 H  MP      S  TA  T  V  
SF  3.21   28.31  -54.04 -14.28 14.28 32.27 
TF  -3.21  -28.31  54.043 14.28 -27.77 -32.27 

Table 3 presents Pearson standardized residuals of frame pairs in strong synesthetic
metaphors (c2 = 870.35, df = 25, p-value< 0.001, Cramer’s V = 0.213). The most fre-
quent pairs areHEARING (source)→SMELL (target), VISION (source)→HEARING
(target), TASTE (source) → SMELL (target), MULTIMODL PERCEPTION (source)
→ TASTE (target). Light grey indicate that the result is not statistically significant.

Table 3. Pairs of perceptual source-and target frames in Synamet (S—source, T—target) [24].

Source/ 
    Target 

H MP S TA T V 

H  2.64 4.69 -2.25 1.69 13.75 
MP -1,47 -0.12 -0.87 2.58 0.86 
S 19.42 -12.19  11.30 -4.55 -10.84 
TA -4.80 9.62 1.49  2.59 1.13 
T -1.75 2.45 0.14 0.01 0.83 
V -3.31 7.05 2.24 -1.60 3.54 

The strong synesthetic metaphors in Synamet vary depending on a frame element’s
frequency. Some frame elements are selectedmore often than others. The target elements
apparently arise from themain subjects of the blogs e.g., taste, smell, typeof smell, typeof
taste, or song.More interesting are the elements of the source frames. The broadest set of
elements is activated in the VISION frame—52 different elements, from the HEARING
frame—39 elements, from the TOUCH—31 elements, from the TASTE frame—21
elements, and from the MULTIMODAL PERCEPTION frame—18 elements.

3.2 Source and Target Frames in Weak Synesthetic Metaphors

In weak synesthetic metaphors, the most frequent pairs of source and target domains
include SPORT (source) → TASTE (target), SPACE (source) → HEARING (target),
THING (source) → HEARING (target), WEATHER (source) → HEARING (target),
ARCHITECTURE (source) → SMELL (target), PLANT (source) → TASTE (target),
PERSON (source) → SMELL (target), see Table 4 presenting Pearson standardized
residuals (c2 = 526.32, df = 16, p-value < 0.001, Cramer’s V = 0.297).
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Table 4. Pearson residual for source (S) and target (T) frames (H[earing], TA[ste], S[mell]]) in
weak synesthetic metaphors.

Target 
Source 

H TA S 

ARCHITECTURE -2.81 -4.52  6.26 
ART -0.43 -2.10  2.08 
CLOTHES  1.31 -1.35 -0.15 
PERSON -5.11  0.17  4.66 
PLANT -4.64  6.25 -0.64 
SPACE  8.06 -4.22 -4.19 
SPORT -6.69  16.44 -6.87 
THING  7.22 -2.32 -4.92 
WEATHER 6.54 -4.91 -2.21 

The SMELL as a target frame interconnects with the largest and most diverse set of
source non-perceptual frames—44 frames (e.g., PERSON, THING, ARCHITECTURE,
PLANT,CLOTHES,ART,WILDANIMAL, SPACE,WEATHER, ELEMENTS, SOCI-
ETY,LANGUAGE,HOME,ARMY,TIME,WEATHER,BASIN,MAGIC,MACHINE,
etc.). The next largest target frame, which receives metaphorical transfer from 37 var-
ious non-perceptual source frames, is the HEARING frame (e.g., PERSON, THING,
SPACE, TRAVEL, VEHICLE, HEALTH SERVICE). A slightly smaller number—27
source frames—appear in synesthetic metaphors with the TASTE as a target frame
(e.g., PERSON, SPORT, THING, SOCIETY, ARMY, LANGUAGE). By contrast, the
frame VISION as a target frame occurs in metaphors with only 16 different non-
perceptual source frames (e.g., PERSON, PLANT, THING). The frames TOUCH and
MULTIMODAL PERCEPTION never appear as target frames in weak synesthetic
metaphors.

3.3 Frame Activators

All activators (i.e., words that evoke an element of a frame) in Synamet are recorded
with respect to two forms: a text form and a base form. Therefore, the base forms of all
activators used in synesthetic metaphors form a minidictionary of the Synamet corpus.
There are important differences between sets of activators interconnected with frames in
the corpus. The perceptual and non-perceptual frames in Synamet differ quite noticeably
in regard to being evoked by nouns or verbs. The chi-squared test results are: c2 = 95.562,
df = 3, p-value < 0.0001, Cramer’s V = 0.187. The non-perceptual frames are evoked
more often by verbs, while the perceptual frames exhibit the higher frequency of nouns
(see Table 5).
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Table 5. Lexemes evoking perceptual (PF) and non-perceptual (NPF) frames in Synamet.

ADJ ADV N V 
PF 1.05   2.21    5.20 -9.54 
NPF -1.05  -2.21  -5.20  9.54 

The largest set of lexemes (LUs) evokes the SMELL frame (458) and the HEARING
frame (426). The smallest set of lexemes is linked to theMULTIMODALPERCEPTION
frame (142), see Table 6.

Table 6. Lexemes evoking perceptual frames in Synamet.

Frame ADJ ADV N V LU

HEARING 86 17 289 34 426

MULT.
PERCEPTION

67 19 35 21 142

SMELL 110 3 336 9 458

TASTE 98 13 210 9 330

TOUCH 88 13 35 44 180

VISION 158 23 122 84 387

Statistical analysis shows that the SMELL frame exhibits the dominance of nouns,
as well as the HEARING and the TASTE frames. In turn, the TOUCH, the VISION,
and the MULTIMODAL PERCEPTION frames are characterized by high frequency of
adjectives. The VISION and the TOUCH frames are most often evoked by verbs. The
MULTIMODAL PERCEPTION frame exhibits a relatively high frequency of adverbs.
The correlation between the number of lexical units and the frequency of parts of speech
and how often a frame is source or target was tested by the Pearson correlation coefficient
(r). Interestingly, the study revealed that there is no statistically significant correlation
between the total number of lexical items and the prevalence of being a source frame, but
there is a significant positive correlation between the number of LUs and the prevalence
of being a target frame: Pearson’s r = 0.713267, t = 2.0353, df = 4, p value = 0.05577.
There is no correlation between how often adjectives evoke the frame and the prevalence
of being a source frame or a target frame. In contrast, tests results show the positive
correlation between frequency of adverbs and the prevalence of being a source frame,
and the negative correlation between adverbs frequency and the prevalence of being a
target frame:

1. ADV and source frame: Pearson’s r = 0.9332103, t = 5.1942, df = 4, p-value =
0.003271.

2. ADV and target frame: Pearson’s r = −0.8409945, t = −3.1088, df = 4, p-value =
0.01796.
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The test results reveal a significant positive correlation between nouns’ frequency
and the prevalence of being a target frame—Pearson’s r= 0.890914, t= 3.9232, df= 4,
p-value = 0.0086; z = 2.2953. In contrast, there is no statistically significant correlation
between a noun’s frequency and the prevalence of being a source frame. There is also a
statistically significant positive correlation between verbs and the prevalence of being a
source frame: Pearson’s r = 0.7987787, t = 2.6554, df = 4, p-value = 0.02833, while
there is no such correlation for verbs’ frequency and the prevalence of being a target
frame.

4 Discussion

The corpus of synesthetic metaphors shows some interesting properties of synesthetic
metaphors. The ultimate “recipient” of metaphorical transfer is the SMELL frame—
it can be described by lexemes taken from all other perceptual frames e.g., korzenno-
sandałowy akord ‘spice-sandal chord’, przejrzysty aromat ‘clear aroma’,miękka wanilia
‘soft vanilla’, kwaśno-gorzki zapach ‘sour-bitter smell’, lekkie perfumy ‘light perfume’.
The frame that is next most likely a target in metaphorical mapping is the TASTE frame.
The HEARING frame equally often serves as a target and as a source frame in synes-
thetic metaphors. The frames VISION, TOUCH, and MULTIMODAL PERCEPTION
are mainly source frames. The widest connectivity with various target frames is typical
of the VISION, TOUCH and MULTIMODAL PERCEPTION frames (in both cases—
they can be mapped onto five target perceptual frames). The HEARING and TASTE
frames have more limited connectivity (with only three target perceptual frames). The
SMELL frame is never a source frame in verbal synesthesia. This result calls into ques-
tion the hypothesis that the most frequent source is the tactile domain, and that the
most frequent target is auditory perception [13, 19, 23]. The findings also undermine the
attempts to create a universal model of synesthesia in language [19, 20, 22]. Ullmann
[20] proposed the following sense hierarchy of synesthesia in language (from lower to
higher modalities): touch → heat → taste → smell → hearing → sight. Williams’s
[22] model was more complex, and the tactile perception was deemed the most typical
source of metaphors, while the olfactory perception was the ultimate target. Viberg [20]
proposed yet another hierarchy. In his model, the primary source was sight, and the
most typical target was likewise smell (sight → hearing → touch → smell/taste). The
model of synesthesia in Synamet [24] looks as follows: VISION → MULTIMODAL
PERCEPTION → TOUCH → HEARING → TASTE → SMELL.

According to the assumptions of CMT, metaphor operates primarily on the concep-
tual level. Therefore, analysis of conceptual metaphor typically ignores linguistic forms
of metaphorical expressions which appear in texts. Nevertheless, there are researchers
who notice that the grammar of verbal metaphor is not accidental and should not be
ignored [12, 16, 18]. For example, some analysis shows that verbs are more frequently
used metaphorically (that is to evoke metaphoric source domains) than nouns [3, 11, 14,
18]. Sullivan [18, p. 30] proposes an Autonomy Dependence Constraint, which means
that “in a metaphorical phrase or clause that can be understood out of context, every
source-domain item must be conceptually dependent relative to at least one autonomous
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target-domain item.” Sullivan [18] claims that the metaphoric sentence needs a combi-
nation of metaphoric verb and non-metaphoric nouns. Some results of statistical anal-
ysis of activators in Synamet support the assumption that verbal metaphor consists of
a metaphoric verb and non-metaphoric nouns, and that modifiers dependent of heads
(adverbs, adjectives) evoke source frames [1, 3, 11, 14, 18]. There is a significant differ-
ence between perceptual and non-perceptual frames with respect to parts of speech—
non-perceptual frames exhibit more verbs and fewer nouns than perceptual frames. The
statistical odds concerning activators of the perceptual frames also support this assump-
tion. The SMELL frame, which is an ultimate target frame, is evoked by the largest set of
nouns, while theMULTIMODAL PERCEPTION, TOUCH, and VISION frames, which
serve typically as sources, have fewest evoking nouns. On the other hand, those frames
exhibit a large number of modifiers—considerable number of verbs evokes the VISION
and the TOUCH frames, while adverbs are characteristic for the MULTIMODAL PER-
CEPTION frame. All three frames are also quite frequently evoked by adjectives. The
Pearson correlation coefficient (r) tests show strong correlation between the number of
verbs and the prevalence of being a source frame, while there is no correlation between
the number of verbs and the prevalence of being a target frame.

5 Conclusion

The frame-based annotation in Synamet [24] has brought out some important findings,
not only about synesthetic metaphors but also about metaphors in general. Deep frame
semantic analysis of texts gathered in the corpus proved that there is no universal model
of synesthesia in language. Analysis of lexical units evoking frames showed that there
is systematicity in linguistic forms of metaphor. Further analysis of frames and frame
elements’ interconnections could help to establish the extent to which the metaphoriza-
tion processes are systematic, and whether it is possible to construct a software system
that would automatically analyze metaphors in discourse.

Acknowledgments. The paper is funded by the National Science Centre in Poland under the
project no. UMO-2014/15/B/HS2/00182 titled: SYNAMET – the Microcorpus of Synaesthetic
Metaphors. Towards a Formal Description and Efficient Methods of Analysis of Metaphors in
Discourse.
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10. Ogrodniczuk, M., Głowińska, K., Kopeć, M., Savary, A., Zawisławska, M.: Coreference in
Polish: Annotation, Resolution and Evaluation. Walter De Gruyter, Berlin (2015)

11. Pragglejaz Group: MIP: A method for identifying metaphorically used words in discourse.
Metaphor Symb. 22(1), 1–39 (2007)

12. Ronga, I.: Taste synaesthesias: linguistic features and neurophysiological bases. In: Gola, E.,
Ervas, F. (eds.)Metaphor and Communication, pp. 47–60. Benjamins Publishing, Amsterdam
(2016)

13. Shen, Y., Cohen, M.: How come silence is sweet but sweetness is not silent: a cognitive
account of directionality in poetic synaesthesia. Lang. Lit. 7, 123–140 (1998)

14. Steen, G.J., Dorst, A., Herrmann, B., Kaal, A., Krennmayr, T.: A Method for Linguis-
tic Metaphor Identification. From MIP to MIPVU. John Benjamins Publishing Company,
Amsterdam (2010)

15. Stickles, E., David, O., Sweetser, E.: Grammatical constructions, frame structure, and
metonymy: their contributions to metaphor computation. In: Healey, A., de Souza, R.N.,
Peškov, P., Allen, M. (eds.) Proceedings of the 11th Meeting of the High Desert Linguistics
Society, pp. 317–345. High Desert Linguistics Society, Albuquerque, NM (2016)

16. Strik Lievers, F.S.: Synaesthesia: a corpus-based study of cross-modal directionality. Funct.
Lang. 22(1), 69–95 (2015)

17. Sullivan, K.: Frames and Constructions in Metaphoric Language, vol. 14. John Benjamins
Publishing Company, Amsterdam (2013)

18. Sullivan, K.: Integrating constructional semantics and conceptual metaphor. In: Petruck,
M.R.L. (ed.) MetaNet, pp. 11–35. John Benjamins Publishing Company, Amster-
dam/Philadelphia (2018)

19. Ullmann, S.: The Principles of Semantics. Blackwell, Oxford (1957)
20. Viberg, Å.: The verbs of perception: a typological study. Linguistics 21(1), 123–162 (1983)
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1 Introduction

PolEval1 is an initiative started in 2017 by the Linguistic Engineering Group
at the Institute of Computer Science, Polish Academy of Sciences, aiming at
increasing quality of natural language tools for Polish by organizing a testing
ground where interested parties could try their new solutions attempting to beat
state-of-the-art. This could be achieved only by setting up formal evaluation
procedures according to widely accepted metrics and using newly collected data
sets.
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The idea was simple yet it attracted a lot of attention: in first two editions of
the contest [10,22,35] we received over 40 submissions to 8 tasks and subtasks. In
2019 the number of tasks grew to six, expanding to processing multilingual and
multimodal data. Below we describe each of the tasks that have been announced
for PolEval 20192.

2 Task 1: Recognition and Normalization of Temporal
Expressions

2.1 Problem Statement

Temporal expressions (henceforth timexes) tell us when something happens, how
long something lasts, or how often something occurs. The correct interpretation
of a timex often involves knowing the context. Usually, people are aware of
their location in time, i.e., they know what day, month and year it is, and
whether it is the beginning or the end of week or month. Therefore, they refer
to specific dates, using incomplete expressions such as: 12 November, Thursday,
the following week, after three days. The temporal context is often necessary to
determine to which specific date and time timexes refer. These examples do not
exhaust the complexity of the problem of recognizing timexes.

TimeML [30] is a markup language for describing timexes that has been
adapted to many languages. PLIMEX [11] is a specification for the description
of Polish timexes. It is based on TIMEX3 used in TimeML. Classes proposed in
TimeML are adapted, namely: date, time, duration, set.

2.2 Task Description

The aim of this task is to advance research on processing of temporal expressions,
which are used in other NLP applications like question answering, summariza-
tion, textual entailment, document classification, etc. This task follows on from
previous TempEval events organized for evaluating time expressions for English
and Spanish like SemEval-2013 [32]. This time we provide corpus of Polish doc-
uments fully annotated with temporal expressions. The annotation consists of
boundaries, classes and normalized values of temporal expressions. The annota-
tion for Polish texts is based on modified version of original TIMEX3 annotation
guidelines3 at the level of annotating boundaries/types4 and local/global nor-
malization5 [11].

2 http://2019.poleval.pl/.
3 https://catalog.ldc.upenn.edu/docs/LDC2006T08/timeml annguide 1.2.1.pdf.
4 http://poleval.pl/task1/plimex annotation.pdf.
5 http://poleval.pl/task1/plimex normalisation.pdf.

http://2019.poleval.pl/
https://catalog.ldc.upenn.edu/docs/LDC2006T08/timeml_annguide_1.2.1.pdf
http://poleval.pl/task1/plimex_annotation.pdf
http://poleval.pl/task1/plimex_normalisation.pdf
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2.3 Training Data

The training dataset contains 1500 documents from KPWr corpus. Each docu-
ment is XML file with the given annotations, e.g.:
<DOCID>344245. xml</DOCID>
<DCT><TIMEX3 t i d=” t0 ” functionInDocument=”CREATION TIME”
type=”DATE” value=”2006−12−16”></TIMEX3></DCT>
<TEXT>
<TIMEX3 t i d=” t1 ” type=”DATE” value=”2006−12−16”>Dzi ś
</TIMEX3> Creat ive Commons obchodzi czwarte urodziny −
pr z ed s i ↪ewzi ↪e c i e ruszy �l o dok �l adnie <TIMEX3 t i d=” t2 ”
type=”DATE” value=”2002−12−16”>16 grudnia 2002</TIMEX3>
w San Franc i sco . ( . . . ) Z k o l e i w <TIMEX3 t i d=” t4 ”
type=”DATE” value=”2006−12−18”>pon iedz ia �l ek</TIMEX3>
og �l oszone zostan ↪a wyniki g �l osowanie na na j l e p s z e b l o g i .
W c i ↪agu <TIMEX3 t i d=” t5 ” type=”DURATION” value=”P8D”>8 dni
</TIMEX3> i n t e r nauc i odda l i ponad pó �l mi l iona g �l os ów.
Z najnowszego raportu Gartnera wynika , ż e w <TIMEX3 t i d=” t6 ”
type=”DATE” value=”2007”>przysz �lym roku</TIMEX3> b l o go s f e r a
roz ro ś n i e s i ↪e do rekordowego rozmiaru 100 mi l i on ów blog ów.
</TEXT>

2.4 Evaluation

We utilize the same evaluation procedure as described in article [32]. We need
to evaluate:

1. How many entities are correctly identified,
2. If the extents for the entities are correctly identified,
3. How many entity attributes are correctly identified.

We use classical precision (P), recall (R) and F1-score (F1 – a harmonic mean
of P and R) for the recognition.

(1) We evaluate our entities using the entity-based evaluation with the equations
below:

P =

∣
∣Sysentity ∩ Refentity

∣
∣

∣
∣Sysentity

∣
∣

R =

∣
∣Sysentity ∩ Refentity

∣
∣

∣
∣Refentity

∣
∣

where, Sysentity contains the entities extracted by the system that we want
to evaluate, and Refentity contains the entities from the reference annotation
that are being compared.

(2) We compare our entities with both strict match and relaxed match. When
there is an exact match between the system entity and gold entity then we
call it strict match, e.g. 16 grudnia 2002 vs 16 grudnia 2002. When there is
an overlap between the system entity and gold entity then we call it relaxed
match, e.g. 16 grudnia 2002 vs 2002. When there is a relaxed match, we
compare the attribute values.
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(3) We evaluate our entity attributes using the attribute F1-score, which cap-
tures how well the system identified both the entity and attribute together:

attrP =

∣
∣∀x|x ∈ (Sysentity ∩ Refentity) ∧ Sysattr(x) = Refattr(x)

∣
∣

∣
∣Sysentity

∣
∣

attrR =

∣
∣∀x|x ∈ (Sysentity ∩ Refentity) ∧ Sysattr(x) = Refattr(x)

∣
∣

∣
∣Refentity

∣
∣

We measure P, R, F1 for both strict and relaxed match and relaxed F1 for value
and type attributes. The most important metric is relaxed F1 value.

2.5 Results

The best result in the main competition (excluding a baseline system provided by
organizers) was achieved by Alium team with its Alium solution. Alium solution
is an engine to process texts in natural language and produce results according
to rules that define its behaviour. Alium can work either on single words or on
triples – word, lemma, morphosyntactic tag. Words are additionally masked, so
that Alium can work on parts of words as well. More details can be found in [12].

3 Task 2: Lemmatization of Proper Names
and Multi-word Phrases

3.1 Problem Statement

Lemmatization relies on generating a dictionary form of a phrase. In our task we
focus on lemmatization of proper names and multi-word phrases. For example,
the following phrases rad ↪e nadzorcz ↪a, radzie nadzorczej, rad ↪a nadzorcz ↪a which
are inflected forms of board of directors should be lemmatized to rada nadzorcza.
Both, lemmatization of multi-word common noun phrases and named entities
are challenging because Polish is a highly inflectional language and a single
expression can have several inflected forms.

The difficulty of multi-word phrase lemmatization is due to the fact that
the expected lemma is not a simple concatenation of base forms for each word
in the phrase [16]. In most cases only the head of the phrase is changed to a
nominative form and the remaining word, which are the modifiers of the head,
should remain in a specific case. For example in the phrase piwnicy domu (Eng.
house basement) only the first word should be changed to their nominative form
while the second word should remain in the genitive form, i.e. piwnica domu.
A simple concatenation of tokens’ base forms would produce a phrase piwnica
dom which is not correct.

In the case of named entities the following aspects make the lemmatization
difficult:

1. Proper names may contain words which are not present in the morphological
dictionaries. Thus, dictionary-based methods are insufficient.
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2. Some foreign proper names are subject to inflection and some are not.
3. The same text form of a proper name might have different lemmas depending

on their semantic category. For example S�lowackiego (a person last name in
genitive or accusative) should be lemmatized to S�lowacki in case of person
name and to S�lowackiego in case of street name.

4. Capitalization does matter. For example a country name Polska (Eng.
Poland) should be lemmatized to Polska but not to polska.

3.2 Task Description

The task consists in developing a system for lemmatization of proper names and
multi-word phrases. The generated lemmas should follow the KPWr guidelines
[24]. The system should generate a lemma for given set of phrases with regards
to the context, in which the phrase appears.

3.3 Training Data

The training data consists of 1629 documents from the KPWr corpus [2] with
more than 24k annotated and lemmatized phrases. The documents are plain
texts with in-line tags indicating the phrases, i.e.
<phrase id="40465">Madrycie</phrase>.

All the phrases with their lemmas are listed in a single file, which has the
following format:

[...]
20250 100619 kampanii wyborczych
kampanie wyborcze
40465 100619 Madrycie Madryt
40464 100619 Warszawie Warszawa
40497 100619 Dworcu Centralnym Dworzec Centralny
40463 100619 Warszawie Warszawa
[...]

3.4 Evaluation

The score of system responses will be calculated using the following formula:

Score = 0.2 ∗ AccCS + 0.8 ∗ AccCI (1)

Acc refers to the accuracy, i.e. a ratio of the correctly lemmatized phrases to
all phrases subjected to lemmatization.

The accuracy will be calculated in two variants: case sensitive (AccCS) and
case insensitive (AccCI). In the case insensitive evaluation the lemmas will be
converted to lower cases.
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4 Task 3: Entity Linking

4.1 Problem Statement

Entity linking [18,29] covers the identification of mentions of entities from a
knowledge base (KB) in Polish texts. In this task as the reference KB we use
WikiData (WD)6, an offspring of Wikipedia – a knowledge base, that unifies
structured data available in various editions of Wikipedia and links them to
external data sources and knowledge bases. Thus making a link from a text to
WD allows for reaching a large body of structured facts including: the semantic
type of the object, its multilingual labels, dates of birth and death for people,
the number of citizens for cities and countries, the number of students for uni-
versities and many, many more. The identification of the entities is focused on
the disambiguation of a phrase against WD. The scope of the phrase is provided
in the test data, so the task boils down to the selection of exactly one entry for
each linked phrase.

4.2 Task Description

The following text:

Zaginieni 11-latkowie w środ ↪e rano wyszli z domów do szko�ly w Nowym
Targu, gdzie przebywali do godziny 12:00. Jak informuje “Tygodnik
Podhalański”, 11-letni Ivan już si ↪e odnalaz�l, ale los Mariusza Gajdy wci ↪aż
jest nieznany. Source: gazeta.pl

has 2 entity mentions:

1. Nowym Targu7

2. Tygodnik Podhalański8

Even though there are more mentions that have their corresponding entries
in WD (such as “środa”, “dom”, “12:00”, etc.) we restrict the set of entities to a
closed group of WD types: names of countries, cities, people, occupations, organ-
isms, tools, constructions, etc. (with important exclusion of times and dates).
The full list of entity types is available for download9. It should be noted that
names such as “Ivan” and “Mariusz Gajda” should not be recognized, since they
lack corresponding entries in WD.

The task is similar to Named Entity Recognition (NER), with the important
difference that in EL the set of entities is closed. To some extent EL is also
similar to Word Sense Disambiguation (WSD), since mentions are ambiguous
between competing entities.

In this task we have decided to ignore nested mentions of entities, so names
such as “Zespó�l Szkó�l �L ↪aczności im. Obrońców Poczty Polskiej w Gdańsku, w
6 https://www.wikidata.org.
7 https://www.wikidata.org/wiki/Q231593.
8 https://www.wikidata.org/wiki/Q9363509.
9 http://poleval.pl/task3/entity-types.tsv.

https://www.wikidata.org
https://www.wikidata.org/wiki/Q231593
https://www.wikidata.org/wiki/Q9363509
http://poleval.pl/task3/entity-types.tsv
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Krakowie”, which has an entry in WD, should be treated as an atomic linguistic
unit, even though there are many entities that have their corresponding WD
entries (such as Poczta Polska w Gdańsku, Gdańsk, Kraków). Also the algorithm
is required to identify all mentions of the entity in the given document, even if
they are exactly same as the previous mentions.

4.3 Training Data

The most common training data used in EL is Wikipedia itself. Even though
it wasn’t designed as a reference corpus for that task, the structure of internal
links serves as a good source for training and testing data, since the number of
links inside Wikipedia is counted in millions. The important difference between
the Wikipedia links and EL to WD is the fact that the titles of the Wikipedia
articles evolve, while the WD identifiers remain constant.

As the training data we have provided a complete text of Wikipedia with
morphosyntactic data provided by KRNNT tagger [37], categorization of articles
into Wikipedia categories and WD types, Wikipedia redirections and internal
links.

4.4 Evaluation

The number of correctly linked mentions divided by the total number of mentions
to be identified is used as the evaluation measure. If the system does not provide
an answer for a phrase, the result is treated as an invalid link.

5 Task 4: Machine Translation

5.1 Problem Statement

Machine translation is a computer translation of text without human involve-
ment. Machine translation, a pioneer of the 1950s, is also known as machine
translation or instant translation.

Currently, there are three most common types of machine translation sys-
tems: rule-based, statistical and neural.

– Rule-based systems use a combination of grammar and language rules, as
well as a dictionary of common words. Professional dictionaries are created
to focus on a particular industry or discipline. Rule-based systems generally
provide consistent translations in accurate terms when trained in specialized
dictionaries [7].

– The statistical systems do not know the language rules. Instead, they learn to
translate by analyzing large amounts of data for each language pair. Statistical
systems usually provide smoother but inconsistent translations [13].

– Neural Machine Translation (NMT) is a new approach that uses machines to
translate learning through large neural networks. This approach is becoming
increasingly popular with MT researchers and developers as trained NMT sys-
tems are beginning to show better translation performance in many language
pairs compared to phrase-based statistical approaches [36].
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5.2 Task Description

The task was to train the machine translation system as good as possible using
any technology with limited text resources. The contest was held in two lan-
guages. There were a few languages, more popular English-Polish (Polish direc-
tion) and low-resourced Russian-Polish (both directions).

5.3 Training Data

As the training data set, we have prepared a set of bi-lingual corpora aligned
at the sentence level. The corpora were saved in UTF-8 encoding as plain text,
one language per file. We divided the corpora as in-domain data and out-domain
data. Using any other data was not permitted. The in-domain data was rather
hard to translate because of its topic diversity. In-domain data were lectures on
different topics. As out of domain data we accepted any corpus from http://
opus.nlpl.eu project. Any kind of automatic pre- or post- processing was also
accepted. The in-domain corpora statistics are given in Table 1.

Table 1. Task 4 corpora statistics.

No. of segments No. of unique tokens

Test Train Test Train

Input Output Input Output

EN to PL 10,000 129,254 9,834 16,978 49,324 100,119

PL to RU 3,000 20,000 6,519 7,249 31,534 32,491

RU to PL 3,000 20,000 6,640 6,385 32,491 31,534

5.4 Evaluation and Results

The participants were asked to translate with their systems test files and submit
the results of the translations. The translated files were supposed to be aligned at
the sentence level with the input (test) files. Submissions that were not aligned
were not accepted. If any pre- or post- processing was needed for the systems, it
was supposed to be done automatically with scripts. Any kind of human input
into test files was strongly prohibited. The evaluation itself was done with four
main automatic metrics widely used in machine translation:

– BLEU [25]
– NIST [4]
– TER [31]
– METEOR [1]

As part of the evaluation preparation we prepared baseline translation sys-
tems. For this purpose we used out of the box and state of the art ModernMT
machine translation system. We did not do any kind of data pre- or post-
processing nor any system adaptation. We simply used our data with default
ModernMT settings. Table 2 contains summary of the results limited to BLEU
metric for clarity. Full results are available in [21].

http://opus.nlpl.eu
http://opus.nlpl.eu
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Table 2. Task 4: machine translation results

System name BLUE score

EN-PL PL-RU RU-PL

Baseline 16.29 12.71 11.45

SRPOL 28.23 n/a n/a

DeepIf (in-domain) 4.92 5.38 5.51

SIMPLE SYSTEMS 0.94 0.69 0.57

6 Task 5: Automatic Speech Recognition

6.1 Problem Statement

Automatic speech recognition (ASR) is the problem of converting an audio
recording of speech into its textual representation. For the purpose of this eval-
uation campaign, the transcription is considered simply as a sequence of words
conveying the contents of the recorded speech. This task is very common, has
many practical uses in both commercial and non-commercial setting and there
are many evaluation campaigns associated with it, e.g. [6,9,34]. The significance
of this particular competition is the choice of language. To our knowledge, this
is the first strictly Polish evaluation campaign of ASR.

w∗ = arg max
i

P (wi|O) = arg max
i

P (O|wi) · P (wi) (2)

As shown in formula 2, ASR is usually solved using a probabilistic framework
of determining the most likely sequence of words wi, given a sequence of acoustic
observation O of data. This equation is furthermore broken into two essential
components by Bayesian inference: the estimation of the acoustic-phonetic real-
ization P (O|wi), also known as acoustic modeling (AM), and the probability of
word sequence realization P (wi), also known as language modeling (LM):

Each of these steps requires solving a wide range of sub-problems relying
on the knowledge of several disciplines, including signal processing, phonetics,
natural language processing and machine learning.

A very common framework for solving this problem is the Hidden Markov
Model [38]. Currently, this concept was expanded to a more useful implementa-
tion based on Weighted Finite-State Transducers [17]. Some of the most recent
solutions try to bypass the individual sub-steps by modeling the whole process
in a single end-to-end model [8], however knowledge of the mentioned disciplines
is still essential to successfully perform the tuning of such a solution.

6.2 Task Description

The task for this evaluation campaign is very simple to define and evaluate: given
a set of audio files, create a transcription of each file. For simplicity, only the
word sequence is taken into account - capitalization and punctuation is ignored.
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Also, the text is evaluated in its normalized form, i.e. numbers and abbreviations
need to be presented as individual words.

The domain of the competition is parliamentary proceedings. This domain
was chosen for several reasons. The data is publicly available and free for use by
any commercial or non-commercial entity. Given the significance of the parlia-
mentary proceedings, there is a wide variety of extra domain material that can
be found elsewhere, especially in the media. The task is also not too challenging,
compared to some other domains, because of the cleanliness and predictability
of the acoustic environment and the speakers.

6.3 Training Data

The competition is organized into two categories: fixed and open. For the fixed
competition, a collection of training data is provided as follows:

– Clarin-PL speech corpus [14]
– PELCRA parliamentary corpus [26]
– A collection of 97 h of parliamentary speeches published on the ClarinPL

website [15]
– Polish Parliamentary Corpus for language modeling [19,20,23]

For those who wish to participate in the competition using a system that
was trained on more data, including that which is unavailable to the public,
they have to participate as part of the open competition. The only limitation
was the ban of use of any data from the Polish Parliament and Polish Senate
websites after January 1st 2019.

6.4 Evaluation

Audio is encoded as uncompressed, linearly encoded 16-bit per sample, 16 kHz
sampling frequency, mono signals encapsulated in WAV formatted files. The ori-
gin of the files is from freely available public streams, so some encoding is present
in the data, but the contestants do not have to decompress it on their own. The
contestants have a limited time to process these files and provide the transcrip-
tions as separate UTF-8 encoded text documents. The files are evaluated using
the standard Word Error Rate metric as computed by the commonly used NIST
Sclite package [5].

6.5 Results

The last two entries in Table 3 were the baselines prepared by the competition
organizer, with full knowledge of the test data domain. The winner of the com-
petition was the system code named GOLEM with the score of 12.8% WER.
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Table 3. Task 5: automatic speech recognition results

System name WER% Competition type

GOLEM 12.8 closed

ARM-1 26.4 open

SGMM2 41.3 open

tri2a 41.8 open

clarin-pl/sejm 11.8 closed

clarin-pl/studio 30.9 open

7 Task 6: Automatic Cyberbullying Detection

7.1 Problem Statement

Although the problem of humiliating and slandering people through the Internet
existed almost as long as communication via the Internet between people, the
appearance of new devices, such as smartphones and tablet computers, which
allow using this medium not only at home, work or school but also in motion,
has further exacerbated the problem. Especially recent decade, during which
Social Networking Services (SNS), such as Facebook and Twitter, rapidly grew
in popularity, has brought to light the problem of unethical behaviors in Internet
environments, which since then has been greatly impairing public mental health
in adults and, for the most, younger users and children. The problem in question,
called cyberbullying (CB), is defined as exploitation of open online means of
communication, such as Internet forum boards, or SNS, to convey harmful and
disturbing information about private individuals, often children and students.

To deal with the problem, researchers around the world have started studying
the problem of cyberbullying with a goal to automatically detect Internet entries
containing harmful information, and report them to SNS service providers for
further analysis and deletion. After ten years of research [28], a sufficient knowl-
edge base on this problem has been collected for languages of well-developed
countries, such as the US, or Japan. Unfortunately, still close to nothing in this
matter has been done for the Polish language. With this task, we aim at filling
this gap.

7.2 Task Description

In this pilot task, the contestants determine whether an Internet entry is clas-
sifiable as part of cyberbullying narration or not. The entries contain tweets
collected from openly available Twitter discussions. Since much of the problem
of automatic cyberbullying detection often relies on feature selection and feature
engineering [27], the tweets are provided as such, with minimal preprocessing.
The preprocessing, if used, is applied mostly for cases when information about
a private person is revealed to the public. In such situations the revealed infor-
mation is masked not to harm the person in the process.
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The goal of the contestants is to classify the tweets into cyberbullying/harm-
ful and non-cyberbullying/non-harmful with the highest possible Precision,
Recall, balanced F-score and Accuracy. There are two sub-tasks.

Task 6-1: Harmful vs Non-Harmful: In this task, the participants are to distin-
guish between normal/non-harmful tweets (class: 0) and tweets that contain any
kind of harmful information (class: 1). This includes cyberbullying, hate speech
and related phenomena.

Task 6-2: Type of Harmfulness: In this task, the participants shall distinguish
between three classes of tweets: 0 (non-harmful), 1 (cyberbullying), 2 (hate-
speech). There are various definitions of both cyberbullying and hate-speech,
some of them even putting those two phenomena in the same group. The spe-
cific conditions on which we based our annotations for both cyberbullying and
hate-speech, have been worked out during ten years of research [28]. However,
the main and definitive condition to distinguish the two is whether the harm-
ful action is addressed towards a private person(s) (cyberbullying), or a public
person/entity/larger group (hate-speech).

7.3 Training Data

To collect the data, we used the Standard Twitter API10. The script
for data collection was written in Python and was then used to down-
load tweets from 19 Polish Twitter accounts. Those accounts were chosen
as the most popular Polish Twitter accounts in the year 201711: @tvn24,
@MTVPolska, @lewy official, @sikorskiradek, @Pontifex pl, @PR24 pl, @don-
aldtusk, @BoniekZibi, @NewsweekPolska, @tvp info, @pisorgpl, @AndrzejDuda,
@lis tomasz, @K Stanowski, @R A Ziemkiewicz, @Platforma org, @Ryszard-
Petru, @RadioMaryja, @rzeczpospolita.

In addition to tweets from those accounts, we also collected answers to
any tweets from the accounts mentioned above from past 7 days. In total,
we have received over 101 thousand tweets from 22,687 accounts (as identified
by screen name property in the Twitter API). Using bash random function 10
accounts were randomly selected to become the starting point for further work.
Using the same script as before, we downloaded tweets from these 10 accounts
and all answers to their tweets that we were able to find using the Twitter Search
API Using this procedure we have selected 23,223 tweets from Polish accounts
for further analysis.

At first, we randomized the order of tweets in the dataset to get rid of any
consecutive tweets from the same account. Next, we got rid of all tweets contain-
ing URLs. This was done due to the fact that URLs often take space and limit
the contents of the tweets, which in practice often resulted in tweets being cut in

10 https://developer.twitter.com/en/docs/tweets/search/api-reference/get-search-
tweets.html.

11 https://www.sotrender.com/blog/pl/2018/01/twitter-w-polsce-2017-infografika/.

https://developer.twitter.com/en/docs/tweets/search/api-reference/get-search-tweets.html
https://developer.twitter.com/en/docs/tweets/search/api-reference/get-search-tweets.html
https://www.sotrender.com/blog/pl/2018/01/twitter-w-polsce-2017-infografika/
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the middle of the sentence or with a large number of ad hoc abbreviations. Next,
we removed from the data tweets that were perfect duplicates. Tweets consisting
only of atmarks(@) or hashtags(#) were also deleted. Finally, we removed tweets
with less than five words and those written in languages other than polish. This
left us with 11,041 tweets, out of which we used 1,000 tweets as test data and
the rest (10,041) as training data.

7.4 Evaluation

The scoring for the first task is done based on standard Precision (P), Recall
(R), Balanced F-score (F1) and Accuracy (A), on the basis of the numbers
of True Positives (TP), True Negatives (TN), False Positives (FP), and False
Negatives (FN), according to the below Eqs. (3–6). In choosing the winners we
look primarily at the balanced F-score. However, in the case of equal F-score
results for two or more teams, the team with higher Accuracy will be chosen as
the winner. Furthermore, in case of the same F-score and Accuracy, a priority
will be given to the results as close as possible to BEP (break-even-point of
Precision and Recall).

Precision =
TP

TP + FP
(3)

Recall =
TP

TP + FN
(4)

F1 =
2 · P · R
P + R

(5)

Accuracy =
TP+TN

TP + FP + TN + FN
(6)

The scoring for the second task is based on two measures, namely, Micro-
Average F-score (microF) and Macro-Average F-score (macroF). Micro-Average
F-score is calculated similarly as in Eq. (5), but on the basis of Micro-Averaged
Precision and Recall, which are calculated according to the below Eqs. (7–8).
Macro-Average F-score is calculated on the basis of Macro-Averaged Precision
and Recall, which are calculated according to the following Eqs. (9, 10), where
TP is True Positive, FP is False Positive, FN is False Negative, and C is class.

In choosing the winners we look primarily at the microF to treat all instances
equally since the number of instances is different for each class. Moreover, in the
case of equal results for microF, the team with higher macroF will be chosen as
the winner. The additional macroF, treating equally not all instances, but rather
all classes, is used to provide additional insight into the results.

Pmicro =
∑|C|

i=1 TPi
∑|C|

i=1 TPi + FPi

(7)
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Rmicro =
∑|C|

i=1 TPi
∑|C|

i=1 TPi + FNi

(8)

Pmacro =
1

|C|
|C|
∑

i=1

TPi

TPi + FPi
, (9)

Rmacro =
1

|C|
|C|
∑

i=1

TPi

TPi + FNi
(10)

7.5 Task 6: Results

Results of Task 6-1: In the first task, out of fourteen submissions, there were nine
unique teams: n-waves, Plex, Inc., Warsaw University of Technology, Sigmoidal,
CVTimeline, AGH & UJ, IPI PAN, UWr, and one independent. Some teams sub-
mitted more than one system proposal, in particular: Sigmoidal (3 submissions),
independent (3), CVTimeline (2). Participants used a number of various tech-
niques, usually widely available OpenSource solutions, trained and modified to
match the Polish language and the provided dataset when it was required. Some
of the methods used applied, e.g., fast.ai/ULMFiT12, SentencePiece13, BERT14,
tpot15, spaCy16, fasttext17, Flair18, neural networks (in particular with GRU)
or more traditional SVM. There were also original methods, such as Przetak19.
The most effective approach was based on recently released ULMFiT/fast.ai,
applied for the task by the n-waves team. The originally proposed Przetak, by
Plex.inc, was second-best, while third place achieved a combination of ULM-
FiT/fast.ai, SentencePiece and BranchingAttention model. The results for of all
teams participating in Task 6-1 were represented in Table 4.

Results of Task 6-2: In the second task, out of eight submissions, there were five
unique submissions. The teams that submitted more than one proposal were:
independent (3 submissions) and Sigmoidal (2). Methods that were the most
successful for the second task were based on: svm (winning method proposed by
independent researcher Maciej Biesek), a combination of ensemble of classifiers
from spaCy with tpot and BERT (by Sigmoidal team), and fasttext (by the
AGH & UJ team). The results for of all teams participating in Task 6-2 were
represented in Table 5. Interestingly, although the participants often applied new
techniques, most of them applied only lexical information represented by words
12 http://nlp.fast.ai.
13 https://github.com/google/sentencepiece.
14 https://github.com/google-research/bert.
15 https://github.com/EpistasisLab/tpot.
16 https://spacy.io/api/textcategorizer.
17 https://fasttext.cc.
18 https://github.com/zalandoresearch/flair.
19 https://github.com/mciura/przetak.

http://nlp.fast.ai
https://github.com/google/sentencepiece
https://github.com/google-research/bert
https://github.com/EpistasisLab/tpot
https://spacy.io/api/textcategorizer
https://fasttext.cc
https://github.com/zalandoresearch/flair
https://github.com/mciura/przetak
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ń
sk

i,
T
o
m

a
sz

K
o
rb

a
k
,

M
a
rc

in
M

o
że

jk
o
,
K

ry
st

y
n
a

G
a
jc

zy
k
)

S
ig

m
o
id

a
l

en
se

n
b
le

sp
a
cy

+
tp

o
t

4
3
.0

9
%

5
8
.2

1
%

4
9
.5

2
%

8
4
.1

0
%

R
a
fa

l
P

ro
n
k
o

C
V

T
im

el
in

e
R

a
fa

l
4
1
.0

8
%

5
6
.7

2
%

4
7
.6

5
%

8
3
.3

0
%

R
a
fa

l
P

ro
n
k
o

C
V

T
im

el
in

e
R

a
fa

l
4
1
.3

8
%

5
3
.7

3
%

4
6
.7

5
%

8
3
.6

0
%

M
a
ci

ej
B

ie
se

k
m

o
d
el

1
-s

v
m

6
0
.4

9
%

3
6
.5

7
%

4
5
.5

8
%

8
8
.3

0
%

K
rz

y
sz

to
f
W

ró
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(words, tokens, word embeddings, etc.), while none of the participants attempted
more sophisticated feature engineering and incorporate other features such as
parts-of-speech, named entities, or semantic features.

8 Conclusions and Future Plans

The scope of PolEval competition has grown significantly in 2019, both by means
of the number of tasks and by including new areas of interest, such as machine
translation and speech recognition. We believe that the successful “call for tasks”
will be followed by a large number of submissions, as the interest in natural
language processing is rising each year and gradually more and more research is
devoted specifically to Polish language NLP.

For the next year, we are planning a more open and transparent procedure
of collecting ideas for tasks. We will also be focusing on the idea of open data
by establishing common licensing terms for all the code submissions, as well
as providing a platform to publish and share solutions, models and additional
resources produced by participating teams.
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21. Ogrodniczuk, M., �Lukasz Kobyliński (eds.): Proceedings of the PolEval 2019 Work-
shop. Institute of Computer Science, Polish Academy of Sciences, Warsaw, Poland
(2019). http://2019.poleval.pl/files/poleval2019.pdf
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Presutti, V., Celino, I., Sabou, M., Kaffee, L.-A., Simperl, E. (eds.) ISWC 2018.
LNCS, vol. 11137, pp. 170–186. Springer, Cham (2018). https://doi.org/10.1007/
978-3-030-00668-6 11
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Abstract. The paper announces the new long-term challenge for
improving the performance of automatic speech recognition systems. The
goal of the challenge is to investigate methods of correcting the recogni-
tion results on the basis of previously made errors by the speech process-
ing system. The dataset prepared for the task is described, evaluation
criteria are presented and baseline solutions of the problem are proposed.

1 Introduction

The rise in the popularity of voice-based virtual assistants such as Apple’s Siri,
Amazon’s Alexa, Google Assistant and Samsung Bixby imposes high expecta-
tions on the precision of automatic speech recognition (ASR) systems. Scheduling
a meeting at an incorrect time, sending a message to a wrong person or mis-
interpreting a command for a home automation system can cause severe losses
to a user of a virtual assistant. The problem is even more apparent in the case
of deep-understanding systems supposed to work in a very difficult audibility
condition, and where ASR errors can appear fatal for the end users. This is the
case of systems for crisis situation management (e.g. [23]) where low-quality and
emotional voice input can generate a real challenge for speech recognition sys-
tems. Furthermore, successful integration of ASR solutions with very demanding
AI systems will depend on the degree of being able to take into consideration the
non-verbal elements of utterances (prosody). Hence, despite significant improve-
ments to the speech recognition technology in recent years, it is now even more
important to search for new methods of decreasing the risk of being misunder-
stood by the system.

One of the methods that can be used to improve the performance of a speech
recognition system is to force the system to learn from its own errors. This
approach transforms the speech recognition system into a self-evolving, auto-
adapting agent. The objective of this challenge is to investigate to what extent
this technique can be used to improve the recognition rate of speech processing
systems.
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In order to make the challenge approachable by participants from outside
the speech recognition community and to encourage contestants to use a broad
range of machine learning and natural language engineering methods that are
not specific to the processing of spoken language, we provide the dataset that
consists solely of:

1. Hypotheses – textual outputs of the automatic speech recognition system.
2. References – transcriptions of sentences being read to the automatic speech

recognition system.

Thus, the goal of the contestants is to develop a method that improves the result
of speech recognition process on the basis of the (erroneous) output of the ASR
system and the correct human-made transcription without access to the speech
recordings (Figs. 1 and 2).

Speech corpus

Automatic Speech
Recognition

ASR responseSystem
training

Annotator

Transcription

Recording

Reference

Error
correction

model

Recording

Fig. 1. Error correction model training

2 Related Work

2.1 Shared Tasks

To our best knowledge, our challenge, presented at LTC 2019 [15] was the first
one to address the ASR error correction problem. One year later, a similar task
was announced as a part of Poleval 2020 competition [21]. The Poleval task intro-
duced datasets with a total of 20 thousands sentences. In addition to providing
references and 1-best hypotheses, authors also prepared n-bests list and lattice
output for each utterance. Average word error rate (WER) of sentences was
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Automatic Speech
Recognition

ASR response

Error
correction

system

Recording

Corrected text
Error

correction
model

Fig. 2. ASR error correction

much higher than in our data, ranging from 9.49% up to 45.57%, depending on
a corpus. The task attracted 8 participants. The winning submission [14] used n-
gram and neural language models for rescoring the lattice and lattice extension
to account for potential missing words. The submission from the second-best
team [27] used edit operation tagging approach, similar to the one described in
the Sect. 5 below. The third submission described in the conference proceedings
[25] used a machine-translation approach to the problem, but results were not
satisfactory (the model increased the word error rate instead of reducing it).

We are not aware of any ASR error correction challenge for languages other
than Polish, but there were many competitions targeting similar problems. They
can be divided into two categories: speech translation tasks and grammatical
error correction tasks. Representatives of the former category are 2 of 3 tasks
conducted at the 7th International Workshop on Spoken Language Translation
[22]. Tasks 1 and 2 provided sentences in a source language in two forms: ASR
recognition results (with errors) and correct recognition results (transcriptions
without errors). The goal of the participants was to translate the source text in
both forms to the target language. Participants were provided with 3 training
corpora composed of 86225 (Task 1), 19972 and 10061 (Task 2) sentence pairs.
CoNLL-2013 Shared Task on Grammatical Error Correction [20] and BEA 2019
Shared Task: Grammatical Error Correction [5] are examples of the second group
of tasks. In these competitions participants are given a parallel corpus of texts
written by native or non-native English students, containing grammatical, punc-
tuation or spelling errors and their manually corrected versions. The goal of the
proposed systems is to correct previously unseen texts. Training corpus in these
tasks consisted of 38785 and 57151 pairs of sentences, respectively.
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2.2 ASR Error Correction Systems

Errattahi et al. [7] provide review of ASR error detection and correction systems
together with a description of ASR evaluation metrics. Cucu et al. [6] propose
error correction using SMT (Statistical Machine Translation) model. The SMT
model is trained on a relatively small parallel corpus of 2000 ASR transcripts and
their manually corrected versions. At an evaluation time, the model is used to
“translate” ASR hypothesis into its corrected form. The system achieves 10.5%
relative WER1 improvement by reducing the baseline ASR system’s WER from
11.4 to 10.2. Guo et al. [10] describe an ASR error correction model based on
LSTM sequence-to-sequence neural network trained on large (40M utterances)
speech corpus generated from plain-text data with text to speech (TTS) system.
In addition to the spelling correction model, authors experiment with improv-
ing the results of an end-to-end ASR system by incorporating an external lan-
guage model and with combination of the two approaches. The proposed system
achieves good results (19% relative WER improvement and 29% relative WER
improvement with additional LM re-scoring, with baseline ASR WER of 6.03)
but requires a large speech corpus or high-quality TTS system to generate such
corpus from a plain text. One of the most recent works [17] presents an error
correction model for Mandarin. Authors stress the importance of a low latency
of ASR error correction model in production environments. To achieve it, they
propose a non-autoregressive transformer model, which is faster than its autore-
gressive counterpart (i.e. [10]), for the cost of lower error reduction rate. To
improve results, the authors propose to train a length prediction model. The
model is used to predict the length of reference tokens corresponding to each
token from ASR hypothesis. It is then used to adjust the length of a source
sentence fed into the decoder. The model is pretrained on a big, artificially cre-
ated parallel corpus of correct-incorrect sentence pairs, generated by randomly
deleting, inserting, and replacing words in a text corpus. Real ASR correction
dataset is used to fine-tune the model to a specific ASR system. Relative WER
reduction reported by authors on publicly available testset is 13.87, which is
slightly worse than the result of autoregressive model (15.53) while introducing
over 6 times lower latency.

3 Dataset

We used Polish Wikinews [24] in order to develop the dataset for the task.
Wikinews is a collection of news stories developed collaboratively by volunteers
around the world in a manner similar to Wikipedia. At the time of writing, the
Polish edition of Wikinews contains over 16000 articles and is the sixth largest
Wikinews project after Russian, Serbian, Portuguese, French and English. We
extracted 9142 sentences from Polish Wikinews stories and asked two native
speakers of Polish (male and female) to read them to the speech recognition

1 Word Error Rate, see Sect. 4.
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system. Dataset samples consist of transcription of the sentence being read jux-
taposed with the textual output captured from the system. Both references and
hypotheses are normalized according to the following rules:

– numbers and special characters are replaced by their spoken forms:
”Pocz ↪atek przemarszu b ↪edzie mia�l miejsce o 10:30 na Targu Rybnym,
sk ↪ad uczestnicy udadz ↪a si ↪e na Targ Drzewny pod pomnik Jana III
Sobieskiego.”
⇒ ”Pocz ↪atek przemarszu b ↪edzie mia�l miejsce o dziesi ↪atej trzydzieści na
Targu Rybnym sk ↪ad uczestnicy udadz ↪a si ↪e na Targ Drzewny pod pomnik
Jana Trzeciego Sobieskiego.”

– all punctuation marks except hyphens are removed:
”Pocz ↪atek przemarszu b ↪edzie mia�l miejsce o dziesi ↪atej trzydzieści na
Targu Rybnym, sk ↪ad uczestnicy udadz ↪a si ↪e na Targ Drzewny pod pom-
nik Jana Trzeciego Sobieskiego.” ⇒ ”Pocz ↪atek przemarszu b ↪edzie mia�l
miejsce o dziesi ↪atej trzydzieści na Targu Rybnym sk ↪ad uczestnicy udadz ↪a
si ↪e na Targ Drzewny pod pomnik Jana Trzeciego Sobieskiego”

– all words are uppercased:
”Pocz ↪atek przemarszu b ↪edzie mia�l miejsce o dziesi ↪atej trzydzieści na
Targu Rybnym sk ↪ad uczestnicy udadz ↪a si ↪e na Targ Drzewny pod pomnik
Jana Trzeciego Sobieskiego” ⇒ ”POCZ ↪ATEK PRZEMARSZU B ↪EDZIE
MIA�L MIEJSCE O DZIESI ↪ATEJ TRZYDZIEŚCI NA TARGU RYBNYM
SK ↪AD UCZESTNICY UDADZ ↪A SI ↪E NA TARG DRZEWNY POD POM-
NIK JANA TRZECIEGO SOBIESKIEGO”

The dataset is divided into two sets. The training set consists of 8142 utter-
ances randomly sampled from the dataset. The test set contains the rest of the
samples.

Simple datasets statistics can be found in Table 1. Average sentence length is
about 15 words with few sentences exceeding 50 words length. Histogram Fig. 3
shows length distribution.

The training and test set items consist of:

1. id: sample identifier
2. hyp: ASR hypothesis - recognition result for the sample voice recording
3. ref: reference - human transcription of the sample recording,
4. source: copyright, source and author attribution information.

Exemplary dataset items are shown in Table 2. The entire training set and test
set (except for reference utterances) are available for download2 via Gonito online
competition platform [8].

Out of all recognition errors in the dataset, 62% are substitutions, 18% dele-
tions and 20% insertions (see Table 1 for details). Average Word Error Rate for
both subsets is around 4% (see Fig. 4). Table 3 shows 50 most frequent confusion
pairs from the training set, together with their counts (288 words in total) and

2 https://gonito.net/challenge-how-to/asr-corrections.

https://gonito.net/challenge-how-to/asr-corrections
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a manual classification of error types. Most (200) of the mistakes are related to
numerals, although they have different causes. Some of them result from nor-
malization issues (such as “II” vs “drugiego”), others from phonetic similarity
(“jedn ↪a” ⇒ “jedno”). Some of the errors might have originated in the processes
of recording (i.e., a different word was read than in the reference text) and nor-
malization of reference sentences (i.e., use of incorrect declination of numerals,
“1.” becoming “pierwsze” instead of “pierwszy”). There are also misrecognized
named entities (24), such as “IBM”, “CBOS”, which may be out-of vocabulary
(OOV) errors. 24 of the errors have phonetic nature - the misrecognized words
sounds very similar (but are not homophones). Abbreviation normalization issues
account for 18 errors. 4 out of the 50 most frequent confusion pairs, account-
ing for 10 mistaken words, are orthography mistakes, where ASR returned an
unorthographical form (e.g. “drógiego”, “cz�lonkowstwa”). Most of the substitu-
tion errors are caused by replacing or cutting off a suffix or a prefix (e.g. “pier-
wszy” ⇒ “pierwsze”, “sto” ⇒ “to”, “czwartym” ⇒ “czwarty”). Insertion and
deletion errors are caused mainly by inconsistent normalization of abbreviations
across references and hypotheses, and out of vocabulary errors.

Table 1. Dataset statistics.

Train set Test set

Number of sentences 8142 1000

Average WER 3.94% 4.01%

Substitutions 2.8% –

Deletions 0.8% –

Insertions 0.9% –

Sentence error rate 25% 25%

Average utterance length (words) 15.40 15.10

Minimum utterance length (words) 2 3

Maximum utterance length (words) 100 48

4 Evaluation

For the purpose of evaluation, the contestants are asked to submit their results
via an online challenge set up using the Gonito platform [8] and available at
https://gonito.net/challenge/asr-corrections.

The submission consists of a single out.tsv file containing the result of running
the proposed system on in.tsv file, containing ASR system output. Both files
contain one sentence per line. The output file should be aligned with the input.

https://gonito.net/challenge/asr-corrections
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Fig. 3. Histogram of sentence length

Fig. 4. Histogram of word error rate
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The submissions are evaluated using geval tool [9], part of the Gonito plat-
form available also as a standalone tool. Submissions are evaluated using three
metrics:

– WER - Word Error Rate of hypothesis corrected by the proposed system,
averaged over all tests sentences. WER is defined as follows:

WER =
S + D + I

N = H + S + D

where: S = number of substitutions, D = number of deletions, I = number
of insertions, H - number of hits, N - length of reference sentence. See [18]
for in-depth explanation.

– SRR - Sentence Recognition Rate - sentence level accuracy of hypothesis
corrected by the proposed system. SRR is defined as ratio of the number of
sentences with WER = 0.0 (correctly recognized sentences) to the number
of all sentences in the corpus.

– CharMatch - F0.5 - introduced in [12]. F0.5-measure defined in as follows:

F0.5 = (1 + 0.52) × P × R

0.52P + R

Where: P is precision and R is recall:

P =
∑

i Ti∑
i dL(hi, si)

, R =
∑

i Ti∑
i dL(hi, ri)

Where: ri - i-th reference utterance, hi - i-th ASR hypothesis, si - i-th system
output, dL(a, b) - Levenshtein distance between sequences a and b, Ti - number
of correct changes performed by the system, calculated as:

Ti =
dL(hi, ri) + dL(hi, si) − dL(si, ri)

2
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Table 2. Dataset samples

id train-1

Hypothesis DWUDZIESTEGO CZWARTEGO KWIETNIA BIEŻ ↪ACEGO ROKU

ROZMAWIALI O WIKIPEDII INTERNECIE WSPÓ�LPRACY

KLASYFIKOWANIU WIEDZY KSI ↪AŻKACH I W�LASNOŚCI

LEKTURA LNEJ

Reference DWUDZIESTEGO CZWARTEGO KWIETNIA BIEŻ ↪ACEGO ROKU

ROZMAWIALI O WIKIPEDII INTERNECIE WSPÓ�LPRACY

KLASYFIKOWANIU WIEDZY KSI ↪AŻKACH I W�LASNOŚCI

INTELEKTUALNEJ

Source https://pl.wikinews.org/w/index.php?curid=27343&actionaction=history

id train-2

Hypothesis EUROPA POWINNA J ↪A TEŻ ŻE SESJE PE W STRASBURGU S ↪A

DLA NICH UTRUDNIENIEM BO KOMISJA EUROPEJSKA I RADA UE

Z KTÓRYMI PE CI ↪AGLE WSPÓ�LPRACUJE MAJ ↪A SWOJE STA�LE

SIEDZIBY W BRUKSELI

Reference EUROPOS�LOWIE PRZYPOMINAJ ↪A TEŻ ŻE SESJE PE W

STRASBURGU S ↪A DLA NICH UTRUDNIENIEM BO KOMISJA

EUROPEJSKA I RADA UE Z KTÓRYMI PE CI ↪AGLE

WSPÓ�LPRACUJE MAJ ↪A SWOJE STA�LE SIEDZIBY W BRUKSELI

Source https://pl.wikinews.org/w/index.php?curid=21290&actionaction=history

id train-3

Hypothesis DZIESI ↪ATEGO WRZEŚNIA DWA TYSI ↪ACE ÓSMEGO ROKU LECH

MAM BLADES OG�LOSI�L WYNIKI FINANSOWE TRZECIEGO

KWARTA�LU WYNOSZ ↪ACE TRZY I DZIEWI ↪EĆDZIESI ↪ATYCH

MILIARDA DOLARÓW STRAT

Reference DZIESI ↪ATEGO WRZEŚNIA DWA TYSI ↪ACE ÓSMEGO ROKU

LEHMAN BROTHERS OG�LOSI�L WYNIKI FINANSOWE

TRZECIEGO KWARTA�LU WYNOSZ ↪ACE TRZY I DZIEWI ↪EĆ

DZIESI ↪ATYCH MILIARDA DOLARÓW STRAT

Source https://pl.wikinews.org/w/index.php?curid=25282&actionaction=history

id train-4

Hypothesis POCHÓD ROZPOCZ ↪A�L SI ↪E NA PLACU SENATORSKIM ALKAMISTA

SENAATINTORILLA A PIERWSZE W SZEREGU SZ�LA SZKO�LA

TAŃCA SAMBY SAMBIC TANSSIKOULU

reference POCHÓD ROZPOCZ ↪A�L SI ↪E NA PLACU SENATORSKIM ALKAMISTA

SENAATINTORILLA A PIERWSZA W SZEREGU SZ�LA SZKO�LA

TAŃCA SAMBY SAMBIC TANSSIKOULU

Source https://pl.wikinews.org/w/index.php?curid=30303&actionaction=history

id train-5

Hypothesis DZIESI ↪ATEGO PAŹDZIERNIKA W KATOWICKIM SPODKU

ODB ↪EDZIE SI ↪E DWUDZIESTA DZIEWI ↪ATA EDYCJA RAWA BLUES

FESTIVAL NAJWI ↪EKSZEJ BLUESOWEJ IMPREZY TYPU INDOOR W

EUROPIE

Reference DZIESI ↪ATEGO PAŹDZIERNIKA W KATOWICKIM SPODKU

ODB ↪EDZIE SI ↪E DWUDZIESTA DZIEWI ↪ATA EDYCJA RAWA BLUES

FESTIVAL NAJWI ↪EKSZEJ BLUESOWEJ IMPREZY TYPU INDOOR W

EUROPIE

Source https://pl.wikinews.org/w/index.php?curid=25476&actionaction=history

id train-6

Hypothesis PRZEPROWADZONE W PO�LOWIE GRUDNIA DWUSTRONNE

ROZMOWY NIE PRZYNIOS�LY REZULTATU

Reference PRZEPROWADZONE W PO�LOWIE GRUDNIA DWUSTRONNE

ROZMOWY NIE PRZYNIOS�LY REZULTATU

Source https://pl.wikinews.org/w/index.php?curid=5050&actionaction=history

https://pl.wikinews.org/w/index.php?curid=27343&actionaction=history
https://pl.wikinews.org/w/index.php?curid=21290&actionaction=history
https://pl.wikinews.org/w/index.php?curid=25282&actionaction=history
https://pl.wikinews.org/w/index.php?curid=30303&actionaction=history
https://pl.wikinews.org/w/index.php?curid=25476&actionaction=history
https://pl.wikinews.org/w/index.php?curid=5050&actionaction=history
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Table 3. Most common confusion pairs

# Count Correct word Incorrect word Type

1 49 siódmego siedemset numerals

2 12 dziewi ↪atego dziewi↪ećset numerals

3 11 roku grog-u phonetic

4 10 pierwszy pierwsze numerals

5 8 roku mroku phonetic

6 7 dziesi ↪ate dziesi ↪aty numerals

7 7 dziewi↪eć dziewi↪ećset numerals

8 7 pierwsze pierwszy numerals

9 7 pierwszym pierwszy numerals

10 6 ibm wiem ne/oov

11 6 tysi ↪aca tysi ↪ace numerals

12 5 czwartym czwarte numerals

14 5 dwie dwa numerals

15 5 dziewi↪ećdziesi ↪atym dziewi↪ećdziesi ↪aty numerals

16 5 in innymi abbreviation

17 5 jedn ↪a jedno numerals

18 5 m mi↪edzy abbreviation

19 5 sto to phonetic

20 5 szóstym szósty numerals

21 5 trzeciego trzecie numerals

22 5 trzeciej trzeci numerals

23 5 tysi ↪ace tysi ↪ac numerals

24 5 w z other

25 5 ósmego ósma numerals

26 4 czterdziestego czterdzieste numerals

27 4 czwartym czwarty numerals

28 4 dwadzieścia dwa numerals

29 4 dwadzieścia dzieścia numerals

30 4 ibm bije NE/OOV

31 4 ii drugiego numerals

32 4 im imienia abbreviation

33 4 mswia a NE/OOV

34 4 n dwa other

35 4 osiemdziesi ↪atego osiemdziesi ↪ata numerals

36 4 osiemdziesi ↪atym osiemdzies ↪aty numerals

37 4 pi ↪atym pi ↪aty numerals

38 4 schengen szengen orthography

39 4 siódmego siedmiuset numerals

40 4 siódmym siedem numerals

41 4 szóstym szóste numerals

42 4 ulicy ul abbreviation

43 4 v tvn NE/OOV

44 3 casablance c other

45 3 castro kastro NE/OOV

46 3 cbos cbs NE/OOV

47 3 cz�lonkostwa cz�lonkowstwa orthography

48 3 drugiego drógiego orthography

49 3 dwanaście naście numerals

50 3 dwudziestego dwudzieste numerals
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5 Baseline Models

We propose three baseline models targeting the error correction task. All of them
are based on the edit operation tagging approach described in [27], but they use
different tagging methods.

The edit-operation tagging approach treats the ASR error correction problem
as a tagging task. Each token in the ASR hypothesis is tagged either with a
label indicating that the token is correct and should be left intact by the error
correction system, or with a label indicating how the token should be edited to
correct the ASR output. Tokens tagged with an edit operation are then corrected
accordingly. Table 4 presents examples of edit operations.

Table 4. Examples of edit operations

Name Description Original text Changed text

del Deletes a token “z” “”

add suffix {y} Appends given suffix to the
token

“dystansuj ↪ac” “dystansuj ↪acy”

add prefix {s} Prepends given prefix to the
token

“to” “sto”

del suffix {1} Removes 1 character from
the end of the token

“drugie” “drugi”

del prefix {1} Removes 1 character from
the beginning of the token

“mroku” “roku”

join Joins token with previous
one

“lgbt i” “lgbti”

join {-} Joins token with previous
one using given separator

“polsko litewska” “polsko-litewska”

replace suffix {e} Replaces last characters of
the token with given string

“pierwszy” “pierwsze”

replace with {ibm} Replaces the token with
given string

“wiem” “ibm”

To prepare training data for the tagger models, pairs of reference-hypothesis
sentences need to be aligned, and the differences need to be converted into edit
operations tags assigned to tokens in the hypothesis. We use Ratcliff-Obershelp
algorithm [13] from difflib3 library for aligning reference and hypothesis strings.
An exemplary reference-hypothesis pair alonh with the tagged hypothesis is
shown in Fig. 5.

Once the training data is prepared, a tagging model can be trained. We
evaluate 3 different tagging models: rule-based tagger, transformer neural net-
work with linear output layer, and transformer connected with Flair embeddings,
LSTM and linear layers. For the sake of training and internal evaluation, we use

3 https://docs.python.org/3/library/difflib.html.

https://docs.python.org/3/library/difflib.html
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Fig. 5. Sample training data

only the 8142 sentence train set. It’s further divided into 6513 sentence train set,
814 sentence dev set, and 815 sentence test set. All results are given for the 815
case test subset of the original 8142 train set.

5.1 Brill Tagger

The simplest of the 3 taggers uses Brill tagger [4] - a transformational rule-
based tagger. Rules of the tagger are induced automatically using a training
data. First, a list of most common tags for each word in a corpus is created. It
constitutes a basic lexical tagger, which assigns words with the most likely tag,
regardless of their context. This tagger is used to evaluate a separate subset of
the training data and to create a list of errors, composed of actual tag-correct
tag pairs together with their counts. The list is then used to infer patch rules
of a form: “replace tag A with tag B in context C”, or “replace tag A with
tag B if the current token has property P”. The rules are created using patch
templates and for each tagging error pair, the template leading to the biggest
net reduction of the error number is used. A list of patch rules together with a
lexicon of the most likely tags for each word constitute the tagger model. In the
experiments, we use Brill tagger implementation from NLTK [2] toolkit4. The
Brill tagger is very simple, yet easy to implement, train, adjust, and understand.
It has the lowest computational requirements among all compared models, both
on training and on inference time. We use it as a baseline for other methods -
we assume they should perform at least as well as the rule-based tagger.

5.2 Transformer Tagger

This tagger is very similar to the one described in [28]. It uses HerBERT-large
[19], a Polish transformer model. A single linear layer has been added at the
output, and the whole network was fine-tuned for the tagging task. Specifically,
BertForTokenClassification class from Hugging Face Transformers library [26]
was used to train the tagger network.

4 https://www.nltk.org/ modules/nltk/tag/brill.html.

https://www.nltk.org/_modules/nltk/tag/brill.html


334 M. Kubis et al.

5.3 Flair Tagger

The third model is similar to the one used in [27]. It uses Sequence Tagger from
Flair NLP library [1]. The network is composed of HerBERT-large transformer
[19] and Polish Flair word embeddings [3], connected with LSTM [11] and CRF
[16] layers. The model can be seen as an extension to the transformer tagger
described above, with LSTM and CRF layers instead of linear layer at the output.

5.4 Baseline Results

Results for the proposed baseline systems are shown in Table 5. Not surprisingly,
the Brill tagger achieves the lowest scores, but still yields significant 3.2% WER
reduction. F1-score of the Brill tagger is 0.94, including the empty class (no
edit operation performed). The model was included in the study as a baseline
for more sophisticated models, but given the model’s simplicity, low time and
memory requirements, the result suggests that it can be considered as a real
alternative for use in settings with limited computational resources.

Second-best result is obtained with Transformer-based tagger, with 6% WER
reduction and micro-average F1-score of 0.971. It’s also the second best model
when comparing latency of inference (25 ms per sentence). Flair model, which is
the most complex one, achieves the highest WER reduction of 7, 8% and micro-
average F1-score of 0.972, but it comes for the cost of highest inference time
(230 ms per sentence).

Table 5. Results of baseline models. “Relaxed” scores are obtained after perform-
ing normalization before comparing reference and hypothesis (lowercasing, removing
punctuation characters, trimming trailing spaces, removing double spaces).

Source Brill tagger Flair Transformer

WER 0.249 0.241 0.229 0.234

WER-relaxed 0.244 0.236 0.225 0.229

WER reduction − 3.21% 8.03% 6.02%

WER-relaxed reduction − 3.28% 7.79% 6.15%

Micro-avg F1-score − 0.940 0.972 0.971

Training time − 25 s 54 m 3 h

Latency − 2 ms 230 ms 25 ms
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Abstract. Spelling error correction is an important problem in natural
language processing, as a prerequisite for good performance in down-
stream tasks as well as an important feature in user-facing applications.
For texts in Polish language, there exist works on specific error correc-
tion solutions, often developed for dealing with specialized corpora, but
not evaluations of many different approaches on big resources of errors.
We begin to address this problem by testing some basic and promis-
ing methods on PlEWi, a corpus of annotated spelling extracted from
Polish Wikipedia. We focus on isolated correction (without context) of
non-word errors (ones producing forms that are out-of-vocabulary). The
modules may be further combined with appropriate solutions for error
detection and context awareness. Following our results, combining edit
distance with cosine distance of semantic vectors may be suggested for
interpretable systems, while an LSTM network, particularly enhanced
by contextualized character embeddings such as ELMo, seems to offer
the best raw performance.

Keywords: Spelling correction · Polish language · ELMo

1 Introduction

Spelling error correction is one of fundamental NLP tasks. Most language pro-
cessing applications benefit greatly from being provided clean texts for their
best performance. Human users of computers also often expect competent help
in making the spelling of their texts correct.

Because of the lack of tests of multiple common spelling correction methods
for Polish, it is useful to establish how they perform in a simple scenario. Here
we constrain ourselves to the pure task of isolated correction of non-word errors.
It is a kind of error traditionally identified in error correction literature [13].
Non-word errors are defined as incorrect word forms that not only differ from
what was intended, but also do not become another, existing word themselves.
Thus finding errors of this kind is possible merely with a dictionary of valid
words. Much of the initial research on error correction focused on this simple
task, tackled without means of taking the context of the nearest words into
account.
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It is true that, especially in the case of neural networks, it is often possible
and desirable to combine problems of error detection, correction and context
awareness into one task trained with a supervised training procedure. In lan-
guage correction research for English language grammatical and regular spelling
errors have been treated uniformly as well, with much success [7]. More recently,
fixing the errors has been also formulated as a denoising (sequence to sequence
translation) problem [15].

However, when more traditional methods are used, because of their pre-
dictability and interpretability for example, one can mix and match various
approaches to dealing with the subproblems of detection, correction and context
handling (often equivalent to employing some kind of a language model). In this
work we call it a modular approach to building spelling error correction systems.
This paradigm has been applied, interestingly, to convolutional networks trained
separately for various subtasks [4]. In similar setups it is more useful to assess
abilities of various solutions in isolation. The exact architecture of a spelling
correction system should depend on characteristics of texts it will work on.

Similar considerations eliminated from our focus handcrafted solutions for
the whole spelling correction pipeline, primarily the LanguageTool [17]. Its per-
formance in fixing spelling of Polish tweets was already tested [22]. For our
purposes it would be given an unfair advantage, since it is a rule-based system
making heavy use of words in context of the error.

2 Problems of Spelling Correction for Polish

Polish, being an inflected language, makes it easy for related word forms to
transform into another by error. For example, miska and misk ↪a [bowl ] are dif-
ferent forms despite being distinguished only by the presence of the diacritical
mark. This could make using context in detecting and correcting these mistakes
more attractive. However, free word order in Polish sentences makes the context
harder to interpret without a deeper semantic understanding of text. Models
that rely on particular words appearing near each other, or even more so ones
depending on a particular word order, are at a disadvantage here.

Published work on language correction for Polish dates back at least to 1970s,
when the simplest Levenshtein distance solutions were used for cleaning main-
frame inputs [26,27].

Spelling correction tests presented in the literature have tended to focus on
one approach applied to a specific corpus. Limited examples include works on
spellchecking mammography reports and tweets [5,19,22]. These works empha-
sized the importance of tailoring correction systems to specific problems of cor-
pora they are applied to. For example, mammography reports suffer from poor
typing, which in this case is a repetitive work done in relative hurry. Tweets,
on the other hand, tend to contain emoticons and neologisms that can trick
solutions based on rules and dictionaries, such as LanguageTool. The latter is,
by itself, fairly well suited for Polish texts, since a number of extensions to the
structure of this application was inspired by problems with morphology of Polish
language [17].
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These existing works pointed out more general, potentially useful qualities
specific to spelling errors in Polish language texts. It is, primarily, the problem
of leaving out diacritical signs, or, more rarely, adding them in wrong places.
This phenomenon stems from using a variant of the US keyboard layout, where
combinations of AltGr with some alphabetic keys produces characters unique to
Polish. When the user forgets or neglects to press the AltGr key, typos such as
writing *olowek instead of o�lówek [pencil ] appear. In fact, [22] managed to get
substantial performance on Twitter corpus by using this “diacritical swapping”
alone.

3 Methods

3.1 Baseline Methods

The methods that we evaluated as baselines are the ones we consider to be
conceptually and algorithmically basic, and with a moderate potential of yielding
particularly good results.

Probably the most straightforward approach to error correction is selecting
known words from a dictionary that are within the smallest edit distance from
the error. We used the Levenshtein distance metric [14] implemented in Apache
Lucene library [1]. It is a version of edit distance that treats deletions, insertions
and replacements as adding one unit distance, without giving a special treatment
to character swaps.

The SGJP – Grammatical Dictionary of Polish [11] was used as the reference
vocabulary. SGJP focuses on providing fully inflected lexemes and all grammat-
ically possible forms, including ones for some from the older Polish vocabulary.
It can serve as a source for possible word forms, although is not tailored for any
particular context (such as Wikipedia articles or conversational or social media
language).

Another simple approach is the aforementioned diacritical swapping, which
is a term that we introduce here for referring to a solution inspired by the work
of [22]. Given the incorrect form, we try to produce all strings obtainable by
either adding or removing diacritical marks from characters. In other words, we
treat a as equivalent with ↪a, o with ó etc. In the case of z, ż, ź, we treat them
all as equivalent for our purposes. We then exclude options that are not present
in SGJP, and select as the correction the one within the smallest edit distance
from the error.

It is possible for the number of such diacritically-swapped options to become
very big. For example, the token Modlin-Zegrze-Pultusk-Różan-Ostro�l ↪eka-
�Lomża-Osowiec (taken from PlEWi corpus of spelling errors, see below) can yield
over 229 = 536, 870, 912 states with this method, such as Mód�liń-Ż ↪egrz ↪e-Pu�ltuśk-
Roź ↪ań-Óśtrólek ↪a-Lómz ↪a-Óśówi ↪eć. The actual correction here is just fixing the �l
in Pu�ltusk. Hence we only try to correct in this way tokens that are shorter than
17 characters.
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3.2 Vector Distance

A promising method, adapted from work on correcting texts by English lan-
guage learners [21], expands on the concept of selecting the correction nearest
to the spelling error according to some notion of distance. Here, the Levenshtein
distance is used in a weighted sum along with cosine distance between semantic
word vectors. The word2vec model used as the distributional semantics model
carries information about the word forms, but it is static and not based on the
context of the actual text being represented. The representation of the words
with similar meaning are generally supposed to be more similar (less distant
from each other in the multi-dimensional space).

Making use of the semantic vectors for spelling correction is based on the
observation that trained vectors models of distributional semantics contain also
representations of spelling errors, if they were not pruned. Their representations
tend to be similar to those of their correct counterparts. For example, the token
enginir will appear in similar contexts as engineer, and therefore will be assigned
a similar vector embedding.

The distance between two tokens a and b is thus defined as

D(a, b) =
LD(a, b) + CD(V(a),V(b))

2
.

Here LD is just Levenshtein distance between strings, and CD – cosine dis-
tance between vectors. V(a) denotes the word vector for a. Both distance metrics
are in our case roughly in the range [0,1] thanks to the scaling of edit distance
performed automatically by Apache Lucene. We used a pretrained set of word
embeddings of Polish [20], obtained with the flavor word2vec procedure using
skipgrams and negative sampling [16].

3.3 Recurrent Neural Networks

Another powerful approach, if conceptually simple in linguistic terms, is using
a character-based recurrent neural network. Here, we test uni- and bidirectional
Long Short-Term Memory networks [10] that are fed characters of the error as
their input and are expected to output its correct form, character after character.

This is similar to traditional solutions conceptualizing the spelling error as a
chain of characters, which are used as evidence to predict the most likely correct
chain of replacements (original characters). This was done with n-gram methods,
Markov chains and other probabilistic models [2].

Since nowadays neural networks enjoy a large awareness as an element of
software infrastructure, with actively maintained packages readily available, their
evaluation seems to be the most practically useful option. Long Short-Term
Memory networks (LSTM) are designed to get into account the context of the
sequence. The sequence elements can be words, but since we use characters, the
constraint forbidding the model from looking at the context of the sentence is
preserved. We took advantage of the PyTorch [23] implementation of LSTM in
particular.
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The bidirectional version [25] of LSTM reads the character chains forward
and backwards at the same time. Predictions from networks running in both
directions are averaged.

All the LSTM networks, including the ELMo-initialized one described below,
have the same basic architecture. The initial word embeddings have 50 dimen-
sions, and are processed by two layers of 512-dimensions LSTM cells. The pre-
diction is computed by the final softmax layer.

In order to provide the network an additional, broad picture peek at the whole
error form we also evaluated a setup where the internal state of LSTM cells,
instead of being initialized randomly, is computed from an ELMo embedding [24]
of the token. The ELMo embedder is capable of integrating linguistic information
carried by the whole form (probably often not much in the case of errors), as well
as the string as a character chain. The latter is processed with a convolutional
neural network. How this representation is constructed is informed by the whole
corpus on which the embedder was trained, although in our tests the ELMo
embedder is presented only with the token in question, not the whole sentence.
The pretrained ELMo model that we used [3] was trained on Wikipedia and
Common Crawl corpora of Polish.

The ELMo embedding network outputs three layers as matrices, which are
supposed to reflect subsequent compositional layers of language, from phonetic
phenomena at the bottom to lexical ones at the top. A weighted sum of these
layers is computed, with weights trained along with the LSTM error-correcting
network. Then we apply a trained linear transformation, followed by ReLU non-
linearity:

ReLU(x) = max(0, x)

(applied cellwise) in order to obtain the initial setting of parameters for the main
LSTM. Our ELMo-augmented LSTM is bidirectional.

Table 1. Test results for all the methods used. The loss measure is cross-entropy.

Method Accuracy Perplexity Loss (train) Loss (test)

Edit distance 0.3453 – – –

Diacritic swapping 0.2279 – – –

Vector distance 0.3945 – – –

LSTM-1 net 0.4183 907 0.3 0.41

LSTM-2 net 0.6634 11182 0.1 0.37

LSTM-ELMo net 0.6818 706166 0.07 0.38

4 Experimental Setup

PlEWi [8] is an early version of WikEd [9] error corpus, containing error type
annotations allowing us to select only non-word errors for evaluation. Specifically,
PlEWi supplied 550,755 (error, correction) pairs, of which 298,715 were unique.
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Table 2. Discovered optimal weights for summing layers of ELMo embedding for
initializing an error-correcting LSTM. The layers are numbered from the one that
directly processes character and word input to the most abstract one.

Layer I Layer II Layer III

0.036849 0.08134 0.039395

The corpus contains data extracted from histories of page versions of Polish
Wikipedia. An algorithm designed by the corpus author determined where the
changes were correcting spelling errors, as opposed to expanding content and
disagreements between Wikipedia editors. The annotation is also aware of the
difference between word and non-word errors (for our purposes, it is the latter
ones that are important).

The corpus features texts that are descriptive rather than conversational,
contain relatively many proper names and are more likely to have been at least
skimmed by the authors before submitting for online publication. Error cases
provided by PlEWi are, therefore, not a balanced representation of spelling errors
in written Polish language. But PlEWi does have the advantage of scale in
comparison to existing literature, such as [22] operating on a set of only 740
annotated errors in tweets.

All methods were tested on a test subset of 25% of cases, with 70% left for
training (where needed) and 5% for development.

The methods that required training – namely recurrent neural networks –
had their loss measured as cross-entropy loss measure between correct character
labels and predictions. This value was minimized with Adam algorithm [12]. The
networks were trained for 35 epochs.

The code for performing the experiments is made public on GitHub1.

5 Results

The experimental results are presented in Table 1. Diacritic swapping showed
a remarkably poor performance, despite promising mentions in existing litera-
ture. This might be explained by the aforementioned characteristics of Wikipedia
edits, which can be expected to be to some degree self-reviewed before submis-
sion. This can very well limit the number of most trivial mistakes.

On the other hand, the vector distance method was able to bring a discernible
improvement over pure Levenshtein distance, comparable even with the most
basic LSTM. It is possible that assigning more fine-tuned weights to edit dis-
tance and semantic distance would make the quality of predictions even higher.
The idea of using vector space measurements explicitly can be also expanded
if we were to consider the problem of contextualizing corrections. For exam-
ple, the semantic distance of proposed corrections to the nearest words is likely
to carry much information about their appropriateness. Looking from another
1 https://github.com/szmer/spelling correction modules.

https://github.com/szmer/spelling_correction_modules
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angle, searching for words that seem semantically off in context may be a good
heuristic for detecting errors that are not nonword (that is, they lead to wrong
forms appearing in text which are nevertheless in-vocabulary).

The good performance of recurrent network methods is hardly a surprise,
given observed effectiveness of neural networks in many NLP tasks in the recent
decade. It seems that bidirectional LSTM augmented with ELMo may already
hit the limit for correcting Polish spelling errors without contextual information.
While it improves accuracy in comparison to LSTM initialized with random
noise, it makes the test cross-entropy slightly worse, which hints at overfitting.
The perplexity measures actually increase sharply for more sophisticated archi-
tectures. Perplexity should show how little probability is assigned by the model
to true answers. We measure it as

perplexity(P, x) = 2− 1
N

∑
i�N log P (xi),

where x is a sequence of N characters, forming the correct version of the word,
and P (xi) is the estimated probability of the ith character, given previous pre-
dicted characters and the incorrect form. The observed upward tendency of
perplexity for increasingly accurate models is most likely due to more refined
predicted probability distributions, which go beyond just assigning the bulk of
probability to the best answer.

Interesting insights can be gained from weights assigned by optimization to
layers of ELMo network, which are taken as the word form embedding (Table 2).
The first layer, and the one that is nearest to input of the network, is given
relatively the least importance, while the middle one dominates both others
taken together. This suggests that in error correction, at least for Polish, the
middle level of morphemes and other characteristic character chunks is more
important than phenomena that are low-level or tied to some specific words.
This observation should be taken into account in further research on practical
solutions for spelling correction.

6 Conclusion

Among the methods tested the bidirectional LSTM, especially initialized by
ELMo embeddings, offers the best accuracy and raw performance. Adding ELMo
to a straightforward PyTorch implementation of LSTM may be easier now than
at the time of performing our tests, as since then the authors of ELMoFor-
ManyLangs package [3] improved their programmatic interface. Other forms of
contextualized embeddings for Polish, such as BERT, are getting traction for
Polish [18], and they can also contain morphological information [6].

However, if a more interpretable and explainable output is required, some
version of vector distance combined with edit distance may be the best direction.
It should be noted that this method produces multiple candidate corrections with
their similarity scores, as opposed to only one “best guess“ correction that can
be obtained from a character-based LSTM. This is important in applications
where it is up to humans to the make the final decision, and they are only to be
aided by a machine.
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It is desirable for further research to expand the corpus material into a wider
and more representative set of texts. Nevertheless, the solution for any practical
case has to be tailored to its characteristic error patterns. Works on language
correction for English show that available corpora can be “boosted” [7], i.e.
expanded by generating new errors consistent with a generative model inferred
from the data. This may greatly aid in developing models that are dependent
on learning from error corpora.

A deliberate omission in this paper are the elements accompanying most real-
word error correction solutions. Some fairly obvious approaches to integrating
evidence from context include n-grams and Markov chains, although the possibil-
ity of using measurements in spaces of semantic vectors was already mentioned
in this article. Similarly, non-word errors can be easily detected with compar-
ing tokens against reference vocabulary, but in practice one should have ways
of detecting mistakes masquerading as real words and fixing bad segmentation
(tokens that are glued together or improperly separated). Testing how perfor-
mant are various methods for dealing with these problems in Polish language is
left for future research.
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18. Mroczkowski, R., Rybak, P., Wróblewska, A., Gawlik, I.: HerBERT: efficiently
pretrained transformer-based language model for Polish. In: Proceedings of the 8th
Workshop on Balto-Slavic Natural Language Processing, pp. 1–10, Kiyv, Ukraine.
Association for Computational Linguistics, April 2021. https://aclanthology.org/
2021.bsnlp-1.1

19. Mykowiecka, A., Marciniak, M.: Domain-driven automatic spelling correction for
mammography reports. In: Advances in Soft Computing, vol. 35, pp. 521–530,
April 2007

20. Mykowiecka, A., Marciniak, M., Rychlik, P.: Testing word embeddings for Polish.
Cognit. Stud. Études Cognit. 17, 1–19 (2017). https://doi.org/10.11649/cs.1468.
https://ispan.waw.pl/journals/index.php/cs-ec/article/view/cs.1468

21. Nagata, R., Takamura, H., Neubig, G.: Adaptive spelling error correction models
for learner English. Proc. Comput. Sci 112, 474–483 (2017). https://doi.org/
10.1016/j.procs.2017.08.065. http://www.sciencedirect.com/science/article/pii/
S1877050917314096. Knowledge-Based and Intelligent Information & Engineering
Systems: Proceedings of the 21st International Conference, KES-20176-8 September
2017, Marseille, France
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Abstract. The article deals with the problem of assessing a visualiza-
tion of the similarity of documents. A well-known approach for showing
the similarity of text documents is a scatter plot generated by projecting
text documents into a multidimensional feature space and then reducing
the dimensionality to two. The problem stems from the fact that there
is a large set of possible document vectorization methods, dimension-
ality reduction methods and their hyperparameters. Therefore, one can
generate many possible charts. To enable a qualitative comparison of
different scatter plots, the authors propose a set of metrics that assume
that the documents are labeled. Proposed measures quantify how the
similarity/dissimilarity of original text documents (described by labels)
is maintained within a low-dimensional space. The authors verify the pro-
posed metrics on three corpora, seven different vectorization methods,
and three reduction algorithms (PCA, t-SNE, UMAP) with many values
of their hyperparameters. The results suggest that t-SNE and fastText
trained on the KGR10 dataset is the best solution for visualizing the
semantic similarity of text documents in Polish.

Keywords: Similarity visualization · Dimensionality reduction ·
Document embedding · NLP

1 Introduction

Large text corpora are the basic resource for many researchers in humanities
and social science [20]. Therefore, there is a need to automatically categorize
documents in terms of subject areas. One solution to this problem is to apply
supervised text classification methods. The results reported in the literature [25,
28] are very promising, especially those based on BERT [3] deep neural networks.
They show that it is possible to automatically assign text documents to subject
categories. However, supervised approaches are very often hard to be applied
in real-world scenarios, because in practice, most of the analysed by researcher
corpora are lacking a consistent set of labels. Developing such labels is a costly
process that also requires annotation rules. One could use an already trained
classifier to process a new dataset, but it is highly probable that the documents
that had been used for training concerned other areas. Supervised models work
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well only used on texts similar to the training data. Therefore, unsupervised
approaches like clustering [4,11,29] or document similarity visualisation in 2-D
space [19,30] are essential in practise.

Clustering and document similarity visualisation are quite similar processes.
In most cases, they are based on representing documents by multidimensional
feature vectors (document vectorization), calculating the similarities or distances
between those vectors, and then applying clustering [6] or dimensionality reduc-
tion algorithm [1]. Within this paper we will focus on the second problem.

The goal of similarity visualisation is to present documents (represented by
feature vectors) as points on a 2D plane. Documents that are more similar should
be closer together in the plot than objects that differs. Such charts allow people
to easily interpret the corpus and find potential outliers. Often, one can find
nonobvious relationships between groups of texts that exhibit subtle similarities
hidden to the naked eye but traceable by multidimensional statistical techniques
[20]. Similarity visualisation is also a very helpful tool in the process of defining
labels for future supervised learning experiments.

The main problem in the application of similarity visualisation methods is the
selection of the method parameters. First, there are a large number of possible
techniques of representing documents by feature vectors, starting from the bag-
of-words technique [26], thorough word embedding [9], to deep neural network
models like ELMo [18] or BERT [3]. Next, there are many available pretrained
language models. There are also many dimensionality reduction algorithms like
PCA [6], t-SNE [10], or UMAP [12], and each of them has many hyperparame-
ters. It raises the question of which combination of the above should be selected
for visualization? There is no easy answer to that, because the result of the simi-
larity visualisation is a scatter plot (see Fig. 1) that is interpreted by people. The
aim of the paper is to find metrics that are consistent with human perception and
allow to automatically compare different approaches of generating plots. Such
assessments will not only make it possible to generate better visualizations but
also will allow easier selection of any parameter (like the vectorization method)
for the dataset that is yet to be labeled.

This work is an extension of the research presented in [30]. We added a new
corpus, used new methods of generating document vectors, applied new meth-
ods of dimension reduction (originally we only considered t-SNE), and finally
proposed a much larger set of evaluation metrics (originally 1, and now 5). The
metrics, vectorization and reduction methods were evaluated on labelled (in
terms of subject area) corpora in Polish.

The paper is structured as follows. In Sect. 2 we shortly describe the vector-
ization methods that we used to transform documents into feature space. Next,
in Sect. 3 we describe the three dimensionality reduction methods that were used
in experiments. Section 4 contains descriptions of the proposed evaluation met-
rics. In Sect. 5 we discuss the datasets and our results. Conclusions are at the
end of the paper.
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2 Vectorization Methods

2.1 TF-IDF

The TF-IDF method is based on the bag-of word concept [22], i.e., counting the
occurrences of the most common terms (words or their n-grams) in the corpus
(term frequencies). Next, these frequencies are weighted by the maximum term
frequency in a document and by the inverse document frequency. In the performed
experiments, we have used the 1000 most frequent terms (words or bigrams).

2.2 fastText

The big step in the area of text analysis was the introduction of the word2vec
method [9]. In this approach, individualwords are represented byhigh-dimensional
feature vectors (word embeddings) trained on a large text corpus. The most com-
mon solution to generate the document features is to average vector representa-
tions of individual words. This approach is known as doc2vec [13].

Due to a large number of word forms in morphological rich languages such as
Polish, there are two main approaches: to use lemmas (the text have to lemma-
tized) or the word2vec extension [5] from the fastText package. The last one uses
the position weights and subword information (character n-grams) that allow to
generate embeddings for unseen words.

Doc2vec as well as TF-IDF ignores word order. Therefore, these methods are
not aware of word contexts.

2.3 ELMo

The newest approaches in language modeling are inspired by deep learning algo-
rithms and context-aware methods. The first successful is called ELMo [18].
ELMo word embeddings are defined by the internal states of a deep bidirectional
LTSM language model (biLSTM), which is trained on a large text corpus. What
is important, ELMo looks at the whole sentence before assigning an embedding
to each word in it. Therefore, the embeddings are sentence aware and could solve
the problem of polysemous words (words with multiple meanings). As the doc-
ument feature vector, we used the average mean vector of every sentence in it.
Generating sentence vectors is built into the model and consists in mean pooling
of all contextualized word representations. The main problem with ELMo is its
slow performance caused by the bidirectional architecture of LSTM networks.

2.4 BERT

The next step was a usage of the transformer [27] architecture for building lan-
guage models. The state-of–the–the-art solution is BERT [3]. Due to its bidirec-
tional representation, jointly built on both the left and the right context, BERT
looks at the whole sentence before assigning an embedding to each word in it.
As the document feature vector, we have used the CLS pooling method, i.e., the
embedding of the initial CLS token.
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2.5 Method Summary

The above vectorization methods, except TF-IDF, require pretrained language
models. The names used in results reporting and sources of the used models are
presented in Table 1.

The main drawback of ELMo and partly BERT is the requirement of using
GPU even for the vector generation phase. Usage of ELMo on CPU is impractical
due too very long processing time. It is slightly better in the case of BERT, but
still TF-IDF and doc2vec work much faster on CPU than BERT.

Table 1. Document vectorization methods and sources of language models

Name Method Address

kgr10 fastText hdl.handle.net/11321/606

kgr10-lemma fastText hhdl.handle.net/11321/606

fasttext fastText https://fasttext.cc/docs/en/crawl-vectors.html

elmo ELMo vectors.nlpl.eu/repository/11/167.zip

tfidf TF-IDF –

herbert-kgr10 BERT https://clarin-pl.eu/dspace/handle/11321/851

herbert-base BERT https://huggingface.co/allegro/herbert-base-cased

3 Reduction Methods

The aim of the reduction is to present documents in the 2D plane to visualise the
distances or dissimilarities between them. The distances between points should
reflect similarities in the original multidimensional space of feature vectors (gen-
erated as described in Sect. 2).

There are several methods that can be used for 2D visualisation of multi-
dimensional feature vectors. They can be divided in two categories [12]: ones
preserving the distance structure within the data such as the PCA [6] or multi-
dimensional scaling [1] and ones that preserve the local distances over the global
distance like t-SNE [10], Laplacia eigenmaps, Isomap, and the newest UMAP
[12]. Within this work have analysed three methods: PCA, t-SNE, and UMAP.

3.1 PCA

PCA (Principal component analysis) [17] is a traditional and widely used dimen-
sionality reduction technique. It works by identifying the linear correlations with
preserving most of the valuable information. PCA algorithm is based on the prin-
cipal components of the covariance matrix – a set of vectors, the first of which
best fits (explain the maximum amount of variance) the data while the rest are
being orthogonal to it. To generate low dimensional space, we ignore the less
significant principle components by projecting each data point.

https://hdl.handle.net/11321/606
https://hhdl.handle.net/11321/606
https://fasttext.cc/docs/en/crawl-vectors.html
https://vectors.nlpl.eu/repository/11/167.zip
https://clarin-pl.eu/dspace/handle/11321/851
https://huggingface.co/allegro/herbert-base-cased
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3.2 T-SNE

T-SNE, proposed in [10], is a non-linear dimensionality reduction method. It pre-
serves the similarity between points defined as normalised Gaussians. Therefore,
it uses Euclidean distance in the original space. The bandwidth of the Gaus-
sian is set by the bisection algorithm, in a way that the resulting perplexity is
equal to some predefined value. As a result, the bandwidth, and therefore the
similarity, for each point is adapted to the local density of the data. The simi-
larities in low-dimensional space are modeled by a normalised t-Student distri-
bution. The t-SNE method minimises the Kullback-Leibler divergence between
the similarities in both spaces with respect to the locations of the points in the
low-dimensional space.

3.3 UMAP

Uniform manifold approximation and projection (UMAP) [12] constructs a
high-dimensional graph representation of the data and next optimizes a low-
dimensional graph to be as structurally similar as possible. It assumes that the
data is uniformly distributed on Riemannian manifold which is locally connected
[12]. UMAP high-dimensional graph edges represent the likelihood of connection
of each pair of data points. UMAP connects (edges) only points for which the
local point radius overlaps. Each point local radius is set based on the distance
to each point’s and number of neighbours. The size of point neighbours is the
method hyperparameter. In many papers, it was shown that UMAP outperforms
other methods (including PCA and t-SNE) [12,16,24].

4 Evaluation Methods

The main problem addressed in the paper is the measurement of the document
visualization quality. Corpus of text is mapped to the multidimensional space by
one of the methods described in Sect. 2. Next, this set of high-dimensional vectors
(each representing a single document) is projected to a 2D space using one of the
methods described in Sect. 3. As a result, we obtain plots like those presented in
Fig. 1. The question is: which combination of document feature vector generation
methods, reduction methods, and their hyperparameters should be used? Or, in
other words, how to quantify individual plots to be able to choose the best one.
We need a metric that allows to compare visualisation results automatically, a
metric that promotes results with well-separated classes.

This problem does not have a common quality metric. Therefore, in this
section, we propose five different methods. All these metrics are based on the
assumption that for method comparison purposes we have a set of labels assigned
to the documents. We assume that the documents within the same label are simi-
lar (at least some of them, a group does not have to be unimodal) and documents
assigned to two different labels are different. In other words, the points repre-
senting the same label documents should be placed in low-dimensional space
close to each other and far away from points representing other classes.
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4.1 Closest Match (CM)

In [30], we proposed a simple coherence score defined as an average (over all
points) of a number of k-nearest neighbours belonging to the same class, i.e.:

1
nk

∑

p

∑

o∈Nk(p)

I(c(p) == c(o)), (1)

where n is a number of points (documents), I is the identity function, Nk(p) is
the neighbourhood of p defined by the k closest points (using euclidean distance
in low dimensional space), and c(p) is a class of point p. The method is parame-
terized by k - a number of nearest neighbours used in analysis. It measures how
many neighbours (in average) of a given point belong to the same label. In our
experiments, we used k equaled to 10. In [30] we shown that the value of the
metric depends on k in a similar way regardless the used dataset. Therefore, the
value of k is not essential (except the extreme values) in the case of comparison.

4.2 KNN

To measure the quality of the reduction, one could also use any classifier that
is trained using two-dimensional data. Therefore, we generated ten folds (90%
of the data were used for training) using the stratified K-fold strategy and cal-
culated the average accuracy (Exact Match Ratio, MR) as a final score. The
formula is as follows:

MR =
1
n

n∑

i=1

I(yi == ŷi), (2)

KNN =
1
K

∑

k

MRk, (3)

where K is the number of folds, I is the indicator function, yi is a true label
of a sample i and ŷi is predicted label of the same sample.

We decided to use a simple KNN classifier (using ten nearest neighbours),
which makes the score similar to the one from the previous section. However,
almost any classifier could be used here. We have originally started with the
multilayer perceptron (MLP) [6]. However, MLP has a much higher computa-
tional cost compared to KNN, and within a preliminary experiment gave close
to KNN results. Similar approach, i.e., the KNN classifier, was proposed in [12].

4.3 ARI

Instead of using a classification algorithm, it is possible to use any clustering
method. If the clusters obtained in a lower space match a ground-truth label,
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then the clusters should be visually separated. We use the adjusted rand index
[7] to calculate the correspondence.

nij = |Xi

⋂
Yj |, ai =

g∑

j=1

nij , bj =
p∑

i=1

nij , (4)

ARI =

∑
ij
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2
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∑

i

(
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2
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(
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2

)
]/
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2

) , (5)

where X = {X1,X2, ...,Xg} defines ground truth labels, Y = {Y1, Y2, ..., Yp}
defines predicted labels (clusters obtained by the algorithm), g defines number
of true labels and p of predicted ones (it is a parameter in the clustering algo-
rithm that we established to be equal g). In the performed experiments we use
agglomerative clustering [2] with ward linkage.

4.4 Internal Similarity (INT-SIM)

The next metric we propose to use is the mean distance between samples in the
same cluster converted to a similarity measure, i.e.:

D(X) =
1

|Cx|
∑

i,j∈Cx,x∈X

d(xi, xj), T =
1
|S|

∑

k=1

D(Sk), (6)

INT-SIM =
T

T + 1
, (7)

where d is a distance between two points, Cx is a set of pairs of points in a cluster
X and S is a set of clusters defined by labels. The maximum value of this score is
obtained when samples from the same label are gathered in a single coordinate,
which can be considered as a defect. There is also a problem with clusters that
are made up of subgroups that occur in different places (for example, PRESS
data in Fig. 1). The score will be lower in this scenario. To overcome this, we
propose to use DBSCAN [23] algorithm for each label in the data to obtain
subgroups. In the performed experiments the eps parameter of DBSCAN was
set to the tenth percentile of a distance distribution between samples in the given
group.

4.5 External Dissimilarity (EXT-DIS)

And finally, we propose the external dissimilarity score defined as a normalized
(divided by the greatest) mean distance between different groups. We calculate
the distance between groups as the average distance between samples in one and
the other cluster. The final formula is as follows:

D(X,Y ) =
1

|X||Y |
∑

xi∈X

∑

yi∈Y

d(xi, yi), (8)
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EXT-DIS =
D(X,Y )

maxi,j∈C(D(Xi,Xj))
, (9)

where X and Y are clusters defined by labels, C is a set of pairs of clusters.
The score promotes data reduction with similar distances between groups and
might lead to solutions with points from the same group concentrated in one
place (similarly to the External Dissimilarity).

5 Experiments

5.1 Datasets

In our experiments, we used three collections of text documents in Polish: Wiki,
Press, and Qual. All were labelled in terms of subject area, therefore we can
assume that the similarity analysed by the metrics introduced in Sect. 4 is seman-
tic one.

The Wiki corpus consists of articles extracted from the Polish language
Wikipedia. It was created by merging two publicly available collections [14] and
[15]. The original corpus is labeled by 34 subject categories. For clarity of the
presented pictures, we have selected a subset of 10 labels, namely: computers,
music, aircraft, games, football, cars, chess, coins, shipping, and animation. The
resulting corpus consists of 2, 959 elements.

The second corpus, Press [31] consists of Polish press news. There are 6, 564
documents in total in this corpus. The texts were assigned by the press agency to
5 subject categories (diplomacy, sport, disasters, economy, business, and trans-
portation). All subject groups are very well separated and each group contains
a reasonably large number of members (ca. 1, 300 documents per label) without
big differences among label sizes.

The last data set, Qaul [11] includes documents containing descriptions of
qualifications from a Polish public register of the Integrated Qualifications Sys-
tem and descriptions of degrees from Polish universities. The descriptions mainly
consist of so-called learning outcomes statements, which characterize the knowl-
edge, skills, and attitudes required to obtain a given qualification or degree.
The data were manually labeled. The labels denote the sectors to which the
qualifications belong. Similarly to WIKI corpus, we have selected a subset of
seven labels, namely: economy, biology, industry, electronics, music, machines,
and architecture. The final corpus consists of 1, 419 documents.

5.2 Results

For every corpus and the previously described vectorization and reduction meth-
ods (and many different hyperparameters of the last ones), we generated a chart.
In total, we obtained almost 3 500 two-dimensional scatter plots and evaluated
them using our metrics. To measure the quality and effectiveness of them, we
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Table 2. Scores related to plots in Fig. 1

Dataset Rating Scores Method Model

KNN ARI CLOSEST

MATCH

INT-SIM EXT-DIS

WIKI Low 0.12 0.00 0.20 0.34 0.29 PCA herbert-base

Moderate 0.78 0.38 0.76 0.33 0.16 UMAP tfidf

High 0.95 0.74 0.94 0.09 0.14 T-SNE kgr10

PRESS Low 0.34 0.02 0.36 0.98 0.55 PCA herbert-base

Moderate 0.87 0.21 0.85 0.06 0.21 T-SNE herbert-base

High 0.94 0.31 0.92 0.03 0.38 T-SNE kgr10

QUAL Low 0.37 0.08 0.42 0.97 0.24 PCA kgr10-lemma

Moderate 0.76 0.22 0.72 0.55 0.20 UMAP elmo

High 0.86 0.32 0.82 0.12 0.16 T-SNE elmo

Table 3. Statistics of all analysed metrics (scores) for all three corpora.

Method Score PRESS QUAL WIKI

MAX MIN AVG MAX MIN AVG MAX MIN AVG

PCA KNN 0.66 0.34 0.55 ± 0.10 0.61 0.37 0.47 ± 0.08 0.50 0.12 0.29 ± 0.12

ARI 0.41 0.01 0.14 ± 0.10 0.34 0.05 0.18 ± 0.10 0.25 0.00 0.09 ± 0.08

CM 0.64 0.36 0.54 ± 0.08 0.59 0.38 0.48 ± 0.06 0.47 0.20 0.31 ± 0.09

INT-SIM 0.98 0.32 0.85 ± 0.22 0.99 0.43 0.88 ± 0.18 0.95 0.28 0.80 ± 0.23

EXT-DIS 0.61 0.26 0.43 ± 0.11 0.40 0.13 0.26 ± 0.07 0.50 0.06 0.29 ± 0.13

UMAP KNN 0.89 0.58 0.75 ± 0.10 0.80 0.53 0.67 ± 0.08 0.88 0.16 0.51 ± 0.22

ARI 0.39 0.00 0.19 ± 0.08 0.80 0.05 0.31 ± 0.14 0.52 0.01 0.17 ± 0.15

CM 0.87 0.58 0.73 ± 0.09 0.77 0.52 0.66 ± 0.07 0.85 0.23 0.50 ± 0.20

INT-SIM 0.55 0.13 0.29 ± 0.08 0.75 0.24 0.44 ± 0.11 0.59 0.15 0.29 ± 0.10

EXT-DIS 0.71 0.20 0.37 ± 0.08 0.45 0.07 0.22 ± 0.07 0.53 0.10 0.28 ± 0.11

T-SNE KNN 0.94 0.71 0.88 ± 0.07 0.86 0.62 0.78 ± 0.07 0.95 0.34 0.78 ± 0.20

ARI 0.59 0.04 0.25 ± 0.10 0.80 0.04 0.34 ± 0.13 0.74 0.01 0.41 ± 0.24

CM 0.92 0.71 0.86 ± 0.06 0.85 0.61 0.77 ± 0.08 0.94 0.34 0.76 ± 0.20

INT-SIM 0.14 0.01 0.06 ± 0.02 0.20 0.07 0.13 ± 0.03 0.16 0.00 0.07 ± 0.03

EXT-DIS 0.62 0.16 0.33 ± 0.10 0.37 0.10 0.20 ± 0.04 0.38 0.07 0.17 ± 0.07

conducted several experiments. The first of them are based on a visual assess-
ment of the correlation between the proposed metrics and the actual plots. In
Fig. 1, we present three pictures for each of the corpus that had the lowest, high-
est, and middle KNN score. In this could be noticed that the top-rated figures
contain visually clear and well-separated groups, while the worst-rated ones are
rather indistinct. The behavior of KNN measure is following the requirements
stated in Sect. 4. Table 2 shows all examined metrics for all plots from Fig. 1.
The KNN, ARI, and CLOSEST MATCH (CM) scores act similarly (although
the overall promotes different solutions), but the tendency for the remaining
scores is the opposite. This means that the best solutions are those where the
samples are not too close to each other (INT-SIM) and the distances between
pairs of groups are not similar (EXT-DIS). Those two methods should not be
used as an out-of-the-box evaluation method.



358 M. Gniewkowski and T. Walkowiak

Fig. 2. Values of KNN and ARI metrics (larger values are better) for all methods
and data sets. A point represents a single experiment. Experiments differ by data set,
document vector generation method and 2-D projection method, and their parameters.

Table 3 shows statistics (average, standard deviation, maximum, and min-
imum) for each metric and corpus. The statistics are calculated over different
metrics, vectorization methods and hyperparameters of reduction algorithms.
The Fig. 2 presents the results for each experiment as the relation between KNN
and ARI metric for every analysed document in each of the three corpora.

First, it could be noticed that PCA gives the worst results and t-SNE the
best. Mind that this statement only applies to the visual aspect of the method. In
this paper, we do not address the problem of how well a given method preserves
the features of a high-dimensional data. We only focus on the similarity and
dissimilarity between documents. Surprisingly, the results for t-SNE outperform
UMAP. In the literature, UMAP is considered as a method that outperforms
t-SNE [12,24].
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Moreover, we can notice that there is a strong correlation between KNN and
ARI for QUAL dataset, but for the other two corpora the relation disappears.
Probably, this is due to the existence of different subgroups within the same label
(multimodal data within each label). While KNN takes it into consideration, the
ARI score is reduced because it is based on a clustering algorithm with a fixed
number of classes (that matches the number of labels in the ground truth). The
nature of the used algorithm (i.e., agglomerative clustering) might cause wrong
assignments in the low dimensional space. The ARI score should rather be used
for uni-modal labels (visually one label point should not occur in different areas)
or the number of groups in clustering should be at least twice than the number of
labels. Since PCA results are not significant, we focus only on t-SNE and UMAP
in further analysis. Figure 3 shows correlation between KNN and ARI metric for
left reduction methods. It is not clear to determine which of the vectorization
methods works the best. It strongly depends on the corpus (the results follow the
intuitive statement that document similarity is subjective) and used a reduction
method. However, some tendencies can be noticed. First of all, kgr10 (fastText
model trained on the KGR10 corpus) is always in the top three. Secondly, we
could notice a high position of a simple and old-fashioned TF-IDF method (red
circles), especially for KNN metric. It could be explained by the existence of key-
words in each label. For example “aircrafts” (label from WIKI) can be simply
classified by an occurrence of words such as “aircraft” or “plane”. Moreover, the
results also suggest that the dataset used for training the language models has
a big influence on results. It could be noticed comparing the results achieved by
models trained on the KGR10 corpus [8] (pink and violet) to the results obtained
by default models (orange and blue respectively). KGR10 results outperforms
the base models in the case of fastText and BERT models. Moreover, we see that
fastText outperforms (i.e., pink) the Bert based vectorization (violet). The fact
that BERT based methods are not suitable for similarity/distance calculation is
well known in the literature [21]. The surprising results are for elmo (brown).
ELMo have a bad performance for WIKI dataset compared to quite good results
for PRESS and QUAL. The other interesting pattern noticeable in the results
is the relatively small dependency of the reduction method hyperparameters
(i.e., perplexity, learning rate and number of iterations for t-SNE and number of
neighbours and minimal distance for UMAP) on the KNN score. The points in
the same color represent results from the same vectorization method but with
varying values of the reduction method hyperparameters. It could be noticed
that they group and even make vertical lines in case of t-SNE. It is probably
due to the fact that the perplexity in the case of t-SNE and k-neighbours in the
case of UMAP have a big influence on creating subgroups in each label. And as
it was already stated, the KNN is less subjective to this feature than ARI.

Comparing the results of t-SNE and UMAP, we can notice that the achieved
plots have some similarities, but they differ in details. It shows that each method
focuses on different aspects of multidimensional space.
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Fig. 3. Values of KNN and ARI metrics (larger values are better) for all three datasets.
Points differ by a vector generation method (UMAP and T-SNE) and used hyperpa-
rameters.

6 Conclusion

In this work, we proposed a method to assess the visual quality of two-
dimensional plots of document similarity obtained using the most popular dimen-
sionality reduction methods. We propose five metrics for quantification of this
quality. Based on the testes performed on the three corpora, we conclude that the
classifier (KNN), clusterization (ARI) based approaches, or simple score Closest
Match can actually determine which of the generated figures better preserves
the information of document similarity. This allows for an automatic search of
the parameter space to find the optimal ones. We also showed which of the used
vectorization methods perform better in the task. The results suggest that fast-
Text based approaches outperform the BERT ones and that the language models
for Polish trained on KGR10 outperform others in the analysed problem. Even
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though we focused on texts in Polish, our approach can be used in virtually any
problem in the field of data mining.

Although we have shown a convenient way to evaluate the appearance of the
plots, there are several aspects that require further research. First, although we
believe that the correlation between the human perspective and our scores is
true, it is necessary to verify this thesis with a larger number of people using
a survey. We hope that having plots evaluated by people, we will be able to
suggest a combination of proposed scores as a final method (especially INT-
SIM and EXT-DIS which cannot be used alone). Next, we focused on solving
the problem with the assumption that ground-truth labels are given. This is not
always the case in real-world scenarios, but makes just defining the goal difficult.
Building such measures would probably require using also context information
(other reductions) and not individual plots.
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Abstract. The rapid technological development has created newopportunities for
language digitalization and the development of language technology applications.
The core element of language technology is language resources,which is in a broad
sense, can be considered as a scope of the databases that consists of the myriad of
texts both in oral and written forms and used in the machine-learning algorithm.
The creation of language resources requires two processes: the first one is language
digitalization,meaning the transformationof the speech and texts into themachine-
responsible form. The second process refers to text mining, which analyzes data
by using a machine-learning algorithm. Adoption of the General Data Protection
Regulation (GDPR) and Directive on copyright and related rights in the Digital
Single Market (DSMDirective) has been building a renewed legal framework that
addresses the demands of the digital economies and unseals challenges, opens
prospects for further development. We examine the language resources from two
perspectives. Firstly, the language resources are considered a database covered
by the protection regulation (the person’s rights who created the LR database).
Within the second perspective, the legal analysis focuses on the materials used
for the language resource creation (data subject’s rights, copyright, related rights).
The result of the research can be used for further legal investigations and policy
design in the field of language technology development.

Keywords: Intellectual property protection · Copyright · Language technology ·
Text mining

1 Introduction

Nowadays the language technology (LT) is strongly integrated into our life. The exam-
ples of the LT applications can be easily found practical in every area (e.g., machine
translation systems, spelling and grammar checking applications, chat-bots, apps for
reading, etc.). The LT applications are solving the various tasks from ensuring security
(e.g., biometric voice systems) to providing health information (e.g., speech analysis
systems) and controlling sophisticated machines and mechanisms (e.g., vehicles voice
control systems).
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The core element of all LT applications is language resources (LR), which is a broad
sense that can be considered as a scope of the databases that consists of the myriad of
texts both in oral andwritten forms (datasets) and used in themachine-learning algorithm
[8]. The development of the LT began with the database only of two hundred and fifty
words and six grammar rules. This database was used in 1954 in the Georgetown-
IBM experiment. Under this experiment, the International Business Machines company
(IBM), in collaboration with Georgetown University (U.S.), publicly demonstrated the
machine text translation of the approximately sixty Russian sentences from Russian into
the English language [3]. Today these databases consist of millions to billions of words
and require more complicated algorithms for their analysis.

The LR and their quantitative and quality characteristics have a significant meaning
for LT development. Therefore, the question of LT creation should be investigated. From
the technical perspective, the creation of LR is done by executing two processes: the
first one is language digitalization – collecting and further transformation of the speech
and texts into the machine-responsible form. The second process refers to text mining
- data analysis by using a machine-learning algorithm [6]. From the legal perspective,
the LR can be considered as a database and thus covered by rights corresponding to the
database regulation (e.g., the request of LR developer), or the main focus can be made
on materials that were used for the LR creation and therefore covered by data subject’s
rights, copyright, and related rights. This dual legal nature of the LR creates a scope of
legal concerns related to the necessity to comply with both tiers of rights.

The present research aims to identify legal challenges appearing within EU juris-
diction, referring to the LR database creation, personal data, and intellectual property
protection, and develop practical recommendations onminimizing those risks.We exam-
ine the language resources from two perspectives. Within the first perspective, the legal
analysis focuses on the materials used for the language resource creation (data subject’s
rights, copyright, related rights). From the second perspective, the language resources
are considered a database covered by the database protection regulation (the person’s
rights who created the language resources). The structure of the paper is designed with
regard to the approaches mentioned above. In the first part of the paper, the main focus is
on the materials (data) and process of the LR creation. In the second part, issues related
to database protection are investigated.

The result of the research can be used for further legal exploration and policy design
in the field of language technology development.

2 Models for Language Resource Creation

Themodel for LRcreation largely depends on the type and characteristics of thematerials
(raw data) used to create the LR database. Taking into consideration the adoption of the
General Data Protection Regulation (GDPR)1 and Directive on copyright and related

1 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on
the protection of natural persons with regard to the processing of personal data and on the free
movement of such data and repealingDirective 95/46/EC (General Data ProtectionRegulation),
dated 27 April 2016, with entry into force on 25 May 2018 <https://eur-lex.europa.eu/eli/reg/
2016/679/oj> (accessed 14 October 2021).

https://eur-lex.europa.eu/eli/reg/2016/679/oj
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rights in the Digital Single Market (DSM Directive)2, the main legal concerns lie in the
field of personal data and intellectual property (IP) protection. Thematerials used for LR
creation can be simultaneously covered by the IP rights and data subject rights. Analysis
of the raw data used for the LR creation and defining the tier of rights that covers this data
have significant meaning in terms of identifying the model that can be applied for the
LR creation. Generally, two models depending on the protected materials: the “contract
model” (“consent model”) and the “exceptionmodel.” In further sections, themodels are
observed from the perspective of the copyright and related rights protection (Sect. 2.1)
and the perspective of the data protection regulation (Sect. 2.2).

2.1 The Usage of the LR Materials Protected by Copyright and Related Rights

The language digitalization and further text and data analysis (text mining) presume
the usage of the various texts and materials. From the perspective of the copyright pro-
tections, the texts can be classified into three groups: non-protected texts (e.g., official
documents), “safe” texts that can refer to the non-protected and copyright protected texts
depending on their content (e.g., manuals, reports, etc.) and copyright protected texts
[12]. To recognize the texts as copyright-protected text or to identify the “safe” text as
a copyright-protected, the originality3 of the text should be evaluated. The originality
requirement is harmonized within the EU jurisdiction by the court practice of the Court
of Justice of the European Union (CJEU) [10] and covered by the concept of the author’s
creativity. Most of the EU national jurisdictions define that to receive copyright protec-
tion, the work should be created in connection to the author’s mind and personality,
where the author is defined as a human (e.g., Germany, Spain, France).4 However, this
creates a legal uncertainty to the texts and works created by the computer with minimum
human effort (e.g., automatically generated texts).5 If no human effort was applied for
work creation, then the work’s author could not be identified, and therefore the work
could not be considered copyright-protected work.6

2 Directive (EU) 2019/790 of the European Parliament and of the Council of 17 April 2019 on
copyright and related rights in the Digital Single Market and amending Directives 96/9/EC and
2001/29/EC (DSM Directive), dated 17 April 2019 <https://eur-lex.europa.eu/legal-content/
EN/ALL/?uri=CELEX:32019L0790> (accessed 14 October 2021).

3 The Berne Convention for the Protection of Literary and Artistic Works, signed at Berne on
September 9, 1886 (Berne Convention) states that the work is copyright protected if it fulfils
the requirement of the originality.

4 The “human-centered approach” was also supported by The European Parliament (EP) resolu-
tion of 20 October 2020 on intellectual property rights for the development of artificial intelli-
gence technologies <https://www.europarl.europa.eu/doceo/document/TA-9-2020-0277_EN.
html> (accessed 14 October 2021). According to the resolution this approach reflects ethical
principles and human rights.

5 SCIgen - An Automatic CS Paper Generator https://pdos.csail.mit.edu/archive/scigen/
(accessed 14 October 2021).

6 For further discussion of the problem of copyright protection of the works automatically created
by the LT application see Ilin, I., & Kelli, A. (2019). The Use of Human Voice and Speech in
Language Technologies: The EU and Russian Intellectual Property Law Perspectives. Juridica
International, 28, 17–27. https://doi.org/10.12697/ji.2019.28.03.

https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=CELEX:32019L0790
https://www.europarl.europa.eu/doceo/document/TA-9-2020-0277_EN.html
https://pdos.csail.mit.edu/archive/scigen/
https://doi.org/10.12697/ji.2019.28.03
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The LR may also use the materials used to make work available to the public (e.g.,
using the records and broadcasting audiovisual work). This kind of material is protected
by related rights protection. The related rights protection is connected to the beneficiary
of these rights (performers, producers, and broadcasting organizations). The process of
the identification of the beneficiary of the right causes fewer legal concerns. However,
if the beneficiary of the related rights is a performer, then it is required to establish the
performer’s personality, and therefore the problem of evaluation of the human interaction
becomes topical as well as identification of the author of work.

Twomodels can be applied for the usage of the copyright and related rights-protected
materials: the “contract model” and “exception model.” The exception model presumes
the limitation of the author’s exclusive rights. The contract model presumes that before
using the copyright-protected text, the appropriate authorization (based on the author’s
consent) needs to be received [9].

Exception model. The exception model relies on the “Berne three-step test”7 that
allows members of the Berne Convention to set the exceptions and limitations of the
copyright rights with the following requirements:

• the formula for provided exception or limitation should be defined in a specific way
and does not have a general character;

• provided exception or definition shall not prejudice the normal use of the work;
• provided exception or definition should not unreasonably infringe upon the legitimate
interests of the author.

Based on this “Berne three-step test,” the following exceptions were implemented
to the national legislation of the EU member states: exception for scientific research,
temporary copies exception, and exceptionprovided for text anddatamining for scientific
research (TDM exception).8

From the social perspective, the development of the LR based on the exceptionmodel
is much easier to perform,mainly because there is no need to receive the author’s consent
and therefore presumes fewer risks [9].

However, themain legal concerns in thismodel refer to its application to the scientific
research that is done for commercial purposes (e.g., cases when LR developed within the
company R&D department) or LR after its creation was transferred to the commercial
entity (e.g., spin-off company). To identify the possibility of exceptionmodel application,
the cases of the LR development together with the framework and national legislation
should be investigated.

7 Article 9 (2) of the Berne Convention (Note 3).
8 Article 3, Article 4 DSM Directive (Note 2).
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Contract Model. The contract model presumes that the LR developer needs to receive
permission from the author to usage copyright-protectedmaterials (e.g., conclude license
agreement). From the legal perspective, the contract model is to a large extent, solves
the problem of the commercial research and commercial creation of the LR. However,
technically, the execution of the contract model has a lot of impediments and drawbacks,
mainly related to the IP audit (author’s identification, analysis of the work creation
process, identification of the exclusive rights holder, etc.) and negotiation process. This
process can be quite long and costly processes that could negatively affect LR creation
and LT development. However, the application of the contract model become different
in the case of developing the LR by Internet giants such as Google, Yandex, etc. For
example, in the case of Alisa (Yandex voice assistance), the assistant uses the samples
of inputs not only from the assistant app but also from the other Yandex services (e.g.,
Yandex navigation system, Yandex taxi, Yandex translation, etc.) and insert the relevant
provisions in license agreements for these services. At the same time, if the LR developer
does not have their materials for LR creation, then applying the contract model is a costly
and long-term solution.

Identification of the Legal Risks. The identification of the legal risks from the per-
spective of the copyright and related rights protection should be done by analyzing
specific cases of the LR creation. However, to minimize the risks, the following algo-
rithm of the research could be applied. First, it is necessary to identify the type ofmaterial
that is used for LR creation. Then one needs to circle the main characteristics of such
materials: do they express an idea (e.g., novels, texts, etc.), or should this work be con-
sidered as a divertive work (e.g., translation) or used in the process of making the work
available to the public (e.g., audiovisual materials)? After that, depending on the work’s
characteristics, the following steps should be taken:

• in case the work expresses ideas – the originality test should be done;
• in case the work is considered as a divertive work – the authorization of usage of the
initial work should be checked;

• in case the voice and speech are used in the process ofmaking thework available to the
public: (a) beneficiary of the related rights should be identified, (b) the authorization
of usage of the initial work should be checked.

These steps lead to the possibility to outline the following groups of the legal risks
systemized in Table 1.
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Table 1. Legal risks mapping.

Step Risk Solution

Originality test Risk not to grant the copyright
protection

(a) Identify the author
(b) Measure the level of human
interaction

Divertive work Risk of the unlawful usage of
the initial work

Check the authorization

Bringing work to the public (a) Risk not to grant the
protection of the related rights;
(b) Risk of the unlawful usage
of the initial work

(a) Identify the author
(b) Measure the level of human
interaction
(c) Check the authorization

2.2 The Usage of the LR Materials that Contain Personal Data

The development of the LR may include the usage of copyright and related rights-
protected materials and the materials that contain personal data. The legal ground for the
European data protection mainly rests on the GDPR9, which is directly applicable in all
the EUMember States10 and international regulations such as the European Convention
onHumanRights (ECHR)11 andConvention for the Protection of Individualswith regard
to Automatic Processing of Personal Data (Convention 108).12

Under the GDPR the personal data is “any information relating to an identified or
identifiable natural person (‘data subject’); an identifiable natural person is one who
can be identified, directly or indirectly, in particular by reference to an identifier such as
a name, an identification number, location data, an online identifier or to one or more
factors specific to the physical, physiological, genetic, mental, economic, cultural or
social identity of that natural person.”13

The GDPR classifies different types of personal data (e.g., general, biometric,
genetic, health). However, the legal analysis shows the most crucial differences lie
between the general and the special categories of personal data, including biometric,
genetic, and health [5].

In accordance with the GDPR, special categories of personal data are defined as:
“data revealing racial or ethnic origin, political opinions, religious or philosophical

9 General Data Protection Regulation (Note 1).
10 GDPR territorial scope is not limited by the EU states it is also applying to the members of the

European Economic Area (EEA) countries and in certain circumstances to the non-EU/EAA
companies.

11 Art. 8 Convention for the Protection of Human Rights and Fundamental Freedoms (ECHR),
reference ETSNo.005, Treaty open for signature by themember States of the Council of Europe
and for accession by the European Union at Rome 04.11.1950. Entry into force: 03.09.1953.

12 Convention for the Protection of Individuals with regard to Automatic Processing of Personal
Data, reference ETS No.108, Treaty opened for signature by the member States of the Council
of Europe and for accession by the European Union at Strasbourg 28.01.1981. Entry into force:
01.10.1985.

13 Article 4 General Data Protection Regulation (Note 1).



Legal Regime of the Language Resources 373

beliefs, or trade union membership, and the processing of genetic data, biometric data
for the purpose of uniquely identifying a natural person, data concerning health or data
concerning a natural person’s sex life or sexual orientation.”14

Defining personal data as a general or special category of personal data is essential
for further processing. For instance, the processing of the special category by general
rule is prohibited.15

The scope of types of information that could be considered personal data and its
forms is very large. Under Article 29 Working Party16 (WP29), the personal data could
be available in different forms (e.g., graphical, photographic, acoustic, alphabetical, and
so forth) and kept on different storages (e.g., videotape, paper, computer memory)17

unless the processing will satisfy the requirements set in the Article 9 (2) GDPR.
The wide scope of the information (its types and formats) leads to the necessity to

comply with personal data processing requirements within the LR creation.

Personal Data Processing. TheGDPRcomprehensively defines data processing so that
it covers practically all activities that can be done with personal data. Under the GDPR,
data processing involve such operations with data done by automatic or non-automatic
means and refers to such activities as collecting, recording, structuring, storing, usage,
transmission, and so forth.18

The lawful processing of personal data should be based on an appropriate basis.
As well as the usage of the copyright and related rights materials, this lawful usage of
the personal data can be based on the consent19 (consent model) or rely on exceptions
(e.g., research exception, public interest exception, legitimate interest).20 The GDPR
does not specify the meaning of the research exception. The problem of its application
should be analyzed from the perspective of national legislation of the EU member states
(for instance, the applicability of the research exception for the research conducted for
commercial purposes).

The data processing must be done with strong compliance with the rules. There
are three groups of such regulations: rules regarding lawful processing, rules regarding
security processing, and rules regarding transparency processing [5].

The problem of the unclear meaning of the research exception and the complexity
of the consent concept, and strict rules of data processing make the LR creation quite

14 Article 9 General Data Protection Regulation (Note 1).
15 Article 9 (1) General Data Protection Regulation (Note 1).
16 Article 29 Working Party is an advisory committee established with the Data Protection Direc-

tive (95/46) (repealed as of 25 May 2018). Its opinions are still relevant since the nature of
personal data protection has not changed.

17 Article 29 Working Party. Opinion 4/2007 on the concept of personal data. Adopted on 20th
June, p. 7.

18 The whole list of the operations that are considered as data processing is set at the Article 4 (2)
General Data Protection Regulation (Note 1).

19 Due to reasons of space and the focus of the papers, the requirements consent requirements
are not addressed. For further discussion see WP29. Guidelines on Consent under Regulation
2016/679. Adopted on 28 November 2017.

20 For the further discussion of the provided exceptions seeWP29. Opinion 06/2014 on the notion
of legitimate interests of the data controller under Article 7 of Directive 95/46/EC.
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challenging. However, in some cases, the problem of compliance with data protection
rules can be partly solved by using anonymized data in the LR creation process.

The Anonymized Data. One of the solutions for LR creation is using anonymized
data21. The usage of non-personal data has fewer legal restrictions. TheGDPR states that
“The principles of data protection should therefore not apply to anonymous information,
namely information which does not relate to an identified or identifiable natural person
or to personal data rendered anonymous in such a manner that the data subject is not
or no longer identifiable.”22

Data can be non-personal from the day of creation (e.g., machine-generated data that
do not contain personal information), or personal data can be anonymized. However, it
should be taken into account that based on the definition of the personal data processing
provided by the GDPR (provided in a previous chapter), the anonymization process by
itself can be considered as personal data processing. Therefore, there is a need to comply
with data processing requirements.

3 Criteria and Legal Mechanisms for Language Resource Database
Protection

In a broad sense, databases can be considered as an object of intellectual property (intel-
lectual property asset). Investigations of the criteria and legal mechanisms for database
protection require first to analyze the legal nature of the database, to distinguish it from
other intellectual property objects (e.g., novels, films, etc.) that also consist of different
elements, and then investigate the applicable mechanisms of the legal protection.

3.1 Language Resource Database Characteristics

The EU Directive on database protection defines the database as a “collection of inde-
pendent works, data or other materials arranged in a systematic or methodical way
and individually accessible by electronic or other means.”23 Therefore, the following
characteristics of the database can be indicated:

• independence of the elements;
• systematic order;
• individual accessibility by electronic means.

The EU Directive on database protection, as well as the CJEU court practice, does
not define the meaning of “accessibility by electronic means” [1]. However, the meaning
of the other characteristics can be found in the CJEU court practice. The independence

21 There is no need for LR materials to identify individuals.
22 Recital 26 General Data Protection Regulation (Note 1).
23 Article 2 (1) Directive 96/9/EC of the European Parliament and of the Council of 11 March

1996 on the legal protection of databases, dated 11 March 1996 < https://eur-lex.europa.eu/
legal-content/EN/ALL/?uri=celex:31996L0009 > (accessed 14 October 2021).

https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=celex:31996L0009
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of the elements presumes that the database elements can be freely removed without
any damage to other elements.24 The systematic character assumes that each database
element is classified and placed in a specific order. The systematic order of the database
elements is used to organize the search within the database and separate elements from
each other.25

3.2 Legal Mechanisms for Database Protection

If the LR database meets the characteristics mentioned above and thus is considered as a
database, then it can be protected by law.There are twomain options for protecting theLR
database as a valuable commercial asset: through copyright protection and through sui
generis rights protection [2]. The right choice of the legal frameworks for the protection
depends on the level of the database author’s creativity and investments that were made
to create the database.

The created database should be prepared with a strong connection to the author’s
intellect and personality to be new, original, unique, and creative to receive copyright
protection.26 In otherwords, to receive copyright protection, the level of creativity should
be evaluated.

The database protection through sui generis rights protection requires that the “qual-
itatively and quantitatively a substantial investment” was made in regard to the created
databases.27 Therefore, to receive the database base protection through sui generis rights,
the level of financial and professional resources (e.g., money, energy, time, effort) should
be measured. At the same time, the database protection through sui generis rights does
not require the database to be original and creative.

The copyright protection and sui generis rights protection are granted automatically
and do not require any registration procedures. However, it means that the database
developers should evaluate the database’s author’s creativity andmeasure the investment
level should be done. Therefore, the authors of the database decide and choose the
options for its protection. At the same time, the way of how the database is protected
has significant meaning in terms of its further transferring and distribution.

4 Conclusion

In conclusion, it must be said that the development of LT and LR plays an important
role in both the social and technology spheres. However, from the legal perspective, the

24 This characteristic separates the database form other works that consists of a scope of elements
(e.g. novels).

25 Judgment of 9 November 2004, Fixtures Marketing Ltd v Organismos prognostikon agonon
podosfairou AE (OPAP), C-444/02 2004, EU:C:2004:697; Judgment of 9 November 2004,
Fixtures Marketing Ltd v Oy Veikkaus Ab, C-46/02 2004, EU:C:2004:694; Judgment of 9
November 2004, Fixtures Marketing Ltd v Svenska Spel AB, C-338/02 2004, EU:C:2004:696.

26 The concept of the author’s creativity is based on “originality” requirement for copyright
protection provided by the Berne Convention (Note 3).

27 Article 7 Directive on the legal protection of databases (Note 23).
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creation and development of the LR and LT raise many concerns, mainly from IP and
data protection perspectives.

The problem of LR creation is a starting point in the investigation of LT development.
The existing models of LR creation leave much space for discussion (e.g., the problem
of applying the exception model to the commercial research). The author argues that
due to the specific character of the LT development and LR creation, these processes
need to be done within specially developed frameworks. However, as developing the
frameworks is a long and costly procedure, the addressed in the paper risk should be
taken into consideration and further investigated both from the practical and theoretical
perspectives.
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