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Foreword

Human-computer interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, as well as having more impact on people’s everyday life, as an
ever-growing number of human activities are progressively moving from the physical to
the digital world. This process, which has been ongoing for some time now, has been
dramatically accelerated by the COVID-19 pandemic. The HCI International (HCII)
conference series, held yearly, aims to respond to the compelling need to advance the
exchange of knowledge and research and development efforts on the human aspects of
design and use of computing systems.

The 24th International Conference on Human-Computer Interaction, HCI
International 2022 (HCII 2022), was planned to be held at the Gothia Towers Hotel
and Swedish Exhibition & Congress Centre, Göteborg, Sweden, during June 26 to
July 1, 2022. Due to the COVID-19 pandemic and with everyone’s health and safety in
mind, HCII 2022 was organized and run as a virtual conference. It incorporated the 21
thematic areas and affiliated conferences listed on the following page.

A total of 5583 individuals from academia, research institutes, industry, and
governmental agencies from 88 countries submitted contributions, and 1276 papers
and 275 posters were included in the proceedings to appear just before the start of
the conference. The contributions thoroughly cover the entire field of human-computer
interaction, addressing major advances in knowledge and effective use of computers in
a variety of application areas. These papers provide academics, researchers, engineers,
scientists, practitioners, and students with state-of-the-art information on themost recent
advances in HCI. The volumes constituting the set of proceedings to appear before the
start of the conference are listed in the following pages.

The HCI International (HCII) conference also offers the option of ‘Late Breaking
Work’ which applies both for papers and posters, and the corresponding volume(s) of
the proceedings will appear after the conference. Full papers will be included in the
‘HCII 2022 - Late Breaking Papers’ volumes of the proceedings to be published in
the Springer LNCS series, while ‘Poster Extended Abstracts’ will be included as short
research papers in the ‘HCII 2022 - Late Breaking Posters’ volumes to be published in
the Springer CCIS series.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution and
support towards the highest scientific quality and overall success of the HCI
International 2022 conference; they have helped in so many ways, including session
organization, paper reviewing (single-blind review process, with a minimum of two
reviews per submission) and, more generally, acting as goodwill ambassadors for the
HCII conference.



vi Foreword

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my
appreciation to AbbasMoallem, Communications Chair and Editor of HCI International
News.

June 2022 Constantine Stephanidis
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Preface

The 16th International Conference onUniversal Access in Human-Computer Interaction
(UAHCI 2022), an affiliated conference of the HCI International (HCII) conference,
provided an established international forum for the exchange and dissemination
of scientific information on theoretical, methodological, and empirical research
that addresses all issues related to the attainment of universal access in the
development of interactive software. It comprehensively addressed accessibility
and quality of interaction in the user interface development life-cycle from a
multidisciplinary perspective, taking into account dimensions of diversity, such as
functional limitations, age, culture, background knowledge, etc., in the target user
population, as well various dimensions of diversity which affect the context of use
and the technological platform and arise from the emergence of mobile, wearable,
ubiquitous, and intelligent devices and technologies.

UAHCI 2022 aimed to help, promote, and encourage research by providing a forum
for interaction and exchanges among researchers, academics, and practitioners in the
field. The conference welcomed papers on the design, development, evaluation, use, and
impact of user interfaces, as well as standardization, policy, and other non-technological
issues that facilitate and promote universal access.

Universal access is not a new topic in the field of human-computer interaction
and information technology. Yet, in the new interaction environment shaped by
current technological advancements, it becomes of prominent importance to ensure that
individuals have access to interactive products and services that span a wide variety of
everyday life domains and are used in fundamental human activities. The papers accepted
to this year’s UAHCI conference present research, methods, and practices addressing
universal access issues related to user experience and interaction, and approaches targeted
to provide appropriate interaction means to individuals with specific disabilities, but also
issues related to extended reality – a prominent technological medium presenting novel
accessibility challenges, as well as advancements in learning and education, a domain
which was considerably challenged in the context of the ongoing pandemic.

Two volumes of the HCII 2022 proceedings are dedicated to this year’s edition of the
UAHCI conference, entitled Universal Access in Human-Computer Interaction: Novel
DesignApproaches andTechnologies (Part I) andUniversalAccess inHuman-Computer
Interaction: User and Context Diversity (Part II). The first focuses on topics related
to novel approaches to accessibility, user experience, and technology acceptance in
universal access, and multimodal and psychophysiological interaction, while the second
focuses on topics related to universal access to learning and education, extended reality
in universal access, design for cognitive and learning disabilities, and design for visual
disabilities.



xiv Preface

Papers of these volumes are included for publication after a minimum of two
single-blind reviews from the members of the UAHCI Program Board or, in some
cases, from members of the Program Boards of other affiliated conferences. We would
like to thank all of them for their invaluable contribution, support and efforts.

June 2022 Margherita Antona
Constantine Stephanidis
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HCI International 2023

The 25th International Conference on Human-Computer Interaction, HCI International
2023, will be held jointly with the affiliated conferences at the AC Bella Sky Hotel
and Bella Center, Copenhagen, Denmark, 23–28 July 2023. It will cover a broad
spectrum of themes related to human-computer interaction, including theoretical
issues, methods, tools, processes, and case studies in HCI design, as well as
novel interaction techniques, interfaces, and applications. The proceedings will
be published by Springer. More information will be available on the conference
website: http://2023.hci.international/.

General Chair
Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: general_chair@hcii2023.org

http://2023.hci.international/ 

http://2023.hci.international/


Contents – Part II

Universal Access to Learning and Education

Analysing Visual Representations of Adult Online Learning Across
Formats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
Nina Bergdahl and Lisbeth Gyllander Torkildsen

Educational Robots and Their Control Interfaces: How Can We Make
Them More Accessible for Special Education? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
Maria Jose Galvez Trigo, Penelope Jane Standen,
and Sue Valerie Gray Cobb

Emotion Analysis Platform to Investigate Student-Teacher Interaction . . . . . . . . . 35
Andrea Generosi, Silvia Ceccacci, Ilaria D’Angelo, Noemi Del Bianco,
Gianluca Cimini, Maura Mengoni, and Catia Giaconi

A Systematic Mapping of MathML-Enabled Editors for Users with Visual
Impairment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
Luis Naranjo-Zeledón and Mario Chacón-Rivas

Helping Students with Motor Impairments Program via Voice-Enabled
Block-Based Programming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
Obianuju Okafor and Stephanie Ludi

The Impact of Accessing Mechanisms for Group Collaboration
for Students in Higher Education . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
Eric Owusu and Brittani S. Washington

Drawing and Understanding Diagrams: An Accessible Approach
Dedicated to Blind People . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
Frederic Serin and Katerine Romeo

Improving Accessibility and Personalisation for HE Students
with Disabilities in Two Countries in the Indian Subcontinent - Initial
Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
Nicholas Shopland, David J. Brown, Linda Daniela, Arta Rūdolfa,
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Abstract. The past years have triggered the established blended learning format
to develop into other kinds of online teaching formats, with, for example, combi-
nations of a/synchronous learning with more flexible (co-)location requirements
for teachers and students. This has led to a renewed exploration of ways to ensure
accessible and life-long learning through developed educational practices. Com-
paring online education formats can be challenging but is necessary. Building on
case study methodology, the objective of this study was to explore online learn-
ing situations (n = 21): Asynchronous Distance Education (ADE) (n = 15) and
(synchronous) Emergency Remote Teaching (ERT) (n = 6), to develop a method
to systematically analyse and evaluate different formats of online education using
engagement theory. To do so, a schema was developed through which visual
representations of learning situations were analysed. Results show that visual rep-
resentations of learning situations enable nuanced comparisons across different
formats of online education. Analysis reveals that the format of education affects
the conditions under which the teacher more readily facilitates student engage-
ment and that asynchronous and synchronous formats supported different nuances
of engagement.

Keywords: Visual representation · Visual display ·Method · Engagement ·
Learning design

1 Introduction

1.1 Broad-Scale Qualitative Data to Visualise Learning Designs

Researchers are increasingly interested in broader-scale analysis of observational data
[1]. However, teaching is complex and often builds on a step-by-step approach, meaning
that the teacher designs learning activities (LA) that together scaffold students’ learning
progress. As such, observations of single LA cannot exhaust all variations on how enact-
ment of lesson designs are linked together. Yet, observations are empirically grounded,
and may reflect both form and content of a LA [2]. In the wake of the COVID-19 pan-
demic, a plethora of online educational formats is emerging [3–5]. Researchers have
suggested that the pandemic-related shift into distance education, should be addressed
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as something other than distance education: and suggested the term emergency-remote
education (ERT). This, as ERT should not be considered equivalent to “regular” or “tra-
ditional” (often asynchronous) distance education (ADE) as teachers (and students) did
not choose ERT, had little time to prepare for ERT and had not received formal training
to deliver distance education [4]. Currently, it is unexplored how ERT and ADE differ in
practice; for example, how they enhance interaction and inclusion through stimulating
and facilitating social engagement. How different formats facilitate student engagement
is important as emerging formatsmay grow into new standardised formats of educational
delivery. In that respect, teachers must design and deliver engaging LAs regardless of the
format of online education, even though it may be challenging [6]. It is well-established
that student engagement is critical for learning as it correlates significantly with school
success, grades, attendance and students’ overall well-being [7–9]. On the other hand,
engagement may be perceived and supported differently in an online setting [10, 11].
This study employs a nuanced conceptualisation of engagement. Engagement is viewed
as amulti-dimensional construct [12] with four dimensions: a behavioural, an emotional,
a cognitive and a social (ibid.). Varied learning designs should facilitate for all dimen-
sions of engagement as students’ engagement profiles differ [13, 14] and as the design
and implementation of learning scenarios has a greater influence on engagement than
students’ individual engagement disposition [15, 16]. Thus, engagement should be a
core element in both learning designs and their enactment. To design engaging LAs that
also are cognitively challenging has been observed to be challenging [2] and even more
so when learning includes synchronous and asynchronous elements across multiple plat-
forms [17, 18]. Thus, designing for engagement online requires different strategies than
in a face-to-face classroom, and remains critical [19, 20]. For example: online learning
can trigger disconnectedness and a sense of isolation [21]. As perceived social presence
online stimulates learning, teachers may want to design to ensure that students’ social
needs are met [22, 23]. Linking design to performance, Teoetenel and Rientes analysed
157 learning designs (undertaken by 60.000 university students) to explore significance
in relation to outcome. They found that a high proportion of activities that primarily
stimulated cognitive engagement, (i.e., reading, watching videos and listening) were
found to correlate negatively with student grades [24]. Importantly, however, it is not
the design per se, but the execution of a LA in an online setting that will lead to positive
results [25–28].

2 Method

Building on case study methodology [29] this study used observations of online learning
situations (lessons and estimated learning time) in second language learning (Swedish
and English) by observing ADE (n = 15) and ERT (n = 6) learning situations (see
Table 1) to develop a method to collect and systematically analyse different formats of
online education from the perspective of engagement.While ERT consisted of scheduled
lessons, ADE (mainly) consisted of online LA, not regulated by a schedule. Thus, to
refer to both of the occurrences of learning, we use the term learning situation when
referring to lessons and learning in ADE. The study was conducted in a school for adult
education in one of the larger cities in Sweden. The school offeredBYOD Internet access,
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Google workspace for Education and laptops to all teachers and students. After receiving
the principal’s approval, purposive sampling (Bryman, 2016) was employed, meaning
that principals selected groups of adult education teachers who taught second language
classes online. The teachers were then invited to participate. This selection was made
to enable comparison of patterns across second language education in synchronous and
asynchronous formats [30]. The Subjects were: English as a second language (ESL) or
Swedish as a second language (SSL) levels 1–4, offered in the (synchronous) emergency
remote teaching (ERT) format or the (asynchronous) distance education (ADE) format
(see Table 1).

Table 1 Respondent demographic data

Gender Format Subject Level Observations

Female ERT ESL Course 4 1

Female ERT ESL Course 4 1

Female ERT ESL Course 3 1

Female ERT ESL Course 2 1

Female ADE ESL Course 3 3

Male ERT ESL Course 1 1

Female ERT ESL Course 3 1

Female ADE SSL Course 1 2

Female ADE SSL Course 4 2

Female ADE SSL Course 4 2

Female ADE SSL Course 3 2

Female ADE SSL Course 1 2

Female ADE SSL Course 3 2

2.1 Data Analysis

Observations were conducted using an observation schema that covered A) the back-
ground data (form, subject, duration, teacher years in occupation) and B) the design
elements; here: LA, [31]. LA were captured using a minute-by-minute momentaneous
coding of LAs in situ. Thus, collection and coding were conducted in parallel. The ADE
teachers were asked to take on a student role and imagine their learning situation using a
think-aloud technique. When think-aloud is used, teachers may approach their LD from
a student perspective, in which the arrangement functions as a stimulated recall [32].
Teachers were asked to estimate the duration of each LA. Duration has been recognised
as a “major factor in the teaching and learning environment” [34: p 684] as it influ-
ences teacher decisions and considerations in LD. The (produced) data was analysed
at a meta-level adjacent to the observation. These were the stages to prepare data for
analysis:
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1. Transcription of recorded and live teacher interaction and instruction using aminute-
by-minute approach to LAs in MS Excel 16.54

2. Colour and written text used to code transcription.
3. Each code was linked to a specific colour using MS Excel 16.54, (see Table 2), in

which a visual basic macro was set up to automate production of visual displays,
displaying respondent ID, time, format, and engagement (see Fig. 1).

4. The visual representations, sequence overview and pie charts were used to compare
content and form.

2.2 The Engagement Dimensions in Learning Activities (EDLA) Schema

A schema connecting 24 (inductively identified) LAs to the four engagement dimensions
was developed (see Table 2). While several facets of engagement may be active during
one LA (studentmay for example read and feel bored at the same time), onewas regarded
to be in the forefront.

Table 2 Engagement dimensions and learning activities (EDLA) schema

Cognitive

L Listen, look (silent reading)
SRL/O Orientation 
SRL/P Planning
SRL/C Checking and submitting work

Social 

D Discussion
C Collaboration 
I(S) Student led interaction
I(T) Teacher led interaction
I(Tech) IT-led interaction
SSRL Socially Shared Regulation
AI Asynchronous interaction

Behavioural 

P Practice 
P(a/s) Practice a/synchronous
P(a/i) Asynchronous interaction
P(a) Practice asynchronous (no int)

Emotional 
DO Produce
IA Individual Assessment (i.e.,  checklist)
A Test and assessment

Break 

TeB Technology breakdown
B Paus (intentional)
DRL Digital relocation
ID Paus (unintentional)

Course-
administration

CI Course information
Adm Administration (i.e., create accounts) 
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Table 2 reflects the cognitive, social, behavioural, and emotional engagement dimen-
sions. The EDLA schema was used to colour code LAs to enable visual representations.
Blue colours reflect; red reflect the social dimension. Green nuances were used to reflect
facilitation of behaviour, and yellownuanceswere used to reflect facilitation of emotional
engagement.

3 Results

Figure 1 is a visual representation of all observations that reflects the dimension of
facilitated engagement (building on the EDLA schema), explored using a minute- by-
minute approach. The visualisation covers the first 120min of the learning situation (five
learning situations were longer- than 120 min but displayed no additional patterns).

Fig. 1. Visual representation of facilitated dimensions of engagement in learning activities
(Colour figure online)

Figure 1 shows, that the learning sequences differed between ADE and ERT. The
cognitive orientation (blue) was longer for the ADE teachers. ERT teachers would rely
more synchronous decisions in relation to the pace and let the progression of activities
unfold as results of negotiation with students.).

[1201] SSL 1, ADE [1301] SSL 3, ADE [0801] SSL 1, ADE

Fig. 2. Facilitated engagement in asynchronous formats (1201, 1301 and 0801)
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A collated overview on how ERT and ADE teachers would support student engage-
ment provides additional information on the differences. Most commonly, a learning
situation lasted between 61–90 min. Learning situations that were shorter 30 min (see
1201 and 1301 in Fig. 2), focused on facilitating one, or two, engagement dimensions.
Learning situations that lasted 41 min could include facilitation of three nuances of
engagement (see 0801 in Fig. 2).

Results indicate that it is possible to facilitate more nuances in shorter learning
situations: that duration not necessarily is a hindering factor.

3.1 The Subjects

Exploring patterns of facilitation of engagement within each subject (ESL/SSL) we
also identified that it was the format, more than the subject taught, that influenced the
enactment of the design.

[0101] ESL 4, ERT [0501] ESL 3, ADE [1201] ESL 2, ADE

Fig. 3. Facilitated engagement in synchronous (0101) and asynchronous (0501, 1201) lessons

Fig. 4. Facilitated engagement in SSL (1101, 1302) and ESL (0201)
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3.2 The Formats

While a learning situation in ERT is the duration of the scheduled lesson, in ADE it is
the teacher’s idea of the duration a student spends learning whilst being connected to
the LMS (from logging in to logging out). ERT and ADE have different characteristics,
where the former is mainly and the latter mainly asynchronous.

3.3 The Engagement Dimensions

Behaviour. All ADE teachers facilitated for one type of behavioural engagement (asyn-
chronous production see Fig. 1), where 4/6 ERT teacher facilitated for 1–3 nuances (see
example 0101 in Fig. 3, and 0201 in Fig. 4).

Cognition. Cognitive engagement can be assimilative, where students listen, look and
read.AssimilativeLA is characterised by a lack of interaction and active learning.Results
show that more than 50% of the ADE designs only supported cognitive engagement.
However, wow to facilitate cognitive nuances also differed between ERT and ADE
teachers, with ERT teachers displaying no nuances (see example 0101 in Fig. 3), and
ADE teachers displaying 2–4 nuances of cognitive facilitation (see Fig. 1, and examples
1101 and 1302 in Fig. 4). Thus, even cognitive facilitation can be nuanced.

Social. In ADE, fewer than half (5/12) of the designs stimulated the social dimension,
andwhen they did, they displayed one (the same) type of social interaction (see examples
in Figs. 1, 2 and 3). The opposite was found in ERT designs, where the social dimension
was dominant. All ERT teachers included social engagement with 2–5 nuances (see
0501 in Fig. 3, and 0201 in Fig. 4), and typically arranged their learning situations (here:
lessons) around the social dimension.

Fig. 5. Facilitated engagement in ESL lesson (0301, 0401, 0701) (synchronous formats)

Emotion. In this study, facilitation of emotional engagementwas considered to beonline
assessments (i.e., tests and exams) and hypothetically digital and online creation. (The
latter was not observed). ERT teachers did not include any facilitation for emotional
engagement (see for example Fig. 2, Fig. 3, Fig. 4 and Fig. 5). 10/15 ADE teachers
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Fig. 6. Nuances facilitated for within engagement dimensions

designed for emotional engagement with 1–2 nuances (see examples 1101 and 1302 in
Fig. 4).

Figure 6 shows how enacted designs in ERT and ADE and ERT supported student
engagement. Both ERT and ADE teachers used LAs that support behavioural engage-
ment to stimulate students to become active in their learning. Where ERT teachers gen-
erally started with establishing a social arena for learning and could vary the nuances
of social engagement, ADE displayed similar skills in facilitating for nuanced within
cognition. Both formats lacked reflecting one of the engagement dimensions: social
engagement for ADE, and emotional engagement for ERT.

4 Discussion

The visual representations were used to analyse learning sequences, facilitation of
engagement dimensions and nuances of engagement.A comparison of the two online for-
mats of education reveals that teachers in ERT can rely on their management of learning
sequences in situ, in which they control the duration ad hoc. ADE, on the other hand, has
longer and fewer learning LAs. Asynchronous learning design requires making aware
design decisions in advance. All ERT designs rely on social engagement, to which cog-
nitive elements and behavioural elements were added. ERT teachers would, in the above
observations, not facilitate emotional engagement. ADE designs build mainly on cog-
nitive engagement, readily support emotional engagement, and elements of behavioural
engagement.More seldom,ADEwould facilitate social engagement. Even though a com-
parison of patterns reveals that ERT and ADE formats of online education more readily
facilitate different engagement dimensions, data also reveals that they often facilitate
different nuances within the dimensions. For example, ERT teachers facilitated a range
of nuances of social engagement, while few ADE teachers did that, and when they did;
it was asynchronous social interaction. On the other hand, ADE teachers would not
only support cognitive and emotional engagement but would also demonstrate skills to
facilitate three nuances within those dimensions. Only one teacher (who in this case was
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an ADE teacher) facilitated for all four engagement dimensions. Results reveal that the
EDLA schema provides nuanced insights in how ERT and ADE formats facilitate stu-
dent engagement in learning. In line with previous research [34, 35] this study proposed
that instead of connecting LD to outcomes (which can be a static tick off list), teachers
may want to connect their LD to student engagement, as engagement reflects a process,
is malleable and doesn’t signal school failure like addressing results or outcomes only.
Such insights could also support teachers in developing their tacit knowledge on how
to adjust their designs to better stimulate learner engagement. The EDLA schema could
have included novel and innovative LA. For example, immersive learning experiences
and digital creation that could have stimulated emotional engagement. Such LA were
not identified in ERT nor ADE, indicating that there is a possibility to develop LA in
this direction. The visual representation can be used to analyse learning sequences and
how LAs support student engagement. It remains important (expanding on the works of
[36]) to establish that designing for synchronous and asynchronous learning differs. This
paper contributes with highlighting some of these differences. For example, the absences
of pace, place and time in asynchronous LDs affects the design significantly; instead of
frequent shifts in learning sequences, separate sections of learning skills and LAs were
planned for. Moreover, online teaching prevents insight and control that the teachers in
the on-site school are used to (but that regular distance teachers regularly plan for and
manage). These findings expand and nuance previous research (e.g., [37, 38]). Teachers
need knowledge of which designs for learning that better stimulate knowledge construc-
tion, progression, active learning, creation, equal participation collaboration [2], and
how to support development of self-regulation and a sense of online community where
wellbeing is nurtured.

• The visualisations are representations of learning situations - these enable compar-
isons across qualitative observations, something that is hard to achieve in qualitative
observations, and can be challenging [1], especiallywhen comparing different formats
of learning delivery (online, face-to-face).

• The visualisation provides a caption of the abstract phenomenon at focus, and thus
makes the situation tangible

• A larger number of representations of learning situations are now possible to manage.
This enables qualitative analysis, as well as quantifying qualitative observation-data
and thus enables analysis of both form and content.

4.1 Limitation and Future Research

While the results cannot and do not claim to capture all practises, when several learning
situations show similar patterns, these indicate that there may be certain conditions
linked to an educational format that promotes or hinders specific types of facilitation of
engagement. For example, assimilative practises have previously been linked to lower
results, and interaction, social inclusion, and co-presence to increased graduation; the
results offer suggestions on how to develop particular educational formats, where certain
facilitations of engagement are under-represented. One-sided facilitation of engagement
suggests monotonous LA, that may cause boredom, lack of connection and separateness.
On the other hand, teachers cannot merely focus on designing for any general type of
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engagement butmust focus on engagement in learning. As engagement is strongly linked
to performance, it is hard to imagine any learning passing from the content to the learner
without being mediated by engagement [39]. While previous research (i.e., [24]), has
concluded that designs that stimulate engagement are related to student progress, future
research could explore if and how teachers’ digital competence relates to how they
design to support engagement in online learning, and if all the nuances of engagement
are equally important for wellbeing and school success.

4.2 Conclusion

ComparingmanifestedLDs indifferentmodes of deliverymaybe challenging.This study
provides a theory-informed inductive schema that allows for systematic exploration
of content and patterns across online formats of education. Results show that there
is an essential difference between ERT and ADE: the synchronous and asynchronous
blend, where ERT is mainly synchronous, and ADE is mainly asynchronous. There
were situations when the teacher displayed a/synchronous (the opposite) elements and
facilitated for all engagement dimensions, but these were rare. The implication is that
teachers can benefit from becoming aware of the challenges of a particular form and
try to overcome these with professional development. While ERT and ADE teachers
may inspire each other, teachers’ may not own the tacit knowledge of how to enact LDs
that stimulate engagement in varied ways, taking the conditions of their specific form of
online education into account.
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Abstract. Existing design standards and guidelines provide guidance
on what factors to consider to produce interactive systems that are not
only usable, but also accessible. However, these standards are usually
general, and when it comes to designing an interactive system for children
with Learning Difficulties or Disabilities (LD) and/or Autism Spectrum
Conditions (ASC) they are often not specific enough, leading to systems
that are not fit for that purpose. If we dive into the area of educational
robotics, we face even more issues, in part due to the relative novelty of
these technologies. In this paper, we present an analysis of 26 existing
educational robots and the interfaces used to control them. Furthermore,
we present the results of running focus groups and a questionnaire with
32 educators with expertise in Special Education and parents at four
different institutions, to explore potential accessibility issues of existing
systems and to identify desirable characteristics. We conclude introduc-
ing an initial set of design recommendations, to complement existing
design standards and guidelines, that would help with producing future
more accessible control interfaces for educational robots, with an especial
focus on helping pupils with LDs and/or ASC.

Keywords: Access to education and learning · Assistive robots ·
Design for all best practice · Design for children with and without
disabilities · ASC · Learning difficulties · Learning disabilities ·
Educational robots

1 Introduction

Current standards applying to the design and development of interactive sys-
tems, such as those created by the International Organization for Standard-
ization (ISO) [18], provide requirements and guidelines to help designers and
developers produce systems that are fit for their purpose. In terms of the cre-
ation of usable and accessible new technologies, there is an increasing number
of ISO publications that provide guidance on the ergonomics of human-system
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interaction [7–12,25,26]. These standards are usually complemented with others
related to software ergonomics for interfaces [18] and the accessibility of user
interface components [13]. However, these standards are very general, and this
is because they address all systems that involve human-system interaction and
user interfaces. They clearly indicate that the needs of the end-user have to be
taken into account, and that depending on the user the requirements of each
system will be different. Nonetheless, they also require that all systems make
a provision for allowing the use to those people with accessibility needs. This
again is not very strict, because they also specify that when the nature or main
objective of the system is lost or altered when making adaptations to ensure its
accessibility, then, it is not required to make such adaptations.

The design of interactive systems may also be informed by more specific prin-
ciples or guidelines, like Nielsen’s ten “heuristics” for user interface (UI) design
[23], as well as by advice given by organisations or institutions representing dif-
ferent user groups.

In terms of guidelines specific to accessibility, the Web Content Accessibility
Guidelines (WCAG) 2.1 [20] and the more recent working draft [1] are normally
the ones against which web accessibility is measured. However, these standards,
principles, guidelines, and pieces of advice are usually general, covering a very
wide range of uses for the system to be designed and developed. Whilst the
WCGA guidelines [1,20] address matters related specifically to accessibility, and
their use could be extended to other interactive systems and not only web con-
tent, they do not look into the accessibility of more complex systems, such as
those necessary for the control of robots, since these systems may involve not
only a graphical user interface (GUI), but also the physical robots and any but-
tons or sensors that these might have. Furthermore, and although it is normally
considered good practice to follow those guidelines, in many cases certain acces-
sibility features are disregarded by designers and/or developers.

A possible reason behind paying less attention to the integration of accessibil-
ity features in control interfaces for educational robots, is that these interfaces are
usually designed and developed for them to be used by programmers, by people
learning how to code, or simply as games. The complexity of those interfaces tar-
geted at programmers is usually high, which makes integrating certain accessibil-
ity features more complex. A similar issue occurs with interfaces aimed at people
learning how to code. For those interfaces designed as games, and for games in gen-
eral, the results of a recently published survey targeting professional game develop-
ers [16], reveals that only 39% of games developers have implemented accessibility
measures (for those with sensory impairment, motor impairment, or other impair-
ments) into their games. The report highlights that “Unfortunately there is still a
lot of pushback in implementing accessibility features”, and most of the accessibility
measures taken focus on hearing or visual impairments.

More recently, Qbilat and Iglesias have proposed accessibility guidelines spe-
cific to tactile displays in Human-Robot Interaction (HRI) [27], however, these
focus on service robots, and whilst many of them can be applied to educational
robots, the nature of the use of these devices varies.
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As a field, Educational Robotics (ER) has been recently defined as “a field
of study that aims to improve learning experience of people through the creation,
implementation, improvement and validation of pedagogical activities, tools (e.g.
guidelines and templates) and technologies, where robots play an active role and
pedagogical methods inform each decision.” [3], and therefore, the robots used
with those aims can be considered educational robots.

Educational robots have been used from the 1980’s as tools to assist with the
teaching of subjects in the area of Science, Technology, Engineering and Math-
ematics (STEM) [24], and from the late 1990’s as rehabilitation and education
tools for children with ASC [22]. Nowadays, educational robots are mainly used
to help with the teaching of STEM subjects, with an emphasis on program-
ming and the logic behind it [4,19,21], but there is also an increasing number
of studies and initiatives successfully introducing their use to help children with
LD and ASC, focusing more on the later group [2,5,29,30]. However, despite
the advantages that educational robots offer to children with LD and/or ASC,
recent studies have highlighted the lack of uptake for this technology in schools
for children with Special Educational Needs (SEN), such as LD an/or ASC,
mentioning, among other issues, the non-commercial availability and inadequate
design of the interactive systems used to control them [14,15,17].

This paper presents an exploratory study where we aimed to answer the
following research questions:

1. What are the main accessibility issues present in existing educational robots
and their control interfaces?

2. How can future systems be made more accessible?

2 Methods

This paper presents the results of the analysis of existing interactive systems
along with the results of focus groups with experts and an online questionnaire.
The methods for each of them are presented.

2.1 Analysis of Existing Interactive Systems

Design. Analysis of existing systems looking at: capabilities of the control inter-
face, main purpose and hardware needed to operate the robot.

Eligibility Criteria. For the educational robot system to be considered within
this study, we applied the following eligibility criteria:

1. The system should be commercially available;
2. The system should have educational capabilities;
3. The system should include a robot and offer a clear way of interacting with

it, such as an app that can be used from a mobile device or a computer, a
remote, or buttons on the robot (i.e., not simply a turn-on, turn-off button
or an autonomous robot);
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4. A throughout description of the control interface should be available (i.e.,
from the manufacturer website, a manual, or a third-party review) or, for
those where the control interface is an app and a detailed description is not
available, the control interface should be freely available for us to download
and check.

Procedure. An initial selection of systems was drawn from a previous study
[15], in which the five main reasons for low uptake of robots in Special Education
were highlighted along with a table with information about different studies
that used robots for interventions with children with Special Educational Needs
(SEN). From that table we identified the three systems that met the eligibility
criteria.

Since we did not want to limit the analysis to robots previously reported
as used in research studies, we carried out a search in various online retailers
of educational robots for other systems that met the eligibility criteria, even if
these did not target children with SEN.

From both sources, a total of 26 systems were identified.

Fig. 1. Robots of the 26 systems analysed. Their names can be found in the first column
of Table 1 and the order to follow in the image is row by row, from left to right and
from top to bottom.
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Analysis. A member of the research team searched for information about each
of the systems on the manufacturer’s website as well as on retailers’ websites.
The information looked at included: the advertised main purpose of the robot,
the control interface/s and the capabilities that it offered in terms of different
activity types or ways of interacting with the robot, and the hardware needed
to be able to interact with it. The characteristics of the systems as analysed can
be seen in Table 1, and a picture of the relevant robots can be seen in Fig. 1.

When a manual was available this was checked to gain a better understanding
of the system being analysed.

In those cases in which an app was available for controlling the robot this
was downloaded and explored to gain a better understanding of its capabilities,
as well as of the potential accessibility issues that could be present in them.
It is important to note that several apps were available to be downloaded and
explored even if the relevant physical robot was not available to the researchers.

We took into account during the analysis the five main reasons of low uptake
of robots in Special Education that were found during a previous study [15] to see
if there was a clear evidence of any of them being present in the analysed systems.
These five issues are: price, lack of user-friendly interface, lack of appropriate
alternative ways of interaction for Special Education pupils, contents not being
appropriate for Special Education students, and not being able to use different
robots with the same control interface. When further expertise was necessary to
determine if any of the issues was present with a specific system (i.e., expertise
educating or living with children with SEN) this was sought during the focus
groups with experts and parents described in the next subsection.

2.2 Focus Groups with Experts and Parents, and Questionnaire

Design. Focus groups followed by an online questionnaire.

Participants. Participants had to meet the following eligibility criteria to be
able to participate in the study:

1. Be 18 years old or older;
2. Be an educator or expert in Special Education, through work-experience or

training, or the parent or a close family member of a child with SEN;
3. Be fluent in either English or Spanish, as these were the languages in which

the content and the focus groups would be presented.

A total of 32 participants were recruited across Spain and the United King-
dom (26 from Spain, 6 from the UK). Three of the participants were parents or
close family members of a child with SEN at two different institutions, with one
of them being the official Parents’ Representative for the institution that the
child attended. The total sample belonged to four institutions: a state-funded
school for children with SEN in Toledo, Spain (6 participants); a partially state-
funded school for children with SEN in Toledo, Spain (5 participants); the faculty
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Table 1. Description of the educational robots analysed, the systems/interfaces used
to control them, their main purpose, and the hardware needed to control them.

Robot Control interface and
capabilities

Main purpose Hardware needed

Ozobot Evo and Bit App: block
programming, remote
control, draw, drag &
drop, coding cards

Teaching
coding/programming

Computer or mobile
device

Makeblock mBot series App: block
programming, remote
control, piano game,
draw, drag & drop

Teaching
coding/programming

Computer or mobile
device

MakeBlock Codey
Rocky

App: block
programming, remote
control, remote
programmer on robot

Teaching
coding/programming

Computer or mobile
device and physical
buttons on robot

MakeBlock mTiny Remote programmer
with tap-to-code
interaction, coding
cards

Teaching skills through
coding concepts

Remote similar to
Nintendo Wii’s
controller

MakeBlock Neuron App: block
programming

Teaching
coding/programming

Computer or mobile
device

Mio The Robot 2.0 Remote programmer on
robot

Teaching
coding/programming

Physical buttons on
robot

Wonder Workshop
Dash

App: block
programming, remote
control

Teaching
coding/programming

Computer or mobile
device

Wonder Workshop Dot App: block
programming, remote
control

Teaching
coding/programming

Computer or mobile
device

EZ-Robot (various
models)

App: block
programming, remote
control, drag & drop to
create interface,
traditional
coding/programming

Teaching
coding/programming

Computer or mobile
device

ArcBotics Sparki App: block
programming,
traditional
coding/programming

Teaching
coding/programming

Computer or mobile
device

UBTECH Alpha 1 Pro App: block
programming,
traditional
coding/programming

Teaching
coding/programming,
dancing, yoga

Computer or mobile
device

Pololu 3pi Traditional
coding/programming

Teaching
coding/programming

Computer

Thymio App: block
programming,
traditional
coding/programming, 6
pre-programmed
buttons

Teaching
coding/programming

Computer

(continued)
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Table 1. (continued)

Robot Control interface and
capabilities

Main purpose Hardware needed

Doc Interactive Talking
Robot

Remote programmer on
robot

Teaching
coding/programming

Physical buttons on
robot

Tinkerbots My First
Robot Educational Kit

App: simplified block
programming

Teaching
coding/programming

Mobile device

Zowi App: block
programming and
remote control

Teaching
coding/programming

Mobile device

NAO Robot App: drag & drop to
create complex
behaviours, traditional
coding/programming

Teaching
coding/programming

Computer

ZoraBots NAO App: remote control,
text-to-speech,
predefined drag & drop
activities

Healthcare companion Mobile device

Lynxmotion Johnny 5 App: servo controller
interface

Teaching robotics Computer

Botley The Coding
Robot

Remote programmer,
coding cards

Teaching
coding/programming

Physical buttons on a
remote

Mattel Kamigami
Programmable Robot
Kit

App: simplified block
programming, remote
control

Teaching
coding/programming

Mobile device

Sphero robots Apps: remote control
block programming,
traditional
coding/programming

Teaching
coding/programming

Mobile device

LEGO Mindstorms Apps: remote control,
simplified block
programming,
traditional
programming

Teaching
coding/programming

Computer and mobile
device

MU SpaceBot App: block
programming

Teaching
coding/programming

Mobile device

Abilix Krypton
Modular Construction
Robot Kits

Apps: remote control,
simplified block
programming, block
programming

Teaching
coding/programming

Mobile device

RQ-HUNO Robotic
Humanoid Kit

Apps: servo controller
interface, action
sequencing interface,
traditional
coding/programming

Teaching
coding/programming

Computer

of education of the University of Castilla-la Mancha in Toledo, Spain (15 partic-
ipants); and a state-funded school for children with SEN in Nottingham, United
Kingdom (6 participants).
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Procedure. Before the research activities commenced, ethics approval was
obtained from the Faculty of Engineering Ethics Committee of the University of
Nottingham.

To proceed with the recruitment of participants, four institutions from which
recruitment for a previous study had taken place were contacted. Information
about the current phase was given to the main point of contact, and they put us
in touch with those that were interested in participating and met the eligibility
criteria.

One in-person focus group lasting for approximately two hours was held at
each of four institutions, three of them with 5–6 participants and one with 15.

During the focus group sessions, and after receiving informed consent from
the participants, an initial presentation of the study was followed by an introduc-
tion to the results of the analysis of the 26 systems that can be seen in Table 1.
Pictures and videos of the relevant systems were also shown to them, and a live
demo of three representative systems that were available to the research team
and their control interfaces. These systems were NAO Robot1 (only for the focus
group held in the UK), EZ-Robot JD2, Wonder Workshop Dash3, and a Sphero4.
Participants were given the chance to ask questions about the systems presented
to them and to try and interact with the ones that were available during the live
demo. They were encouraged to share their thoughts whilst interacting with the
systems. During the focus groups we asked them questions about the appropri-
ateness of the systems for their use in Special Education. Among other questions
we asked them how easy they found using the systems, if they would change any-
thing and how, and if they would use them during a learning session with pupils
with SEN or if they found any particular issues with them. We obtained permis-
sion to record the audio of two of the focus groups, during the other two, detailed
notes were taken to ensure that relevant themes and opinions could be identified
during the analysis. The focus groups were organised close in time and were run
by the same researcher, which allowed to maintain consistency and facilitated
the note-taking process.

At the end of the focus groups, an online questionnaire was sent to partici-
pants to help us identify more specific requirements for the design of interactive
systems used to control educational robots, paying especial attention to usability
and accessibility aspects of the design.

Analysis. The analysis was performed in three stages.

1 https://www.softbankrobotics.com/emea/en/nao.
2 https://www.ez-robot.com/learn-robotics-getting-started-humanoid-robot-kit.

html.
3 https://uk.makewonder.com/dash/.
4 https://sphero.com/collections/all/products/sphero-sprk-plus.

https://www.softbankrobotics.com/emea/en/nao
https://www.ez-robot.com/learn-robotics-getting-started-humanoid-robot-kit.html
https://www.ez-robot.com/learn-robotics-getting-started-humanoid-robot-kit.html
https://uk.makewonder.com/dash/
https://sphero.com/collections/all/products/sphero-sprk-plus
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First, a researcher transcribed and analysed the audio recordings of the two
focus groups that were recorded, along with the notes taken during the other
two focus groups. Initial codes were assigned to then lead to the main themes
that could, as described by Braun and Clarke [6], capture important information
about the data in relation to the research question and represent meaning within
the data set. A set of themes was defined, as well as extracts from the transcripts
or the notes that represented each theme.

Further to the thematic analysis of the focus groups, the answers provided
to the questionnaires were analysed. Some of the questions allowed for free-text
answers. In this cases we explored if these fitted within the themes identified in
the previous stage or if new themes arose.

A final exercise of consolidation of the results of the two prior stages was
done to ensure that a final list of design recommendations could be produced.

3 Results

3.1 Analysis of Existing Systems

Main Purpose of the System. We observed that most systems (23 of the 26
analysed) focused on teaching coding/programming skills and the logic behind
it. Of the remaining 3, 1 was aimed at teaching robotics focusing more on the
hardware side of the discipline, and 2 had a focus to act as healthcare companions
or to teach other activities.

Interactive System Used to Control the Robot. The main control method
offered by 14 of the 26 systems analysed was an app with a block programming
interface (see Table 2), which is the representation of coding concepts as inter-
locking blocks similar to puzzle pieces that are combined to create larger, more
complicated sequences of actions. 17 systems offered various control systems
using an app for a mobile device such as a smartphone o tablet. However, upon
downloading and trying the apps, these could not be successfully controlled using
embedded accessibility features provided by the device’s operating system (usu-
ally called Switch Control or Switch Access) and therefore required the user to
be able to interact with the screen of the device via drag & drop gestures.

5 systems could only be used from a computer, with limited control or func-
tionalities when using assistive technologies, and 4 systems had to be used with
a physical remote programmer.

For those systems that used a control interfaced based on block programming,
these were nearly identical, however, despite this fact, in all cases, each app or
control interface could only be used with the robots from the same manufacturer.

3.2 Focus Groups with Experts and Parents and Questionnaire

Four main themes that relate to our question on how to make educational robots
and their control interfaces more accessible were identified after the consolidation
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Table 2. Number of interactive systems offering each type of control system

Type of control system No. of systems (total = 26)

Block-programming 14

Drag & drop of pre-existing activities 4

Coding cards 4

Remote programmer not on robot 3

Remote programmer on robot 4

Remote control through app 11

of the results from the focus groups and the free-text questions in the online
questionnaire. These are:

1. Assistive technologies;
2. Layout of User Interface (UI);
3. Purpose/activities offered;
4. Physical aspects of the robot.

Further to this, the results of the questionnaire answers to more specific questions
related to the requirements for a desirable system are presented.

Theme 1: Assistive Technologies. Participants believed that some of their
pupils could successfully interact with a mobile device using drag & drop gestures
without the need for assistive technologies, but that this was limited to those
that had better fine motor skills. Some indicated that being able to control the
robot could serve as an incentive for some pupils to work on improving them,
but that limiting those interaction to drag & drop was not the best approach,
as it would exclude many children. Regarding this, and after discussing the case
of children with limited mobility that need to attend physiotherapy sessions for
cervical rehabilitation, one participant said:

“For many children it is more interesting to work on some things through
play, rather than for instance working on them with the physiotherapist, it is
different”.

When we asked specifically about whether or not they considered that exist-
ing interfaces were accessible enough, they highlighted that they are not acces-
sible enough for a Special School.

The three schools taking part in the study had several pupils that could only
move their eyes, and therefore thought that more should be done to make the
interfaces more accessible. Participants highlighted that they were already using
assistive technologies such as micro-switches, eye-trackers or devices that kept
a screen on if the child maintained their head up (for those following cervical
rehabilitation), and that it would be great it those devices could be used with a
robot.

“In our classrooms we do have micro-switches, then, that’s it, depending on
the characteristics of the child, if they can use a bigger or smaller switch, or
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even if they can use it only with one finger or with the whole hand, then... it
would be really motivating”.

Participants mentioned as well that, whilst some of the interfaces could be
used by the educators to trigger certain actions on the robot even if the child
could not operate it, this was not ideal:

“It is not that much that teachers used the robots to teach the children, but
that the children could use the robots themselves, that they could learn with them
themselves”.

Theme 2: Layout of User Interface (UI). When it came to control interfaces
for the robots, participants found more interesting the use of apps than the use
of buttons on the robot or on a remote, and some did not feel that it was safe
for the robot to be handled/touched by some of their pupils:

“Our pupils... that, some of them interact with things with slaps and, imagine!
rraass! to the floor, and the materials they are made of are so rigid...”.

Participants indicated that, in most cases, items on the screen were very small
and that, even those pupils that could successfully interact with the interface
without assistive technologies would likely find it too difficult.

“I don’t know you, but I find those buttons too small even for me, look at all
that empty space on the screen”.

They also highlighted that the icons used to depict the action that a but-
ton would trigger were in some instances confusing. Whilst testing some of the
apps themselves, one participant was very vocal in that regard, asking other
participants if they knew what some of the icons meant, because they didn’t.

When talking more specifically about block programming, participants in
general found very interesting that you could program your own activities using
the interface. However, they believed that without proper training or enough
time to get familiar with the interface, it could be confusing, and that it requires
to dedicate time and effort to create any activities that they could later use with
they pupils:

“It’s not just creating the activity in the app, I’d have to, I don’t know, learn
how to create anything with it first, then think of an activity that I could make,
and then make it, and what if after having designed the activity I see that I
cannot create it with the blockly?”.

An issue highlighted relating to the layout of the UI was that participants
considered that most apps had too many unnecessary distractions on screen,
which could lead to attention problems for pupils.

Theme 3: Purpose/Activities Offered. In general, participants felt that,
whilst some pupils could benefit from learning how to code or the logic behind
it, for their pupils this was not appropriate at a cognitive level:

“We have pupils with a very low cognitive level, then there are children that,
precisely, you can expect a really light response from them, and so it’s what it is,
basic responses, but these things (of the robots) catch their attention”.
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They also indicated that these technologies could be used to teach them how
to anticipate things that would happen during the day, and that it was not a
matter of being able to create complicated activities, that sometimes simple ones
can be used to teach many concepts:

“Many times, with showing them, I don’t know, a plate, a child can learn
that after that we are going to see the menu because it’s nearly lunch time or
things like that, activities as simple as that, you can adapt it a bit to the different
activities that the school does”.

Participants felt as well that the ideal would be to be able to load pre-made
activities onto the app and the robot:

“Having a bank of activities that you could load and use would be very useful,
and that you could get and use those activities without needing to code. That
would save on work or at least make that work easier... it would be quicker.”

Theme 4: Physical Aspects of the Robot. Participants did not limit them-
selves to commenting on the control interfaces for the robots. Some physical
aspects of these were also considered an issue.

During the demo of one of the robots, participants observed the use of flick-
ering lights by one of the default behaviours of a robot, and they emphasised
the importance of either adding a warning or disabling any flickering light by
default, as this could negatively affect people with epilepsy.

In one of the focus groups it was also mentioned that robots that use ultra-
sounds to communicate with a control device should likely be avoided in Special
Schools:

“It’s supposedly designed for a school environment. It can interfere mainly
with hearing aids. Sometimes my child says: dad, that sound is very loud; and
I tell him: what a hearing sense you have! I can’t hear anything! With young
children that must be... don’t use it, that really caught my attention”.

Participants also raised privacy concerns regarding the existence of cameras
in some of the robots, and one participant suggested he would tell others to
“put a piece of tape” on the camera before using it in a school. Another partici-
pant suggested the avoidance of Internet connection from the robot and to use
Bluetooth connectivity to communicate with its control interface instead.

Another aspect that was already mentioned within Theme 2 is that the robots
seem to be made of very rigid materials and thus are not very robust for them
to trust that a child would be able to interact with it via touching its sensors or
buttons without damaging it.

Other Questionnaire Responses. From the responses to the questionnaires
that participants filled in after the interviews, we observed the following:

– 27 of the 32 participants recommend the colour combination of black and
yellow for a Graphical User Interface (GUI). The other 5 participants each
recommended a different colour combination different from black and yellow
(see Fig. 2).
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– 22 participants recommended to use round-shaped buttons in the interface
instead of those with other shapes.

– There was no consensus on whether the font type to use should be upper or
lower case, and normal or bold face.

– The two font faces identified as the best to use were Comic Sans and Arial
(see Fig. 3).

– There is a general consensus on the need to include characteristics such as: 1)
showing circular buttons on screen; 2) allowing the user the configuration of
the number of buttons to have; 3) showing pictograms, although again, there
is no agreement on the type of pictograms to use; 4) offering alternative ways
of interaction; 5) not requiring Internet to work; 6) being able to create user
profiles for pupils; 7) Allow access to pupil’s profiles to their teachers and
parents; 8) being able to use the same system to control different robots; 9)
offering rewards to the pupils; and 10) not requiring any coding/programming
knowledge to be able to use the system effectively.

– In Table 3 we can see the assistive technologies that participants recommended
to integrate as compatible with these systems, and how many participants
recommended each of them.

– In Table 4 we can see how many participants recommended each feature to
have in the pupil’s profile.

– In Table 5 the activities that participants recommended it would be desirable
to have in the interactive system can be seen.

– As last factors to be taken into account, we can see in Table 6 the types of
rewards that participants recommended the robots should produce when a
pupil performed well enough in an activity.

Table 3. Number of participants that recommended compatibility with each assistive
technology

Assistive technology No. participants (total = 32)

Eye-tracking 26

Movement-tracking 23

Switches 21

Speech 21

Sound 17

Sip’n puff 16

3.3 Design Recommendations

Do Not Focus on Solely One Way of Interaction. It is important to create
a system that can gather for different ways of interaction such as control through
eye-tracking or movement tracking. This is because a great number of children
with SEN also have accessibility needs that make their use of tablet screens, for
instance, more difficult or even impossible.
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Fig. 2. Black and yellow is the colour combination recommended by most participants
(Color figure online)

Table 4. Features recommended by participants to have in the pupil’s profile

Features No. participants (total = 32)

Favourites activities 24

Characteristics and preferences 23

Buttons preferences 22

Font type preferences 14

Score 14

Notes and comments 12

Check the Compatibility of the System with Accessibility Features
Embedded into the Operating System of the Device Being Used, or
Separately with Assistive Technologies. There are numerous assistive tech-
nologies that are already compatible with the most widespread operating sys-
tems. Very often it is only necessary to check that the system or app being
developed complies with the accessibility guidance given by the developer of the
operating system.

For a Graphical User Interface (GUI) Use Preferably Black Text over
Yellow/cream Background. This colour combination has been suggested as
the one that works best for children with SEN. It is important to pay attention
to the contrast as well.
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Fig. 3. Questions such as the font face to use didn’t receive a consensus in responses
even after comparing between institutions

Avoid the Use of Flickering Lights. In Special Education settings it is very
possible to find children with epilepsy. It is better to incorporate this feature
as an option that can be enabled if the user of the system knows that it is not
going to cause any harm to them.

For a GUI, Use Circular Buttons that Fill Well the Screen. A circular
shape has been recommended for buttons, as it is a shape that children can more
easily associate with the action of a button (it resembles a physical button). It is
also recommended to avoid big empty gaps in the screen unless this is required
for a particular reason.

Complement the Text on Screen with Pictograms that Convey a Clear
Meaning. Not all children can read, and not all can see a screen correctly.
Therefore, it is very important to complement information given in the form of
text with pictograms that convey the same meaning in a clear manner. This will
enable an easier interaction with the system and will help children learn what
the text that accompanies each pictogram means.

Avoid Reliance on an Internet Connection. Many schools do not have
a reliable Internet connection, and many families do not feel safe leaving their
children using a device connected to the Internet.
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Table 5. Types of activities recommended by participants

Types of activities No. participants (total = 32)

Social interaction 29

Daily life 26

Q&A customised by teacher or parent 26

Imitation 25

Directions and navigation 24

Numbers and mathematics 23

Colours 19

Language 16

Table 6. Types of rewards recommended by participants

Types of reward No. participants (total = 32)

Cheering sentences 22

Dances 19

Custom sentences 19

Custom sounds 17

Sounds 16

Cheering movements 16

Custom songs 15

Lights 15

Predefined songs 11

Provide Personalisation Options and User Profiles for Different Users.
It is very important to take into account that each user is different, and that
although these recommendations are meant to make the development of systems
easier for their use by children with SEN, personalisation options should be
provided whenever possible.

Make Systems Compatible with More Than One Robot. This will allow
schools and families to use in an easier way a wider range of educational robots
without the pressure to acquire and learn how to use different control interfaces
for nearly the same purpose.

Implement Different Rewards for the Pupils. Rewards, delivered as
dances, sounds, songs, or encouraging sentences, among others, should be
included in every system that is going to be used by children with SEN. Many
children with SEN need this kind of stimulus to be keen to continue with a
learning session.
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Do Not Require Users to Have to Code or to Understand the Logic
Behind Programming. Many teachers and parents do not feel comfortable
using educational robots because it is usually a requirement to at least under-
stand the basis of programming, even if this is done through block programming.
Whenever possible this should be avoided, and users should be provided with
alternative ways of using their robots.

4 Discussion

Whilst this study was limited by not being able to physically access and thor-
oughly evaluate all of the analysed robotic systems, it has allowed us to gain
a better understanding of the main accessibility issues that educators and par-
ents of children with SEN see as barriers for the uptake and use of educational
robotics in Special Schools as well as their potential.

The results match the findings of a previous study [15] that highlighted that
the lack of contents appropriate for Special Education pupils, with most systems
focusing on teaching coding, was one of the five main reason of low uptake of
this technology by Special Schools, and where the lack of compatibility with
assistive technologies to provide alternative ways of interaction for those with
Severe Learning Difficulties (SLD) or Profound and Multiple Learning Difficul-
ties (PMLD) was considered as an important barrier for uptake. Furthermore,
during that same study, something that our participants observed was also high-
lighted: needing a different control interface for each robot was “confusing” and
also a factor affecting negatively the uptake of robots in Special Education.

The opinions of the participants given during the focus groups and in the
questionnaires resonate with recently proposed HRI accessibility guidelines by
Qbilat et al. [28]. These guidelines were evaluated with HRI designers and/or
developers instead of with potential users of the systems and were focused on
socially assistive robotics. However, and although we present some more detailed
recommendations specific to the use of educational robots in Special Education,
the fact that there is an overlap between them seems to indicate that similar
accessibility issues have to be tackled in both cases.

Some robots can be considered expensive, but participants indicated that
the value-for-money that these offer is more important than their price alone,
and that, although currently it is difficult to justify the purchase of some of the
robots based on some of the issues highlighted, if future control interfaces take
into consideration the recommendations given in this paper, the value that these
robots offer to Special Schools may increase, as more pupils and educators would
be able to benefit from using them.

This study has allowed us to identify the main accessibility issues present
in existing educational robots and their control interfaces from the perspective
of Special Education, as well as to gather a set of recommendations that the
designers of future systems could follow as an initial guide, along with existing
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guidelines and standards, to ensure that their systems are fit for purpose when it
comes to using them with children with SEN. We believe that it is important to
recognise the role of educators and parents when a new technology is to be intro-
duced in the classroom, and consequently, their opinions and recommendations
should be considered.

Future directions could take us to explore the same issues from the perspec-
tive of a designer or developer, as well as to a formal evaluation of an interface
designed following the recommendations given.
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Abstract. This paper introduces a system that enable the collection of relevant
data related to the emotional behavior and attention of both student and professor
during exams. It exploits facial coding techniques to enable the collection of
a large amount of data from the automatic analysis of students and professors
faces using video analysis, advanced techniques for gaze tracking based on deep
Learning, and technologies and the principles related to the Affective Computing
branch derived from the research of Paul Ekman. It provides tools that facilitates
the interpretation of the collected data by means of a dashboard. A preliminary
experiment has been carried out to investigate whether such a system may help in
assessing the evaluation setting and support reflection on the evaluation processes
in the light of the different situations, so as to improve the adoption of inclusive
approaches. Results suggest that information provided by the proposed system
can be helpful in assessing the setting and the evaluation process.

Keywords: E-leaning · Affective computing · Emotion recognition · Gaze
tracking · Deep learning

1 Introduction

In recent years, the demand for inclusive approaches to support the design of training
and teaching strategies able to respond in an increasingly effective and efficient way
to the requirement of diversification according to individual students’ needs, emerges
more and more [1–3]. The growing number of students with disabilities and Learning
Disorders attending Universities, documented all over the world [4–6], should lead to
redesigning teaching materials and methods, to meet their needs. In particular, a reor-
ganization of assessment practices is considered necessary also through the design of
specific technologies capable of supporting the process of formulating a fair judgment
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for all students and, in particular, for those with disabilities or Specific Learning Disor-
ders (SpLDs) [7]. This requires new solutions to support the analysis and understanding
of difficulties experienced by students during their academic careers.

Achieving educational success for all students requires that the moment of final
evaluation has to be taken into consideration. This, in fact, is an event full of expectations
and anxieties, and the construction of a welcoming context becomes essential to provide
the conditions for success, especially for students with SpLDs or disabilities [7].

In the last few years, evidence emerged that suggests how emotions significantly
contribute to student engagement [8], and positive academic outcomes [9]. As observed
in [10] and based on studies on emotional development [11], the “emotional availability”
of teachers along with their “mood background” provide a good “shape” to the student’s
emotional, mental states during the final exam of a discipline. This should be considered
as a capacitating feature, and not as a critical feature, of a particular learning context
in which not only disciplinary knowledge should be assessed, but above all, the ability
to act in front of a given task of the fragile student [12] and therefore his resilience
in an inclusive perspective [13]. Therefore, emotional feedback in the teacher-student
interaction during the final tests can be helpful in assessing the setting and the evaluation
process [14]. Another important factor is represented by the students’ engagement, or
interest, to accomplish the learning task [15]. Measuring the user level of engagement in
e-learning can be useful in detecting states such as fatigue, lack of interest and difficulty
in understanding the content [16].

In this context, this paper introduces a system, which exploits facial coding tech-
niques to enable the collection of relevant data related to the emotional behavior of both
student and teacher, and the level of student’s attention, in order to help in assessing the
evaluation setting and support reflection on the evaluation processes in the light of the
different situations and the specificity of the interaction contexts that arise in the final
assessment.

2 Research Background

In the last years, emerging evidence suggested how emotion influence the cognitive pro-
cesses in humans [17], including attention [18], learning and memory [19], reasoning
[20], and problem solving [21]. So that, emotional influences should be carefully con-
sidered in educational courses design to maximize learner engagement. New emotion
recognition technologies and tools for assessing student engagement represent a useful
method to better support teachers in considering student emotions in order to positively
influence student motivation and performance by modulating mutual interaction.

Today several methods and technologies allow the recognition of human emotions,
which differ in level of intrusiveness.Most of such techniques, methods and tools refer to
three research areas: facial expression analysis, speech recognition analysis and biofeed-
back emotion analysis. In the last years,much progress has beenmade in the field of facial
expression recognition systems, which have allowed the development of more accurate
and less invasive systems, so they represent the technology of choice to automatically
perform emotion recognition in a learning context [22]. Facial expression analysis aims
to recognize patterns from facial expressions and to connect them to emotions, based on a
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certain theoretical model. Most of such systems implements Deep Learning algorithms,
based on Convolutional Neural Networks (CNNs) [23], based on the theoretical model
known as “Facial Action Coding System” (FACS) [24]. They allow the identification of
the “big six” Ekman’s emotions (i.e., joy, surprise, sadness, anger, fear and disgust) by
tracking the movements of the face muscles. The accuracy of such a system strongly
depends on the characteristics of the dataset used to train the CNNs. In general, models
trained using datasets built in controlled environments achieve the best accuracy scores,
but are less reliable in real context of use, while those trained with data obtained by
crawlers on the web are less accurate but more suitable to be used in real contexts. Con-
sequently, to ensure good accuracy in the recognition of human emotions in different
contexts of use, the system introduced in this paper implements the tool described in
[25], which exploits a CNN, based on Keras and Tensorflow frameworks, which has
been trained merging three different public datasets.

Automatic engagement prediction can be based on various kinds of data modalities,
which include student response [26, 27], LMSs logs [28], physiological and neurological
measures (e.g., electroencephalogram, heart rate, and skin response) through specialized
sensors [29, 30], or features extracted on the basis of facial movements, head postures
and eye gaze [31, 32]. Among the variousmethods the last ones are the least invasive, and
probably the most suitable to be used in a learning context. Gaze tracking techniques can
be globally divided into two main categories [33]: feature-based and appearance-based.
Feature-based approaches strongly rely on high quality images for determining precise
small scale eye features, such as corneal infrared reflections [34], pupil center [35], and
iris contour [36]. These systems are characterized by high accuracy, but they require
the use of special equipment (e.g., special glasses/IR cameras) and need for system
calibration. In general, appearance-based approaches are less accurate [37]. However, in
recent years research has aimed to achieve increasingly accurate results, using less and
less invasive and off-the-shelf systems (especially webcams). They use deep learning
approachesmainly basedonCNN.Thegaze-tracking solution implemented in the system
described in this paper adopts an architecture similar to the one proposed in [38], which
represents one of the more solid CNN actually proposed for gaze tracking. It is based
on the AlexNet model [39].

3 The Proposed System

Hereafter, an architectural and technological solution is described that enable collection
and analysis, in an automated way, of data about behaviors and emotional mood of
students and professors during university exams.

This system has a twofold purpose:

• to collect a large amount of data from the automatic analysis of students and professors
faces using video analysis, Deep Learning technologies and the principles related to
the Affective Computing branch derived from the research of Paul Ekman,

• to provide tools that facilitates the interpretation of the collected data by means of a
dashboard, which with charts and insights, show and suggest to the professor which
are the emotional trends that best represent the course of the exam.
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For each of these objectives a tool was developed: a desktop client application devel-
oped in C++ to analyze the face of students and professors during the exam, and a
data visualization dashboard developed using Python and JavaScript to display the data
collected by the client application.

3.1 System Architecture

The server-side application is written in Python taking advantage of the Flask micro-
framework.

The analysis of the face of the person captured by the camera, on the other hand, is
provided by the client-side application by means of Deep Learning models trained using
the Python version of the Tensorflow framework and converted to be used in C++ ò
These models perform the tasks of face detection, age and gender estimation [40], facial
expression recognition [41], attention level assessment [22, 25] and facial recognition
[22].

The aim is to provide, from every video frame, the following indicators:

• Number of people in the video frame
• Attention metrics about the user (face rotation degree with respect to the camera and
gaze direction with respect to the PC monitor)

• Identification of the user
• Emotional Mood of the user
• Age
• Gender

The use of Deep Learning algorithms can be problematic on general purpose PCs and
it is for this reason that leaving the video stream processing to the client hardware (i.e.
the professor’s laptop) could seem a risky choice. However, at the same time offering
the possibility of carrying out a server-side analysis in real-time would require a stable
and high-speed internet connection, that often it is not guaranteed.

In order to provide a highly flexible solution to user requirements, this research
proposes an architectural solution capable of responding to different exams registration
needs:

• A solution for real-time analysis directly from a webcam video stream
• A solution for real-time analysis from the PC desktop (e.g. in case of exams taking
place remotely using tools such as MS Teams or Google Meet), where the professor’s
face can appear with the student’s on the same frame

• A solution for post-exam analysis of a recorded video (from a webcam or desktop).
This solution can be particularly useful if the client software runs on a PC with poor
hardware resources.

Acloudnative architecturewas deployed to host the application allowing for both ver-
tical and horizontal automatic scaling. It was designed on the AWS cloud infrastructure
and the architecture scheme is presented in Fig. 1.
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Fig. 1. Cloud architecture

A load balancer sits in front of the application automatically balances the traffic
through a target group which contains several ec2 instances containing the code for the
web dashboard application.

The number of ec2 instances inside such a target group is elastically scaled based on
the average CPU consumption of the instances.

A second target group is deployed with other ec2 instances which serve the python
APIs for the data storing and retrieval: when the client elaborates a video frame, the data
results are sent to the remote server and received by these APIs that must store every
string in a database and send a response to the client asynchronously. The database
instance is a RDS MySQL instance with both master and read instances.

As far as the client-side hardware is concerned, the system simply requires the use
of at least one webcam and one PC connected to the internet.

To ensure a rapid exchange of data between client and server and considering the
absence of particular criticalities related to the privacy of the exchanged data (which are
just numerical values related to mood and attention parameters obtained by the system),
it was decided to use the MQTT communication protocol rather than HTTPS, which is
more secure but less performing in terms of communication speed. To this end, the APIs
in Python were developed using the Mosquitto broker and with a subscriber that handles
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the calls received by the client and forwards them to the service that handles the storage
to the Database.

3.2 Client Application

The client application is a C++ software developed using the Ultralight framework for
the GUI implementation, which processes frame by frame a video stream that can be
acquired in real-time or processed a posteriori from a pre-recorded video. In particular, a
configuration form allows the user to choose between the previously defined acquisition
modes (Fig. 2):

• real-time acquisition from webcam,
• real-time acquisition from the desktop (analysis of everything is displayed on the
desktop), and

• Video file uploading.

Fig. 2. Video source selection in the client C++ application

Once the source has been selected, the software allows the user to analyze different
characteristics of the subject’s face (usually synchronizing the analysis of the student’s
face and the professor’s face), which can be configured as required. As previously men-
tioned, the clientmakes use ofmodels trained by specificConvolutionalNeuralNetworks
to acquire the subject’s age and gender, the subject’s level of attention to the monitor,
the gaze direction, and the subject’s main emotion among the Ekman’s “big six” (i.e.,
happiness, surprise, sadness, anger, disgust, and fear) plus a Neutral value, and the
corresponding emotional valence and engagement.

Valence allows differentiating between pleasant and unpleasant emotions. Therefore,
it provides a trend on a scale from−100 to 100 of the positivity or negativity of the emo-
tion experienced in real-time, considering happiness and surprise as positive emotions
and anger, sadness, disgust and fear as negative emotions. On this scale, neutrality is 0.
Similarly, Engagement provides a simple scale given by the intensity of the felt emotion
regardless of whether it may be negative or positive, providing a value from 0 (total
absence of emotions) to 100 (maximum level).
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In order to discriminate the student’s face from the professor’s in cases where both
appear simultaneously on the screen (e.g. when the source is a video recorded from the
desktop during an exam session carried out remotely using teleconferencing tools), a
Face Recognition model capable of recognising only the professor’s face is applied to
every frame, assuming that the other face appearing in the screen belongs to the student,
following the method set out in [22].

In terms of design, the main objective was to keep the client software light and less
resource-demanding as possible. To do this, it was decided to use a compiled language
over an interpreted one (i.e. the C++ language) and to convert the Deep Learning models
into a lighter version using the Tf-lite framework.

The application’s strengths lie in its great configurability to allow different types of
face analysis and different modes of real-time or retrospective video acquisition. All the
face analysis modules are optional as required, in accordance with the modular nature
of the system architecture. The possibility to process different video input formats also
allows the system to operate with different architectures and e-learning web platforms:
using desktop recordings indeed, it is potentially possible to analyze any video stream,
including those coming from teleconferencing applications for remote examinations,
still very popular given the particular historical period.

3.3 Dashboard

The data managed by the MYSQL DBMS are analyzed and visualized through specific
charts within a dashboard developed in Python and Flask (Fig. 3).

Through this dashboard it is possible to filter data on the exam session or date,
surname, name ormatriculation number for students and/or professors, eventual students
disability category. The interface offers tools that allow you to visualize the relationships
between the emotional and attention data of a student and his professor during a particular
exam, i.e. the correlations on the time axis (the duration of the exam) between theValence
and Engagement values or the direction of gaze, to understand if a particular emotional
state of the student may have been triggered by a particular behavior of the professor.
More in detail, it is possible to check:

• the age and gender distribution through tow dedicated pie charts, which respectively
represent the percentage of times in which the system detects the user focused on
the monitor (Attention pie chart), and the aggregated percentage of each of Ekman’s
emotions (Emotions pie chart),

• the trend over time of Valence, Engagement, Ekman’s emotions and gaze direction
showing the moving average for each time unit, with the possibility of selecting the
level of aggregation over time by choosing between 1 s, 30 s, 1 min, 5 min and 10
min.

The Dashboard also provides the possibility of downloading a report with a pdf printout
of all the generated charts and a CSV log with the data collected from the database
filtered through the relative widgets.
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Fig. 3. The proposed system dashboard
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4 Preliminary Experimentation

A preliminary experimentation was conducted with the aim of observing if the infor-
mation provided by the proposed system can be useful to analyze and understand the
dynamics of the relationship between the student and the professor, at an emotional level,
during the final exam, and more specifically:

• can be useful to ensure inclusive university teaching and to guarantee opportunities
for social inclusion and equity of treatment,

• may support the evaluation of the exam setting followed by the professors during the
assessment process.

To this end, a pilot study was carried out at the Department of Education, Cultural
Heritage and Tourism of the University of Macerata in the academic year 2020–2021
and was coordinated by a multidisciplinary team composed of experts in pedagogy
and special education, developmental psychology and experts in human factors and
human-computer interaction.

A total of 50 students, including 5 students with a certification for SpLDs and dis-
abilities, enrolled in the fourth year of Primary Education, have been involved. They
were randomly assigned to 4 professors and took the online oral assessment test in Ped-
agogy and Special Education through Microsoft Teams. After collecting the informed
consent to participate in the research from each student, the study included an examina-
tion registration phase, during which an external observer filled in an Excel table with
personal data, the presence of any disability certifications, the year of the course, the
frequency of the course delivered online, participation in part of the teaching, and the
final grade. Video recording was carried out over the entire duration of the examination,
using the tools provided by the MS Teams platform. The videos were collected with
specific caution related to recording sitting. Each recording captures audio and video, of
both student and professor, and screen sharing activity. Video files have been processed
frame by frame through the system described above (see paragraph 3).

5 Results and Discussion

The analysis of the data collected during the experiment allowed to evaluate the useful-
ness of the various tools offered by the proposed system. The Attention and the Emotion
pie charts provide an initial overview and allow to compare the students’ behavior with
different professors.

For example, emotion pie charts related to students respectively promoted by the four
considered professors, with a grade equal or higher than 27/30, are reported in Fig. 4
and Fig. 5.

As can be seen, students who took the exam with Professors 1 and 2 exhibited a
slightly higher level of attention (98%) than those who took the exam with Professors
3 (94%) and 4 (96%). Students who took the exam with professor 2 expressed more
positive emotions (i.e., joy= 16%, surprise= 13%) than the others. While students who
interacted with Professor 1 showed a higher level of negative emotions (i.e., sadness =
12%, disgust = 2%) than the others.
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Fig. 4. Emotion pie charts related to students respectively promoted by the four considered pro-
fessors, with a grade equal or higher than 27/30 (red = neutral, green = sadness, blue = joy,
yellow = surprice, orange = disgust) (Color figure online)

Fig. 5. Attention pie charts related to students respectively promoted by the four considered
professors, with a grade equal or higher than 27/30 (red = attention, blue = inattention) (Color
figure online)

The other widgets the system displays allow for a better understanding of the dif-
ferences between professors’ individual styles and attitudes toward accommodating
students based on their needs and functioning profiles.

In particular, the analysis of the emotional curves allowed to highlight the
singularities that characterize the various students during the assessment process.

For example, in Fig. 6 the valence moving average trendlines (computed considering
a period equal to 30 s) of three students are reported, who took the exam with Professor
1. They are related to:

• a student who failed the exam,
• a student who achieved the high marks,
• a promoted student with dyslexia, who took the exam using compensatory tools.

Surprisingly, it is possible to observed that the emotional curve tends more toward
high positive values in the case of the student who failed the exam than in the case of
the students who passed. This occurs mainly in the final phase of the examination.

By analyzing the emotional outcomes of the two promoted students, we can also
observe that the curve related to the student with dyslexia is a less regular than the other.
In fact, while the first has several peaks of positive valance, the second is almost flat.
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Fig. 6. Valance moving average trendlines (30 s) related to: a failed student (on the left), a student
promoted with high marks (on the right), a student with dyslexia, promoted with high marks, who
took the exam using compensatory tools (in the middle).

The reason for these differences can be investigated by looking more closely at the
dynamics of the relationship between students and teacher during the exam. This can
be seen by analyzing the relationships between the emotional and attention data of a
student and his/her professor during a particular exam (Fig. 7).

Fig. 7. Emotional valancemoving average trendlines (on the top) and engagementmoving average
trendlines (on the bottom) registered from a failed student, a promoted student with SpLDs and
a promoted student with high marks (in orange) and from the professor (in green). (Color figure
online)

It is possible to observe that the professor showed a higher level of attention with
the failed student and the student with dyslexia than in the case of the student promoted
with high marks. Moreover, the first two cases are characterized by a stronger emotional
student-teacher interaction: as confirmed through a manual video analysis of the exams,
the teacher intentionally attempts to activate feedback to support the student’s exposition,
support the student with SpLDs to recover from specific difficulties of people with
dyslexia, and take care of the communication of not passing the exam. In this way,
the failed student managed from the interaction with the teacher to face the rejection
as an opportunity to improve his/her preparation and not as a failure, consequently the
emotional curve presents high values of valance also at the end of the evaluation process.
On the other hand, where the student does not need support, the emotional involvement
of the teacher is low.
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These results suggest how the system can enhance the assessment process that, while
necessarily having to comply with the standards, must be appropriately customized
according to the peculiarities of each student, to ensure a path that can best support the
process of self-evaluation and learning.

6 Conclusion

This paper introduces a system for the collection of relevant data related to the emotional
behavior and attention of both student and teacher during the examinations.

The novelties introduced by the proposed system in the context, in terms of the
opportunity to obtain insight useful to train university teachers in the principles and
practices of inclusive assessment is discussed.

Considering the need to support assessment procedures capable of supporting reflec-
tion on learning, allowing students to arrive at adequate forms of self-assessment [42],
results of a preliminary experimentation suggest that the application of the platform is
useful formore equitable construction of judgments and therefore to support the redefini-
tion of the evaluation context in a more inclusive way. The system allows the acquisition
of important information in the structuring of inclusive processes, highlighting the align-
ment (or not) between the different functioning profiles of the students, the discipline,
the attitude and the style of the teacher [2, 42, 43].

Providing emotional feedback related to the student-professor interaction can be
therefore helpful in assessing the setting and the evaluation process.

Future developments should aim at providing real time information about emo-
tional feedback, to provide a better support professor in preparing interventions aimed
at improving the climate and context of the examination, and the identification of pro-
cedures for a more accurate assessment. Future studies should be also conducted to
investigate the applicability of the proposed system also in the classroom.
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Abstract. The teaching and learning processes in science, technology,
engineering and mathematics (STEM) pose challenges that are partic-
ularly hard to overcome when some part involved is visually impaired.
Despite the fact that these areas tend to be generators of many jobs,
people with this disability often prefer to study other careers, in which
they do not require intensive use of STEM. This paper presents a sys-
tematic mapping of the technologies that have been proposed to solve
this problem, usually in the form of editors that allow the inclusion of
mathematical symbology. In addition, we introduce EULER (Editor of
Universal Learning Resources), a software tool which allows for accessible
editing and sharing of learning resources for mathematics in compliance
with the standard MathML format, in order to easily exchange infor-
mation between sighted and visually impaired people. EULER has been
designed to allow it for adapting to areas other than mathematics, such
as chemistry or physics. The results of this study show that most of the
identified proposals have limitations, either regarding the lack of use of
the MathML standard or they are not designed to grow towards other
areas of STEM aside from mathematics.

Keywords: STEM editor · Mathematics software · Math education
for visually impaired people · Math software accessible

1 Introduction

The study, understanding and mastery of mathematics is a necessity and advan-
tage to carry out STEM studies. But also, it is well known that mathematics
and related subjects have been seen as difficult and complex, which makes some
people prefer to avoid STEM studies.

At the labor level, STEM-based professions have been among the most val-
ued, with higher growth projections, job stability and high income ranges.

However, for some populations the use and mastery of mathematics is related
to barriers that go beyond cognitive and intellectual aspects. A clear example of
these populations are people with visual disabilities, who in order to carry out
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studies or work based on mathematical tools must solve various difficulties by
graphically representing them.

The foregoing has led research groups and academics, interested in the sub-
ject of inclusive technologies as well as inclusive education, to work on the study
of some conditions and the design of technological proposals that support the
elimination or mitigation of some barriers.

In the activities of these groups, an urgent and recurrent task is to know the
state of the art of technological developments at an academic level and at an
industry level. For this reason, systematic mapping is a highly valuable research
support tool.

In this particular work, the results of a systematic mapping study carried
out on the subject of mathematical editors for people with visual disabilities
are presented. The objective is to provide researchers, developers of inclusive
technologies or those interested in the subject with a quantitative overview of
the projects or research of inclusive mathematical publishers and specifically
aimed at the visually impaired population.

The work presents in Sect. 2 the work methodology summarizing the princi-
ples of systematic mapping (Sect. 2.1), the scope of the study and the research
questions addressed in the search processes (Sect. 2.2). Then Sect. 2.3 presents
a summary of the data obtained from the searches. Section 2.4 summarizes the
classification of the results. Section 3 presents the main results of the study.
Section 4 summarizes some important findings and the final Sect. 5 presents the
conclusions reached by the authors.

2 Methodology

Empirical studies are used more and more frequently due to the possibility of
validating the evidence as well as the sources of information, these are based on
data collected through observation or systematic searches that allow them to be
validated.

These studies also become a valuable tool for decision makers, investors, and
researchers, as they allow quantitative or qualitative results to be seen, depending
on the methods used, as well as providing high-value summary information to
gain insight into the context of a topic of interest. These studies require less time
than the previous ones and are recommended where there is a lack of relevant
primary studies of very high quality [2].

In the case of systematic mapping, they are quantitative studies, with a
limited scope, based on a systematic or ordered and documented process, which
seeks synthesized and integrated results that demonstrate professional practice,
mainly in terms of publication frequencies [9].
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2.1 Systematic Mapping

A systematic mapping seeks to achieve a summarized vision from a qualitative
approach of the publications made on a specific topic, in a range of time and
scope. The process is based on the activities enumerated in Fig. 1.

Fig. 1. Systematic mapping process. Source [9]

The systematic mapping activities are composed of (1) definition of the
research question(s), (2) conduct of the search, (3) Filtering of papers, (4) anal-
ysis of the papers from abstracts and keywords, (5) data extraction and results
mapping process. These activities and outcomes are enumerated in the Table 1.

Table 1. Activities and products in systematic mapping.

Activity Description Product Description

Research

question

Plan and execute the

searchs

All papers List of source of

publication. List of papers

returned from the search

activity

Conduct

research

Define at least one research

question

Review Scope, list

of filtered papers

Enumerate some

characteristics of search

scope and results.

Sometimes defines some

restrictions

Screening of

papers

This activity filters some

papers

Relevant papers List of relevant papers that

complaint the restrictions

in the previous activity

Keywording

using

abstracts

Review abstracts and

classify papers using some

keywords defined to the

research

Classification

scheme

Obtain a classification

scheme of papers

Data

extraction

and mapping

process

Extract information about

research’s interest that will

be fundamental for the

graphics and summaries

Systematic mapping All the information

returned and classified that

will be later graphics

The results are sought to be classified by various criteria, among the most
common are authorship, geographic regions of publication, publication sources,
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publication periods, among others. In the particular case of this study, emphasis
is placed on time and geography, authorship and publication sources.

In addition, something unusual academically, is that it is expanded with a
section of non-academic findings (Sect. 3.4) in order to locate what products,
applications or components for mathematical editing, available either freely or
commercially, can be made available on public (not necessarily free) access to
the visually impaired population.

2.2 Scope and Detailed Research Questions

The objective of the systematic mapping is to know the amount of research
and publications carried out on the subject of mathematical editing tools that
support people with visual disabilities.

From the above, the initial research questions were built:

– What research papers on mathematical editors for visually impaired people
have been published in the last 15 years?

These questions were addressed by using these search strings:

1. +MathML+editor
2. MathML AND editor AND accessible
3. editor +math AND (blind OR (“visually impaired”))
4. +MathML AND editor AND math AND (blind OR (“visually impaired”))

Concerning source of publications, in the first instance, the ACM, IEEE and
Web of Science repositories were identified, which were submitted for consulta-
tion to those in charge of the project, who suggested looking for the categories
“informatics” or “computing” in the subscribed databases of the TEC, such as
part of the electronic resources of its online Library System. Due to this, the
decision was made to include EBSCO, ScienceDirect and SpringerLink as repos-
itories to complete the study. In addition, the researcher in charge suggested
verifying if any relevant pre-publication was found in Cornell University’s arXiv.

Inclusion Criteria. Regarding inclusion criteria, the title and abstract of each
article that refers to mathematical editors for people with visual disabilities
will be reviewed. This allows us to see in the first instance how the words are
related and why the article has been preselected. Additionally, a sample was
followed using the snowball technique, in order to identify some primary or
complementary publications.

Exclusion Criteria. As exclusion criteria, the information collected in the
reading and analysis of the abstract and the conclusions will be used, deepening
in the cases that are deemed necessary and a more detailed reading of other
parts of the document is needed. With this criterion, it is possible to appreciate
with a greater level of detail what each document deals with, to relate it to
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the objectives sought and decide if it is relevant for this review, moving on to
the group of primary studies. All redundant papers were excluded, also papers
focused on educational issues of math learning for visually impaired students,
but they did not include any technological edition math tools were excluded.
Finally, non English or Spanish articles were excluded.

Definition of the Types of Study. The type of studies selected were those
closely related to proposals from accessible mathematical editors, whether the
development techniques used are made explicit or just the results of the exposed
tools are exposed, with their scope and limitations. Also, special interest was
placed on those publications that referenced available end products.

2.3 Data Collection

After the application of search strings in the repositories, the results obtained
are summarized in the Table 2.

The ongoing process of filtering search strings is evident, as well as the
impact, on the results obtained. The table shows the changes in the results
obtained according to the search string, it is important for systematic mapping
studies that various search strings are analyzed and that changes in the results
achieved are also identified.

Table 2. Results obtained by repository.

Repository Search string Number of hits

ACM Digital Library 1 7

ACM Digital Library 3 117

ACM Digital Library 4 2

IEEE Xplore Digital Library 2 62

IEEE Xplore Digital Library 4 6

Web of Science 1–4 0

EBSCOhost Web 2 7

EBSCOhost Web 3 1

EBSCOhost Web 4 19

Elsevier ScienceDirect 1 84

Elsevier ScienceDirect 2 64

Elsevier ScienceDirect 3 11

SpringerLink 1 21

SpringerLink 4 3

CoRR de Cornell University 1 2

CoRR de Cornell University 2 3
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In most cases larger or more complex search strings tend to filter more infor-
mation and return fewer strings, but are expected to be more accurate for search
purposes.

In addition to these results, searches in Spanish were applied, which returned
2 links to short articles that did not give the study greater relevance.

Then, as a result of the expert criteria of the professors consulted, a refine-
ment of the search strings was carried out using the following:

– intitle: “editor” intitle: “mathematical” +(blind OR (“visually impaired”) or
disabilities)

– intitle: “editor” “mathematical content” “accessible formats”

This returned the reference to two projects very much aimed at mathematical
editing for people with visual disabilities. One of the articles was published in the
year 2002 and there are no more appearances of the project. While the second
is published in the year 2020 and does present a product in validation stages.

Based on the results achieved (146 articles), the inclusion and exclusion cri-
teria are expanded. Primary sources are reviewed and the need to include some
publications was determined due to their relevance to the topic. This process
resulted in 90 relevant publications and the inclusion of some publication or
reference sources.

2.4 Classification

The process of classifying the results was based primarily on identifying the
most relevant publication repositories. The publication repositories in which the
most publications were found were ACM Communications and IEEE. In both
cases, the articles were not subclassified by societies or chapters, because in both
publication sources there are many subclassifications.

Another criterion for classifying the results achieved in the searches was to
classify the papers according to their year of publication . Presenting a clear
concentration of a greater number of publications between the years 2008 to
2014. However, between the years 2016 to 2018, 5 publications are located in
each year, as seen in Fig. 2. This is a reflection of a need that cannot be satisfied
with the results of previous years.

Finally, the relevance classification criterion is the country of publication. This
criterion is based on identifying the country of the university that is specified
in the affiliation of the authors. In the case of papers with multiple authors and
from various countries, the paper is assigned to the identified countries. This
criterion shows a publication trend mostly in the USA with 24 papers, France
with 7 papers, as well as Canada. Japan places 5 papers, Italy with 4 papers
and Germany with 3 papers.

3 Results

The primary study selection procedure involved executing the query in each
selected repository, thus obtaining a set of “studies” to which the inclusion cri-
teria were subsequently applied to obtain the “relevant” studies. Finally, the
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Fig. 2. Publications by year.

exclusion criteria were applied to the relevant studies and thus the “primary”
studies were obtained. A refinement stage was carried out on the primary studies
in which important studies related to the topic can be identified and, given their
importance, were added as primary studies after refinement. In this systematic
review, 417 studies have been detected, of which 55 were considered relevant and
19 primary studies have persisted after refinement (Table 3).

In Fig. 3 the topics of published literature classifications are summarized by
year. This information is useful to find the years and topics with more publica-
tions based on the classifications schemes defined. So, for instance, it is evident
that Education along with Editor predominate throughout the years. These top-
ics show, respectively, a particular research interest during periods 2006–2009
and 2012–2017.

On the other hand, Fig. 4 summarizes the top 7 authors with 3 or more
publications related to the main topic of this research. It is very important to
mention that there are many authors with 1 or 2 publications, but for simplicity
and easily reading of the graphic, they were not included. It is clear that authors
Ali Awde and Dominique Archambault, working separately, have dominated the
scene from 2005 to 2018.
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Table 3. Summary of results obtained by repository.

Repository Number of hits Relevant Primary Primary after refinement

ACM Digital Library 129 30 11 +1

IEEE Xplore Digital Library 68 11 4 0

Web of Science 0 0 0 0

EBSCOhost Web 35 3 0 0

Elsevier ScienceDirect 159 5 0 0

SpringerLink 24 5 2 0

CoRR de Cornell University 2 1 1 0

Total 417 54 18 1

3.1 Time and Geography

As commented in the classification criteria section, knowing the country of pub-
lication or of the projects is relevant in the academy to build collaboration
networks. This criterion shows a publication trend mostly in the USA with 24
papers, France with 7 papers, as well as Canada. Japan places 5 papers, Italy
with 4 papers and Germany with 3 papers.

Regarding the time periods, defined in years, a considerable publication is
presented between 2005 and 2020. The importance of this finding is that it
reflects a degree of attention paid in the academy to the development of inclusive
technologies for support. teaching mathematics to people with visual disabilities.

Fig. 3. Topics classification.
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Fig. 4. Top 7 authors with 3 or more publications.

3.2 Authorship, Papers and Citations

The trends of the authors are a reflection of lines of research that are carried
out from research centers or from postgraduate programs, generally in regions or
countries in which research is supported more. Figure 4 shows a trend of authors
and is classified by years. The authors that were most located in the search are
A Awde with 6 publications, B Stöger with 5 publications and D. Archambault
with 6 publications (Fig. 5).

In the classification of the works consulted, based on the type of publication,
49 works published in conferences, 28 journal articles, 7 works published as book
chapters and 1 published in a workshop were found.

3.3 Publication Sources

The publication repositories in which the most publications were found were
ACM Communications and IEEE. In both cases, the articles were not subclassi-
fied by societies or chapters, because in both publication sources there are many
subclassifications.

Further detailing the publication sources shows that 31 publications were
located in the ACM Digital Library. In IEEE library 17 publications were
located. Seven publications were included that were located in ResearchGate
as a result of the inclusion and exclusion processes, or also the snowball pro-
cess. Then in Springer 7 publications were located and in Elsevier 6 papers were
located.
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Fig. 5. Top 7 authors and topics.

3.4 Non Academic Applications

In the context of this study, the interest is not only focused on academic publi-
cations, else in current available math editor tools.

Aware that many of the investigations and publications are the product of
academic projects, that once the researcher manages to finish his doctoral or
master’s studies, the projects are not implemented for final use by the population,
is that in addition to the research and publications, an extension is made to
locate what tools are currently available. Although this search cannot generally
be carried out in the same publication sources as those used for the investigations.

EDICO is an accessible and inclusive scientific editor, designed to work with
the JAWS [3] and braille screen reader, available for the licensed Windows oper-
ating system. This editor allows you to write linear expressions and display them
in standard format and braille font. It incorporates six default user profiles. It is
possible to create custom profiles from the “teacher” profile, hiding symbols or
groups of symbols. Its interface is available in Spanish, Catalan, Basque, Galician
and English.

Mathtype is a semantic formula editor, formerly known as WIRIS [8]. It has
a desktop version for the Windows operating system and can be integrated into
Microsoft Word and Google Documents under license. This tool incorporates the
use of predefined profiles, based on the PARCC (Partnership for Assessment of
Readiness for College and Careers) symbology. It allows you to customize the
toolbar to keep the equations and symbols used frequently, it is compatible with
MathML presentation and LateX and also incorporates functionalities accessible
from the web. The functionalities accessible from the web that are integrated
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correspond to a “text associated with a formula in the ALT attribute that most
closely resembles natural language”. It makes no reference to browsing or editing
mathematical content in an accessible way. Its interface is available in English,
German, French, Chinese and Japanese.

Lambda is a scientific-mathematical editor, available in its desktop version
for the Windows operating system and JAWS screen reader under license. It
includes the appropriate mathematical symbols for students with a bachelor’s
degree and for those who are studying for the first years in the university [4].
Lambda allows to write linear expressions, oriented to the input and output
of braille. It also allows browsing, contracting or expanding expressions in an
accessible way, and incorporates a scientific calculator that allows numerical
calculations. It makes no reference to the use of profiles.

InftyEditor was designed to create scientific documents from scanned mate-
rial; It also allows the editing of mathematical texts using the QWERTY key-
board using LateX commands. In addition, it has a WYSIWYG environment.
It allows exporting resources in LateX, MathML and HTML format. It also has
an English and Japanese version [13].

MathPlayer is a complement to Microsoft Internet Explorer (IE), visually
renders MathML and interprets it. In addition, it has features that allow users
to maintain the origin, size and color of their environment with custom settings
[10].

MathJax consists of a library for the web that allows viewing mathematical
content written in TeX and MathML formats in SVG (Scalable Vector Graphics)
format. MathJaX works together with programs such as MathPlayer to convert
mathematical expressions into that format for accessible reading with screen
readers [5].

MathShare is an accessible math editor that allows high school students to
navigate or cancel subexpressions and take notes on the steps he or she is taking.
It allows teachers to evaluate student reasoning [10].

Accessible Equation Editor is a mathematical editor that allows the editing
and navigation of mathematical text through braille using MathML as an inter-
nal format [6]. However, “the expression of mathematics is your biggest problem
and we still haven’t been able to solve it. Therefore, most of the time what
NVDA says is not going to be very helpful. This is because NVDA tries to read
MathJax’s output and is confused” [1].

EULER consists of an accessible scientific-mathematical tool for people with
visual disabilities, of any educational level [7]. It facilitates the reading, explo-
ration, edition, import and export to different formats of mathematical educa-
tional resources, through the use of a computer. It supports the teaching-learning
process of mathematics in people with visual disabilities, as well as their com-
munication with other people. The tool allows to use user profiles based on
the level of mathematical knowledge (primary education, basic secondary edu-
cation, advanced secondary education and university education). These levels
correspond to the symbology used in the PISA tests according to the OECD.
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4 Discussion

The systematic mapping study showed that it is common to find research stud-
ies on inclusive technologies, but that these come to be applied in daily use is
somewhat complex. The products of academic research tend to remain in publi-
cations and prototypes, in some cases following a publication culture known as
“publish or perish” [11].

For its part, also bringing these prototypes to an end user requires significant
efforts in time and resources, as well as platforms and support that goes beyond
the scope of academic research. As discussed in [12], the industry is now focused
on short-term research, while academia is focused on publishing or focused in
many roles: “teaching, supervising students, seeking research funding, publish-
ing, and more. They are typically conducting research only on a part-time basis.
Moreover, their research will depend on the quality of students they attract. And
even so, many of today’s Ph.D. students who plan to work in industry are not
focused on long-term research but on product development and even marketing.”

In the Latin American context, it is less common to see investment in inclu-
sive projects with a focus on continuity, due to budget limitations and few col-
laborative work networks. This shows a clear opportunity for improvement for
the academy and research centers.

5 Conclusions

Systematic mapping studies return quantitative information that is highly sup-
portive of research. They are studies that are used to locate the state of the art
of a specific topic or technology. However, one of the attentions that must be
taken is in the construction of the search strings and, in addition, it must have
the flexibility that may be necessary to refine the search processes.

Another important element in this type of study is to identify and document
the information classification criteria. These criteria are the shortcuts for read-
ers or researchers who are interested in this type of study. In our case, it was
very important to locate information on the publication sources, years and main
authors, since this will allow us to monitor projects.

In the case of the particular interest of the authors, our study extends to
locating editing tools that are in use by the target population. This also allows
you to see features and functionality beyond the research results. In our case, it
is important to locate similarities and differences in the available technologies,
to also identify possible improvements.

Acknowledgements. The authors thank the Inclutec team, from the Technological
Institute of Costa Rica for the support in the research and development of the projects.
Special thanks to Ing. Verónica Mora Lezcano, Mr. Tribet Rivas for the development
support of the EULER editor.



A Systematic Mapping of MathML-Enabled Editors 61

References

1. http://accessibility.pearson.com/aee/faq.html
2. Brereton, P., Kitchenham, B., Budgen, D., Turner, M., Khalil, M.: Lessons from

applying the systematic literature review process within the software engineering
domain. J. Syst. Softw. 80, 571–583 (2007). www.sciencedirect.com
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Abstract. Existing programming environments pose a challenge for stu-
dents with upper-body motor impairments. This is because these envi-
ronments require a level of dexterity that these students do not pos-
sess. For example, text-based programming environments require a lot of
typing using a keyboard, while block-based programming environments
require the use of a pointing device to drag and drop blocks of code. In
our research, we aim to make the block-based programming environment
Blockly, accessible to students with upper-body motor impairment, by
adding speech as an alternative form of input. This voice-enabled version
of Blockly will reduce the need for the use of a mouse or keyboard, hence
making it more accessible. Our system consists of the original Blockly
application, a speech recognition API, predefined voice commands, and
a custom function. A preliminary study has been conducted. The results
are encouraging, but they also revealed the need to broaden the target
population, which was originally people with cerebral palsy, to people
with any type of upper-body motor disability. Additionally, the study
showed the need to redesign some voice commands. A prototype of the
system has been implemented. As a next step, two additional studies will
be conducted using this prototype, a usability study, and an A/B test.

Keywords: Accessibility · Block-based programming · CS education ·
Speech recognition

1 Introduction

Students with upper body motor impairments (UBMI) such as cerebral palsy,
muscular dystrophy, multiple sclerosis, etc., often suffer from paralysis, mus-
cle weakness, and poor coordination [19]. This makes performing actions like
typing on a keyboard, or dragging and dropping objects using a mouse, quite
hard [29]. These challenges are more apparent in environments such as schools,
particularly in hands-on classes, where such actions are frequently performed.
An example of such classes is the introductory programming classes, which are

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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Fig. 1. User interface of the BBPE blockly

being incorporated into the curriculum across the United States as part of the
“Computer Science for All” initiative [4,10,26]. In these classes, students
are taught programming concepts and computational thinking using different
programming tools [2,3,5]. Sadly, a lot of these programming tools are inacces-
sible to students having UBMI as they rely heavily on the use of a mouse or
keyboard.

A particular set of programming tools that pose a challenge are block-
based programming environments (BBPE) such as MIT’s Scratch1 or Google’s
Blockly2. In BBPEs, programs are created by dragging and dropping code blocks
using a mouse or keyboard (see Fig. 1). Due to their highly engaging nature and
simplicity, BBPEs are often used in curricula to teach children how to program
[2,13,24,25]. However, their reliance on the physical controlling of a pointing
device poses a barrier for students with UBMI. This limitation excludes a signif-
icant portion of students from participating in activities in classrooms that may
allow them to explore career paths in computing.

This research addresses the obstacles that students with UBMI
face in the BBPE Blockly, and seeks to come up with an effective
solution. In our approach, we explore speech as an alternative input modality to
increase Blockly’s accessibility to students with UBMI. With the rise in the use of
conversational agents, like Amazon’s Alexa3 and Apple’s Siri4, speech is rapidly
becoming a popular way of interacting with computers or digital devices, even
for people with motor disabilities [6,11,12,16]. This could be attributed to its
convenience and speed in sending and receiving information. For these reasons,

1 https://scratch.mit.edu/.
2 https://developers.google.com/blockly/.
3 https://developer.amazon.com/en-US/alexa.
4 https://www.apple.com/siri/.

https://scratch.mit.edu/
https://developers.google.com/blockly/
https://developer.amazon.com/en-US/alexa
https://www.apple.com/siri/
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we see speech as a possible method to alleviate the challenges that students with
UBMI face in BBPEs. The goal here is not to replace the mouse or keyboard as
a form of input in Blockly, but to provide an alternative for those who cannot
use the mouse or keyboard.

In our system, we incorporate a speech recognition API into the Blockly
application. To confirm the feasibility of the voice-based system, we conducted
a preliminary study. The study yielded promising results, it also exposed areas
for growth. We go into details about this preliminary study in Sect. 4. Based
on the feedback from the preliminary study, we have created a prototype of
the proposed system, which we present in this paper. We aim to evaluate the
prototype through 2 additional studies.

The main contributions of this paper are:

1. The system design of the novel voice-enabled Blockly system
2. A guide on how to incorporate speech recognition into an existing applica-

tion
3. Design considerations for future voice-based systems based on analyses of

user feedback.

The rest of the document is structured as follows. In Sect. 2, we talk about the
works that relate to our research. In the 3rd section, we give an overview of
our system. In Sect. 4, we present the experimental setup and findings of the
preliminary study we conducted. In the last section, we conclude and discuss
the next steps.

2 Related Work

We found several research studies relating to how speech can be used to assist
people with motor challenges when interacting with computer applications and
devices, and when programming.

A popular use of speech for people with motor impairments is for mouse
cursor control. A lot of people with UBMI face difficulty when moving a mouse
cursor or performing a variety of other continuous control tasks. Speech was
considered as a possible workaround to circumvent these challenges. Dai et al.
[6,18] present a speech-controlled grid-based cursor control mechanism. This
mechanism was created to address the inadequacy of existing cursor control
solutions, as they were found to be both slow and error prone. They evaluated
two 3× 3 grid-based variations of their system. One provided a single cursor in
the middle of the grid, the other allows users to select a target using any of the
nine cursors. They found out that the nine-cursor solution outperformed the one-
cursor solution in terms of speed. Overall, both grid-based solutions performed
better than other speech-based cursor control solutions.

Similarly in [11], to combat the challenges people with motor impairment face
when moving a mouse cursor or performing other continuous control tasks, the
authors present a system called the Vocal Joystick. This system allows users to
continuously control the mouse cursor using verbal and nonverbal vocalizations,
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along with varying vocal characteristics such as vowel quality, loudness, and
pitch. The results of the two studies they conducted showed that Vocal Joystick
performed as optimally as conventional hand-operated joysticks. The findings
also showed that it can be used by people without extensive training, and that
it could be an alternative to existing speech-based cursor control methods.

Speech is not only useful for cursor control, but also for text entry. In [20] Ver-
tanen et Mckay presented a speech-based text entry system called Speech Dasher.
In this system, first, users speak what they want to write and then through zoom-
ing, they navigate through the space of recognition hypotheses to correct any
errors. Speech Dasher’s model uses a combination of information from a speech
recognizer, the user, and a letter-based language model. The formative user study
that was conducted with Speech Dasher revealed that expert users were able to
write 40 words per minute (wpm), and they were able to do this in spite of
a recognition word error rate of 22%. This confirmed that Speech Dasher suc-
cessfully utilizes information from speech recognition to greatly improve users’
writing efficiency.

The use of speech for cursor control and text entry makes it particularly use-
ful in programming environments. The authors in [17] synthesized the results of
a Wizard of Oz based design process to develop VocalIDE. VocalIDE is a voice-
based programming environment prototype that allows people with limited dex-
terity to write and edit code using a set of vocal commands. They evaluated the
usefulness of VocalIDE with 8 participants who have upper limb motor impair-
ments. Their results showed that VocalIDE improved the participants’ ability to
make navigational edits and select text while programming.

Desilets et al. [8], created several voice-based programming tools, one of which
is VoiceCode. VoiceCode was proposed as a solution for people suffering from
Repetitive Strain Injury (RSI). This tool allows developers to use naturally spo-
ken syntax to write, navigate, and modify code. The naturally spoken commands
get converted to actual code in real-time. The system was found to be useful,
but it could not be effectively used to teach programming to novices or students
with visual impairment. VoiceGrip is the other tool created by Désilets et al.
[7]. Akin to VoiceCode, VoiceGrip enables programmers to dictate code using
an easy-to-utter pseudocode, which is automatically translated to native code in
the appropriate programming language. Voicegrip was created to address some
of the usability problems associated with programming by voice.

The research most similar to ours is the one by Wagner et al. [21–23]. In their
work, they address the challenges people with UBMI face in the BBPE Scratch.
They created a voice-driven Java tool called Myna, that enables programming by
voice within Scratch. This tool processes voice commands from users, interprets
those commands according to a preset grammar, and simulates the synonymous
actions of a mouse and keyboard within Scratch. In contrast, in our project, the
block-based platform we added speech input to is Blockly, not Scratch. Also,
we added speech as one of Blockly’s input modalities and not as a stand-alone
tool as in the case of Myna. The rationale behind this is that this will make
the user experience more seamless, and will leave room for collaboration among
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children with and without dexterity skills. Additionally, Myna was not evaluated
by enough users, we plan to conduct 2 user studies on the voice-enabled Blockly
prototype using a larger number of participants.

Fig. 2. System overview

3 System Overview

Our system is a voice-enabled version of the Blockly application. Originally, in
Blockly, the primary form of input is a mouse or keyboard. We added speech as
an additional input modality for people with UBMI. An overview of the system
can be seen in Fig. 2.

The system comprises four major components; the Blockly application,
speech recognition API (SRAPI), voice commands, and a custom function.
These components will interact in the following way: The speech recognition
API receives speech input through the device’s microphone. The audio input
is processed and converted to text. The generated text is sent to the custom
function. The custom function checks through all switch statement cases to see
if there is a voice command that matches the text. If there is a match, the action
associated with that voice command is executed, which triggers a change to
Blockly’s user interface. We go into more details about each component in the
subsections below.

3.1 Blockly Application

Blockly is a browser-based block-based programming environment (see Fig. 1).
In Blockly, programs are created by dragging and dropping blocks of code using a
mouse or keyboard, onto a workspace. These code blocks represent programming
constructs, e.g., loops, conditional statements, variables, etc. The constructed
program can be translated into code text by the Blockly application. The pro-
gramming languages supported include Javascript, Python, PHP, Dart, Lua.

Blockly’s source code was made available online via GitHub5, hence the code
used in this research project was downloaded from Blockly’s GitHub repository.
5 https://github.com/google/blockly.

https://github.com/google/blockly
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Most of the functions in the original code were executed based on mouse clicks
or keyboard presses. The code was modified so that the same set of functions
can be executed using speech.

1 window.SpeechRecognition = window.webkitSpeechRecognition

2 || window.SpeechRecognition;

3 let recognition = new window.SpeechRecognition ();

4 recognition.lang = "en-US";

5

6

7 recognition.onresult = function (event) {

8 const transcript = event.results[event.results.length - 1][0]

9 .transcript

10 .toLowerCase ()

11 .trim();

12

13 custom_function(transcript);

14 };

15

16 recognition.start();

Fig. 3. Code showing how the speech recognition API was integrated with Blockly

3.2 Speech Recognition API

Speech recognition API (SRAPI) is a robust prebuilt library that records speech
in real-time, converts it to text, and returns the text. There are several state-of-
the-art SRAPIs that exist, such as CMU Sphinx6, Google Cloud Speech API7,
and Dragon Speech8. The SRAPI we chose was Web speech API9, reasons being
that it is JavaScript-based like Blockly, open-sourced, and compatible with most
web browsers. This API was also used in several researches [14,17].

Web Speech API was integrated with the Blockly application by adding a
few lines of code to Blockly’s source code. Figure 3 is a code excerpt showing
how Web speech API is integrated into the Blockly application. Lines 1–4 show
how it is initialized. Lines 7–14 show the function that processes speech input,
converts it to text, and sends the text to the custom function. Line 15 shows
how speech recognition is started.

6 https://cmusphinx.github.io/.
7 https://cloud.google.com/speech-to-text.
8 https://www.nuance.com/dragon/for-developers/dragon-software-developer-kit.

html.
9 https://developer.mozilla.org/en-US/docs/Web/API/Web Speech API.

https://cmusphinx.github.io/
https://cloud.google.com/speech-to-text
https://www.nuance.com/dragon/for-developers/dragon-software-developer-kit.html
https://www.nuance.com/dragon/for-developers/dragon-software-developer-kit.html
https://developer.mozilla.org/en-US/docs/Web/API/Web_Speech_API
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3.3 Voice Commands

The voice commands in our system are limited and predefined. This helps pre-
vent any ambiguity associated with more verbose speech recognition systems.
Each voice command has an action that they trigger. These actions, when trig-
gered, simulate different keyboard or mouse actions, e.g., selecting, dropping, etc.
Table 1 shows all the commands in this system and their function in different
modes.

These voice commands can be broken down into 5 categories:

1. Navigation Commands: These are the commands used to move through
menus, drop-down menus, and in between a stack of blocks on the workspace.
Using these commands, a user is able to control and move the cursor from
one point to another. This set of commands are similar to the WASD key-
board shortcuts. Some examples include: “up”, “down”, “in”, “out”.

2. Placement Commands: These commands are used to select blocks on the
menu and place them on the workspace. They can also be used to remove
blocks from the workspace. These commands are synonymous with dragging
and dropping blocks using a mouse or keyboard. Some examples include:
“select”, “delete”.

3. Control Commands: These set of commands are responsible for controlling
elements in the interface, such as opening and closing menus. Some examples
include: “menu”, “close”.

4. Edit Commands: These commands are used to edit a block’s comment or
their text value. It can also be used to change the option selected from the
dropdown menu. Some examples include: “edit field”, “save”.

5. Mode Commands: These commands are used to switch between the 3 modes
in our system. The modes are navigation mode, connect mode, and edit
mode. The default mode is navigation mode. In this mode, the user can
move the cursor around using the navigation commands. In the connection
mode, a user can connect blocks together on the workspace. To make edits
using the edit commands, the user will enter edit mode. They include:
“connect”, “edit”, “escape”.

3.4 Custom Function

Originally in Blockly, actions are performed using a mouse or keyboard. To
perform actions in Blockly using speech, we created a function that maps voice
commands to actions. This function entails a switch statement [28]. In the switch
statement, each case is a voice command. Each voice command is paired with a
corresponding action function to be executed. For instance, the voice command
‘delete’ is paired with the block deletion function.

This custom function takes as input the text generated by the speech recogni-
tion API (see Fig 3). This text is compared to all cases in the switch statement to
determine what action to perform. If there is a match, the action associated with
that command is executed. If there is no match, no action is performed, also,
the message “command doesn’t exist” is displayed to the user in the console.
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Table 1. Voice commands and their function in the different modes

Command Navigation mode Connection mode Edit mode

Menu Go to first item on menu – –

Up Move up to the previous

item on the menu or to the

previous block on the

workspace

Move to the

previous connection

point

–

Down Move down to the next

item on the menu or to the

next block on the

workspace

Move to the next

connection point

–

In Move into the inner menu

or move from an outer

block (parent) to an inner

block (child)

Move to the next

connection point

–

Out Come out of the inner

menu or move from an

inner block (child) to an

outter block (parent)

Move to the

previous connection

point

–

Inline Move to a block on the

same line as the block you

are currently on

- –

Select Select a block on the menu Select a connection

point

Select an option in a

drop down menu

Connect Switch to connection mode

where you can connect

blocks together

– –

Edit Switch to edit mode where

you can make changes to

text fields or dropdown

menus

– –

Edit field – – Edit selected text

field or dropdown

menu

Escape – Switch back to

navigation mode

Switch back to

navigation mode

Add comment Create a comment for

selected block

– –

Save – – Save new text field

input or new

comment text

Delete Delete selected block from

the workspace

– –

Undo Undo last action – –

1–9 Quick jump to menu

category according to their

position

– –

First Jump to first block in the

workspace

– –

Last Jump to last block in the

workspace

– –
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Table 2. Participant information

Participant ID Age Gender Assistive technology used

P1 40 Male ECO2 augmentative communication device

P2 68 Female None

P3 68 Female None

P4 34 Male None

P5 66 Female None

4 Preliminary Study

Before implementing the system, we conducted a preliminary study. The study
aimed to confirm the feasibility of the use of voice as an input modality, partic-
ularly for people with cerebral palsy who were our target audience at the time,
as they are known to sometimes have speech impediments [9,15]. The study
also helped us to test the appropriateness of our voice commands. To achieve
our research goals, we recruited participants with cerebral palsy to read out
commands to the selected speech recognition API, Web Speech API.

4.1 Participants

6 people with cerebral palsy agreed to participate in the study, however, on the
day of the study, only 5 of them participated. The participants comprised of
3 females and 2 males. The average age was 55.2 years (SD = 14.99). We got
in contact with them through a nonprofit organization called Ability Connec-
tion [1], which they were members of. This organization caters to people with
intellectual or developmental disabilities. Table 2 shows information about the
participants.

4.2 Experimental Procedure

The study was conducted in person in a vacant room at the Ability Connection
facility. In the experiment, the participants voiced 10 commands to the demo
interface of the speech recognition API, Web Speech API. They interacted with
this system via a demo interface10 which was made available online by Google.
Figure 4 shows a screenshot of this interface. Each participant was met individ-
ually. Each session lasted about 30–45 min. At the end of the study session, each
participant was given a $20 Amazon gift card.

At the start of each session, introductions were made and the participant was
asked to choose an alias they would like to be addressed as. The participants
were all excited about this and often chose the name of a character from their
favorite movie or show. Next, the task to be performed during the study was

10 https://www.google.com/intl/en/chrome/demos/speech.html.

https://www.google.com/intl/en/chrome/demos/speech.html
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described. It was also made known to each participant that they can pause or
stop at any time if the task becomes too cumbersome for them. Most of the
participants did not own a laptop, so we used one of our laptops for the study.

To start the experiment, the participant was handed a list of 10 commands
(see the first column of Table 4) and then asked to read each one out to the
speech recognition interface which was opened up in a browser on the laptop.
For each command, they had 3 attempts. The participants were observed as
they read each command. For each command, the participants were given a
score according to how well the system is able to recognize the command.

Fig. 4. Demo interface of web speech API

At the end of the study, the participant was given a survey. The survey had
a total of 10 questions. Some of the questions include; age, assistive technology
(if any), their overall experience while using this speech recognition system,
the difficulty of pronouncing each command, what commands they liked, what
commands they disliked, what they would like to change, etc. As most of them
could not type or write, they were asked each question and their responses were
written down. Table 4 shows a summary of some of the survey responses.

4.3 Result

In this section, we present the results of the study. We break the results down
into two sections, the performance of the speech recognition system and the
responses from the survey.

Speech Recognition System Performance. Word error rate (WER) and
word accuracy (WAcc) are common metrics used to rate the performance of
a speech recognition system [27]. In this study, we would be using WAcc. The
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WAcc score represents how well the system is able to recognize each command the
participant vocalized. Table 3 shows the WAcc per command for each participant.
The WAcc for each command is added to form a total WAcc. There were 10
commands in the task, each command weighed 1 point, therefore, the maximum
total WAcc a participant could have was 10. The higher the WAcc score, the
better the performance.

We calculated the WAcc as follows: for each command, the system
was able to recognize completely, 1 point was awarded, else points were
deducted accordingly. For each attempt failed, extra points were deducted.
You can see the formula for WAcc below:

WAcc = 1 − WER

WER =
U + I

N
+ F (0.1)

where:

N: number of words in a command
U: number of undetected words in a command
I: number of incorrect words in the command
F: number of failed attempts

Table 3. Participant WAcc score per command

PID Command #

1 2 3 4 5 6 7 8 9 10 Total WAcc

P1 1 1 0.8 0.9 1 1 0.9 0.9 1 1 9.5

P2 1 1 1 1 1 1 1 0.9 1 1 9.9

P3 1 0.6 1 1 0.9 0.6 0.8 0.7 0.6 0.3 7.5

P4 0 0 0.7 0 0 0 0.6 0 0 0 1.3

P5 0.9 0.8 0.3 0.7 0.9 0.9 0.6 0 0.3 0 5.4

The mean score for WAcc was 6.66 (SD = 3.5). The maximum total WAcc
score of 9.9 was by P2, who had no speech impediment at all, so the speech
recognition system could understand her perfectly. She also took the least time
to complete tasks. The second highest total WAcc score was by P1. He scored
a 9.5. He could not speak, but he used an ECO2 Augmentative Communication
device to vocalize the 10 commands. His session took the longest as he had to
type each command. Due to his limited dexterity, he sometimes hit the wrong
key and had to erase the entire text and type it again. However, out of all
participants, he was the only one who had some programming experience.

Occasionally, the system failed to detect speech and this affected the WAcc
of P3 and P5 who had a total WAcc of 7.7 and 5.4, respectively. They both
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spoke coherently, however, they had a peculiar accent which sometimes made it
hard for the speech recognition system to detect their speech. A lot of times they
had to repeat a command multiple times. Additionally, P5 spoke in a low voice.
For the system to detect her voice, she was told to speak more loudly, however,
there was a limit to how loud she could speak. This further exacerbated her
score, giving her the second to the lowest total WAcc score.

Additionally, the system performed poorly when the user’s speech was
slurred, due to this, P4 had the lowest cumulative WAcc of 1.3. The system
was only able to partially recognize 2 out of the 10 commands he pronounced.
Although the system was not able to detect his speech, he was still comprehen-
sible. He gave a great suggestion which we will discuss in the next section.

Table 4. Total number of likes, dislikes, and average difficulty rating of each command

Command No. of likes No. of dislikes Average difficulty rating (1–5)

1. Move Up 3 1 1.5

2. Move Down 2 0 2

3. Move In 1 1 1.75

4. Move Out 0 0 1.25

5. Open Menu 2 0 2

6. Close Menu 0 2 2.25

7. Select Block 1 1 2

8. Select First Block 1 3 3

9. Delete Block 0 1 2.75

10. Edit Mode 2 2 2

Survey Responses. We present a summary of some of the survey responses.
Table 4 shows the total number of likes and dislikes each command received, as
well as its average difficulty rating.

According to the survey responses, 60% rated their experience using the
speech recognition system as positive. The rest of the participants rated their
experience as average. Some reported that they enjoyed interacting with the
speech recognition system and even stated they would like to do it again.

When asked what command they liked, over half of the participants stated
that they liked the first command “move up”. This could be because it was the
first command on the list. The second most liked command were these three
commands; “move down”, “open menu” and “edit mode”. In particular, P3 said
she liked the sound of “edit mode”, and she giggled whenever she said it. In
contrast, the most disliked command was the command “select first block”. It
was also rated as the most difficult to pronounce. Based on observation, this
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was also the command that most participants struggled to pronounce. Perhaps
this could be attributed to the fact that it was the lengthiest. The second most
difficult command to pronounce according to the ratings was “delete block”.

When asked to give comments or suggestions on how to improve, P4 gave a
great suggestion. He suggested that some of the commands should be shortened
to enable people with speech impediments to pronounce them more easily. For
instance, “move up” could be changed to “up”, “select block” to “select”, and
“select first block” to “select first” or “first”. This suggestion was insightful,
as based on observation, the longer the command, the harder it was for the
participants to pronounce, and the harder it was for the system to recognize
what the participant was saying. P2 also gave the same suggestion as P4.

4.4 Discussion

The results are promising, 80% of participants had an above-average perfor-
mance (mean WAcc = 6.66), of which one of the participants used an assistive
device to vocalize code. Some of the participants would have had a higher score,
if not for glitches on the part of the speech recognition system. The partici-
pants who performed well above average without any assistance had little to
no speech impairment. Their ability to voice commands implies that potentially
they could use voice to write programs in the block-based programming environ-
ment Blockly. The participants’ positive reaction to using the speech recognition
system also reinforces this notion.

Although the results are encouraging, it revealed that not all people with
cerebral palsy can use a speech recognition system. In particular, people with
speech impediments struggled when enunciating commands to the system. They
struggled even more when the command was lengthy or the words in the com-
mand were polysyllabic. For instance, the command “select first block” which
was the longest command in the experiment, proved difficult for all participants
except one. When a command is difficult to pronounce, it ends up being mis-
pronounced or slurred, which makes it harder for the system to decipher what is
being said. Additionally, the system also had problems detecting speech in low
voices and atypical accents.

Some workarounds have to be implemented to overcome some of these bar-
riers to adoption posed by the speech recognition system. An adjustment could
be the use of a noise-canceling headset with a microphone when interacting
with the system. This will help to reduce noise and increase the volume of the
user’s voice, which could improve the system’s accuracy when capturing speech.
Another hack would be having each user train the speech recognition system
with their voice before they start using it. That way, the system is accustomed
to the way the user will pronounce different words. Windows and IOS devices do
something similar, where they have a user repeat several phrases when setting
up speech recognition on their device. A more general solution would be training
the system on different types of accents; that way it is robust enough to handle
the different ways people pronounce different words.
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Based on the findings, we decided to make some changes to our research
project. The biggest modification to be made lies in the expansion of the target
population of this tool. The new population is no longer limited to students
with cerebral palsy, but it is open to any student with a UBMI. This is because
there is a significant portion of people with cerebral palsy who cannot speak and
cannot benefit from this application. Therefore, there is a need to broaden the
target population to enable more people to benefit from this application. The
qualifying condition for any user of the system will be that they have a UBMI
and they do not have a heavy speech impediment.

Another change we made based on the feedback received, was to reform some
of the voice commands. We reduced the number of words in the commands to
one or at most two. This will make it easier for people with speech impairments
to pronounce, it will also reduce the time spent when performing tasks. We
also made sure that each command was distinct enough to enable the speech
recognition system to recognize it easily. Some examples of commands that were
changed include:

– Move Up → Up
– Move Out → Out
– Select Block → Select
– Delete Block → Delete

5 Conclusion

In this paper, we present our research problem which entails the challenges that
students with UBMI face in block-based programming environments such as
Blocky. As a solution, we propose the use of speech as an alternative form of input
in the Blockly platform. In our approach, we integrated a speech recognition API
into the Blockly environment.

To confirm the feasibility of a voice-based system, we have conducted a
preliminary study. Although the findings from the study are auspicious, they
revealed areas of improvement such as the expansion of our intended users and
the modification of some voice commands. These issues when addressed, could
significantly enhance the overall outcome of this research project. We took the
findings from the preliminary study into account as we implemented the proto-
type of the system.

As a future work, this prototype will be tested on our target population
through a usability study. Based on the findings from the usability study, we will
make the necessary updates and finalize the implementation of the end system.
Finally, this system will be evaluated alongside the original Blockly system in
an A/B test.
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Abstract. The COVID-19 pandemic has impacted the use of technology in class-
room experience with group collaborative projects. Group collaboration and the
skills absorbed at the time of collaboration is an essential part of a student’s higher
educational journey, because it prepares students forworkplace collaboration post-
graduation [1]. Prior to graduating, an undergraduate studentwill encounter at least
one group project that is classified as a required deliverable in at least one of their
course curriculums. In all technology related curriculums, computer-mediated
communication (CMC) is an essential part of an instructor’s course material deliv-
erable process, the way instructors communicate with their students, and the way
students communicate with their peers. The need for a shift in the way humans
communicate with one another has increased tremendously within the past two
years [2]. We evaluated how effective CMC tools can enhance student outcomes
for group projects specifically in the Covid-19 era and how students adopt to
creative ways to engage and apply technology for effective communication. We
also analyzed human factors confronting the use of CMC tools in the context of
social distance policies and collaborative projects. We concluded by examining
implications of group collaboration projects mandated in institutions for student
success in the pandemic era.

Keywords: Collaborative · Computer-mediated communication · Human
factors · Measure of effectiveness · Usability

1 Introduction

The impact of the COVID-19 pandemic in higher education in recent years as it relates
to student group collaboration has become a critical issue that needs to be addressed. The
Centers for Disease Control and Prevention (CDC) has developed a set of recommended
guidelines for Institutions of Higher Education (IHEs) that can be used to prevent the
spread of COVID-19 among students, faculty, and staff [3]. Some of those prevention
measures include offering and promoting vaccination, consistent and the correct use
of facemasks, physical distancing, handwashing, respiratory etiquette, testing, contact
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tracing and maintaining clean and healthy environments [3]. Since these prevention
measures do not 100% guarantee that humans will not contract the virus, entities are
forced to get creative in the way they collaborate.

Group collaboration and the skills absorbed at the time of collaboration is an essen-
tial part of a student’s higher educational journey, because it prepares students for work-
place collaboration post-graduation [1]. Prior to graduating, an undergraduate student
will encounter at least one group project that is classified as a required deliverable in at
least one of their course curriculums. In all technology related curriculums, computer-
mediated communication (CMC) is an essential part of an instructor’s course material
deliverable process, the way instructors communicate with their students, and the way
students communicate with their peers. CMC is defined as a term that involves many
different forms of human communication through network computers either in a syn-
chronous or asynchronous way. Forms of CMC tools used includes instant messages,
peer-to-peer networks, e-mails, and online chat rooms which are accessible through
commercially available application such as Blackboard and Canvas [4–6].

The purpose of this study is to investigate the impact on mechanism for group
collaboration for students in higher education. By having effective collaborative tools
students can communicate and produce high-quality project delivery which could result
in higher rate of knowledge exchange/sharing, increase the speed to turn around projects
deliverables, group performance, higher engagement, and the ability to receive real-time
feedback from groupmates through features such as chat and live video.

2 Background of the Study

In higher education, courses require group collaboration in the form of group projects to
support the notion that diverse teams produce better outputs faster than individuals work-
ing on their own [7]. These group collaborative efforts are used to test and demonstrate
enrolled students knowledge of course core competencies at higher education institu-
tions [6]. Each of these institutions fall into one of these three categories as it relates to
the strategy of instructional delivery: 100% online teaching, partially online, or 100%
in person. In each of these categories, a student’s ability to interact with their instructor
or peers has a higher rate of failure because of the COVID-19 pandemic. Students and
instructors can be described in different ways:

1. In-person student - One who is required to join a class session on campus inside of
a physical classroom.

2. Online Student - One whose classes are 100% online in the form as synchronous or
asynchronous.

3. Hybrid Student - One who has class sessions in-person and online.
4. In-person instructor - One who is required to teach a class session on campus inside

of a physical classroom. They mainly utilize the technology tools needed to instruct
the class. The class is designed to have many in-class assignments. The instructor
has a limited a virtual experience.

5. Online instructor - Onewho is required to teach a class session online as synchronous
or asynchronous. They mainly utilize the technology tools needed to instruct the
class. The instructor has an advanced virtual experience level.
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6. Hybrid – One who instructs classes in-person and online. The instructor has a
moderate virtual experience level.

In each of these ways, the course objectives are expected to be accomplished and
applied. It is common for students to utilize an external collaborative technology mech-
anism, rather than the platform the instructor uses to administer the course. There is
also not enough time allocated for students to completely work on their group projects
in-class, and for the instructor to teach all the required course materials to accomplish
the course objectives. As a result, students must use applications such as Zoom, Teams,
GroupMe, G Suite, Office 365, etc. to work efficiently. To obtain an understanding of
applicable collaborative applications, instructors must provide recommended resources
to guide students. In this study, we identified three problems that impacts group col-
laboration for students in higher education. To examine these problems, a survey was
conducted to answer three research questions:

• R1:Does having a recommendedmechanism influence a student’s project deliverable?
• R2: Does the COVID-19 pandemic influence how students use collaborative tools?
• R3: Is there enough time allocated to students to work on their group projects be it
inside or outside of the classroom setting?

The study focused on the human computer interaction factors that assist in assessing
the measure of effectiveness (MOE) of CMC tools.

2.1 Human Factors and Group Collaboration

In measuring the effectiveness of computer mediated communication tools during group
projects, it is critical to understand the perspectives of end-users who interact with these
tools. Research reveals that, user centered design approach significantly impacts the use
of technology in our everyday life [8]. To produce usable and functional systems, the
system should be designed to match student requirements [9]. Task factors complexity,
easy of interaction, Productivity factors such as increased output, errors reduction and
increase innovation are among the factors to be considered and measured (Fig. 1).

• Workload efficiency –How is thework allocated andwhat are the determining factors?
• Communication – How often does the team interact with one another?
• Collaboration – What were the tools used to execute a deliverable and what was the
determining factor?

• Time-allocation – What is the amount of time it takes for each team member to
complete their assigned deliverable?

• Task Dependencies – Is a student’s task dependent on another student’s completion?
• External factors – Can external circumstances influence your successful rate of
completion?

2.2 Higher Education and Computer-Mediated Communication tools

One of the Accreditation Board for Engineering and Technology (ABET) computing
accreditation requirements for student outcomes includes the ability for a student to
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Fig. 1. Measure of Effectiveness (MOE) indicator

“function effectively as a member or leader of a team engaged in activities appropriate
to the program’s discipline” [10]. This criterion for student outcomes therefore demands
an effective communication tool for team members to provide feedback and share infor-
mation. ABET requirements for assessment for student outcome, is required to support
the conception that diverse teams produce better outputs faster than individuals working
on their own [11]. In an exploratory experimental study conducted by Szewkis et al
[12], an application software was developed to measure the ease of use for a computer-
supported collaborative mechanism for classroom learning. Their findings indicated that
silent collaboration tools are effectivemechanisms to promote learning in large groups in
the classroom [12]. However, with the current policies surrounding COVID-19 in higher
education institutions, there is the need for more effective CMC tools to assess group
collaboration. Research indicates that CMC enhances communication among teachers
and students, specifically from the perspective of pedagogy [13]. To realize effective
CMC integration, Smith and Clark define measure of effectiveness (MOE) as the ability
of a system to meet a specified need from a particular viewpoint [14].

With the disruption caused by the COVID-19 pandemic, the impact of accessing
mechanisms for group collaboration tools such as CMC needs to critically examine
human factors relating to students preferences to better understand the effectiveness of
these required mechanisms. A critical analysis of human factors that affect project suc-
cess will highlight essential techniques to promote success in collaborative project [15].
This will prevent redundant tools or systems which potentially decrease collaborative
efforts for student success.

3 Methodology

The study was carried out over a 6-month period. For the purposes of this study, a
qualitative and quantitative questionnaire was developed with Likert scale questions and
distributed to active enrolled undergraduate students at higher education institutions for
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participation in this study. Participants were recruited through Department Chairs in
charge of departments with students 18 years or older who are enrolled in technology-
related majors. To qualify as an active enrolled undergraduate student the prospective
participant must have:

• Completed at least one semester at the institution.
• Be enrolled in the minimum amount course credit requirements to be considered at
least part-time, working toward a bachelor’s degree, and

• Be classified as a Freshman, Sophomore, Junior, or Senior.

The research study was explained to them as a study that will investigate the impact
of accessing mechanisms for group collaboration for students in higher education. This
questionnaire was developed using Qualtrics to capture the data needed. This study
focused on the human computer factors that assists in measuring the effectiveness
of students prior knowledge and experience of CMC tools, and how this affects their
collaborative efforts and project deliverables.

The goal of the study was to obtain at least 200 participant responses. The estimated
time of completion was 15 min from start to finish. After cleaning the data, the number
entries was reduced from 156 to 127 accepted entries. The students who did not meet the
technology-related degree, age requirements, and did not answer any of the questions
were removed from the data set.

3.1 Questionnaire Design

The factor effectiveness questionnaire (FEQ) opened with 5 demographic questions to
use as independent variables later in the study.Thiswas further grouped into 3dimensions
to measure and assess the overall factors of human computer interaction (HCI) and the
measure of effectiveness [16]. Thedimensions assessedby theFEQareHumanComputer
Factors (HCF), Supporting Factors (SF), and Measure of Effectiveness (MOE). The
questionnaire contained 35 questions grouped as indicated in Table 1.

Table 1. Description of factors and indicators.

Dimension Factor/Indicator Description

HCF Environmental Factors (EF) Noise, Heating, Lighting, Ventilation. Health and
Safety Factors

The User (U) Cognitive processes and capabilities. Motivation,
Enjoyment, Satisfaction, Personality, Experience

Comfort Factors (CF) Seating, Equipment, Layout

User Interface (UI) Input devices, Output devices, Dialogue structures,
Use of color, Icons, Commands, Navigation,
Graphics, Natural language, User support,
Multimedia

(continued)



The Impact of Accessing Mechanisms 83

Table 1. (continued)

Dimension Factor/Indicator Description

System Functionality (SF) Hardware, Software, Application

Productivity Factors (PF) Increase output, Increase quality, Decrease costs,
Decrease errors, Increase innovation

SF Constraint (C) Cost, Timescales, Budgets, Staff, Equipment,
Buildings

Platforms (P) Platforms for course instruction

Tools (T) Tools that were used and how they were used

MOE Workload Efficiency (WE) How the work is allocated and what are the
determining factors?

Communication (COM) How often does the team interact with one another?

Collaboration (COL) What were the tools used to execute a deliverable
and what was the determining factor?

Time-Allocation (TA) What is the amount of time it takes for each team
member to complete their assigned deliverable?

Task Dependencies (TD) Is a student’s task dependent on another student’s
completion?

External factors (EF) Can external circumstances influence your
successful rate of completion?

Each FEQ question response that was part of the HCF and MOE dimensions was
given a numeric value of the assessments on a scale of 1 – 5 for each of the questions
within those two dimensions for each participant. The SF dimension (11 questions)
results were used as underlying influences or impact on each participant’s overall effec-
tiveness score. To calculate the overall effectiveness score for each participant, the FEQ
questionswere designedon aLikert scale that reveals the levels of satisfaction, agreeance,
and effectiveness each question has on the research questions. We calculated the total of
each of the dimensions for each participant., There were 24 questions overall between
the two dimensions HCF (12 questions) and MOE (12 questions). The equation was
structured as following:

ES =
∑ (

(
∑

HCF/6
)
:

(∑
MOE/6)

)

After the total scores were calculated, they were then divided by 6 to calculate the
average of each of the two dimensions HCF and MOE. The sum of average of each of
the two dimensions equals the overall effectiveness score (ES) per participant (Fig. 2).

The effective scores were analyzed further to determine if age, gender, class year, and
enrollment status suggests any significance. Those roles were used as an independent
variable, while the overall effectiveness score of each participant was used as the depen-
dent variable. The ages ranged from the age 18 to 62 years or more in order to factor in
those that may be defined as nontraditional students. The National Center for Education
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Fig. 2. Calculation of each participant’s overall effectiveness score

Statistics (NCES) defines a nontraditional student as a student who delays enrolling in
postsecondary education [17]. The gender identifiers used were Male, Female, Non-
binary/third gender, and those the preferred not to identify. The class year identifiers
used were Freshman, Sophomore, Junior, and Senior. The enrollment status identifiers
were Part-Time and Full-Time.

4 Results

As shown in Fig. 3, the effectiveness scores ranged from 4.17 to 19.17, with a mean of
13.95, median of 14.00, and a mode of 14.33. The mean is less than the mode which
implies that the overall effectiveness score is negatively skewed. This means that more
participants have experienced a higher level of impact of accessingmechanisms for group
collaboration. The mean, median, and mode are fairly close together, which imp-lies the
responses from the students have a symmetrical distribution.

4.17 

13.95 14.00 14.33 

19.17 

Min Mean Median Mode Max

Overall Effectiveness Score

Fig. 3. Overall effectiveness score distribution
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4.1 Mechanisms for Group Collaboration Impact on Project Deliverables

As indicated in Table 3, majority of the participants agreed that if they were given a
recommended list of tools to use for group collaboration it would positively impact their
collaborative efforts with their peers, N = 55, M = 14.23, SD = 2.03. ANOVA tests
with the effectiveness score as the dependent variable and the agreeance of having a
list of recommended tools as the independent variable suggests that there is significant
difference between the effectiveness scores and the agreeance of having a list of rec-
ommended tools, F(4,122) = 5.66, p < .001. Post-hoc Tukey test suggests that there is
significance between the effectiveness score and those participants that were neutral and
either agreed or strongly agreed (Table 2).

Table 2. Multiple comparisons for having a list of recommended tools.

Comparison test P-value (SIG.) Significant?

Strongly disagree vs. disagree .880 No

Strongly disagree vs. neutral .983 No

Strongly disagree vs. agree .508 No

Strongly disagree vs. strongly agree .260 No

Disagree vs. neutral .932 No

Disagree vs. agree .969 No

Disagree vs. strongly agree .723 No

Neutral vs. agree .009 Yes

Neutral vs. strongly agree <.001 Yes

Agree vs. strongly agree .552 No

The means of the 5 levels of agreeance the two comparisons which displayed a
significant outcome, Neutral levels displayed effectiveness scores significantly lower
than Agree, and somewhat lower than Strongly Agree.

As indicated in Table 3, there is a significant difference between the effectiveness
scores and independent variable, “if a student agreed that they were aware or knew how
to use the tools that are applicable for collaborative use, they would produce a high
quality project deliverable that will increase their degree of success,” F(4,122) = 7.20,
p < .001. Majority of the participants agree, N = 55, M = 14.23, SD = 1.66.

There is not a significant difference between the effectiveness scores and independent
variable, that a student would feel uneasy if they were given a school project where they
had to use only CMC tools that were designated by the institution, F(4,122) = 2.38, p
< .055. Majority of the participants were neutral, N = 55, M = 14.16, SD = 1.77.

There is not a significant difference between the effectiveness scores and independent
variable, that a student would feel that may not be able to collaborate effectively if they
do not use CMC tools, F(4,122) = 1.35, p < .253. Majority of the participants were
neutral, N = 58, M = 13.78, SD = 2.03.
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Table 3. Mean comparison for having a recommended list.

N Mean (M) Std. deviation (SD)

Strongly disagree 2 11.6650 .23335

Disagree 4 13.5000 1.11173

Neutral 32 12.5513 1.86419

Agree 55 14.2389 2.03536

Strongly agree 34 14.9856 2.93019

Total 127 13.9498 2.41268

N = Number of Participants.

This means that students believe that if instructors provide a recommended tool for
collaboration, it will positively influence a student’s project deliverable.

4.2 Global Pandemic Impacts on the Use of Collaborative Tools

As it relates to the COVID-19 Pandemic, majority of the participants stated that they
were moderately impacted by the pandemic, N = 37, M = 13.77, SD = 2.31. ANOVA
tests with the effectiveness score as the dependent variable and the impact of COVID-
19 on the participants group project as the independent variable suggests that there is
significant difference in the effectiveness scores between the responses, F(4, 106)= .36,
p = .833.

Majority of the participants are satisfied with feeling safe using collaborative tools
during the COVID-19 pandemic, N= 58, M= 13.51, SD= 1.94. ANOVA tests with the
effectiveness score as the dependent variable and the satisfaction of feeling safe during
the pandemic as the independent variable suggests that there is significant difference
with the effectiveness scores and the level of satisfaction, F(3,123) = 12.61, p < .001.
Post-hoc Tukey test suggests that there is significance between the effectiveness score
and those participants that were unsatisfied vs. very satisfied, neutral vs. very satisfied,
and satisfied vs. very satisfied.

As shown in Table 4, the means of the 5 levels of satisfaction of the three compar-
isons which displayed a significant outcome of Unsatisfied and Neutral levels displayed
effectiveness scores significantly lower than Very Satisfied. However, the Satisfied level
displayed effectiveness scores significantly higher than Very Satisfied (Table 5).
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Table 4. Multiple comparisons for level of satisfaction with feeling safe during the COVID-19
pandemic.

Comparison test p-value (sig.) Significant?

Unsatisfied vs. neutral .452 No

Unsatisfied vs. satisfied .123 No

Unsatisfied vs. very satisfied <.001 Yes

Neutral vs. satisified .606 No

Neutral vs. very satisified <.001 Yes

Satisfied vs0. very satisifed <.001 Yes

Table 5. Mean comparison for COVID-19 levels of satisfaction as it relates to the use of
collaborative tools.

N Mean (M)

Unsatisfied 5 11.3000

Neutral 23 12.8613

Satisfied 58 13.5110

Very satisfied 41 15.5041

Total 127 13.9498

This means that the COVID-19 pandemic did not negatively influence how students
use collaborative tools.

4.3 Time-Allocations Impact on the Setting

Majority of the participants agreed that there was enough time allocated that allowed
students to work on their group projects inside, N = 51, M = 13.94, SD = 1.4,7 and
outside of the classroom, N = 59, M = 14.00, SD = 1.51 but more students identified
that group projects were mostly worked on outside of the classroom. ANOVA tests with
the effectiveness score as the dependent variable and time allocated that allowed students
to work on their group projects inside as the independent variable suggests that there is
significant difference with the effectiveness scores and the time allocated inside of the
classroom, F(4,117) = 17.14, p < .001 (Fig. 4).

With the effectiveness score as the dependent variable and time allocated that allowed
students to work on their group projects outside as the independent variable suggests
that there is significant difference with the effectiveness scores and the time allocated
outside of the classroom, F(4,118) = 15.01, p < .001 (Fig. 5).
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Fig. 4. Time allocated (inside classroom)

Fig. 5. Time allocated (outside classroom).

When comparing the means for the two variables students identified that is more
difficult to work on group projects outside of the classroom rather than inside of the
classroom even though there is more time allowed (Fig. 6).

Most participants revealed that their teams interacted with one another at least one
time per week. However, the number of students that fall in the categories of reporting
neutral, disagree, and strongly disagree is alarming. This outcome suggests that even
though students have more time to work on group projects, they prefer to take advantage
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Fig. 6. % of team interaction per week.

of meeting during the designated class period since that is the only guaranteed time that
they all with meet in the same place at the same time. The assumption is if instructors
allocate more time to work on group projects during the class period, it will positively
impact the project groups.

4.4 Impacts of Demographics

One-Way Analysis of Variance (ANOVA) was further used to analyze the impact of age,
gender, class year, and enrollment status on the overall Effectiveness Scores.

Class Year. Participants that identify as Junior were the highest population group, N=
38, M= 13.62, SD= 2.09. The representation from each classification year was almost
symmetrically identical. ANOVA tests with the effectiveness score as the dependent
variable and the classification year of the participant as the independent variable suggests
that there is significant difference with the effectiveness scores and the classification

Table 6. Multiple comparisons for class years.

Comparison test p-value (sig.) Significant?

Freshman vs. sophomore .006 Yes

Freshman vs. junior .202 No

Freshman vs. senior <.001 Yes

Sophomore vs. junior .346 No

Sophomore vs. senior .977 No

Junior vs. senior .127 No
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years, F(3,123)= 6.07, p< .001. Post-hoc Tukey test suggests that there is significance
with the effectiveness score and the Freshman vs. Sophomore and Freshman vs. Senior
classification years (Table 6).

The means of the 4 classification year groups reveal that the two comparisons which
displayed a significant outcome, Sophomores and Seniors displayed effectiveness scores
significantly higher than Freshman (Table 7).

Table 7. Mean comparison for class years

Classification years N Mean (N)

Freshman 24 12.4508

Sophomore 29 14.5631

Junior 38 13.6266

Senior 36 14.7961

Total 127 13.9498

Enrollment Status. Participants that identify as Full-time were the highest population
group, N = 122, M = 13.92, SD = 2.43. ANOVA tests with the effectiveness score as
the dependent variable and the enrollment status of the participant as the independent
variable suggests that there is no significant difference with the effectiveness scores
between the enrollment status, F(1,125) = .41, p = .521.

5 Discussion

The Course curriculum structure in higher education varies based on many different set-
tings, such as the institution, the collegewithin that institution, and eachmajorwithin that
college. For many institutions, the traditional design of a course curriculum is comprised
of the following components, Lecture Presentations, Individual Course Assignments,
and Exams/Quizzes. Based on the assessments of the majors, instructors may include
discussion topics that are used to get students to think practically, and group projects
that are designed to ensure that the skills taught within the classroom are reinforced,
relevant, and applied [18]. Group projects require the use of different tools to carry out
different functions to manage the overall project as well as the deliverables within the
project. All the components involved contribute to the success of receiving a passing
grade on the project.

Findings from this study indicates students believe that if they had the prior knowl-
edge of the tools that are available to use and instruction on how to use them, they would
have a better outcome on the project deliverables. Amajor component that contributes to
the success of group projects is the collaborative tools that are used. However, groups are
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made up of different people with different backgrounds and preferences. Effective com-
munication and collaborative teamwork are essential for academic and non-academic
careers, but the complexity of it all can be overpowering if not managed properly [19].
Students also stated that if they were only allowed to use the tools that they were given,
it would negatively impact their degree of success because of the mental shift that has
to be made in the short amount of time. Therefore, a hybrid approach is revealed as the
preferred method.

The dataset included responses from full-time andpart-time students,which indicates
that students who are enrolled full-time are taking courses with students who are enrolled
part-time with both groups following under same major. Part-time students fall within
the non-traditional student category. A person chooses a non-traditional setting or path
because external factors affect their ability to navigate the degree path in the same
manner a full-time student would [17]. This implies that time plays an important role in
the success of group projects. Even though students agreed that there was time allocated
to work on their projects inside and outside of the classroom, most students worked on
their projects outside of the classroom even though it is more difficult to do so. The
benefit of being able to work on projects inside of the classroom is because that is the
location where all students are required to be at a particular date and time. Working on
projects outside of the classroom requires each group member to review their schedules
and find a day and time that works for the majority.

When an instructor is setting up their courses for the semester, they must find the
time to incorporate all the components needed to achieve the course objectives. Work-
integrated learning can be more time consuming and resource intensive with building
and delivering a curriculum [20]. This suggests that time factor affects both student and
instructors In addition to time being a factor, the impact of the COVID-19 pandemic
has played a role in instruction delivery and the students ability to execute curricula
deliverables. From the onset of the pandemic, many students agree that they have an
increase in knowledge of how-to use collaborative tools because they were required to
work in a virtual environment where space, distance, and time played a major role.

The results also implies that the student classification year played a role in how they
responded to certain questions. Freshman displayed in their responses that they were
neutral, not impacted, or somewhat impacted due to the lack of experience within the
higher education setting, whereas Seniors displayed that they were strongly impacted
since majority of their courses were in-person.

6 Conclusion

Due to the COVID-19 pandemic there is increased emphasis on promoting collaborative
projects using CMC tools. CMC tools have the potential to enhance group collaboration
and promote student success in higher education institution. Findings from this study
indicates that the COVID -19 pandemic did not have a negative effect on how students
use collaboration tools. To promote the use of these tools for student success, instructors
can be encouraged to recommend collaborative tools for student use. Enough time must
be allocated to students inside classroom settings to enable them work efficiently. It
is also necessary to create a balance for Freshmen by implementing a system where
students have prior knowledge and experience of CMC tools to promote project success.
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Establishing effective collaborative tools will increase students’ communication
and produce high-quality project deliverables. This will impact the rate of knowledge
exchange and enhance group performance and higher engagement. Future research pat-
terns should include expanding this study to encompass other key components such as
measure of performance, optimizing CMC tools, and analyzing open-source CMC tools
for higher education institutions.
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Abstract. Our research activity focuses on accessibility for document design and
consultation, especially in the field of computer science. In this article, we focus
on the design and reading of class diagrams according to the UML standard. Our
goal is to enable collaboration between blind and sighted people, which means
inclusion and accessibility. We will present the user-centered approach, regardless
of the user’s profile. For the blind, we have chosen to use a screen reader, with
speech synthesis. For a designer, especially for a visually impaired person, it is
essential to perceive the structure of a model, to understand it in all its dimensions.
In the case of a UML class diagram, we propose a pattern combining visibility and
readability, which we call intelligibility. Our model aims at presenting a simple,
complete and fast way to understand an object model.

Keywords: UML · Class diagram · Accessibility · Visually impaired persons ·
Blindness · Object-oriented design · Screen reader · SVG ·WCAG · ARIA

1 Introduction

We present how to create a UML class diagram [1, 2] and then how the result of this
realization can appear in the most useful, intelligible and accessible way.

Many solutions are already proposed, we wish to add to this offer our approach
that we have been testing for three years with our students, an audience of non-blind
computer scientists. Our goal is to make any document accessible without problem, with
the widest possible appropriation. Also, it seems fundamental to us that the users, in their
diversity, take over our solution, use it even with a public prevented from reading.

Our software is called Latitude meaning Light and Accessible Tags Into plain Text
using Universal DEsign [3–5]. It allows, from a plain text enriched with light and non-
intrusive tags, to automatically generate documents in HTML format and, especially
for graphics and diagrams, in SVG format. These two XML-structured formats are
particularly accessible to screen readers [6–8]. They are, moreover, light in size and it is
easy to add information tags according to the ARIA model [9–12]. This project started
several years ago and is gradually being enriched [4, 5, 13].
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The technical choices will be exposed in Sect. 2. They are motivated by the educa-
tional approach and the wish to obtain the appropriation from all. That is why we follow
a universal design approach [14–17]. The choice to present the realization of class dia-
grams comes from the fact that this diagram is featured among all those proposed by
UML. With Latitude, we already propose three other diagrams, object, sequence and
activity. The project is enriched progressively as an iterative approach that gradually
enriches the offer, taking advantage of the enhancements, additions and modeling. We
also listen to our students’ suggestions in order to respond to their wishes. The goal is
to make the product as inclusive as possible without being an obligation.

Of the four parts that structure this presentation, this article will therefore specify our
motivation in Sect. 2. We will discuss the audiences considered, the constraints imposed
and the orientations chosen.

In Sect. 3, we present the way to create a class diagram, from a textual approach. We
want it to be accessible, i.e. audible and understandable. We will justify some specific
choices and, to facilitate appropriation, we will indicate borrowings from existing lan-
guages, especially the syntax proposed by PlantUML, one of the most used free software
by model designers.

The Sect. 4 presents the visual result. It is automatically computed by our software.
The ergonomic choices will be justified, some of them will be put in relation with other
options and in particular with those proposed by PlantUML [18].

Before concluding this article with perspectives of improvements and enhancements
of our product, the Sect. 5will present a supplementary element. This is a complementary
document describing the realized diagram.

To end this introduction, please note that we are testing our software with our 80
undergraduate students. They are in their 2nd year of studies, in the Department of
Computer Science of IUT of Le Havre, France. They have a free access to the open code
which respects the specifications of object programming in Java, with more than 13000
lines and 8500 lines of comments.

2 Motivation

In this part, we expose the constraints considered and the specific choices. We want an
inclusive product, that is to say accessible to the visually impaired people (VIP). Initially,
this profile motivates this work. But we cannot ignore the fact that inclusion requires the
acceptance of the use of this solution by a non-blind public, people who will be qualified
for lack of a precise term as ordinary public [19–22].

In a project, with a prevalence of 0.5%, visually impaired people are likely to be alone
among ordinary developers, for whom accessibility does not pose the same constraints.
A VIP has a 98% probability of being the only one in his situation in a group of 5 people,
and 95.6% in a group of 10. These proportions are similar to the fact that a working group
that doesn’t encounter a VIP, and it seems important to us that the tools should already be
accepted. This is why we want to propose an interest, a universal design, which invites to
appropriation a product which, finally, will bring its inclusive dimension quite naturally,
without having to change habits already anchored in a community [23, 24].
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We do not claim that our software is the solution. We hope, however, that our presen-
tation will convince those who develop solutions to adopt our propositions, or at least
our orientations.

At the exclusion of a human assistance, there are three ways of assisting blind people
to make a digital document accessible: haptic tablets, Braille displays and TTS (text-
to-speech) screen readers. The first two tools are the subject of multiple researches and
publications [17, 20, 22, 25, 26] and we chose to focus on speech synthesis. The two
main reasons are first of all the availability of any type of hardware and the zero-space
requirement since this support is integrated and software. Obviously, the price of the
materials is also an important parameter as well as the fact that their use also induces a
visibility of the handicap situation.

Screen readers allow you to have the same tools as everyone else. And, also, everyone
can test the rendering of the Latitude software. VoiceOver is available on all Apple OS
and NVDA is free and can be installed on any Windows system. The only situation with
difficulties we encountered was voice feedback with ORCA on Linux.

We talk about universal design and consider the inclusion in the scope of screen
readers and vocalization because the majority of blind people are not fluent with Braille
reading or writing.

We therefore wish to achieve a double objective:

1. Permit to a blind to produce a document, attractive and conforming to graphic
standards for sighted people.

2. To provide sighted people with an equivalent, effective and easy-to-understand
creation of the diagram.

According to the designer’s needs, VIP or non-blind, the document must be perfectly
accessible and understandable via a screen reader. The creation must be free of any
complexities on the part of the creator and the reader [27, 28]. To obtain a good result,
we test our software with VoiceOver for Mac OS and NVDA for Windows. To facilitate
a collaborative context, we propose an inclusive approach, both for the creation of
diagrams, but also for their comprehensibility without requiring different support for
different audiences.

It is a debate among the VIP, but we have chosen to generate a well-draining dia-
gram, considering importance of visual message. It is one of our choice: in diagrams,
the visual presentation does not have to be aesthetically pleasing in order to offer a
diagram that is eye-pleasing. Nevertheless, this aesthetic also conveys meaning, invites
understandability of the model and facilitates its mind appropriation [2, 22, 26, 29].

Also, among our goals, the separation of substance from form by the textual presen-
tation of themodel allows to present in a factual way the various elements that participate
in a model, their presence and their interactions. The formal description is important, it
reinforces the model. Nevertheless, when we see a diagram, the form has its importance
for the ease of understanding, and ignoring it would be a mistake.

This is the reason why we propose a hybrid version in which the designer can
introduce information on the position of the elements which, far from being aesthetic,
is a message carrying meaning on the salient points that participate in the presentation
of our approach, facilitates the mental integration of the elements we wish to explain.
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It is not the least objective, we need to which we will return throughout this article is
the need to make the information we place in a graph accessible, following an inclusive
objective. Also, this accessibility which will follow the three properties stated previously
will impose choices in the syntax elaborated.

3 Creating the Document

The template proposed byLatitude (or Lttd) uses the design pattern Factory. From the raw
document, the software generates an HTML document that will automatically include
the graphics in SVG format. We will see in the 4th part that descriptive documents are
also generated to be linked to give information and advices to the designers, and in
particular the VIPs.

The rawdocument, a plain text enrichedwith tags, is sent to themain factory, Latitude
factory. The factory generates the html accessible document (Fig. 1).

Fig. 1. Creation process.

Note that all the txt documents are in Latitude format, i.e. they can also translate into
a HTML document, after generation by Lttd factory. They can include SVG graphics.

The description, (the writing) of the diagrams is done in a textual way. The syntax,
inspired by the one used by PlantUML, has been arranged so that the symbols used are
clearly vocalized and their visual appearance is reminiscent of the graphic nature that
will be generated.

The proposed tags must be light, non-intrusive, so that their vocalization does not
hide essential information such as the elements of the diagram: names of classes, multi-
plicities, properties, etc. The use by our students tends to validate the ability to be used
by any public, VIP or non-blind [30].

Through few examples, directed by a simple case study, we will present the syntax
of Latitude and compare it to PlantUML.

Here is a first-class diagram description, written with the Latitude syntax. It contains
3 classes and 2 associations.

Sensor
Controller
Trigger
Sensor * ---- > 1..* Controller
Controller 1 ----- > * Trigger
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Sensors send information to a controller. Then this one sends instructions to triggers.
This example comes from our exercises on modeling problems in home automation. The
rendering of this code is given in the following figure.

Fig. 2. Rendering of the encoding (Lttd).

With PlantUML tool, the syntax is relatively simpler.

Sensor “1..*” - > “1..*” Controller
Controller “1” - > “*” Trigger

Afirst remark:with the screen reader, it is easier to hear a series of dashes rather than a
single one. In addition,with PlantUML, syntax: one or twodashes causes the presentation
to change from a horizontal to a vertical presentation. For a visually impaired person,
this detail is unnoticed, and can produce an undesired result.

Another difference is that with Latitude, it is necessary to specify all the classes in the
first part of the description, whereas PlantUML will automatically enter the identified
classeswhen they appear. This cumbersomeness nevertheless allows to avoid some errors
such as a spelling mistake that would not be noticed by ear. One can think in particular of
forgetting an upper case which would have as a consequence with PlantUML to create
a second class in the model.

One default that we can consider of some available tools is the automatic positioning,
thanks to sophisticated algorithms. This service, which may seem very beneficial, has a
major drawback, depending on our needs: it hides the interest of placing the elements of
a diagram in such a way as to give a visual indication of the salient points that we want
to highlight.

The diagrams description allows several approaches: by grid or by precise coordi-
nates, in relative or absolute positions. We have chosen absolute coordinates because of
the difficulty to maintain the meaning of the diagrams by following the other options. At
present, the coordinates are those, in pixels, with some indications, of the choices made
after some tests. The dimensions of a class are fixed at 80× 60 and the distance between
two classes will be at least 70 horizontally and 50 vertically. These values have been
chosen to allow a good readability in the most frequent cases. If the name of a class or
the distance between associated elements is too small, an indication will be given in the
description document (see Sect. 5). This is undoubtedly one of the points on which we
will have to work to propose a simpler syntax. At the moment, we have not succeeded
in proposing a scale that satisfies all our constraints, and in particular that of being able
to manage the location of classes in the diagram as freely as possible. We have simply
opted for values that are multiples of ten in order not to overload the calculation require-
ments. With the first example, we can see that by not specifying coordinates, these were
automatically fixed by moving the classes to the right as they were declared.
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For aggregations and compositions, we did not choose the PlantUML syntax but a
representation visually reminding the diamonds drawn in the class diagram. Chevrons
are closer to the shape of a diamond compared to stars.

Another interest that we will address in part 2 by representing this figure, is the
choice left to the designer in the order of appearance of the classes. Thus, the speech
description can also be modified to give more importance to one element rather than
another.

__classdiag   The controller commands the Device
Controller (0,150)
Sensor (0,0)
Trigger (0,300)
Sensor * ----<> 1..* Controller
Controller 1 <<>>----- 1..* Trigger
__end

the equivalent PlantUML code will be the following:

@startuml
scale 1.5
Sensor "*" --o "1..*" Controller
Controller "1" *-- "1..*" Trigger
@enduml

For a last example, we propose a representation of inheritance with both Latitude
and PlantUML.

__diagclasse Home automation management
*Controller(0,110)
<Room
*Device(200,0)
<Radiator
<lamp
Controller 1 <<>>----- * Radiator
Room 1 <<>>----- * lamp
__fin
The code for this inheritance with PlantUML will be as follows:
Device <|-- Radiator
Device <|-- lamp
Controller "1" *- "*" Radiator
Controller <|-- Room
lamp "*" --* "1" Room

The representation of inheritance is well discernible with PlantUML, but the use
of the chevron can be confused with the dependency arrow seen in the first example.
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Moreover, the inheritances are placed on various lines with repetition of the mother
class, this can also induce a cognitive overload. Finally, but this will be seen in the next
section, inheritances do not necessarily allow the control of the placement in the space.

Our students have expressed thewish to be able to represent the heritage in a different
way than vertically from top to bottom. At the moment, we have not granted this wish,
since we consider that the representation must visually recall this tree structure very
clearly. Nevertheless, we are thinking about allowing, at least, a left-to-right inheritance.

Inheritance, by gathering classes together, allows a clearer understanding. Here is a
last example with two levels of subclasses and the inscription of properties in a class.

*Device {-state:boolean}
<Radiator
<lamp
<Opening {-open:boolean;+open()}
<<Window
<<Door

In this example, we introduce the syntax used for properties (fields, constructors,
methods). We have been inspired directly by the PlantUML syntax for this element.

In conclusion, the plain text uses a syntax that allows you to remember the meaning
of the symbols when you see the code. Signs such as braces, chevrons and dashes are
used both for this recall and because they are clearly audible when read by a TTS. We
wanted to avoid the use of the same symbol, such as the star, to avoid polysemy.

4 Drawing a Diagram

AUML diagram is not a simple picture. It is a highly structured representation, carrying
meaning and requiring knowledge of a syntax initially thought of as visual. For screen
readers, HTML is adapted to the structuring and rendering of textual content. SVG, for
graphics, has the same advantages because it is also derived from XML. To improve
group descriptions, useful for accessibility, we need to include the ARIA-describedby
attribute to introduce semantic information in the figure [31, 32].

Accessibility is taken care of automatically by our software. For our students as well
as for people who wish to have a more complete description of a diagram, a document in
HTML format is linked to the graph and gives details such as coordinates, links between
elements. This appendix also gives warnings if errors or overlaps are detected. This
supplement helps designers to write a textual explanation. Particularly useful for the
blind, this supplement has an educational purpose.

An example of automatic drawing by Latitude gives the following diagram showing
an aggregation between two classes.

When we place the cursor of the screen reader into the figure, we can hear the
following description, group after group:
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Fig. 3. The controller commands the Trigger (Lttd).

Class Controller (0,150)
Class Sensor (0,0)
Each instance of Controller may aggregate any number of instances of Sensor.
Each instance of Sensor is aggregated from 1 to many instances of Controller.

Class Trigger (0,300)

Each instance of Controller is composed from 1 to many instances of Trigger. Each
instance of Trigger is component of Controller.

We go through the diagramwith the VoiceOver cursor. Step by step, the screen reader
details each element. These elements are classes, properties (optional) and associations.
We move forward with the right arrow, we can of course go back. At each step, the
description tag, present in the group of the element is reading.

The reading order is that of the writing of the groups in the SVG document. It is our
program that schedule, before generating the code, the groups so that the description of
an association is done only after reading the two linked classes.

For the diagram made with PlantUML, we obtain:

Fig. 4. The controller commands the Trigger (PlantUML).

This time, the screen reader vocalizes the following information:

Sensor
Controller
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Trigger
*
1..*
1
1..*

The cursor only reads the textual elements present in the diagram. Because there is
not the desc tag into the code. So, consequently, we cannot know on which side of the
association a multiplicity is located. The composition is not vocalized because it is just
a graphical element. We see the difference of PlantUML vs Latitude where the simple
text indicating a class is just vocalized by the name, when we create an augmented text
precising the category.

The benefit of augmented description proposed by Latitude for associations is even
more obvious.

We have structured our speech description in such a way that both classes must be
presented before the association that links them is described.

Fig. 5. Association narration after the class descriptions.

Obviously, it is possible that other classes are presented before the second associated
class appears, which can create an immediate memory problem for the understanding
of the diagram (memory load). In the same way that a scene can be visually complex, it
will probably also be complex, or even more so, by the linear description that oralisation
requires.

Another approach would be relational: to recreate a description of the link between
two objects by placing the linked relations of these two objects, or even the possible
interactions between their respective neighborhoods. We have not opted for this version,
as it creates too much verbosity and ultimately weighs down the understanding of the
diagram. On the other hand, this detailed information will be described in the description
filewhichwe discuss in the following Sect. 5.We therefore speak of themain description,
integrated directly into the described scene, and of secondary descriptions participating
in a variation of points of view.

The figures below show the representation of the inheritance. As for the associa-
tions, we have chosen with Latitude to draw the lines either horizontally or vertically.
Sometimes, because it cannot be avoided, lines with right angles are used. It is recog-
nized that this usage allows a better understanding of the represented links. We see the
difference with PlantUML which draws oblique or even, sometimes, curved lines. From
a text-to-speech perspective, this is inaudible, of course. But Latitude wants to be a tool
with reverse accessibility, so that ordinary people can easily understand a class diagram.
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Fig. 6. Home automation management (Lttd).

The class diagram realized by PlantUML is somewhat different. But what allows
visually to understand the model disappears totally with the use of the screen reader.

Fig. 7. Home automation management (PlantUML).

Our software generates SVG figures from a plain text source, enriched with a dedi-
cated syntax including tags. The description from the screen reader only from the shapes
of the graphics is not enough to create an understandable diagram. Indeed,without adding
any information, a UML class will be for example a rectangle, an association, a line…
The semantics of a diagram must be included so that the rectangle is clearly identified
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as a class, the line as an association. This is where our modeling and implementation
differs from software such as PlantUML.

Thus, each semantic element of a diagram is placed in an SVG group. This block is
enriched with an ad hoc description, generated in natural language. The decomposition
into blocks is the most strategic choice. We made it after different tests following UML
descriptions and learning approaches with our students. The following section starts with
an example of the SVG code that illustrates our way of coding the <g> blocks.

Remember the example, situated at the end of the previous section. It presents both
inheritance and properties, we end these examples to specify that the software tries to
balance the inheritance tree as well as possible so that it is sufficiently compact to clearly
indicate the dependencies between overclasses and subclasses.

Fig. 8. Inheritance and properties.

In order for a user to be able to quickly switch to the properties during the description,
we have placed the properties in a different block <g> but immediately adjacent to
the one describing the class. Like associations, whose multiplicities are translated by
sentences giving meaning to the symbols, properties, written according to the UML
syntax, allow an easier understanding.

Surclass root Device (100, 0).
One private Attribute state of type boolean.
The 3 subclasses Radiator, lamp, and Opening inherit from Device

Subclass Radiator (0, 110) inherits from Device
Subclass lamp (100, 110) inherits from Device
Surclass Opening (200, 110) inherits from Device

One private Attribute open of type boolean. Public method open returns nothing
without arguments.

The 2 subclasses Window, and Door inherit from Opening
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Subclass Window (150, 220) inherits from Opening
Subclass Door (250, 220) inherits from Opening
The redundancy in the inheritance reminders both when passing from an overclass

to its subclasses and then when reading a subclass has been added, noting that this
lightened the mental load, especially in the case of multi-level trees. It is also according
to this principle that the number of attributes and then operations registered in a class is
specified.

5 Added Value - Doc Description

We have presented the descriptive assistance that the screen reader can return when
navigating the image made in SVG. We also consider the accessibility of the raw SVG
code. Here is for example (extracted from Fig. 3) the SVG code generated by Latitude
for the Trigger class and the association between Trigger and Controller.

<!-- Class Trigger (0,300) --> 
<g aria-labelledby="Classe4">
<use xlink:href="#classe" x="0" y="300" />
<text x="40" y="310" text-anchor="middle" font-size="12" fill="black" dominant-
baseline="central">
Trigger</text>
<desc id="Classe4">
Classe Trigger (0,300)</desc>
</g>
<!-- Association between Controller and Trigger --> 
<g aria-labelledby="5">
<polyline points="40,300 40,210 " style="fill:none; stroke: black; stroke-width: 
0.6;markerend:
url(#composition); " />
<text x="45" y="227" text-anchor="start" font-size="8" fill="black" dominant-
baseline="central">
1</text>
<text x="45" y="295" text-anchor="start" font-size="8" fill="black" dominant-
baseline="central">
1..*</text>
<desc id="5">

Each instance of Controller is composed from 1 to many instances of Trigger. Each
instance of Trigger is component of Controller.</desc>
</g>



106 F. Serin and K. Romeo

For comparison, here is the code generated by PlantUML for the same Trigger class:

<!--MD5=[f8158362d3f9eaf6b261520465ba7069]
class Trigger-->
<rect fill="#FEFECE" filter="url(#f1uuzf6k1th9i8)" height="72" id="Trigger" 
style="stroke:#A80036;strokewidth:
2.25;" width="114" x="365.25" y="10.5"/>
<ellipse cx="387.75" cy="34.5" fill="#ADD1B2" rx="16.5" ry="16.5" 
style="stroke:#A80036;stroke-width:1.5;"/>
<path d="M391.266,28.008 C389.859,27.352 etc.
L391.2656,28.0078 Z " fill="#000000"/>
<text fill="#000000" font-family="sans-serif" font-size="18" lengthAdjust="spacing" 
textLength="66" x="408.75" y="40.7314">
Trigger</text>
<line style="stroke:#A80036;stroke-width:2.25;" x1="366.75" x2="477.75" 
y1="58.5" y2="58.5"/>
<line style="stroke:#A80036;stroke-width:2.25;" x1="366.75" x2="477.75" 
y1="70.5" y2="70.5"/>

We think that this example does not need any comment. Thus, with Latitude, com-
puter scientists can check the relevance of the code, and even, for those whowould like to
do so, modify it quite easily. The used format also has a pedagogical objective allowing
our students to understand the syntax of this language. Let us specify that a drawing
in SVG format is of course much lighter than an image in PNG format… beyond the
accessibility defended in this article. We have between 6 kB and 8 kB for the drawings,
an SVG file weighing around 30 kB.

A description also appears in the generated SVG files, in the form of comment lines
that allow to recall the positioning, the role of the objects described in the following
group.

In addition to the information specified in the SVG code with the use of the attribute
aria-labelledby which allows to indicate to the screen reader to read the content of the
desc tag, a plain text document with light Latitude tags is generated for each figure. The
Lttd factory then generates the HTML file which is accessible via a hyperlink on the
figure’s legend.

These description files offer various information that allow access to a more detailed
description of the diagram. For example, for Fig. 2, the document will contain:

• a title remembering the caption of the figure;
• this diagram has 3 classes and 2 associations. This diagram is linear.
• the list of all the classes;
• the list of all the associations;
• the list of associations linked to a class;
• a reminder of the linear description by the screen reader.
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In addition to this information, there will also be a description of inheritances if there
is any tree. Finally, an optional last section indicates if elements of the diagram overlap:
detection of conflicts between classes and associations, crossings for example.

As for the textual documents, we would like to be able to present a complexity score
of the diagram informing about understandability. For texts, we use the Flesch score
[33]. For diagrams, we are looking for a way to indicate if it is complex, difficult to read.
We have already worked on the description of an inheritance, presenting for example if
the tree is well balanced, we would like to be able to evaluate the difficulty to read and
understand such a structure.

6 Conclusion and Perspectives

The software has been quite successful with our students. A majority of them indicated
that theywould use it later. They have also requested that other teachers in the department
use the same tool, which they find convenient. They also appreciate the description file
which allows them to clearly establish the meaning given to classes and associations.
They therefore have a better understanding of the value of class diagrams. Incidentally,
the description also allows them to realize some design errors, such as indicating the
meaning of multiplicities.

As a blind teacher, one of the authors has been able to gain autonomy and can thus
present live diagrams to the students to illustrate a problem or answer a question. Thus,
the inclusion is proven and appreciable.

We use HTML and SVG as content supports. Thus, a set of files like the one repre-
senting this article weighs 116 kBwhile a PDF file will be 130 kBwith less accessibility.
And if we have to transform the diagrams into PNG images, we will exceed 300 kB with
a further loss in accessibility.

We aim to make a tool that allows communication and can be useful by both blind
and ordinary people, whether for design or reading.

To continue, wemust test our tool among young blinds, especially learning computer
science. We apply this approach of oral description, dedicated to UML diagrams as
activity, sequence, object diagrams. We hope to develop use case diagrams, but also bar
and pie charts. The ultimate, for some years, is to assume a curve description, helping
blind writers to do an appropriate pattern to explain their numeric information.

Incremental development leads us to carry over to other diagrams structures tested
on class diagrams. This is the case for the structure of <g> blocks in SVG, as well as
for tree modeling. The latter is already introduced to represent the dependencies present
in UML sequence and activity diagrams.

Among themedium-termperspectives, besides the addition of new types of diagrams,
we should be able, after the end of the pandemic, to test this software on a public of
young blind students in computer science.

Finally, this article has been translated to English for the publication of this paper,
but the integrated descriptions or annexes of our diagrams are, actually, automatically
generated in French…



108 F. Serin and K. Romeo

Acknowledgment. We thank Quentin Savean, for the realization of the PlantUML diagrams, and
all the students of the Computer Science Department of IUT du Havre, for testing the software
Latitude.

References

1. OMG: Unified Modeling Language (UML) – Version 2.5. http://www.omg.org/spec/UML/2.
5/PDF. March 2015

2. Seifermann, S., Groenda, H.: Survey on textual notations for the unified modeling language.
In: MODELSWARD 2016, pp. 20–31. SciTePress (2016)

3. Romeo, K., Pissaloux, E., Serin, F.: Accessibilité des sites web pour les personnes présentant
une incapacité visuelle. In: CNRIUT 2018, Aix-en-Provence, pp. 163–165, 7–8 June 2018

4. Romeo, K., Pissaloux, E., Serin, F.: Tableaux accessibles dans les documents numériques. In:
CNRIUT 2019, Toulon, pp. 138–140, 6–7 June 2019

5. Romeo, K., Pissaloux, E., Serin, F.: Accessibilité aux informations textuelles et visuelles sur
les sites web pour les personnes avec une déficience visuelle. In: HANDICAP 2018, 13–15
June 2018, Paris

6. Mazanec, M., Macek, O.: On General-purpose Textual Modeling Languages. In: DATESO
2012, pp. 1–12 (2012)

7. W3C: Accessibility Principles - How People with Disabilities Use the Web, August 2012.
https://www.w3.org/WAI/intro/people-use-web/principles. Accessed 28 Jan 2016

8. Sutton, J.: A Guide to Making Documents Accessible to People Who Are Blind or Visually
Impaired. Published by the American Council of the Blind, Washington, DC (2002)

9. https://webaim.org/techniques/screenreader/ consulted on 04 Dec 2019
10. Leuthold, S., Bargas-Avila, J.A., Opwis, K.: Beyond web content accessibility guidelines:

design of enhanced text user interfaces for blind internet users. Int. J. Human-Comput. Stud.
66, 257–270 (2008)

11. https://www.w3.org/TR/wai-aria-1.1/. Accessed 18 Mar 2019
12. Web Content Accessibility Guidelines (WCAG) 2.0. https://www.w3.org/TR/2008/REC-

WCAG20-20081211/. Accessed 10 May 2020
13. Serin, F., Romeo, K.: Towards accessible complete plain text to general public reader.

Conférence internationale ICCHP, 9–11 September 2020, Lecco, Italy, pp. 34–42 (2020)
14. Grönninger, H., Krahn, H., Rumpe, B., Schindler, M., Vo l̈kel, S.: Textbased Modeling. In:

ATEM 2007 (2007)
15. Patil, B., Maetzel, K., Neuhold, E.J.: Universal usability issues of textual information struc-

tures, commands, and languages of native visually challenged users: an inclusive design
framework. In: Miesenberger, K., Klaus, J., Zagler, W. (eds.) ICCHP 2002. LNCS, vol. 2398,
pp. 403–405. Springer, Heidelberg (2002). https://doi.org/10.1007/3-540-45491-8_79

16. Paige, R.F., Ostroff, J.S., Brooke, P.J.: Principles for modeling language design. Inf. Software
Technol. 42(10), 665–675 (2000)

17. Vanderheiden, G.: Fundamental principles and priority setting for universal usability. ACM
Conference on Universal Usability, Arlington, Virginia, USA, pp. 32–38 (2000)

18. https://plantuml.com/en/. Accessed 01 Feb 2020
19. Doherty, B., Cheng,B.H.C.:UMLmodeling for visually-impaired persons. In:HuFaMo2015,

pp. 4–10 (2015)
20. Luque, L., de Oliveira Brandao, L., Tori, R., Brandao, A.A.F.: On the inclusion of blind people

in UML e-learning activities. In: RBIE 2015, vol. 23, no. 02, p. 18 (2015)

http://www.omg.org/spec/UML/2.5/PDF
https://www.w3.org/WAI/intro/people-use-web/principles
https://webaim.org/techniques/screenreader/
https://www.w3.org/TR/wai-aria-1.1/
https://www.w3.org/TR/2008/REC-WCAG20-20081211/
https://doi.org/10.1007/3-540-45491-8_79
https://plantuml.com/en/


Drawing and Understanding Diagrams 109

21. Müller, K.: How to make unified modeling language diagrams accessible for blind students.
In: Miesenberger, K., Karshmer, A., Penaz, P., Zagler, W. (eds.) ICCHP 2012. LNCS, vol.
7382, pp. 186–190. Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-31522-
0_27

22. Luque, L., de Oliveira Brandão, L., Tori, R., Brandão, A.A.F.: On the inclusion of blind people
in UML e-learning activities. Brazilian J. Comput. Educ. 23(02). 2015

23. Bourne, R., et al.: Magnitude, temporal trends, and projections of the global prevalence of
blindness and distance and near vision impairment: a systematic review and meta-analysis.
Published 1 September 2017. Medicine, The Lancet (2017)

24. Department ofHealth Statistics and InformationSystems,WorldHealthOrganization (WHO),
Geneva, Switzerland

25. Loitsch, C., Weber, G.: Viable haptic UML for blind people. In: Miesenberger, K., Karsh-
mer, A., Penaz, P., Zagler, W. (eds.) ICCHP 2012. LNCS, vol. 7383, pp. 509–516. Springer,
Heidelberg (2012). https://doi.org/10.1007/978-3-642-31534-3_75

26. Murphy, S.:Accessibility of graphics in technical documentation for the cognitive and visually
impaired. SIGDOC 2005. In: Proceedings of the 23rd Annual International Conference on
Design of Communication: Documenting & Designing for Pervasive Information, (12–17)
September 2005

27. Porras, G.C.: Analyse, à l’aide d’oculomètres, de techniques de visualisation UML de patrons
de conception pour la compréhension de programmes. Université de Montréal. Département
d’informatique et de recherche opérationnelle. Mémoire MSc. en informatique. Aout (2008)

28. Ciampa, K.: The effects of an online reading program on grade 1 students’ engagement and
comprehension strategy use. J. Res. Technol. Educ. 45(1), 27–59 (2012)

29. Karsai, G., Krahn, H., Pinkernell, C., Rumpe, B., Schindler, M., Vo l̈kel, S.: Design guidelines
for domain specific languages. In: DSM 2009 (2014)

30. Beech,M.: Assisting StudentswithDisabilities. Bureau of Exceptional Education and Student
Services (BEESS), Florida. 3rd edn. (2010)

31. Altmanninger, K., Wöß, W.: Dynamically generated scalable vector graphics (SVG) for
barrier-free web-applications. In: Miesenberger, K., Klaus, J., Zagler, W.L., Karshmer, A.I.
(eds.) ICCHP 2006. LNCS, vol. 4061, pp. 128–135. Springer, Heidelberg (2006). https://doi.
org/10.1007/11788713_20

32. van der Marcel: A guide for scientific writing. Utrecht University, April 2015
33. Flesch, R.: How to Test Readability. Harper and Row, New York (1949)

https://doi.org/10.1007/978-3-642-31522-0_27
https://doi.org/10.1007/978-3-642-31534-3_75
https://doi.org/10.1007/11788713_20


Improving Accessibility and
Personalisation for HE Students with
Disabilities in Two Countries in the

Indian Subcontinent - Initial Findings

Nicholas Shopland1(B) , David J. Brown1 , Linda Daniela2 ,
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Abstract. National reports indicate access to HE for students with dis-
abilities is limited in India and Bangladesh. These reports highlight the
issue of exclusion of people with disabilities, women and economically
disadvantaged students. The Supreme Court of India directed all higher
education institutions to reserve 5% of places for people with disabili-
ties and make the institutions accessible, as mandated by the Rights of
Persons with Disabilities (RPWD) Act, 2016. It was observed that even
premier educational institutions have failed so far to implement the pro-
visions of the RPWD Act.

Surveys have been conducted to assess the provision available, the
knowledge of and opinions about this provision amongst staff and stu-
dents at Indian and Bangladeshi Universities. This paper examines the
initial findings of these surveys and reviews the state of the art for tech-
nical ameliorations which might be implemented, in the context of Diver-
sAsia, a three-year capacity building project. Specifically, the aim is to
develop accessible HE OERs and MOOCs, and personalisation using AI,
that will enable better provision of open distance learning for those that
experience architectural barriers. These accessibility solutions are a clear
response to the challenges and barriers identified in the staff and student
surveys.

The accessibility approaches to be adopted will address the challenges
faced by students with disabilities (including socio-economic and gender
issues) entering higher education in Asia and will focus upon: a hand-
book suggesting strategies to overcome the issues of inclusion, diversity
and cultural differences; a toolkit with guidelines, checklists, good/best
practices to implement universal design of learning; and an assessment
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and validation strategy for OERs and MOOCs to review and assess their
level of accessibility.

Here we discuss the survey findings and review the state of the art,
to describe what specific and concrete actions can be considered within
the context of the project.

Keywords: Accessibility · Artificial intelligence · Capacity building ·
Disability · Higher education · Inclusion · Massive open online
courses · Open educational resources

1 Introduction

DIVERSASIA’s overall aim is to ensure students with sensorial and cognitive
disabilities in India and Bangladesh can enjoy the same access to Higher Edu-
cation as their peers without disabilities, and have access to digital training
materials - open educational resources (OERs) and massive open online courses
(MOOCs), this is especially relevant to students who cannot physically access
the Higher Educational Institution (HEI) due to existing architectural barriers.
These barriers to accessing Higher Education can manifest in various ways, and
different approaches will be required to address the specific challenges.

1.1 Access to HE for Marginalised Groups

National reports for both India [1,3] and Bangladesh [15,17] highlight the
exclusion of economically disadvantaged and differently-abled students [1,10],
females [9,16] and people from remote areas. Such students are disadvantaged
by their gender, impoverished or remote backgrounds. Hardly any reference to
learning difference in HEIs are made in the national reports we have referenced.

1.2 Non-compliance of Access to Higher Education for Students
with Disabilities

In Disability Rights Group vs. UOI [5] and Rajive Raturi vs. UOI [6], the
Supreme Court of India directed that all HEIs must reserve 5% of their seats
for people with disabilities and make the institutions accessible, as mandated
by the RPWD Act. It was noted that even foremost educational institutions
had failed to implement the provisions of the RPWD Act. Pressure has been
put on educational institutions to make improvements to accessibility, especially
once India signed the United Nations Convention on Rights of Persons with
Disabilities (UNCRPD). Although there is much legislation in India promoting
education for students with disabilities, it is clear that little has been done to
promote disability in higher education in India. Bangladesh is similarly culpa-
ble - its ‘Persons with Disabilities Rights and Protection Act’ stipulates that
institutions cannot deny admission to any student with special needs under any
circumstances; inclusive and equal opportunities education must be provided all
students with disabilities, at all levels of education in Bangladesh.
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1.3 Access to Online Resources for Students with Disabilities in HE

Research shows that a limited number of university web sites meet even basic
accessibility standards [7,11]. Open access and open educational resources will
be highly beneficial in enabling students with disabilities in HE.

1.4 The Fourth Industrial Revolution

The Fourth Industrial Revolution is a real and coming fact and the need for
21st Century skills (collaboration, communication, creativity, critical thinking,
information and communication technology (ICT) skills and problem solving)
over rote learning will be key. “By introducing a new curriculum, teaching and
learning methodologies and technologies, universities (in Bangladesh) are striv-
ing hard to responding to the challenges of the 21st century.” [8]

1.5 Open and Distance Learning (ODL)

ODL (OERs and MOOCs) need to be re-imagined to ensure that they are best-
in-class programmes. Such programmes will extend the reach and scope of higher
education, thus improving access. Both India [14] and Bangladesh [4] call for
expansion of ODL systems in order to respond to the increasing demand for
education in all age groups.

1.6 Emergence of Disruptive Tech in HE

National reports in India [1,3] and Bangladesh [15,17] confirm it is getting eas-
ier to collect and process data, and tools which can perform sophisticated data
analysis are becoming easier to use (AI). Also noted is the accelerating rate of
emergence and development of disruptive technologies. For example, India has
the National Strategy for Artificial Intelligence: #AIForAll”. Software which can
create individualised learning trajectories, and their combination with serious
games, simulations, augmented and virtual reality (AR/VR) are called for. The
addition of AI for personalisation (an aim of DIVERSASIA) and creating guide-
lines for accessible OERs aligns with this. By developing, testing and adapting
such tools, the opportunity to better exploit the potential of ICT, strengthen
the internationalisation of HEIs and their capacity to network effectively in tech-
nological innovation, and upgrade facilities necessary for the implementation of
innovative practices will expand.

1.7 AI for Personalisation to Enhance Technological Innovation

Capacity building in AI for personalised learning can address constraints of the
Indian and Bangladeshi HE systems and provide personalised support to stu-
dents fitting to their needs. Adaptive learning platforms [2] provide the oppor-
tunity to retain the benefits of learning with a class cohort (social bonds and
skills, motivation, learning from the experiences of others, and many more) and
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those of personalised instruction (the benefits of one-to-one tuition are well doc-
umented). Inconsistency of education provision and lack of social mobility can
also be addressed by applying AI and ML to materials and their delivery.

The quality of education provision varies widely, and thus limits the ability
of HE to promote social mobility. AI-based solutions offer opportunities to share
best practice - at scale, improve the quality of teaching and enable increased
access to quality learning materials for all.

1.8 Free/Libre and Open-Source Software for Education (FOSSEE)

The use of open-source software in education is another area that requires consid-
erable support, and FOSSEE [13] needs to become much more widespread. Edu-
cational content should be made available under open and permissive licenses,
particularly, Creative Commons Licensing.

1.9 Teacher Training (Promoted in DIVERSASIA)

Pedagogical strategies for utilising e-content are required in India (including
classes in flipped learning and making good and proper use of MOOCs), and
making use of appropriate tools to enhance the learning and teaching processes
(e.g., tools to assist students with special needs). Even where there is good
provision of facilities, digital literacy remains low, among both teachers and
students in Bangladesh [12], leading to more limited uptake of digital materials
and techniques in teaching and learning.

1.10 Call for Partnering with High Quality Foreign Universities

Developing partnerships with well respected foreign universities [17] through
twinning or joint programs is an effective method of raising teaching and learning
quality in Indian and Bangladeshi universities, which DIVERSASIA directly
addresses.

2 Methodology

At the beginning of the DIVERSASIA project a suite of information gathering
activities were conducted. These consisted of surveys of the HEI staff and stu-
dents in India and Bangladesh, and desk based research into the best practices
known to the consortium from around the world, that will inform and feed into
the later toolkit and platform development.

Surveys were prepared for online completion by staff and students at two
HEIs in India and two in Bangladesh. There were two distinct surveys adminis-
tered, one targeted at academic staff, university administrators and policy mak-
ers and other gatekeepers, the other aimed at students, potential students and
other potential beneficiaries of DIVERSASIA. The surveys were delivered as
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online questionnaires using Google Forms, with additional support given to stu-
dents who may have difficulty accessing the forms online. They were designed
in English and also translated into Bangla. As this paper goes to press, there
are yet more survey results to be gathered in, so this report can only be a very
preliminary overview of the staff survey results, the student survey results is still
being captured. The staff survey has been promoted widely, and has sought and
received responses from many more than the two universities directly involved
in this project.

3 Survey Results

These survey results are presented in raw tabulated form, and there has been
little opportunity to perform any kind of analysis on them. Responses were
received from 177 respondents from India and 25 from Bangladesh; 125 of them
are from Universities. 104 female and 98 male. The tabulated data and a brief
discussion of them follows.

4 Discussion

Overall, most respondents believed that educational institutions do not tend to
exclude students with disabilities. But 11 of them observed that it happens and
34 of them agree that in some cases it is true. Most of the respondents believed
that in their institutions 5–10% of students have some kind of disability.

The majority of respondents felt that there were policies and programmes in
place to support people with disabilities, although around 10% felt that acces-
sibility issues were not addressed, and surprisingly, twice that number were
unaware of their institutions policies and guidelines (Table 1). Similarly a large
majority of respondents reported that assistive technology was provided at HEIs,
although 31 reported that “no support is provided” and 76 responded that
resources are not or only minimally provided, with students having to purchase
assistive technology from their own budget (Table 2).

Many respondents reported multiple ways in which their institution pro-
motes inclusion in the curriculum, although again, more than 10% said that
their institution had no approaches to promote an inclusive curriculum (Table
3), and a similar broad application of approaches was reported with respect to
learner centred teaching practices, with this time less than 10% reporting that
their institution had no such practicem (Table 4). A large majority observed
that financial help was available to encourage inclusion, with a smaller number
also listing more proactive approaches such as encouraging contact the devel-
opment of relationships between students of different background and targeted
enrollment (Table 5).

Provision of an inclusive environment is not so widely or fully available,
with 20–25% disagreeing that their institution provides an inclusive environment
(Table 6). The physical environment fares better with half to three quarters
observing the positive state of various accessible and inclusive ameliorations
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Table 1. To what extent do the following statements apply to your institution

Fully addressed Partially addressed Not addressed Unaware

There are inclusive policy

guidelines in my institution

118 45 8 31

There are yearly audits of

inclusive policies and practices at

my institution

119 36 13 34

There are checklists for evaluating

inclusivity of university facilities

and services at my institution

125 38 10 29

There is compulsory training on

inclusion for faculty in my

institution

114 32 26 31

There is compulsory training on

inclusion for administrators in my

institution

101 42 25 34

Collaboration and networking is

promoted in my institution

138 39 8 17

There is plan for inclusive

education in HEIs in crisis

situations

99 42 18 42

There is a plan for inclusive

education in HEIs in a normal

situation

104 40 14 44

There is an inclusion unit

responsible for the support of

students with disabilities during

their enrollment at my institution

99 45 18 40

There is an inclusion unit

responsible for the support of

students with disabilities during

their study at my institution

101 44 16 41

There is a specialized programme

for peer support between

non-disabled students and

students with disabilities

88 48 21 45

Table 2. Which assistive technology and software are available in HE

Technological support (if necessary) is provided for all students (the
educational institution has good and knowledgeable IT support staff)

123

Assistive technology and software are provided for students who need it 84

Assistive technology resources are provided minimally and insufficiently
(the student has to individually reach the resource - they can be bought
from a student’s own budget)

49

Assistive technology resources are not provided at all (the student has to
individually reach the resource - they can be bought from a student’s own
budget)

27

No support is provided 31
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Table 3. Institution promotes an inclusive curriculum by applying the following

Learner-centered design approach with a focus on the student and learning instead of teaching 124

Collaborative learning 129

Flexible ways of assessment 99

Individual course guides and/or learning-paths 93

Flexibility in the choice of studies 108

Flexible examination and practical sessions 59

Diversity oriented curriculum 71

None 23

Table 4. Institution ensures that teaching and learning practices are learner-centred
by encouraging the following

Flexible course design 136

Flexible instructional methods 116

Flexible course assessment 102

Flexible and accessible course content 99

Extra time for studies and/or exams to those students who need it 103

Non-discriminatory use of language 52

None 15

Table 5. Institution promotes and encourages inclusion by applying and encouraging
the following

Waiving tuition fees for marginalized groups 103

Flexible admission language requirement 66

Scholarships 159

Study grants 109

Free education 75

Targeted enrolment, for instance by making information
about university application easily accessible to minority
students and their parents

48

Student orientation and guidance (such as
tutoring/peer-to-peer tutoring, introductory tours by
volunteer students etc.)

97

Contact between students with different backgrounds (for
instance students with disabilities or minority backgrounds
and other disadvantaged students and students without)

58

Inclusion of different gender and sexual diversity (GSD)
students

43

Group work and interaction 84
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Table 6. My institution promotes an inclusive environment by...

Strongly agree Agree Neutral Disagree Strongly disagree

Ensuring the
environment is physically
accessible

56 74 41 6 30

The climate and culture
are open, respectful, and
inclusive

62 74 37 6 25

Providing educational
materials (text books,
PowerPoints, lectures) in
alternative accessible
formats.

80 61 34 6 25

Arranging all types of
exams in a flexible
manner adjusted to the
needs of students with
different disabilities.

59 54 66 7 25

Table 7. My institution ensures that the physical environment is accessible and inclu-
sive by providing

Easy access to campus facilities (including indoor and
outdoor paths, elevators, wheelchair ramps, automatic door
openers, accessible/barrier-free toilets, accessible lighting,
etc.)

148

Online campus maps that demonstrate accessible areas 130

Workstation with Access Ability sticker 87

University bus that is accessible for students with mobility
disabilities

80

Parking space close to the entrance 119

Gender neutral facilities (toilets etc.) 103

Table 8. Self rate of knowledge in the field of Inclusion, Equality and Access for
students with disabilities in HEIs

Sufficient and professional 36

Fairly good 49

Average 51

Could be better 37

Not sufficient 27
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Table 9. Experience working with students with disabilities in HEIs

Extensive and professional 18

Fair 28

Average 51

Limited 60

None 43

Table 10. Which of the following Pedagogical inclusive methods of an online environ-
ment in HEIs do you know?

Fully Partly Not at all

Perceptual methods 60 86 54

Logical methods 68 90 42

Gnostic methods 36 81 85

Methods for learning management 72 89 39

Table 11. Which of the following Pedagogical inclusive methods of an online environ-
ment in HEIs do you know?

Fully Partly Not at all

Methods for stimulating interest in
learning

75 97 28

Methods for stimulating the depth
and the responsibility in the
educational activity

82 80 38

Table 12. Which of the following Pedagogical inclusive methods of an online environ-
ment in HEIs do you know?

Fully Partly Not at all

Methods for oral control 77 83 40

Methods for written control 67 94 39

Methods for laboratory-practical
control

75 90 35

Methods for control over using
technologies for learning and daily
functioning

78 89 35

(Table 7). The majority of respondents felt that their knowledge of the field of
inclusion was no more than average (Table 8), and more than half had limited
or no experience of working with people with disabilities, and only 10% saying
the their experience was “extensive and professional” (Table 9).
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Table 13. Please rate your knowledge of these tools and features

I am familiar with

this tool and have

worked with it

practically

I’ve heard of this

and got a sense of

how it works, but I

haven’t tried it in

practice

I don’t know

what it is and

what it is for

Pencil grips 58 88 54

Magnifying glasses 83 84 33

Walking canes 40 99 61

Wheelchair ramps 74 93 33

Tablets 116 61 23

Switches 87 82 31

Hearing aids 61 111 28

Calculators 134 48 18

Alternative and augmentative

communication - AAC

46 91 63

Powered wheelchairs 57 99 44

Eye recognition software 58 94 48

Voice output devices 69 99 32

Wheelchair lifts 56 101 43

Reading spectacles for color

blindness

47 104 49

Human assistance 73 94 33

Browser extensions for color

blindness

41 94 65

Tactile devices for motion

detection

41 101 58

Screen readers for blind/visually

impaired users

60 88 52

Word prediction 74 84 42

Touch screens 104 74 22

Voice control 81 95 24

Audio-recording 112 71 17

Audio-visual assistance 91 85 24

Voice amplification 85 78 37

Specific technical examples 70 91 39

Google Chromebooks audio-visual

assistance

70 99 31

Microsoft’s Surface Pro - assistive

technology, including

text-to-speech software, word

prediction and settings that allow

screens to be adjusted for

students with epilepsy and colour

blindness

60 107 33

Guide dogs for mobility and

orientation

39 99 62
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Table 14. Which assistive technologies for students in inclusive HEIs do you consider
to be most useful?

Very useful Needs some

development

Not useful I don’t know

this technol-

ogy/tool

Video/braille display or speech

synthesizer-Assisted Learning in inclusive

HE teaching

120 53 6 30

Block-chain technology in inclusive HE

teaching

87 74 13 32

Learning Analytics in inclusive HE teaching 93 72 9 30

Gamification in inclusive HE teaching 87 69 10 37

STEAM in inclusive HE teaching 71 68 14 49

Social Media In inclusive HE teaching 88 75 19 22

Adaptive and assistive technologies for

realization of the process of inclusive HE

teaching

108 56 12 29

Mobile Apps for inclusive HE teaching 110 65 9 21

Big Data for inclusive HE teaching 95 71 9 27

Massive Open Online Courses (MOOCs) for

inclusive HE teaching

122 55 12 20

Virtual Reality (VR) and Augmented

Reality (AR) for inclusive HE teaching

123 57 8 19

Artificial intelligence, Machine learning for

inclusive HE teaching.

128 49 9 18

Internet of Things (IoT) for inclusive HE

teaching.

130 47 9 19

Real-time simulation for inclusive HE

teaching

123 54 7 21

Table 15. The biggest challenges for students with disabilities (also for remote learn-
ing) in HEIs

Web accessibility 114

Lack of technological devices 122

Lack of support staff (student side) 105

Lack of support staff (on the teaching side) 81

Lack of universal design for buildings, environments, products 60

Level of technological development - Assistive Technologies 85

Lack of universal materials 69

Etiquette and behaviour of teachers from HEIs in an electronic environment 43

Etiquette and behaviour of other students from HEIs in an electronic environment 48

Lack of blended learning/teaching approaches 82

Lack of assistive technologies - for mobility use 71

Lack of assistive technologies - for communication use 68

Lack of assistive technologies - for learning use 67

Crisis situations in HEI 43

Knowledge of pedagogical methods of online environments can certainly be
improved, with the majority of respondents reporting partial or no knowledge
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Table 16. In your opinion, what support is needed for teaching and administrative
staff to successfully work with students with disabilities, to help them in the study
process and in accessing education

Required Preferably Not important

Information promoting inclusive
education

152 50 4

Guidelines for different tools 146 56 4

Training on pedagogical methods in
inclusive education

147 51 6

Training on EdTech possibilities in
inclusive education

138 62 5

Accessible Open Education Resources
(OERs) and Massive Open Online
Courses (MOOCs)

147 55 3

Accessible presentations, data sheets,
documents

136 63 7

Remote access to specific assistive
technologies (hardware or software)

144 56 6

Available solutions (.odt to Braille, etc.) 134 65 8

Electronic platforms and functionalities
(E-teaching/E-learning) that support
inclusive HE teaching

141 58 5

of the range of methods suggested (Tables 10, 11 and 12). A surprisingly large
number of those surveyed reported that “I don’t know what it is and what it is
for” for, for a large range of accessibility tools (E.g. Walking canes, Alternative
and augmentative communication and browser extensions for colour blindness),
so this is definitely an area where some simple exposure/training can bring quick
and worthwhile rewards (Table 13). The picture is somewhat better when it
comes to assistive technologies, with only 10–15% not knowing about the various
technologies, and only 5% saying that they are not useful (Table 14).

Web accessibility and lack of technological devices were reported to be the
biggest challenges for students with disabilities (Table 15), and the vast majority
of respondents understand the need for a variety of solutions when it comes to
working with and supporting students with disabilities, in order to support them
in their studies (Table 16).

5 Conclusion

This has been an early review of preliminary and unprocessed data, which will be
extended before the final analysis. However, we can see the need for developing
disability and inclusion practice in India and Bangladesh from our brief survey of
the initial survey data. There is a desire to develop and extend the practice within
the HEIs surveyed, and the opportunity to transfer and extend our systems is an
exciting opportunity. Our focus goes beyond transferring knowledge developed
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in Europe, to finding new ways to adapt and customise the learning experience
with AI and ML, to allow the broadest open access to HE possible.
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Abstract. In this paper we describe an approach that combines MOOCs with
games to stimulate creativity in teachers’ design and production of learning sce-
narios. This approach is exemplified by DoCENT MOOC, the final product of
the European DoCENT project, where innovative training stimulates the creative
use of technology in the teaching/learning processes. DoCENT MOOC is built in
strict connection with serious gaming, as they were both designed according to an
innovative methodology called Situated Psychological Agents (SPA). SPA allows
to design and implement educational products by representing the flows inside the
educational product in terms of agents interacting with educational, psychologi-
cal, and pedagogical features, implemented with AI methods. The study describes
theoretical underpinnings, designing the approach of both MOOC and Game. A
pilot study is reported to support the effectiveness of this approach discussing
the implications of using AI tools embedded in agent-based models to support
teaching/learning processes.

Keywords: Digital creativity · Learning · Situated psychological agents ·
Serious game

1 Introduction

The study of teaching/learning processes has been one of the pillars of developmental
and educational psychology. It aims to understand the processes that allow the individual
to learn effectively and satisfactorily and, on the other hand, to identify themost effective
teaching strategies to stimulate and support learning.

However, although the research in this field can now be defined as “classic”, never-
theless the updating on these issues is always constant and requires ever greater efforts
to capture the changes in learning processes, according to new tools and stimuli that are
used by both students and teachers. The technological revolution has introduced new
stimulus-tools (computers, Internet, tablets, podcasts, etc.) that have activated the design
of new teaching/learning models including the use of new technologies and according to
cognitive changes in processes of knowledge creation. MOOCs have certainly been an
example of this trend, and they have been used as the starting point of open educational
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paths. Actually, as such, the use of MOOCs paves the way for individual motivation (or
good will or curiosity) to keep learning and deepening their study in a creative way. This
motivation cannot always be defined as intrinsic, genuine, constant, although it certainly
is a privileged way to learning.

Based on the consolidate psychology literature (on which we will focus later) identi-
fying intrinsic motivation (as well as creativity) as an element to be strengthened to pro-
mote learning, the current study suggests that MOOCs design could benefit from being
positioned within a framework according to scientific evidence for successful learning.
In other words, we need a new psychology-based approach applied to technologies that
considers the contextual dimension of the learning process.

In fact, it is already starting from teaching that creativity, learning and technology
could be linked through the digital creativity-concept. In education, creativity can stim-
ulate imaginative activity generating outcomes that are original and valuable in relation
to the learner. Digital technology can be a medium to promote creativity under the guid-
ance of teachers promoting creative expression through digital tools, teaching how to
use digital tools in a creative way, designing, implementing and proposing to learners
creative learning scenarios.

Thus, in this paper we propose an approach that combines MOOCs with games to
stimulate creativity in teachers’ design and production of learning scenarios. In doing so,
we describe DoCENTMOOC as the final product of an experimentation path, within the
European DoCENT project (Digital Creativity ENhanced in Teacher education, funded
under ERASMUS + framework; https://docent-project.eu), of an innovative training
approach to stimulate the creative use of technologies in the teaching/learning processes
and enhance positive learning, that is to say: digital creativity. Online modules inMOOC
focus on how to use the technologies suggested by the project and how to apply them
in educational contexts to promote digital creativity. However, alongside the original
contents of MOOC, the most important challenge is the innovative methodology of
design, development and implementation of MOOC itself, based on a tight connection
with serious game design.

Both MOOC and Game implementation are designed according to an innovative
methodology based on Situated Psychological Agents (SPA; Ponticorvo et al. 2019;
Dell’Aquila et al. 2017) that is fruitfully applied to design and implement educational
games. SPA allows to design and implement educational products by representing the
flows inside the educational product in terms of agents interacting with educational,
psychological, and pedagogical features, which can be implemented with AI methods.
The SPA approach has been applied to game design (Ponticorvo et al. 2019; Ponticorvo
et al. 2017).

For the sake of simplicity, we can summarize the SPA approach as follows: agents
with Artificial Intelligence which can be based on rules, neural networks, expert sys-
tems, etc., can be OSA (on-stage agents) or BSA (back-stage agents), with the former
interacting directly with the learning ground, be it physical or digital, and the tools to
modify the ground state directly. In a learning scenario the OSA is often the learner,
whereas in educational games the OSA is often the player. The BSA do not interact
directly with the learning ground, but they can affect the OSA who, in turn, can affect

https://docent-project.eu
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the environment. BSA are particularly important in DoCENTMOOC, as it is addressed
to teachers in order to stimulate their creativity in teaching processes.

We have chosen this approach as it can be a fruitful way to introduce agents endowed
with artificial intelligence to an audience which can be unfamiliar with technological
issues. Indeed, the application of SPA toMOOCdesignwas a new challenge inDoCENT
MOOC as this approach presents various advantages, leading to adopt automatic con-
trol systems and software based on artificial intelligence systems to model educational
practices. Thus, we may delegate both on-stage and backstage functionalities to intelli-
gent and autonomous artificial agents, making it possible to run educational games with
mixed teams composed of human and artificial agents.

This paper is structured as follows. Firstly, before outlining the study objectives,
we review the literature pertaining to learning processes through the link between psy-
chology and technology. Next, we describe the approach adopted in both designing and
implementing MOOC, based on the theoretical framework of digital creativity in educa-
tion (Sica et al. 2019). This is followed by the description of MOOC developed within
the DoCENT project as an example for the creation of dynamic, open and creative train-
ing tools. Then, we report the results of a pilot study that investigated the effectiveness
of this approach. Finally, we conclude the study and make recommendations for further
research.

1.1 The Psychological Processes Underlying the Creation of Knowledge: The
Positive Creative Learning

Both educational and general psychology disciplines have long investigated the learning
processes and how they can be enhanced (for a review, see Sica et al. 2019). Recently,
the fundamental role of intrinsic motivation within learning processes has been under-
lined (Karwowski 2018; Kashdan 2004). Being genuinely interested in a topic, flow and
curiosity seem to be fundamental factors in stabilizing learning and, at the same time,
promoting exploratory behaviors that lead to expand one’s sources of knowledge. In
other words, they stimulate to try again to find out more. Some psychologists define
this dynamic as the stimulus of curiosity, others emphasize the importance of the emo-
tional and self-evaluation dimension connected to it, referring to the sensation of flow
(Karwowski 2018). Referring to curiosity, many scholars have hypothesized its key
role in learning processes. It was conceptualized as a form of intrinsic motivation that
has a crucial role in fostering both spontaneous exploration and active learning. Thus,
curiosity-driven learning and intrinsic motivation have been pointed out as fundamental
elements for efficient education (Freeman et al. 2014). On the other side, according to
Berlyne’s studies (1954), two types of curiosity can be detected: perceptual (the impulse
activated by new stimuli) and epistemic (the desire for knowledge). These two types of
curiosity could be also distinguished between specific (desire for particular information)
and diverse (amore general search for stimulation). According to this approach, curiosity
is defined as the predisposition to recognize and seek new knowledge and experiences
(Kashdan et al. 2013).

Fromour point of view, intrinsicmotivation, curiosity, flowand exploration constitute
joint processes all leading to search for active knowledge, characterized by individual
commitment, ability to independently manage new information and integrate it into a
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coherent and renewed unicum, as well as a constant need for novelty and ability to face
the challenges resulting from copingwith them.Most of these characteristics relate to the
processes involved in creative thinking. Even without going into the extensive literature
on creativity, it is worth remembering what was stated about the relationship between
curiosity and creativity and creativity and risk taking (Williams 1980). Defining an
affective dimension of creativity, Williams (1980) indicated four dimensions, including
curiosity and risk taking:

• curiosity (as the capacity to investigate elements and ideas, finding new and not
obvious connections between them);

• complexity (as the tendency to look for new alternatives and solutions to problems,
with the aim to restore order);

• imagination (as the ability to visualize the mental images);
• and risk-taking (as the ability to act under unstructured conditions and to defend one’s
own ideas).

At this point it is possible to deduce that the learning process could represent a partic-
ular case of a creative process during which people combine their previous knowledge
with new information in a way that is unique for them (Mumford et al. 2013). More
specifically, it seems to us that intrinsic motivation-learning-exploration-curiosity-flow
constitute elements that, taken together, constitute a positive model of “creative learn-
ing” (which from here on we will define as PCL: positive creative learning). In other
words, all the processes described above can produce meaningful learning when they
interact with each other, add up and integrate, offering differentmethods of approaches to
knowledge, which can intercept differentiated individual methods. To help an individual
develop pleasure in the creation of knowledge by following their own strategies, activat-
ing their curiosity towards the process of knowledge itself, the thirst for knowledge built
in a manner congenial to them may, therefore, be appropriate to use the greatest num-
ber of means at our disposal, or a combination thereof. In fact, this combination would
stimulate curiosity with both playful (games) and traditional (online lessons) tools, and
activate creativity through the exemplification of the various paths for learning that can
be used both separately and (even better) in an integrated manner. This is because not
only choosing the content of one’s learning can give a sense of self-efficacy and personal
satisfaction, but also identifying and building the path that leads to integrative learning.

While PCL could be assumed as the ideal to be pursued, it becomes necessary
to deepen how psychological research can provide indications or tools useful to the
approach. Among the main answers, the use of new technologies based on exploratory
behavior and on game is an ever-increasing range of application, with respect to which
a fairly large amount of empirical evidence begins to be available (de Freitas and Oliver
2006). Summarizing, we can say that playing implies learning and this feature can be
exploited to make games into useful vehicles to transfer knowledge.

On the other hand, also a more open and flexible form of teaching - based on times
and methods more easily manipulated by students, without physical boundaries and
based on an open model of knowledge use - such as in MOOCs case - represents a
response to the goal of strengthening intrinsic motivation. As argued by Oudeyer et al.
(2016), a line of research has considered how formal and computational models of



Creativity, Learning and Technology in MOOC 127

curiosity and intrinsic motivation could be applied to intelligent tutoring systems and
MOOCs (Liyanagunawardena et al. 2013), mainly to personalize teaching sequences
using artificial intelligence techniques.

Previously we delved into the concept of curiosity, but at this point it is time to
expand our discourse a little further about another concept that is relevant for learning;
the elements allowing intrinsic motivation. Indeed, among the elements that favor the
intrinsic motivation for learning, it seems interesting for our discussion to mention what
reported by the self-determination theory (Deci and Ryan 2000).

This theory suggests that people are motivated to grow and change (and lo learn) by
three innate and universal psychological needs: competence, autonomy, and connect-
edness. The need for autonomy denotes the desire to choose personal life direction on
one’s own with the psychological freedom to carry out one’s actions.

The need for connectedness refers to the necessity to establish close relationships.
Finally, the need for competence refers to the ambition to feel capable in activities
and obtaining the desired goals. When these needs are satisfied, people will experience
high levels of psychological wellbeing. In learning terms, self-determined people (with
intrinsic motivation, curiosity and control on their learning process) are more likely
to feel motivated to achieve learning goals (Kashdan 2004; Silvia 2005, 2006, 2008).
Without forgetting, as Vygotskij already suggested - and in a more complex way Bruner
- that the learning process is based on an interactive and dynamic relationship with
the context: there is always a teaching/learning dynamic, whoever the interlocutors are.
Human teachers and robot teachers are both agents of the educational relationship who
use mediating stimuli and cultural artefacts (books, games, technologies) that convey
the contents of knowledge.

“As educational technologies are now thriving, in particular with the wide spread
of Massive Open Online Courses (MOOCs) and educational applications on tablets
and smartphones, it has become natural to enquire how fundamental understanding of
curiosity, intrinsic motivation, and learning could be leveraged and incorporated in these
educational tools to increase their efficiency” (Oudeyer et al. 2016, 275). Our challenge
is, therefore, to design and build tools meant to enhance precisely this specific type of
intrinsic motivation which, in turn, can promote PCL (DPCL: digital positive creative
learning). And to do this we must adopt an appropriate implementation approach, which
we identify in the Situated Psychological Agents Model (SPA; Ponticorvo et al. 2019).

1.2 From Psychology to Technology: The Context of Learning and the Situated
Psychological Agents (SPA) Model

In the context of education and educational technology it is extremely important to find
the right methodology to combine the needs coming from psychology and pedagogy
with the opportunities offered by technology. Moreover, psychological theories and
pedagogical models can foster the active involvement of the learner in the learning
process (Dell’Aquila et al. 2016; Dewey 1986), and this way it is possible to conceive
and design educational technologies such as educational games and MOOC.

On the other side, the massive diffusion and relevant impact of information and
communication technology in our everyday life has offered new and innovative solutions
in education, enlarging the space where education can take place and the amount of
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accessible learning and educational resources (Prensky 2003; Kapp 2012). In other
words, learners can take advantage of books, as usual, but also multimedia contents,
simulations, virtual labs, games and social media following an educational pathway
everywhere and in every moment: as a result, MOOCs are the potential technology to
achieve this goal.

The notable impact of these new tools that have obtained a great success in the educa-
tional context has not been accompanied by an extensive reflection on the methodology
to introduce them in a learning pathway, more in general, and as a learning resource,
more in particular. A proposal of reflection has come by the introduction of the SPA (Sit-
uated Psychological Agents) methodology, described in detail elsewhere and summa-
rized above, which permits to represent in formal terms themain elements of educational
resources including connections and interactions (Hylén 2006).

The SPAmethodology is inspired by the learningmechanics-gamemechanics model
(Arnab et al. 2005), which defines a set of pre-defined game mechanics and pedagogical
elements connecting them to identify the main pedagogical and entertainment features
of a game. It focuses on the design process which is crucial in determining the suc-
cess of educational resources. If the goal we aim to achieve is to build an educational
resource (ER), designers have to try to answer the following questions: “What is the
learning goal of the ER? How can it be achieved by actively involving the player?”
Bloom’s contribution is useful to reply to these points: in his updated taxonomy (Ander-
son and Krathwohl 2001; Bloom 1956), learning goals are remembering, understanding,
applying, analyzing, evaluating and creating.

After the learning objectives are defined, designers must define three fundamental
and interconnected levels: the shell level, the core level and the educational level.

These levels have been described in detail in previous works (Dell’Aquila et al. 2016;
Ponticorvo et al. 2019), butwe can briefly say that these three interconnected levels define
the ER; whereas the shell level and the core level can be found in every kind of ER,
the educational one is characterizing educational resources. The shell level represents
what is visible and immediately accessible for the player, including the game’s narrative
elements (who are the characters, what actions they can perform, what interactions are
possible between them and the environment within which those actions take place; in
other words, the plot, the scenario, the roles, the setting). The shell level embraces the
hidden level with specific mechanisms and defined rules: the core. In the video-gaming
jargon, this level is the game engine (Gregory 2017), which implements functionalities
related to the game’s dynamics including artificial intelligence. These levels interact as
they strongly affect one another. In the ER, the shell level offers a significant context for
the educational activities,whereas the core level is related to skills, abilities, competences
to learn, together with learning objectives. The educational level covers evaluation and
tutoring functions allowing learners to reach specific learning goals. This is another core
aspect to focus on during the design process of the ER. The evaluation function deals
with the players’ performances relative to the specified training objectives; it provides the
players and the trainer with important information and data about the learning process
(i.e. learning analytics). The SPA approach, therefore, describes the ER elements as
interacting agents (artificial and real) at each level. This description has the power to
represent interactions between the various actors of the educational process in the ER,
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when the agent’s conception and design is based on psychological and pedagogical
models. Indeed, the various agents at the various levels of the SPA approach (at the shell
level: users, players, learners; at the core level: interacting agents; at the educational
level: trainers, facilitators, educators, tutors) can be represented as agents with specific
features and functions.

Almost every educational pathway is characterized by interactions between the
learner, at the center, and other people involved in the whole educational processes
(Adomssent et al. 2007; Griffin 1994; Hodkinson et al. 2007). Moreover, it is possible
to identify the following elements: the playground hosting the agents’ actions and con-
taining objects that can be manipulated; the learners acting in the playground, changing
it directly as they are situated in the learning scenario and their actions modify the play-
ground; the trainers, that is teachers or people who affect the playground in an indirect
way with educational functions. As already hinted at in the introduction, learners and
other agents present on the shell level belong to the narrative aspect of the ER and
are called on-stage agents (OSA), as they directly interact and affect the core level; on
the contrary, the BSA (back-stage agents) can interact indirectly through the OSA and
are mainly present on the educational level. The description of the design process and
the focus on interacting agents and playground is the strongest contribution of the SPA
approach for building ER. We can say that SPA agents have the following features:

– they are situated: they are “immersed” in the educational pathway;
– they are psychological: they have cognitive and emotional functions.

If the agent is human, it automatically has psychological features. In the case of artificial
agents with artificial intelligence, it is possible to derive from psychological theories
how to model their psychological features and consequent behavior (Di Ferdinando
et al. 2015). The SPA approach to develop ER allows to use software based on artificial
intelligence systems to build the interactions between OSA and BSA. The tutor can be
a human being but also a virtual entity endowed with artificial intelligence.

1.3 The Current Study

According to the literature described, the current study focuses on the hypothesis that,
in order to promote PCL (positive creative learning), it is possible to use tools support-
ing the autonomous open management of teaching times and methods (MOOC) and
stimulating self-evaluation and intrinsic motivation based on exploration and curiosity
(Serious Game), within a psychological framework applied to new technologies that
considers the contextual dimension of the learning process (SPA).

The aim is to pave the way to the adoption of automatic control systems and software
based on artificial intelligence systems to model educational practices, according to a
clear learning objective (in our case, to enhance digital creativity in teacher-educators).

Thus, the present study aims to illustrate how to design and implement a new kind
of MOOC through the description of DoCENT-MOOC as exemplar for this approach.

In doing so, the current paper describes: the methodological path that led to the cre-
ation of MOOC; the technical and methodological aspects of designing and integrating
a serious game within theMOOC training course; the final product of DoCENTMOOC.
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Then, we report the results of a pilot study that explored the users’ evaluation of this
approach in terms of digital creativity and game evaluation.

2 Method

2.1 Procedure and Materials

DoCENT MOOC was developed as a core intellectual output of the DoCENT Project
(Digital Creativity ENhanced in Teacher education, funded under ERASMUS + pro-
gram)1, based on another output, the psycho-pedagogical framework developed under
the project. The main goal of the DoCENT project was to enhance digital creativity
in ITE (Initial Teacher Education), through the development, the implementation, the
validation and the dissemination of an innovative model to guide teacher-educators in
applying digital creative teaching practices.

Figure 1 describes the overall structure of the project. The current study is specifically
focused on both MOOC and the Game.

Docent Rationale From theory to practice to experience

Pedagogical
Framework

Docent
Mooc

Curriculum
(How to use)

Docent
Mooc

(Theories
and

Applications)

Docent
Game (How

touse)

Docent
Game (Let's

play)

Practice!
(Oers) Evaluate

Why
Docent?

Plunge into theory Explore your digital
creativity

Image,
Create,
Use

Does it work?

Fig. 1. The DoCENT project model

1 More at https://docent-project.eu; Program: Erasmus +, Strategic Partnerships for higher edu-
cation, 2017–2019.Project number: 2017–1- IT02-KA203- 036807. The DoCENT project
involved seven partners in four EU countries, i.e., Italy (University of Naples Federico II –
UNINA; SMARTED), Spain (University of Barcelona - UB; CreaTIC Nens - CREATIC),
Greece (University of Athens - NKUA; FORTH), and Luxembourg (EuropeanUniversity Foun-
dation -EUF) to achieve the project goal to enhance digital creativity in Initial TeacherEducation
(ITE) context and to develop, implement, validate and disseminate an innovativemodel to guide
teacher educators in applying digital creative teaching practices. In this context, the DoCENT
has provided new models for promoting teachers’ and learners’ creativity.

https://docent-project.eu
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MOOC Design: Co-creation Process
According to the educational contents of DoCENT MOOC, the goal was to provide
teachers and teacher-educators with indications to make their lessons more digitally cre-
ative and creatively digital and to describe some of the tools that can be included in their
teaching routines. In order to achieve this goal, the MOOC implementation (in terms of
MOOC lessons’ contents definition and open educational resources production - OERs)
was a shared and co-creative process realized by the DoCENT team and 120 teacher-
educators from three EU countries involved in the project (Italy, Spain andGreece). Each
country organized two localized workshops based on face-to-face activities with the aim
to introduce teacher-educators to digital creativity (first workshop) and to support them
in the co-creation of MOOC’s contents in terms of content lessons and scenarios for the
game (second workshop).

Subsequently, an on-line module was focused on: the evaluation of game scenarios
using a grid produced by the project consortium; the selection of the scenarios imple-
mentable in the game; they way to use the technologies suggested by the project and
how to apply them in educational contexts.

Using the described procedure, we have followed the “training the trainer” approach,
sketching an innovative training curriculum for teacher-educators. Specifically, the face-
to-face modules focus on participants acquainted with the main concepts of digital cre-
ativity and the competencemodel developed as the first step of theDoCENTproject (Sica
et al. 2019). Furthermore, they included hands-on activities in which participants tried
out different types of technologies and analyzed their educational affordances. Finally,
they included brainstorming activities in which they reflected on the way to apply digi-
tal creativity to their teaching contexts, according to their teaching objectives. More in
detail, the modules were arranged in the following steps: raising teachers’ awareness on
digital creative teaching strategies (“task identification”); developing their competences
in terms of how to use and apply digital technologies for teaching creatively (“prepara-
tion”); guiding them in planning their own learning scenarios (“response generation”);
accompanying them in the application of their scenarios with their students (“outcome”)
and validating their scenarios and practices (“response validation”).

The Game Design
The design of the DoCENT Game (Di Fuccio et al. 2019) was based on the SPA model.
The main aim of the game is to elicit dynamics regarding digital creativity in classroom
situations. The user, in a role-playing situation, acts as a teacher who manages the
problems involving the students in a typical classroom scenario. Users are able to learn
in a safe environment, anticipating and preventing problems which may arise in the
classroom promoting digital creativity and providing choices during their interaction
with the students.

The DoCENT Game is delivered for PCs and mobile platforms, and it is available
on Windows and Android2operating systems. In its design, the player is an OSA and it
represents the only agent acting on the playground. The OSA is depicted as an avatar
that in the DoCENT game is the class teacher. Externally, an artificial BSA assesses
the play and provides support and assistance to the MOOC student, referring to the

2 https://play.google.com/store/apps/details?id=it.smarted.docent_en.

https://play.google.com/store/apps/details?id=it.smarted.docent_en
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DoCENT Competence Framework and in parallel with the MOOC contents. The BSA
is represented by an artificial avatar assuming the shape ofmiss Gray. It is presented as an
expert in education and it is this BSA that provides the feedback to the OSA (Figs. 2–3).

Fig. 2. Miss Gray, the artificial Avatar in the DoCENT Game

Fig. 3. A screenshot from the Game

When the OSA completes the scenario, the BSA provides feedbacks in a specific
section of the APP, based on the interactions in the game. The BSA can access to a more
detailed feedback where each decision is analyzed presenting the previous interactions,
the competence area of the decisions and expert comments and additional tips in order
to encourage digital creativity. At the end of this section, the avatar, namely dr. Grey,



Creativity, Learning and Technology in MOOC 133

suggests a new scenario to play, starting from the scenarios with lowest scores. When
the OSA plays all the scenarios, the BSA provides a general feedback, detailed for each
of the six competence areas and accompanied by an extended description of them and
references to the MOOC lessons covering those subjects. The DOCENT game has been
conceived as a client-server application basedonmultiple technologies andprogramming
languages. The client was developed as an APP using the c# language for scripting based
on a property platform named STELT (Miglino et al. 2013).

2.2 The Pilot Study

In order to evaluate the effectiveness of the proposedmodel integratingMOOCandGame
(based on the SPAmodel) to support PCL (focusing on digital creative competences and
game contribution on learning processes) a pilot study was implemented3. To this aim,
digital creativity and game evaluation were explored in the Italian group of participants
to the co-creation process.

The participants were 36 Italian teachers (from two teaching areas: humanities and
technology). A self-report tool was used, exploring both the components of the DoCENT
MOOC Model: (a) the impact of the pilot implementation on the teacher-educators’
confidence regarding the integration of educational technologies in their profession and
(b) the impact of the game on teaching competences. (a) In order to investigate the
teacher-educators’ digital creative teaching competences, a self-report measure was cre-
ated informed by the DoCENT competence framework on /for digital creativity (Kikis-
Papadakis and Chaimala 2019). As for the framework, this part considers: educators’
professional competences; educators’ pedagogical competences; and learners’ compe-
tences. The proposed competences and the descriptors aligned to themhave been adopted
and translated into indicators for evaluating the educators’ competence performance. The
measure consists of 23 items, one for each descriptor/indicator of the competence frame-
work. Sample item: “I am capable of using technologies to evaluate students’ creativity
by applying criteria (e.g., fluency, flexibility, originality, elaboration) and tools (e.g. dig-
ital rubrics)”. Participants responded to the items on a 5-point Likert scale ranging from
1 (strongly disagree) to 5 (strongly agree).

(b) To quantify the experience of playing digital games as the “player experience
of need satisfaction”, the PENS (Player Experience of Need Satisfaction; Johnson et al.
2018) was used. It is a heavily-researched framework theorizing that sustained player
engagement (retention) can be measured by a game’s ability to deliver on three cen-
tral axes: autonomy, competence and relatedness. The questionnaire contains 18 items
reviewing the experience in terms of 5 components, such as competence, autonomy,
relatedness, immersion/presence and intuitive controls. All but one was measured using
a 7-point Likert scale.

Participation in the study was voluntary and anonymity was guaranteed, and the
respondents did not receive any payment for their participation. Completion time was
between 20 and 40 min.

3 The complete version of the evaluation phase of the DoCENT Project is available on the project
website.
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3 Results

3.1 DoCENT MOOC

As a result of the described procedure, DoCENT MOOC had the structure graphically
described in Fig. 4. MOOC was made up of: a. theoretical contents to enhance digi-
tal creativity learning (eight lessons on digital creativity); b. serious game with three
game scenarios to assess and train digital creativity competence. Lessons and game are
integrated in the MOOC structure with a circular approach (described in the following
sections).

Contents to promote digital
creativity

8 lessons with videos + 30 OERS

Game
Lesson 1: Digital creativity in education
Lesson 2: Digital creativity in education: the DoCENT approach
Lesson 3: Approaches and tools for integrating digital
creativity in Teacher Education
Lesson 4: Digital creativity through tangibles interface
Lesson 5: Digital creativity through educational robotics
Lesson 6: Digital creativity for STEM education
Lesson 7: Inquiry-based learning
Lesson 8: Evaluation about Digital creativity

Theory Based Learning

Game Based Learning

Scenario 1

E2 - Encourage self-
learning

C3 – Facilitate
classroom
interactions

F1 – Divergent &
convergent thinking

B2 – Create, modify
and share digital

resources

Scenario 2

B1 - Identify & select
digital resources…

C3 – Facilitate
classroom
interactions

E2 - Encourage self-
learning

D1 – Actively engage
students in

assessment processes

Scenario 3

B1- Identify & select
digital resources…

D1 – Actively engage
students in

assessment processes

B2 – Create, modify
and share digital

resources

F1 – Divergent &
convergent thinking

Self-Assessment
Training

Exploration
Experimentation

Psycho-pedagogical framework
on digital creativity

Needs Analyses + Co-
creation+ SPA Approach

Fig. 4. The DoCENT MOOC structure

3.1.1 Lessons

According to the co-creation phase, MOOC was made up of eight lessons (enriched
with links to additional materials; good practices, articles of interest; tutorials; additional
resources) addressing the following contents: digital creativity in education, DoCENT
approach to digital creativity, approaches and tools for integrating creativity in teach-
ers’ education, like game-based learning, digital creativity through tangible interfaces,
creativity through educational robotics, digital creativity through STEM education, dig-
ital creativity through inquiry-based learning and evaluation of digital creativity. We
included educational videos related to all these themes, produced by the partners of
the consortium with the technical support of Federicaweblearning, as well as OERs
produced by teacher-educators during the co-creation of the contents’ MOOC phase4.

4 For a complete description of the contents see Sica, Ponticorvo and Miglino (Sica et al., 2019)
and the MOOC at https://www.federica.eu/c/digital_creativity_in_teacher_education.

https://www.federica.eu/c/digital_creativity_in_teacher_education
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3.1.2 The DoCENT Serious Game

The game has three different scenarios based on different topics of digital creativity
including digital skills and coding, application of Tangible User Interfaces (Ishii 2007)
and gamification approach.When the user performs the three scenarios, the artificial tutor
(BSA) provides a detailed feedback on the session and the adherence to the DoCENT
Competence Framework (Sica et al. 2019).

The scenarios have the following sequential structure. At the beginning, there is an
introduction describing the context of the scene and the situation involving the class.
The description includes information about the technical features that the user meets in
the simulation, including the descriptions of the tools used in the story (Fig. 5).

Fig. 5. The introduction window of the DoCENT Game

Next, the user plays the game and finds four different interacting moments. Each
interaction (depicted in the figure as blocks) represents a piece of the story ending with
a critical situation that requires a decision from the user, as shown in the next figure
(Fig. 6).

At this stage the user can select among three different alternatives, each of those is
related to a specific level of digital creativity (hidden for the player). Each alternative is
a specific dialogue that the avatar representing the teacher will vocalize. The selection
can be enhanced by some contextual information in parenthesis (Fig. 7). Each chosen
answer can influence the course of events in the next part of the story.

The four different pieces of the story have a direct associationwith a differentCompe-
tenceFramework area. Thegame is designed to cover all the areas defined in theDoCENT
framework and with the aim to experience it. If now we represent the DoCENT game in
terms of the SPA framework, the player, the teacher whose creative use of technology
is assessed, is the OSA, as it can select the option that determine the playground. The
BSA is the artificial tutor that builds a profile of the player using its artificial intelligence
in the form of a tutoring system: the teacher records the replies step by step and adapts
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Fig. 6. Example of Game block

Fig. 7. Chosen process in the Game

the coming replies depending on the choices. Then, in accordance with the complete
pathway, it builds a profile of the teacher and offers a feedback that is related to the
actual level of creativity and the MOOC content.

The feedbacks provided by the BSA are strongly related to MOOC and refer to it,
allowing the player to study or re-study some specific parts of the online course, or some
defined lessons.
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3.1.3 An Example of a Learning Scenario Developed by the Teacher According
to SPA

As a result of the co-creation process (face-to-face workshops plus an on-line module
for the evaluation and selection of the scenarios implementable in the game) a total
of 30 scenarios were produced, available in the form of OERs on the project website.
Indeed, along the DoCENT project, a very important step was represented by the cre-
ation of learning scenarios according to the SPA framework. To better explain how the
SPA approach was used together with Artificial Intelligence methods to design learning
scenarios, now we describe in detail an example of a scenario developed by teachers.

The title of the learning scenario isRecicreating; it has the goal to increase the aware-
ness of pupils on the issue of environmental protection, educating them in a sustainable
development thanks to a conscious and durable use of resources. Moreover, a related
goal is to enhance pupils’ creativity and manual skills in creating objects with waste
materials.

The playground is a recycling workshop with various objects endowed with digital
technology. The target population is represented by pupils of kindergarten and primary
school. The laboratory is complemented by a game where the player learns to recycle
waste materials in a creative way. The game has three layers:

– In the first one the player, the OSA in the kitchen that is the playground, is instructed
to segregate different materials that can be recycled or must be trashed. The BSA is
an artificial tutor registering the players’ ability and proposing specific activities in
order to learn how to distinguish materials.

– The second layer hosts a labyrinth which is the playground where players have to look
for objects that can be recycled: in this case, the BSA is an artificial tutor assessing the
players’ competence, building a profile and suggesting multimedia contents to learn
how to recycle more objects.

– In the third layer we have the player, who is an OSA, and an artificial OSA that
modifies the playground to enhance the player’s creativity. In fact, the player can
build a product starting from waste materials and the OSA stimulates the player by
suggesting solutions, proposing new materials etc.

It is important to underline that the application of the SPA approach can be very effective
in helping professionals who have little expertise in computer science in designing
learning materials which use artificial intelligence models and methods.

3.2 The Pilot Study: Results and Comments

The descriptive statistics for digital creativity showed that educators from the Human-
ities area tended to score highest (M = 4.11, SD = 0.45), followed by educators from
the Technology area (M = 3.92, SD = 0.42). This result gives interesting indications
regarding the potential use of themodel especially with educators from humanistic areas,
who are traditionally considered less competent in the use of technology. This is prob-
ably due to the SPA approach, close to a model that considers psychological relational
modalities.



138 L. S. Sica et al.

The descriptive statistics for the game evaluation showed that the highestmean values
(with a low standard deviation) are related to the following items: The game controls
are intuitive (M = 6.38, SD = 1.4); Learning the game controls was easy (M = 6.38,
SD = 0.77). These data suggest that the game has a high level of interaction and it is
intuitive. Other values relevant for their high scores are related to the question regarding
the competence of the game (M = 5.85, SD = 0.90) and the interesting elements of
the game (M = 5.92, SD = 0.95). Low scores were related to the degree of freedom
(M = 3.77, SD = 0.73) and on effectivity (M = 4.15 = with a high variability (SD
= 1.52). Finally, relevant feedback came from the emotional aspects of the measure.
The participants gave a low-medium score to the negative question (I am not impacted
emotionally by events in the game) with a mean of 3.00 but the question “The game was
emotionally engaging” produced a result with a mean of 3.85. The questions related to
the immersivity gained values up to 4. Summarizing, the game was well-accepted and
seen as easy to play. It allowed to learn something but had a low degree of freedom and
not a huge emotional impact; however, it had a good grade of immersivity and realism.

4 Discussion

4.1 Grasping the Exemplar: The Rational of DoCENT MOOC

The challenge of this paper was to describe an example of developing MOOC designed
with the aim to enhance PCL (positive creative learning) defined as autonomous, open
management of learning times and methods, based on self-evaluation and intrinsic moti-
vation supported by exploration and curiosity, within a psychological framework applied
to new technologies that considers the contextual dimension of the learning process
(SPA). That beyond the contents of MOOC itself. The implementation of DoCENT
MOOC, according the hypothesized approach, has given an exemplar development
model for future MOOC design.

Given its nature of first application in this field, this study is not without lim-
its of generalizability and verification of effectiveness in terms of learning. However,
it shows interesting results in terms of adaptation between psycho-pedagogical pur-
poses, MOOC’s modeling and technologies integration that are worth underlining and
deepening.

4.1.1 Positive Creative Learning Elements: Which Are Stimulated and How

Intrinsic motivation, self-evaluation, curiosity, exploration of contents, experimentation
were the core processes to address the development of our MOOC. The implementation
of DoCENT MOOC has tried to achieve these objectives through the integration of
theory-based learning and game-based learning. Let’s see how. Contents exploration and
curiosity are stimulated by the nature of the lessons, based on scientifically constructed
content, rich in examples and links to additional materials, supported by introductory
videos. Self-evaluation, experimentation and intrinsic motivation were supported by the
Serious Game, which, at the same time, provides scenarios that allow the user to have
a self-assessment on the specific skills promoted by the content of MOOC (in our case
digital creativity); through its dynamic, gaming allows a sort of virtual gym to train
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your skills and refers, in a circular way, to the contents (lessons) necessary for learning.
Remarkably, the game provides the user with descriptive feedbacks on the user’s skills,
but these feedbacks are not expressed as judgments or scores as they stimulate the user
to “study in-depth” in order to continue the game. This is possible thanks to the well-
known emotional engagement produced by the game, to the pleasantness of the playful
dynamics and therefore, indirectly, to the intrinsic motivation. Overall, the described
MOOC leads to both a more traditional learning, albeit open, based on the acquisition
of content, and a learning based on the game and experimentation. Together they can
offer an experience that overall stimulates the user’s intrinsic motivation and digital
creativity. Indeed, in our view, the transition from theory to practice, mediated by the
self-reflection stimulated by the assessment phase of the game, can allow the user to
experience a training strongly based on the feeling of control and understanding of the
training experience within their own capabilities, exactly in line with what is suggested
by the self-determination theory.

4.1.2 The Advantages of the SPA: To Automate Without Forgetting the Educa-
tional Relationship

Looking at the technical implication of our study, the SPA approach to ER has various
advantages. It paves the way to the adoption of automatic control systems and software
based on artificial intelligence systems to model the OSA and BSA behavior. Thus,
it becomes possible to assign both on-stage and backstage functions to intelligent and
autonomous artificial agents, mixing human and artificial agents in ER. Moreover, SPA
allows to reproduce, model and feed the dialogic interaction offering a formal represen-
tation of the people involved in the learning/teaching dynamic. SPA offers an effective
methodology to build up games moving on the shell and core level as well as the educa-
tional one. Last but not least, it proposes a comprehensive framework that can be easily
understood by specialists with different expertise.

The EG design and development involve education specialists, teachers and trainers
as well as computer scientists, software engineers, etc. These specialists can share their
knowledge through this framework in a very effective way.

4.2 Conclusion and Future Perspective

Both psychological and technological research is starting to propose hybrid models of
tools’ design to support teaching and learning processes. Psychological studies have
indicated clear directions based, on a general level, on the self-determination theory
and, on a more precise one, on those processes that this study defined as positive cre-
ative learning. However, in order to exploit their full potential, these processes must be
stimulated with technologically advanced tools that consider the “relational” level, nec-
essary to complete the educational relationship and, in turn, the satisfaction of the three
basic needs. This is a complex challenge for psychologists and technological developers,
but it is not an impossible one. In this study we have provided an exemplar development
of MOOC that goes in this direction. It is a pilot study from which it will be possible
to develop more complex systems where the suggested form of educational psychology
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can be integrated in game and MOOC designing, with the shared aim to favor positive
creative learning with the most appropriate tools.
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Abstract. According to the Brazilian Institute of Statistical Geography,
the Brazilian population is made up of more than 10 million people with
hearing impairment. These people often face various barriers to getting a
proper education. In teaching and learning programming, the use of envi-
ronments that are not adapted for people with hearing impairments can
make it difficult to understand iconography signs, textual instructions,
and the degree of abstraction necessary for programming logic. This work
proposes the JLoad (Java Learning Object to Assist the Deaf), aiming to
support the hearing impaired in practical Java programming activities.
JLoad works as a virtual programming laboratory, allowing collabora-
tion between students and a tutor, asynchronously and remotely. We
performed a comparative analysis between JLoad and Eclipse, a tradi-
tional tool, to assess its impact on people with hearing impairments in
terms of motivation, performance, and usability in the execution of learn-
ing tasks. In all criteria, JLoad presented better averages and most of
them were ratified by the statistical tests presenting significant differ-
ences, indicating a better performance of JLoad.

Keywords: E-learning · Accessibility · Hearing Impaired · Java

1 Introduction

The World Health Organization [22] defines disability as activity limitations and
participation restrictions that involve negative aspects of the interaction between
an individual and the environment. For instance, a significant part of people with
disabilities (PwD) faces difficulties accessing proper formal education. According
to the Brazilian Institute of Statistical Geography [5], the Brazilian population
is made up of more than 10 million people with hearing impairment (DHI).
These people face a lack of methodologies and learning materials adapted for
this audience [4].
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Regarding inclusive education, the resources of information and communica-
tion technology used in the teaching and learning process must also be accessi-
ble. In this case, they should include learning objects, defined as an entity, either
digital or not, which can be used and reused or referenced during a process of
technological support for teaching and learning. Information and communica-
tion technology has been a good ally for inclusive education. Nevertheless, tech-
nological resources used to support teaching and learning must conform with
accessibility standards. In this context, the World Wide Web Consortium pro-
poses a Web Content Accessibility Guidelines (WCAG)1. WCAG presents some
accessibility guidelines to make web content widely accessible [7].

In the context of remotely teaching/learning a programming language, other
barriers may be encountered besides the lack of accessibility. For example, in
Java courses, students also have to download and install an Integrated Develop-
ment Environment (IDE) such as Eclipse to perform some of the course-required
activities. In several cases, they are at home with no one nearby to assist them.
Furthermore, the DHI may present difficulties such as icon comprehension, text
language, and abstract concepts [17].

The Virtual Learning Labs, used for technology-mediated hands-on work-
shops, have been a way to motivate students and improve learning effectiveness.
The immersive learning approach such as the Virtual Programming Laboratory
[3,20], has shown positive results for the engagement and motivation of students
and, consequently, might reduce student dropout. In the DHI context, accessibil-
ity resources available in a Virtual Learning Lab might attenuate the difference of
performance between deaf and listeners students, during programming activities
[17].

In this work are proposed JLoad, an accessible learning object integrated a
Learning Management System (LMS), aiming to support DHI in activities of
Java programming. The JLoad’s environment enables pupils to share code with
tutors, highlighting problematic points in the code produced. Such sharing func-
tionality allows, up to some point, direct communication between a DHI who
does not speak the tutor’s language and a tutor who cant understand sign lan-
guage. Using JLoad students can participate in programming workshops (orga-
nized in a step-by-step fashion) as part of the programming courses; get remote
situated asynchronous tutor assistance (who has access to source-code and mark-
ings over the code to sign where the doubts are); get interpreters’ help to mediate
communication between deaf student and a tutor who is not fluent in sign lan-
guage.

To verify the efficiency of JLoad for deaf students, a comparative study
between JLoad and Eclipse was carried out. A group of 15 (fifteen) deaf people
participated in this study. Participants were invited to take a Java program-
ming class and perform a programming task. Part of the group used JLoad
and while others had Eclipse to perform the proposed task. The triangulation
technique [1] was applied, comparing usability, motivation, and performance
metrics pointed out by the participants. In all criteria, JLoad presented better

1 https://www.w3.org/WAI/standards-guidelines/wcag/.

https://www.w3.org/WAI/standards-guidelines/wcag/
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averages and most of them were ratified by the statistical tests presenting sig-
nificant differences, indicating a better performance of JLoad.

This text is divided into sections. Section 2 presents the theoretical back-
ground that supports our research, especially challenges DHI faces to learn and
along with theories and solutions that can support them in the learning process.
In Sect. 3 (three) we present and discuss related work. In Sect. 4 (four) we intro-
duce the JLoad. In Sect. 5 (five) presents the methods and evaluation carried
out on the study. Finally, Sects. 6 and 7 (six and seven) are present the results
and discussion.

2 Background

In this section we discuss some learning challenges faced by DHI people. We
also discusses the influence of active learning and Virtual Programming Lab in
JLoad’s conception. Finally, we also present the accessible LMS that uses JLoad
as a Learning Object for Java programming activities.

2.1 Learning Challenges Faced by DHI People

DHI people have difficulties in traditional education. They present lower aca-
demic performance when compared to their hearing counterparts [13,18,28].
However, the lack of hearing capabilities itself might not be the source of the
problem. For example, time, type of education, and learning opportunities also
influence low mathematical accomplishment [19].

Software and educational materials are normally produced for listeners, using
textual language. Therefore, DHI people need extra effort to understand a sub-
ject or to adapt to the software. On the other hand, when we consider the DHI
performance in programming activities, the use of accessible tools results in pos-
itive impacts [17], matching the performance of DHI and hearing people during
a programming task. Furthermore, the use of an accessible tool may increase the
degree of satisfaction of deaf users. In this context, we can improve the learning
process, providing translated content into sign language and ways of exchange
information between DHI and listeners.

2.2 Active Learning for Programming Learning

The Virtual Labs for Programming allows the applicability of active learning
[14] since students are motivated, hands-on way, to solve real-world problems
through the algorithms. For instance, JLoad is a tool that implements this con-
cept through workshops, hands-on Java programming activities, it has been used
as a tool to solve real-world problems algorithmically. Through accessible chat,
the students can be supported by a tutor. Finally, using Jload the students can
have learning experiences as a protagonist and develop their learning hands-on
to build prototypes and software products.
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Acquiring advanced knowledge usually results in a cognitive load. This load
can increase even more when it comes to learning a programming language. For
example, Java, in addition to adopting a language-specific syntax, also appropri-
ates the textual signs of the English language. The DHI, who use sign language,
should strive to learn the abstraction inherent in the programming language,
the meaning of English words, and programming logic, further increasing your
cognitive load. As an alternative for this problem, the collaboration and interac-
tion between tutors and students may reduce part of this cognitive load [23]. In
addition, JLoad is embedded into an accessible LMS [16] that provides resources
for interaction and communication through sign language.

2.3 An Accessible LMS

The DELL Accessible Learning (DAL) is an accessible LMS that provides sev-
eral features to help PwD to teach and learn. It is also in conformity with the
WCAG 2.0. In the LMS, each disability has a specific profile with features for
its needs. As shown in Fig. 1, the student perspective is divided into four areas:
(1) accessibility bar with accessibility resources, language options, and profile
selector; (2) a tool menu for students: courses, calendar, mail, grades, glossary,
and settings; (3) enrolled courses of a student and links to access them; (4) panel
with student’s agenda and warnings posted by the tutor.

Fig. 1. Student interface.

On the LMS are available several professional training courses in various areas
such as education, entrepreneurship and sales, foreign languages and Information
Technology. The contents are available in Portuguese, English and in Brazilian
Sign Language (LIBRAS) and also in American Sign Language (ASL). Access to
the platform is made available exclusively to students enrolled in courses. Once
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registered, students can access all the contents of the classes through comput-
ers connected to the Internet. In general, courses are made available through
partnerships with private, governmental and third sector institutions.

Several types of users are available in the LMS: student (DHI and listen-
ers), tutor, system administrator, pedagogical coordination, and interpreter of
sign language. Students access classes and performance reports. Tutors support
students in doubts, forums, and programming activities. The pedagogical coor-
dinator can generate reports and evaluate courses, and the system administrator
has complete control over the LMS. An interpreter receives translation requests
from tutors and students. All content is available in Portuguese and LIBRAS.

3 Related Work

This section presents the tools that implement the concept of virtual labs and
active learning. The presented tools are Virtual Programming Lab plugin [3],
ViPLab [25] and iVProg [10]. These tools aim to support the teaching and learn-
ing of programming.

3.1 Virtual Programming Lab Plugin

The Virtual Programming Lab plugin(VPL-plugin) is a plug-in for the Moodle
LMS. It supports students in their first steps as programmers. The VPL-plugin
architecture consists of three modules. The Moodle module has characteristics
such as submission management, evaluation, and support of anti-plagiarism. The
browser-based code editor allows students to edit, execute, and test programs
without an installed compiler, and the last module allows student evaluation
remotely.

A survey of satisfaction with the use of the tool, applied by Castro and
Rocha (2018), shows that of 63 students only 17.5% of these disagreed with using
the VPL-plugin to solve more exercises. The results of the user experience are
promising, but the authors point out that the tool still needs some improvements
to make its use even more efficient.

3.2 The ViPLab

The ViPLab [25] is a virtual online programming laboratory for the ILIAS learn-
ing management system. Its architecture has two different modes for code eval-
uation: manual and automatic. In manual mode, the teacher manually activates
correction and evaluation phases through ILIAS. In automatic mode, the pro-
cessing occurs without manual interference or interaction. ViPLab supports stu-
dents and teachers in programming learning, but it is a demo version, and it is
not available for use. Therefore it is not possible to evaluate its impact in the
programming learning context.
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3.3 The iVProg

The Interactive Visual Programming (iVProg) [10,20] aims to support the teach-
ing and learning of introductory programming concepts. In its most current
version, the tool applies the paradigms of visual programming, but it is also
possible to create textual codes, in a language inspired by the Portugol Stu-
dio [20]. iVProg can be integrated with Moodle through an interactive activity
module called iTarefa [21].

A usability study applied to iVProg [20] shows that, although the tool has a
strong potential for teaching and learning programming, there are still usability
barriers to be overcome. Study participants were asked how pleasurable it was
to use iVProg. The results show that 46.8% responded neutral, pleasant or very
pleasant, but 53.2% classified the use as unpleasant or very unpleasant. On
the other hand, studies previously conducted [24] show that the use of iVProg
increased class attendance by more than 3.3%, and there was also an increase in
average grades by more than 0.53 points.

All these tools help teachers and students in teaching and learning program-
ming. However, they do not have accessibility’s resources to support deaf stu-
dents. In next section, we present the JLoad, an programming lab that may
support DHI during practical workshop development.

4 Introducing JLoad

The JLoad is a Learn Object available in the DAL (Dell Accessible Learning)
presented in Sect. 2.3. It aims to reduce the cognitive effort of students. Thus they
do not need to open, install, and configure other code-creating programs. Besides,
it allows studying and accessing data from anywhere with Internet access. DHI
students have accessible resources such as activities description in sign language,
chat with record videos, and interpreter support.

JLoad proposes workshops to allow students to build up their programming
knowledge in Java. A workshop consists of a list of programming activities. Each
activity has its own set of instructions (displayed in Portuguese and Libras).
Typically, a JLoad activity requires: (a) some coding, compilation and execution
of a Java program; (b) submission of the code for evaluation; and (3) request-
ing and getting situated help - all done within JLoad. This all-in-one approach
saves the student from having to install and learn to use an integrated devel-
opment environment like Eclipse before running their first program. Supported
by the theories presented above, JLoad programming workshops are divided
into smaller, simpler subtasks with achievable goals, allowing for gradual and
monitored progress. The simple interface lets you keep students focused on the
subtask goals. Students can submit questions to tutors through JLoad itself.
Such questions are accessed in the tutor’s area. All information such as: Libras
videos, workshop content and coding questions are stored in the JLoad reposi-
tory. JLoad is also responsible for compiling and executing student-created code,
all remotely.
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The approach proposes that students should assume a more active role. They
need to solve problems, develop projects, and create opportunities for the con-
struction of their knowledge [29]. In this context, JLoad allows students to build
their learning from activities focused on achievable goals, allowing gradual and
monitored progress. Besides, JLoad also offers tutor support to guide and answer
doubts.

We constantly need to rethink PwD teaching and learning methodologies.
They have to consider access to information and explore PwD abilities in an
adapted learning model [26]. JLoad offers challenges so that DHI can develop
their programming skills. We combine active learning with accessible features to
attenuate the barriers of interaction.

4.1 User Types

JLoad inherits resources and user types from the AccessLearning LMS. Thus,
beyond resources for DHI, it has other accessibility resources such as auto-
contrast, font resizing, shortcut keys, and labels. We have four user types: stu-
dent, tutor, interpreter, and administrator.

Student. The student’s workspace consists of a code editor, a console, and
an inclusive chat. They access the workshop contents in text and sign language.
Figure 2 shows the student’s workspace. We indicate the resources using numbers
from one to six.

Fig. 2. Student’s Workspace.

1. Menu and navigation: the students can access the main functions.
2. Workshop steps: the student can navigate through the workshop steps. We

present the step details in sign language.
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3. Development and feedback: It is a midi-IDE to write codes, compile, and run.
4. Workshop’s content: The students can check the accessible content and

instructions about the activity that they need to perform.
5. Tutor-student interaction: It is a chat for accessible communication between

student and tutor. They can also highlight code lines and sending them to
the tutor.

6. Highlighted code: Students can highlight parts of the code and send it to the
tutor. It helps to find the doubt or problem.

JLoad is a web-based tool, and its users can access it using the Internet. We
design it to be responsive, and, therefore, we can use it on different devices such
as laptops, tablets, and other computers (Fig. 3).

Fig. 3. Tutor’s workspace.

Tutor. The tutor’s workspace is similar to the student’s. Tutors have access
to a list of students whose activities they are monitoring. This environment
allows tutors to visualize, edit, and evaluate the student’s workshops. Also, the
tutor can interact with the student through the chat, observe the steps already
completed and can rate a workshop and give a feedback about it (Fig. 4).

Interpreter. The interpreter’s workspace has a panel on the left with a list of
students and their respective translation requests. The requests can be from sign
language to text or vice-versa. The interpreter environment does not have the
development area that exists in the student and tutor workspace.



150 L. Castro et al.

Fig. 4. Interpreter’s workspace.

4.2 Technology and Architecture

JLoad is developed using the MVC architectural model [8]. This architecture
facilitates the division and understanding of the code. To improve performance,
JLoad uses asynchronous calls through client-side web technologies (AJAX) [12].
For example, we use AJAX features when JLoad loads project file directories,
and messages in the chat.

The JLoad architecture is composed of a user-interface (client-side) and the
core of the application with the main functionalities (server-side). The persis-
tence component contains the data of the students, tutors, classes, projects,
codes, and libraries in a MySql database. JLoad allows the distribution of these
components on more than one server. Since JLoad must allow communication
in LIBRAS using videos (workshops and chat), the tool communicates with the
Real-Time Transport (RTP) protocol. We use the Red52 software for recording,
transmission, and video playback.

JLoad and the AccessLearning LMS are integrated using SCORM (Shareable
Content Object Reference Model) file. The SCORM standard defines communi-
cations between client-side content and the execution environment [2].

JLoad supports only the Java programming language. Since we project it to
be an LO for e-learning, to use JLoad, we need to integrate it into an LMS. And
so far, the server-side is adapted just with the AccessLearning LMS. Integration
with other LMS needs adjustments in JLoad core.

5 Methods and Evaluation

To evaluate the applicability for DHI people, we carry out experiments to check
usability, performance, and motivation using JLoad and the Eclipse IDE. Then,
2 http://red5.org/.

http://red5.org/
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we perform a comparative analysis of the results of the two tools. We select 15
participants, all DHI students from programming courses in e-learning modality.
First, they answer a sociodemographic questionnaire and a free consent term.
We summarize their profile in Table 1.

Table 1. Participants’ profile

Summarized result

Age 16 up to 29 years old

Gender Male 73.3% and female 26.7%

Educational level Elementary school: 6.7%; high school: 66.7%; higher
education: 26.7%

Type of deafness Congenital deafness: 73.3%; acquired deafness: 20%; don’t
know how to report: 6.7%

Level of deafness Profound: 66.7%; moderate: 20%; severe: 6.7%; mild: 6.7%

The results indicate that 53.3% of the participants communicate predomi-
nantly through LIBRAS, and they do not speak other languages. On the other
hand, 46.7% of them have good knowledge and understanding of Portuguese.

To assess JLoad, we use the triangulation method. It applies three technique
of evaluation to have different perspectives about a problem [1].

The first is the usability test. To assess usability, participants answer a ques-
tionnaire adapted from Lewis (1995), the Post-Study System Usability Question-
naire (PSSUQ) [15]. With the collected data, we compare the usability of JLoad
and Eclipse IDE. When we apply the PSSUQ, we can analyze for each tool:
system utility (SysUse), information quality (InfoQual), and interface quality
(IntQual).

The second technique is the analysis of the user performing the workshop
[1]. For each tool, we analyze execution time, assistances about the tool, inter-
preter requests, and workshop grades. We assign one same tutor to evaluate all
participants’ workshops to obtain the grades.

Finally, we perform a motivation analysis. We apply the Situational Motiva-
tion Scale (SIMS) [11]. Thus, we evaluate the motivation levels for each activity
in the two tools. We translate all questions from the SIMS to LIBRAS for a
better understanding of the participants.

5.1 The Experiment Design

Before we apply the methods, the participants have a class about Java program-
ming language. It was available through the AccessLearning LMS, aiming to
lead participants to the same level of knowledge. For this, the participants have
remote support of a tutor and an interpreter of LIBRAS.

Randomly, we divide the participants into two groups. Then, we expose the
groups to the two conditions, as in a typical within-subject design [6]. In our
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case, both groups carry out a workshop using JLoad and Eclipse. To avoid the
learning effect, group 1 starts using Eclipse and group 2 starts with JLoad. The
experiments happen in two days. On the first day, both groups have the class.
Group 1 uses Eclipse to perform the workshop, and group 2 uses JLoad. On the
second day, group 1 uses JLoad, and group 2 uses Eclipse.

During the workshops, an observer takes note of the performance parameters.
After the workshops, the participants respond to the usability and motivation
questionnaire. We apply the collected data to statistical tests to verify differences
in performance using Eclipse and JLoad.

6 Results

In this section, we verify for DHI the impacts of JLoad and Eclipse on perfor-
mance, motivation, and usability. We submit the data to statistical analysis to
assess significant differences between both tools. Thus, we aim to find a more
accessible tool for DHI, supporting their learning in Java programming.

We use the Student’s t-test for paired samples [9] in our analysis. A significant
difference is explicit when we have a p-value less or equal to 0.05. We present
the results in Tables 2, 3, and 4.

6.1 Usability Results

Through the PSSUQ, we have four usability metrics: SysUse, InfoQual, IntQual,
and general average. For each DHI, we have four values for JLoad and four for
Eclipse.

Table 2 shows the average value of each metric for each tool and its respective
p-value.

Table 2. Usability results

Usability metric Average score* p-value

JLoad Eclipse

SysUse 2.52 3.31 0.101548

InfoQual 1.91 3.11 0.030102

IntQual 1.71 3.09 0.015533

General average 2.14 3.16 0.032804

*Smaller values are better

The general average is 2.14 for JLoad and 3.16 for Eclipse. These results
indicate participants’ preference for using JLoad (t(14) = 2.36682, p = 0.032804).
Besides the general average, we verify statistically significant differences in Info-
Qual and IntQual metrics. These results suggest better usability for JLoad.
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6.2 Performance Results

We use four metrics to assess performance: (a) time to complete the task; (b) the
number of help requests about the tool; (c) the number of translation requests
to interpreters; and (d) the grades (obtained by blind correction of programming
workshops).

Table 3 summarizes data for performance metrics. We present the averages
of the results for each tool and the p-values from the statistical tests.

Table 3. Performance results

Performance metric Average score p-value

JLoad Eclipse

Time to complete the task 44 min 40 s 64 min 28 s 0.0336

Help requests about the tool 1 5.133 0.0005

Translation requests 2.2 3.8 0.1901

Grades 9.20 8.15 0.0208

The results indicate that the JLoad participants complete their activities
faster (44 min 40 s), p-value 0.0336. It shows a significant difference in this metric.

JLoad participants present an average of tool help requests equal to one,
while Eclipse participants show a value of 5.133. The statistical test shows a
significant difference in this metric (t(14) = 4.46678, p = 0.0005).

During the experiment, the participants can request translations to the
LIBRAS interpreter in case of doubts. The average number of translation
requests is 2.2 for JLoad and 3.8 for Eclipse. The statistical result does not
show a significant difference (t(14) = 1.376818, p = 0.190188).

To measure the learning process, a single evaluator performs a blind cor-
rection on the created codes. We omit the author and the tool used to cre-
ate the code. The average of the grades using JLoad is 9.2, and 8.153 using
Eclipse. The statistical test confirms a significant difference (t(14) =−2.447275,
p = 0.028191).

6.3 Motivation Results

Table 4 shows the average of motivation scores obtained through the SIMS
questionnaire. We analyze three metrics: general motivation, demotivation, and
intrinsic motivation. Since data from general motivation does not conform to a
normal distribution, we use Wilcox on Signed-Rank test [27] for this metric. We
use the paired Student’s t-test for the other two metrics.

The results are similar, with slightly better results for JLoad. However, the
statistical tests did not find any significant difference.
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Table 4. Motivation results

Motivation metric Average score Observation Statistical value

JLoad Eclipse

General motivation 5.58 5.07 Higher is better w = 38

Demotivation 3.68 3.73 Smaller is better p-value = 0.91

Intrinsic motivation 6.22 5.25 Higher is better p-value = 0.09

7 Conclusion and Future Works

We design JLoad to reduce the evasion in the initial classes of online program-
ming courses. The purpose of the research is creating a tool for deaf people in
the Java programming area. In the design of JLoad, we carry out participatory
design with the target audience, and we develop it under international accessi-
bility criteria.

The usability and motivation results favor JLoad. The general usability aver-
age is 2.14 for JLoad and 3.16 for Eclipse (in this case, smaller values are bet-
ter). JLoad also performs better on general motivation with 5.58 versus 5.07 for
Eclipse.

JLoad provides better usability and greater motivation. On average, it allows
its users to finish the workshops about 20 min faster, and the students also get
better grades. The social presence of the tutor is higher, allowing the student’s
engagement to ask for help. JLoad students request about 70% more assistance
than the ones using Eclipse.

As future work, the tool can evolve to meet other disabilities. We can develop
a mobile version, and we can give learning support to other programming lan-
guages. JLoad can also become a collaborative workspace for different audiences,
such as listeners and deaf.

Acknowledgment. This study was an initiative of Dell Computers and Universi-
dade Estadual do Ceará. In addition, developed by Lead - Research, Development and
Innovation Center Dell.
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Workshops do Congresso Brasileiro de Informática na Educação, vol. 8, p. 1148
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Abstract. The usage of videos is widespread across various disciplines and learn-
ing contexts (e.g., leisure time, school, and work) and is widely used in (higher)
education. Learning videos are among the most important digital media in higher
education [27]. However, if not designed accessible, videos pose new challenges
[34, 41]. In line with the UN-CRPD and respective legislation, higher education
has to be accessible for all students, including accessible learning materials such
as videos. Accessible videos comprise an accessible video player, captions, and
audio description) [29]. Because the accessibility features audio description and
caption are both translations [22], it is worth analyzingwhat information is consid-
ered when implementing these accessibility features. As educational institutions
are responsible for accessibility, we investigate in this study which information
they provide about producing and providing accessible videos on their web pages.
In total, 36 national and international higher education institutions are included in
the analysis.

Keywords: Accessible videos · Higher education ·Web page analysis

1 Introduction

The usage of videos is widespread across various disciplines and learning contexts
(e.g., leisure time, school, and work) and is also popular in (higher) education. By now,
learning videos are among the most important digital media in higher education [27].
Benefits such as the increased flexibility of learning regarding time, place, and speed or
repetition and revisions are associatedwith the usage of videos [12]. Furthermore, videos
can represent a complex and simultaneous situation, such as teaching in a classroom, and
are utilized as a basis for reflection on teaching [16, 24]. Thus, videos provide various
opportunities for learning and education.

Videos in learning contexts can be differentiated into two categories: explanatory
videos, and demonstration videos [27]. Explanatory videos are produced to convey con-
tent, which is explicitly formulated in the video. In contrast, the primary objective of
demonstration videos is not to explain but to demonstrate and show certain situations.
Typical demonstration videos are, for example, videos of (school) lessons or videos of
social interaction in different settings [27].
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Furthermore, the usage of videos can be differentiated on three levels which differ
regarding the intended usage of videos. In line with the intended usage, the complexity
of accessibility needs increases. On the first level, “only” the video and the video player
must be accessible. On the second level, tools for commenting and highlighting specific
video sequences and the respective presentation have to be accessible, too. Additionally,
on the third level all used functionalities to edit the video and the newly created video
need to be accessible. However, all levels have in common that the video must be
accessible [41]. Despite the potential videos have, if not designed accessible, they pose
new challenges [34] and can lead to exclusion.

Furthermore, in line with the UN-CRPD and respective legislation, accessibility for
all students is mandatory for higher education. Therefore all learning materials need to
be accessible, including modern media, such as videos. Accessible videos comprise an
accessible video player, captions, and the translation of purely visual information (e.g.,
audio description) [29].

Accessible video players are crucial to access (accessible) videos. The difficulties
and evaluation of different video players are addressed, for example, by Wild [39]. She
stated that only Able Player and OzPlayer did not have any show-stoppers. Nevertheless,
this article primarily addresses the implementation of captions and audio descriptions.

Educational institutions are responsible for the accessibility, but the actual adaptionof
the material is the responsibility of the person who is using or providing the material. So,
they must have access to appropriate information [8] to learn about accessibility issues
and ways to adapt thematerial. Therefore, we investigate in this study which information
higher education institutions provide about producing and providing accessible videos.

2 Accessible Videos in Higher Education

The design of accessible videos is a complex task, which is mandatory for higher educa-
tion institutions to fulfill their obligation to provide accessible learning materials (e.g.,
American Disability Act, BITV 2.0).

Non-accessible documents and other media are barriers to participation in education
[15]. For example, if students are offered a video as an alternative to text, students with
hearing impairments will be excluded if the video has no captions. Therefore, consistent
care must be taken to ensure that every form of presentation is accessible [35]. In an
assessment of the quality of learning materials, the accessibility of lecture recordings
and learning videos was rated poor [25]. These low ratings reveal a need to address, in
particular, the accessibility of videos. Nevertheless, there are organizational challenges
such as the lack of needed resources (time, costs) for designing captions and audio
descriptions or technical difficulties in making them available for students [29, 39].

However, captions and audio descriptions are also audiovisual translations [22],
entailing content issues. Audiovisual translation are translations ofmediawith visual and
auditory elements. In audiovisual translation, the originalmaterial is changed; Parts of the
material remain and are supplemented or combined with new parts [22]. In Translation
Studies, the translation method is closely connected to the content of the text due to
the underlying premise that the translation type or method is different depending on the
particular nature of the text. For example, the distinction between literary or technical
translations [31].
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Therefore, it is essential to look at the type of translation needed to create captions and
audio descriptions. If provided in the same language as the audio in the video, captions
are intralingual translations: the audible information is translated into written text that is
presented in addition to the original material. Standards for captions provide information
regarding font, the position of the captions, the number of characters per line, etc. [22].
These standards are often published for broadcasters. Thus, some standards may differ
in higher education [29].

Audio description is an intersemiotic translation, in which the sign system changed
from pictorial representation into speech. Thus, the visual information of a video is
translated into a verbal description and inserted into the gaps in the audio track [22].
However, audio description is also called partial translation because not everything seen
can be described, will be described, or needs to be described [4].

There are different guidelines for producing audio descriptions. Having a closer look
at audio description guidelines, two difficulties are to be named. First, there are guide-
lines providing information on how to design an audio description for different genres,
which at some points differ widely. As Hughes, Orero, Rai [20] state: „It hardly seems
feasible to merge these three [television, live AD and buildings/museums] into one set
of guidelines.” In this context, educational videos are not even considered. Another
challenge is that because of the nature of audio description, the information provided
via the audio description needs to be prioritized [30]. The prioritizing of the described
information is often a task for the describer. But the decisions on what is how described
are influenced by the knowledge and view of the describer [4]. Again, this may pose
challenges for audio descriptions in educational contexts if the describer is not the lec-
turer or is familiar with the learning objectives because the audio description needs to
be aligned with the given task [40]. While, in explanatory videos, the learning objective
is explicitly formulated and the primary aim of this kind of video is to convey specific
information. Demonstration videos pose two sets of difficulties for the implementation
of accessibility. First, demonstration videos do not have an explicit learning objective
by themselves, only combined with a given task [27]. Therefore, it is essential that the
task and respective learning objective is known so that the important visual information
can be translated. Because only if the audio description conveys the important visual
information for the given task students with visual impairment can work on the task. Fur-
thermore, because not all visual information can be translated, it might be necessary to
create different audio descriptions for the same video if used for different tasks. Second,
the amount of information included in the audio description depends on the length of the
gaps in the audio track, where the description can be inserted. This might be especially
difficult if the video has a high level of visual information, e.g., a video of a classroom
situation. Thus, the translation process to design captions and audio descriptions for edu-
cational videos has to include didactical considerations to decide which content can be
covered to what extent by the accessibility features [40]. So implementing accessibility
features for videos has organizational, technical, and content-related challenges.
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3 Method

Most common, the responsibility to provide accessible learning materials lies within
the respective higher education institution. Web pages of higher education institutions
are used for multiple purposes. For example, to recruit, to inform or as an “entrance
to the university” [17]. Thus, examining what information higher education institutions
provide about accessible videos is worthwhile.

A content analysis of different web pages of selected higher education institutions
has been carried out to answer the following research questions:

Which standards/guidelines are used in higher education for the design of acces-
sible videos, what aspects do they address, and how do higher education institutions
address the content-related challenges of the translation process for captions and audio
description?

To answer these questions, web pages of national and international higher education
institutions were examined.

3.1 Sample

Different approaches were chosen to identify national and international higher education
institutions, which most likely provide information about accessible videos on their web
pages. First, the online library about accessible teaching on the web page of the German
“Studying with Disabilities – Information and Advice center” (IBS) [32] was used. This
library provides a list of German universities with information about accessible teaching.
Higher education institutions located in the categories “accessible online-teaching as an
overview” or “accessible videos” were included in the sample (n = 16).

Second, higher education institutions from the US were included in the sample.
They are considered a model regarding the implementation of accessibility in higher
education [26, 28]. In line with a study by Oberschelp [26], who focused accessibility
in general of higher education institutions from the US and analyzed different web
pages from different higher education institutions, the top ten universities and colleges
from the rankings “America’s Top 50 Colleges For Students With Disabilities: Disabled
Students Thrive In These Colleges!” [18] and “50 Best Disability Friendly Colleges and
Universities” [9] were added in the sample. These two rankings had two duplicates. Thus
eighteen colleges and universities were added to the sample.

And last, higher education institutions with members in the Ed-ICT network were
added to the sample (n = 5). The Ed-ICT network is an international network that
explores the role of Information and Communication Technologies (ICT) for students
with disabilities in post-compulsory education [13]. This networkwas chosen because its
members are, on the one hand, known authors for accessibility issues in higher education.
On the other hand, the membership in this network could be a sign that the respective
universities consider accessibility hence accessible videos in their teaching. In total, the
sample consists of 36 higher education institutions (Table 1).
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Table 1. Sample

Source Colleges/Universities

IBS 1. Hochschule für Wirtschaft und Recht Berlin (Germany)
2. Technische Universität Chemnitz (Germany)
3. Technische Universität Dresden (Germany)
4. Universität Hamburg (Germany)
5. Technische Hochschule Köln (Germany)
6. Philipps Universität Marburg (Germany)
7. Ludwig-Maximilians-Universität München (Germany)
8. Westfälische Wilhelms Universität Münster (Germany)
9. Universität Stuttgart (Germany)
10. Universität Rostock (Germany)
11. Hochschule Mittweida (Germany)
12. Technische Universität Dortmund (Germany)
13. Universität zu Köln (Germany)

Great Value Colleges 2021 14. Landmark College (USA)
15. University of Arizona (USA)
16. Beacon College (USA)
17. University of Connecticut (USA)
18. University of Iowa (USA)
19. American University (USA)
20. Ball State University (USA)
21. Lynn University (USA)
22. University of California, Berkeley (USA)
23. Marist College (USA)

CollegeChoice.net 2021 24. University of Michigan-Ann Arbor (USA)
25. University of Southern California (USA)
26. Northeastern University (USA)
27. Xavier University (USA)
28. The University of Texas at Austin (USA)
29. College of Charleston (USA)
30. Messiah College (USA)
31. University of the Ozarks (USA)

Ed-ICT 32. The Open University Israel (Israel)
33. University of Washington (USA)
34. The Open University UK (UK)
35. Dawson College (Canada)
36. FernUniversität Hagen (Germany)

3.2 Procedure

After identifying the higher education institutions, each publicly available web page was
examined Starting from the home page, two strategies were used to locate the relevant
information. First, the keywords “Accessible Videos, Captions and Audio description (in
English and German) were separately searched for via the search engine provided on the
home page. All listed websites were then scanned for information and recorded. Second,
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the Service Center for Students with Disabilities (or respective offices) was identified
for each university/college, and their web presence was also scanned for information
about accessible videos. The acquired information was then categorized.

Because of the explorative nature of this analysis, only a few categories were
formedupfront: guidelines/standards and recommended tools for both captions and audio
description. Then, derived from the material, more inductive categories were developed,
such as definition, necessity, realization, other.

4 Results

Of the identified 36 web pages, six universities or colleges did not provide publicly
available information about accessible videos. All other web pages provided some infor-
mation about accessible videos. Hereafter, the results are presented using the developed
categories as structure.

4.1 Captions

Most higher education institutions provide some definition: Captions translate the audio
content (including sound effects, music description, and speaker identification) into
written text. Captions are usually displayed at the bottom edge of the video screen.
There are two types of captions: Closed Captions and Open Captions. Open Captions
are permanently displayed, while the user can turn closed captions off and on. One
university states that closed captions are the “technique to use” (HS 22).

Necessity. Nearly all universities/colleges state that videos have to be captioned. Many
universities add that not just students with hearing impairment benefit from captions
but also students with another native language or when listening to a video in a loud
environment (e.g., HS 4; HS 2; HS 3; HS 4; HS 12; HS 17; HS 30; HS 28).

There are also statements that all publicly posted videos have to be captioned. One
university even states that “streaming without captions could expose the university to
serious risk, and will be perceived as a proceeding that is contrary to the inclusion ideals
of American Universities” (HS 19). It becomes obvious that the necessity to provide
captions in line with the ADA, BITV, etc. is communicated by the higher education
institutions. Nevertheless, there is also information regarding the prioritization of the
captioning effort. Thismainly refers to the intern service of universities to caption videos.
One example is the following hierarchy: Critical –Media used in courses, where captions
are included in a current accommodation, and media which is publicly available; High –
Media used in large courses, or will be usedmultiple times;Medium –Media from third-
party vendors, and does not meet criteria named above; Upon request – Media which is
not currently used, but is available in an archive; Helpful – Media is used for a limited
time, for repetition purposes only, and it is verified, that there is no accommodation need
(HS 18).

This prioritizing is a way to handle the growing number of video use and captions.
However, it should be noted that there is no lower priority than helpful. Thus, it seems
that if the capacities allow, all media should be captioned.
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Guidelines/Standards. Regarding guidelines/standards, the information provided by
the universities differs. Some refer to guidelines of other universities or known stan-
dards, such as BIK, Aktion Mensch (Germany), Captioning Key (America), or WCAG
(both). The Guidelines by Aktion Mensch and WCAG do not specify the type of video
addressed [1, 38]. The introduction to the Captioning Key [10] states that the guide-
lines are for both entertainment and educational media, while the BIK Guidelines are
developed for usage in educational contexts (vocational training and higher education)
[7]. Furthermore, the guidelines differ in the level of detail: The tips by Aktion Mensch
propose SubtitleCreator as a free tool, and include that everything which is heard and has
meaning needs to be captioned. Additionally, important noises and background music,
and speaker identification have to be included in the captions. Regarding the appear-
ance of captions, the length of the caption (two lines) with a minimum of reading time
of two seconds is listed. Finally, they provide another link to a general guideline for
broadcasters in German-speaking countries.

The guideline by BIK focuses on the captioning process and provides a list of Tools
(e.g., Subtitle Edit, Aegisub, etc.), and also names YouTube as an editing tool. As a
standard, they recommend the standards developed for German-speaking broadcasters.

The Captioning Key is the most detailed guideline. It covers topics such as “ele-
ments of quality captioning,” what to caption, “language mechanics,” “sound effects
and music,” “speaker identification,” “numbers,” and tools for captioning, including
YouTube. In contrast to the other guidelines, the Captioning Key illustrates most
information with examples.

Other universities provide comprehensive information on their web pages regarding
color, font, size, location, format, length, reading time, and how to indicate turns. This
information is similar across the web pages: high contrast, bottom edge, sans serif fonts,
not longer than two lines, aligned with the audio (HS 12; HS 18). Sometimes these
instructions are systemized along “Elements ofQuality”:Accuracy, Consistency, Clarity,
Readability (HS 17) or Synchronized, Equivalent, Accessible (HS 18). These quality
elements are introduced on the web pages to determine the quality of the captions, done
by oneself or from videos already captioned.

Even though not all web pages refer to a specific guideline, and the level of detail
differs, there seems to be a broad consensus on designing captions. While the basics are
nearly the same, differences exist in what symbol to use to indicate music (e.g. ♪, #).

Recommended Tools. On the web pages, it is often stated that there are two approaches
to caption videos: Do it yourself or outsource. In order to caption the video yourself,
a variety of tools is named. Some of them are Open Source others are commercial. To
name a few: Subtitle Edit, Gaupol, Aegisub, Camtasia, Amara, AnnotationEdit, Subtile
Horse, Streamer, MovieCaptioner (Registered trademarks), and more (HS 2; HS 10; HS
12; HS 18; HS 28; HS 33).

Automatic Captioning. Next to the recommended tools, automatic captioning is
addressed as an easy way to create captions for videos, often with the warning that
automatic captioning might not be sufficient enough, because depending on the audio
quality errors occur, which need to be corrected (e.g. HS 3; HS 12; HS 35; HS 33; HS
15; HS 17; HS 22; HS 28; HS 29). Nevertheless, YouTube‘s feature to create automatic
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captions for videos, including instructions, seems quite popular among the examined
universities and colleges.

Outsource. To outsource captioning, the higher education institutions propose different
approaches. Some universities have a contract with a third-party provider (e.g., 3Play
Media from the US). Others have an intern provider who does the captioning for the
university (HS 5). This service is often integrated into the Office for Students with Dis-
abilities or Accessible Technology Service (HS 33; HS 17; HS 26; HS 28; HS 12; HS
35). Some of these intern services seem to be free. Others charge per hour or minute of
video. Costs seem to depend on whether the captions are included in a granted accom-
modation for a student with disability or not, at least in the US. If the captions are part
of an accommodation, the Office for Students with Disabilities often supports lecturers
in providing captions (HS 33; HS 17; HS 28).

The way how captions can be outsourced differs between the universities. For exam-
ple, some universities have online forms to request captions for specific videos. These
videos are then provided for the student with the accommodation via the respective
Learning Management System (LMS) or are available to download for the lecturer (HS
5; HS 24). Other universities indicate the address where to request captions or name the
third-party vendor (HS 22; HS 26).

Other. Some universities also provide information on how to caption live Zoom-
Conferences and provide workarounds using software for video recording and live
streaming when the Zoom-Service is not sufficient (HS 13).

4.2 Audio Description

Audio description is an additional audio track that provides the description of visual
information covered in the video. The descriptions are inserted into the gaps of the
audio track. The additional audio track must be recorded and inserted manually.

This technique provides access to the visual content of a video for people with visual
impairment.

Necessity. Like the information about captions, most universities state that audio
description is essential. Videos conveying information that the audio track does not
cover need an audio description. One university illustrates the effect of audio descrip-
tion with a video example: The university has a “Best of” Video with visual illustrations
of activities and other things on campus. The video is just music, no spoken word. Thus,
with no audio description, people who cannot see the video only can hear the music but
still do not know what happens on campus (HS 33).

Whilemany universities state that captions are helpful for various students, this is not
so prominent for audio descriptions. Only one university demonstrates in two examples
the benefits for all students (HS 22):

• Watching a video on a small screen, where students cannot see everything on the
screen, especially diagrams with small numbers
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• Watching a video while commuting by public transportation or by car on their mobile
phones

However, the urgency to provide audio descriptions is not stated as clearly as for
captions.

Guidelines/Standards. Once again, guidelines by “BIK fürAlle” and “AktionMensch”
are named by German universities. In addition, some universities refer to the “Descrip-
tion Key” by Described and Captioned Media Program [11], an equivalent to the Cap-
tioning Key. While this guideline specifically targets educational media, the intended
audience is K-12-Students. Thus, the examples and some recommendations are for a
younger audience than higher education students. Therefore, the question arises whether
all recommendations are actually suitable for the intended use in higher education.

Not many higher education institutions posted standards or guidelines. However, a
basic rule derived from the definition is that the audio description is inserted into the
gaps of the audio track of the original video and that “important” visual information
needs to be described. Furthermore, some universities state that everything seen in the
video, which is essential to understand the video, must be described (HS 2; HS3; HS 4;
HS 9; HS 11; HS 12; HS 15; HS 22; 33; HS 28). The question of defining “important”
visual information and the problem of gaps in the audio track restricting the time for a
description are not addressed.

Nevertheless, in line with a statement in the guideline of Aktion Mensch, some
universities state that “audio description is an art” (HS 33; HS 28), which impacts the
viewers’ experience. Even though not designed for educational videos, some universities
and BIK für alle refer to standards and guidelines by broadcasters. The University of
Washington adds that no “officially sanctioned standard exists that assures quality and
consistency across described videos” (HS 33).

Recommended Tools. As stated above, audio descriptions need to be recorded and
inserted manually. Therefore, customarily used editing software is recommended. Addi-
tionally, one university refers toYouDescribe (HS33). “YouDescribe is a free,web-based
platform for adding audio description to YouTube content” [33]. It provides a range of
already audio-described YouTube-Videos and offers the means to add audio description
to any YouTube video.

Realization. Audio description itself may look different, depending on the video itself.
A short description of the scenario is sufficient for lecture videos if the content is prop-
erly described (HS 5; HS 17; HS 22; HS 27; HS 34). As one university put it: “Hosts
and Co-Hosts should act as their own alternative text for visual elements” (HS 28). A
similar approach is recommended for explanatory videos. If possible, everything that is
happening visually should be described in the original audio track (HS 3; HS 4).

The more is described in the video itself, the less needs to be described in the audio
description. To teach lecturers to include a description of the visual content upfront in
their video/talk is “the easiest and most cost-effective method” to provide a video where
an audio description is not or nearly not needed anymore (HS 22).

One Problem is the access to the audio description.Most video players do not provide
the possibility to turn on the audio descriptionwhen needed. Instead, a second videowith
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the inserted audio description needs to be available most of the time (e.g. HS 12). One
exception is “Able Player”, an Open Source Media Player developed by the University
of Washington (HS 33). This player has a feature that can access a timed text file in
which the visual information is provided. A screen reader can also access these timed
text files if the player cannot include the file (HS 26).

As for captions, there are also twoways to produce audio descriptions: Do-it-yourself
or outsource (HS 33). As stated in the chapter above, higher education institutions do not
provide much information about tools that can be used to produce audio descriptions.
Also, the information about who can produce audio descriptions, if not the lecturer, is
not as prominent as for captions. Only a few universities state that audio descriptions
can be ordered at specialized centers, such as the Student Accessibility Center or similar
(HS 4; HS 13; HS 35, HS 12).

The University of Washington provides a list of vendors “that seems to be a good
match for higher education institutions” to outsource audio descriptions. They also state
that the American Council of the Blind has compiled a list of commercial services
(HS 33). This list is displayed by categories: Full Service, Writing, Voicing, Audio
Engineering, Training, Quality Control and Consulting, and Local AD Providers [2].
Vendors in Germany are listed by BIK für Alle [6].

Surprisingly, often audio descriptions are not listed as a provided accommodation
for students with disabilities, as is the case for captions (e.g., HS 17; HS 20; HS 27).

4.3 Other

When designing accessible videos, some universities provide some general tips and
information. In line with the recommendation to consider accessibility up front, this is
also suggested for captions and audio descriptions. Scripts for videos make it easier to
design the captions. Including as much description as possible or gaps in the audio track
makes it easier to provide audio descriptions. It is also recommended to apply the two
senses principle on videos (HS 11). Others provide a FAQ section for accessible videos,
providing information such as who is responsible for providing accessible videos, who
pays, accessible videos, how do I get accessible videos, and so on (HS 33; HS 22; HS 4).
Some provide a checklist for accessible videos, which includes captioning, transcripts
for audio files, audio description of visual-only content, and can the video be accessed
by keyboard (HS 5; HS 27).

5 Discussion

The chosen approach has some limitations. First, higher education institutions that were
not included in the chosen rankings or web pages are not analyzed. Thus, institutions
with a great deal of information regarding accessible videos might have been missed.
Second, only publicly available information was considered. Thus, there might be more
information in the respective intranet. Moreover, only information provided in English
or German is analyzed; thus, the information provided by the Open University Israel
might be missed out because it is in Hebrew.
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However, the amount of information provided by higher education institutions on
their web pages about captions is high compared with the amount of information about
audio descriptions. It is strongly recommended to provide captions on the web pages,
especially in the US. If a student with a granted accommodation for captions participates
in the lecture, the universities often take care of the captioning. Otherwise, the lecturer
is responsible for deciding whether captions are necessary or not and providing them.
In order to help lecturers to prioritize the effort for captioning, additional information is
provided. This prioritization can be regarded as a way to handle the growing need for
captions. However, the hierarchy seems to be influenced by the risk of lawsuits [26] if a
higher education institution from theUSmakes a not-accessible video publicly available.
While this approach is understandable, the benefits or potential exclusion risks should
be more focused on in an inclusive learning environment.

However, considering that for adaptations for accessibility, working time seems to be
“a narrow bottleneck” [8], the competence of lecturers to decide and provide captioned
videos should be questioned.

Thus, in light of the growing need for captions, it is no surprise that tools like
YouTube are recommended because they simplify the production of captions and save
time. While problems like the occurring errors are addressed, privacy issues are not. If
only the lecturer is seen and heard in the video, it might be the lecturer’s own choice.
However, the privacy issue becomes even more relevant when using a demonstration
video, such as a classroom situation with children. Additionally, the audio quality is
often not as high as it would be needed for YouTube to provide useful captions.

The need for audio description is not as urgently formulated as for captions, which
is surprising because the need for a media alternative or audio description is on the same
conformance level (A) as the need for captions unless the time-based media is a media
alternative itself [37].But, the fact that captions aremore common than audiodescriptions
is not unique to higher education. Also, in television andmovies, the availability of audio
descriptions is below the availability of captions [14]. For example, only since 2015 has
Netflix offered selected videos with audio descriptions [3]. Still, it seems that audio
description is often the last feature of a movie that is considered [21]. Possible causes
may be the relatively high effort to create audio descriptions [5] or the difficulties of
making them available for the audience [29].

However, the benefits of audio description for videos in higher education for all
students – that videos can be followed while commuting or when watched on a small
screen – reflect observations of developments when watching Netflix or TV shows.
Audio description can be used as a tool to turn a TV show into an audiobook, which
can be listened to while doing other things [14]. This use of audio description might
not be seen as beneficial for educational media, where the video aims is to teach the
viewers something rather than to entertain. Nevertheless, there are also observations that
the audio description is used as an additional source of information, which can help to
follow complex videos [14]. Other approaches use audio description as a didactical tool
to approve writing abilities, attention to detail, and to deepen an analysis of the video
material [19, 23]. Even though these considerations are beyond the scope of this article,
it is essential to note that the potential audio description offers is not yet fully utilized.
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Furthermore, the instruction on producing an audio description is strongly abbrevi-
ated. It is often stated that it is necessary to describe what you see and what is important
to understand the video for the audio description, but how to decidewhat is necessary and
important to describe is often not addressed on the web pages, except for the universities
which refer to different guidelines such as the Description Key [11]. In the Description
key and other guidelines for audio description, it is recommended to describe visual
elements which cover the questions where?; when?; who?; what? and how? Addition-
ally, sound effects, which are difficult to identify and on-screen text, need to be included
[36]. While this basic information might help when producing an audio description, the
didactical dimension of audio description and the need to align the description to the
learning objective and task are not mentioned on any web page. Thus, important visual
information needed to reach the respective learning objective runs the risk of getting lost
in the translation of the pictorial representation into speech.

Moreover, all information about accessible videos on the web pages seems to refer to
certain kinds of videos: explanation videos and lecture recordings. In this kind of video, it
is possible to integrate the (audio) description into the original audio track. This approach
has two benefits: The need for post-editing and the creation of an audio description is
minimized. And more importantly, this approach follows the principle of the Universal
Design. More students than anticipated can benefit from this integrated description of
visual information, for example, simply students looking away [34]. It seems that the
description itself and the integration into the video is easier than for demonstration
videos. It seems that on the web pages, it is neglected that different types of videos
need different types of captions and audio descriptions [41] and that captions and audio
descriptions are translations, which need careful considerations during the translation
process [22].When producing captions and audio descriptions for demonstration videos,
difficulties were not explicitly addressed on any web page.

6 Conclusion

Regarding the research questions, we can conclude that, at least on public web pages,
standards such as BIK für Alle, Aktion Mensch, Captioning Key respective Description
Key, and WCAG are used to produce captions and audio descriptions. Nevertheless,
the amount of information differs. Higher education institutions seem to provide more
detailed information on the design of captions than on audio descriptions. This might be
because captions are seemingly easier to produce, especiallywith the different captioning
software or automatic tools, such as YouTube or speech-to-text-converters.

Also noticeable is that specific information for demonstration videos and how to
include didactical dimension in the design process of audio description is missing. It
seems that mere information and instruction are considered in the design process. How-
ever, when using (demonstration) videoswith specific reflective tasks or specific learning
objectives, the provided audio description must be produced with didactical consider-
ations in mind. Even though both captions and audio descriptions are translations, this
is particularly important for audio descriptions. Since when translating something from
visual to verbal, it is nearly impossible to describe everything you see and without any
interpretation. The didactical dimension of the design process can get lost in translation if
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not considered in the translation process. Thus, when designing accessibility features, it
is worthwhile to regard captions and especially audio description as a translation, which
is influenced by a variety of decisions and the translator’s perception. The decisions what
to translate and how it should be translated are influenced by the translator’s knowledge
(in case of audio description, the describer) [5]. Additionally, sighted people should not
overestimate themselves. Human perception is limited, and sighted people do not see
everything [22]. Thus, the intended learning objective and respective important informa-
tion as intended by the lecturer can get lost in translation, if the describer does not know
about this information. In light of the growing use of videos in higher education, and
not just explanatory videos or recorded lectures, it is necessary to include the didactical
dimension into the translation process when designing audio descriptions.

In summary, based on the analysis, it seems that while there is a lot of information
available about the design of accessible videos. The need to ensure that important infor-
mation is not lost in the implementation or translation process respectively has been also
shown. One approach which could help in this matter is to design a guideline specifi-
cally for audio description in higher education, on the one hand including considerations
about the different types of videos and respective possibilities to design audio descrip-
tion, and, on the other hand, support for describers on how to include the didactic in the
audio description.
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Abstract. Augmented Reality (AR) is a technology which enhances physical
environments by superimposing digital data on top of a real-world view. AR
has multiple applications and use cases, bringing digital data into the physi-
cal world enabling experiences such as training staff on complicated machinery
without the risks that come with such activities. Numerous other uses have been
developed including for entertainment, with AR games and cultural experiences
now emerging. Recently, AR has been used for developing assistive technolo-
gies, with applications across a range of disabilities. To achieve the high-quality
interactions expected by users, there has been increasing integration of AR with
Machine Learning (ML) algorithms. This integration offers additional functional-
ity to increase the scope of AR applications. In this paper we present the potential
of integrating AR with ML algorithms for developing assistive technologies, for
the use case of locating objects in the home context.

Keywords: Machine learning · Computer vision · Speech recognition · Emotion
detection · Assistive technologies

1 Introduction

Technology is seen as a significant driver to enable, empower and include the 15% of
the world’s population that have a disability [1]. Recent technological advances, from
voice recognition to brain computer interfaces offer a wealth of solutions and opportu-
nities. Identifying and applying technologies can considerably improve the quality of
life for disabled users. One of the technologies that is currently pushing the limits of our
interaction with computers is Augmented Reality (AR).

AR technology uses 3-D images and animations that can be displayed in the physical
environment. Most of the currently developed applications for AR are for entertainment
[2] and training [3]. However, the specialised hardware and software developed for AR
has massive potential for developing assistive technologies. For example, the available
cameras and microphones, see Fig. 1, can provide data from the user surroundings. The
software developed for imposing 3D images can benefit users by pointing them to a
specific area or object.
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Fig. 1. An example of an AR kit, i.e., Microsoft Hololens2

TheARkits provide functionalities that can be extended, for example, usingMachine
Learning algorithms to improveunderstandingof contextual data, such as providingusers
with information about their surroundings that they might not have observed. These
algorithms can be very useful as they can help the users with their unique requirements.
The requirements this paper focuses on are provided by a visually impaired user in
the home context aiming to locate objects. The goal is to is to show the potential of
integrating computer vision and speech recognition algorithms with the AR to provide
assistive technologies.

This paper investigates the exploratory research question: Can AR and ML be inte-
grated to provide an assistive technology for the use case of locating objects in the home
context?Sect. 2 brieflyoutlines recent assistive technologies for a rangeof sensory, physi-
cal and cognitive disabilities, impairments andneurodiversity. Section3 focuses onvisual
impairment and the use of Augmented Reality as assistive technology. Section 4 consid-
ers empowering assistive technologies using Machine Learning algorithms. Section 5
presents a prototype system integrating computer vision and an AR headset. Section 6
outlines potential next steps and applications.

2 Assistive Technology

TheWorldHealth Organisation (WHO) defines assistive technologies as “assistive prod-
ucts and related systems and services developed for people to maintain or improve func-
tioning and thereby promote well-being” [4]. The WHO estimated that over one billion
people need some form of assistive technology with this figure expected to increase sig-
nificantly in the coming decades. As the market for assistive technologies strengthens,
grows and diversifies, commercialisation is increasing, with more assistive and inclusive
technologies emerging.
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Figure 1 highlights the wide range of impairments in the UK, many of which can be
supportedwith assistive technologies. This growing requirement for assistive technology
is emerging against the ongoing widening of participation in education, work, recreation
and society, with a massive increase in the mainstreaming and inclusion of children,
teenagers and adults with disabilities, impairments and neurodiversity. There is also an
inevitable significant growth in the need for assistive technologies to enable independent
living for an increasingly ageing population [4]. Such challenges, include, for example,
visual impairment arising from age-relatedmacular degeneration, cataracts or glaucoma;
and cognitive impairment such as dementia and Alzheimer’s. Supporting independent
living is not only the most cost effective solution, but additionally improves quality of
life allowing people to continue to live in their own homes.

Greater awareness of how assistive technologies can improve quality of life for those
with disabilities, impairments and neurodiversity has also led to statutory regulation.
The Convention on the Rights of Persons with Disabilities recognises access to assistive
technology as a human right (Fig. 2).

Fig. 2. Statistics on the wide range of disabilities in the UK, as shown by the Office for National
Statistics - Annual Population Survey [5]
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2.1 Visually Impaired

Assistive technologies for visual impairment include magnifying devices incorporated
into wearables such as IrisVision, eSight or Oxsight smart glasses. These magnify,
improve contrast, highlight edges and so on in real space. Additionally, some, such
as eSight [6], can also be connected to digital experiences, such as games consoles and
screens or Nu Eyes Pro glasses that incorporate voice and optical character recognition.
There are also voice-only applications, such as Envision Glasses that enable the user to
‘hear what they want to see’ using AI to provide scene descriptions, facial recognition,
to scan, remember and read text and make video calls [7].

In addition to wearables, there have been attempts to support the visually impaired
with devices including for orientation and mobility training, such as augmented reality
multi-sensory maps [8]; for navigation, including robot dogs [9]; and devices such as
smart canes [10] for mobility support.

2.2 Hearing, Voice, Speech, or Language Disorders

Assistive technologies targeting hearing loss, range from hearing-related products being
embedded in smartphones to implantable technologies [11]. Hearing aidswill be increas-
ingly enhanced with AI to optimise the hearing experience tailored to the user and con-
text. Voice recognition continues to improve, with significant advances in processing
language from those with disabilities impacting speech [12].

The assistive technologies currently used by health professionals can be classified
as follows (Table 1):

Table 1. Assistive technologies for hearing, voice, speech, and language disorders [11]

Assistive listening devices (ALDs) Help amplify the sounds you want to hear,
especially where there’s a lot of background
noise. ALDs can be used with a hearing aid or
cochlear implant to help a wearer hear certain
sounds better

Augmentative and alternative communication
(AAC) devices

Help people with communication disorders to
express themselves. These devices can range
from a simple picture board to a computer
programme that synthesises speech from text

Alerting devices Connect to a doorbell, telephone, or alarm that
emits a loud sound or blinking light to let
someone with hearing loss know that an event
is taking place
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2.3 Neurodiversity, Intellectual Disabilities and Cognitive Impairment

Assistive technologies have been developed to support neurodiverse and intellectually
disabled populations, with mainstream as well as assistive technologies being effec-
tively used. This includes aiming to provide neurodiverse and disabled users with the
same experiences as their peers, using everyday devices, with EasyReading [13, 14],
for example, providing an app that can make any webpage accessible across a wide
range of disabilities. Text can be read-aloud, simplified, replaced by pictograms and so
on, depending on the preference and needs of the user. Assistive technologies have been
developed to support therapy for neurological conditions, such as Polipo [12] (Tam, Gel-
somini&Garzotto, 2017) amultisensory interactive toy.Minecraft has been successfully
used to support social skill development for children and teenagers with autism [15].
Similarly, virtual agents and social robots have been used to trigger pro-social behaviour
[16], and to support social and emotional development.

3 Augmented Reality (AR)

Coughlin and Miele [17] categorise AR as an assistive technology into global appli-
cations that are used to augment the physical world to enable the user to navigate and
interact more easily with it, and local applications, which augment physical objects that
the user can touch, explore and use. Here, the focus is on the latter, creating a local
application to assist a visually impaired user with locating objects in the home context.

AR has been used effectively to support users with visual impairments in a range
of contexts and use cases, particularly in work, training [18] and educational contexts
[19]. Through incorporating computer vision, the AR experience can enable visually
impaired users to navigate and use spaces more effectively. For example, computer
vision has been used to support navigation in indoor environments [20] with object
recognition used to recognise doors and elevators enabling the visually impaired user
to navigate an unfamiliar building [21] and to assist visually impaired users with sign
reading using existing signage [22]. The Bright platform, an augmented reality assistive
platform, provides contextual features enabled by vision processing, such as recognising
contacts through facial recognition [23]. AR applications for visual impairment for users
in the home include safety such as fall prevention applications [24].

4 Assistive Technologies Empowered by Machine Learning
Algorithms

Machine learning is the field of study that gives computers the ability to learn without
being explicitly programmed [25]. Unlike the traditional approach where we ought to
explicitly define the problem and write the rules to solve it, in machine learning we
provide the computers with a dataset and let them propose a method for solving it. This
approach has several advantages as we do not always know the optimal method for
setting the rules.
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Machine learning algorithms form rules by observing the datasets. They can extract
rules that wemight not know or understand. This is particularly beneficial for developing
assistive technologies, as the range of problems and possible solutions are substantial. In
this paper, we discuss two fields of ML that has have great potential to support visually
impaired users: Speech recognition and Computer Vision.

4.1 Speech Recognition

Recently, Speech Recognition systems have become part of everyday life especially with
the wide spread of smartphone assistants (e.g., Siri, Cortana, Google Now) and voice
assistants such as Amazon Echo, and Kinect Xbox One [26, 27]. These systems uses
accurate machine learning algorithms for ‘understanding’ the human voice and speech.
Speech recognition has been an active research area for a long time [28, 29], with major
contributions having beenmade usingHiddenMarkovChains [28, 29];machine learning
algorithms [30] [31]; and Deep learning [31].

In essence the speech recognition algorithms take the speech signal as an input and
extract information from it [30], as outlined in Table 2.

Table 2. Extracted information from speech signals

Extracted information Details & related reference

Speech content Recognise the content of words and phrases [30]

Speaker identity Recognise the speaker by utilising the information embedded in his/her
speech signal [32]

Emotions Recognise the speaker emotion such as happy, scared, sad, etc.[33]

Language Recognise the spoken langue can be challenging for languages that
share phrases [34]

Accent Recognition of a speaker’s regional accent, within a predetermined
language [32]

Age and gender Recognising the age and gender of the user [35]

Accruing this remarkable amount of information using speech has a great potential
for developing assistive language. For instance, it can be used to help in developing
assistive technologies for users who suffer from hearing loss and/langue difficulties. It
can also be very helpful for the users that might have problems interacting with the
peripherals.
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4.2 Computer Vision

Computer vision is another very active research area in machine learning. Computer
vision algorithms extract information from images and videos. The information we can
extract can be very helpful in developing assistive technologies for the visually impaired.
Figure 3 presents some of the capabilities of computer vision in developing assistive
technologies.

Computer Vision

Image Description

Natural Language 
Generation

Sentence-based 
Image Description

Video Description Natural Language 
Generation

Cognitive mapping

Mobile computer 
vision

Eyes free 
wearable devices

Fig. 3. Assistive technologies using Computer Vision

Recently major contributions in Computer vision have empowered the algorithms
to detect multiple objects in an image in real time, as shown in Fig. 4. In particular, the
algorithms that use deep learning have shown a huge potential for accurate and timely
detection of objects. For instant You-Only-Look-Once (YOLO) algorithm has shown
great performance and the potential scalability [32].

Fig. 4. Objects detection using Machine learning algorithm
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An example of using object detection in assistive technologies had been developed
in [33], where the presented framework (shown in Fig. 5) was developed to provide
assistive technology to support a user in locating their items. The framework uses speech
recognition, computer vision and optimises queue performance to locate items in real
time. In this approach the user does need help from other people hence they can use it
without worrying about invading their privacy. It also interacts with the user only using
speech thus a visually impaired user can use it.

Fig. 5. Computer Vision assistive technology example [34]

5 Proposed Integration of AR with ML Algorithms

5.1 Overview

In this section, we present a potential assistive technology based on the framework
outlined in Fig. 5, that integrates machine learning with augmented reality kits. Themain
idea is to utilise the AR capability of interacting with the physical word and integrate
it with machine learning algorithms capabilities to make accurate and timely decisions.
Generally, the proposed solution is for in-home assistance as shown in Fig. 6. However,
it can be extended for outdoor applications.

Fig. 6. Potential solution for integrating computer vision and AR headsets
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The user would interact with the AR through the microphone, then we can extract
the content from the speech signal using a machine learning algorithm. For example, the
user might ask to locate the keys. Then wearing the AR kit, they would walk around the
home, in the meantime the AR would stream the live video to their personal computer
where an object detection algorithm would analyze the frames and identify the object.
If the item is in the sight of the AR, it would notify the user using an audio signal or
even through imposing arrows to the location of the item, as shown in Fig. 7.

Fig. 7. Proposed framework for integrating AR with Machine learning

5.2 Practical Implantation Consideration and Challenges

Practical Implantation Consideration and Challenges. While implementing an inte-
gration between AR and ML, it is critical to the practical implications of these systems.
One of the most challenging issues in complying ML algorithms is the required compu-
tational computer. As it has a massive effect on the processing duration and hence the
usability of the assistive technologies. Hence, it is crucial to balance the ML algorithm
accuracy with the processing duration.

MLalgorithms can be complied on theARkit or another device such as remote server.
Having an ML algorithm compiled on the AR kit might sound like the more convenient
method, however, it would generate several challenges such as compellability, RAM
size and processor power. For example, if we consider the Microsoft HoloLens 2 it has
4GBRAM and a Qualcomm Snapdragon 850 processor. Which would make it very hard
to develop onboard algorithms. On the other hand, if the algorithm was developed on
an external server, then the computational power would not be as challenging. In this
scenario it is critical to optimise the communication (between the AR kit and the server)
performance.

In our implantation we took the second approach, as we had an external server
running the ML algorithm. One of the problems we faced was the massive delay in
transmitting the live video stream. To stream a video can be done by activating the
developer mode on the kit and streaming the video using the ‘Mixed Reality Capture’
function on the device portal. This approach is quite easy to implant, and on the other
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hand, it has a significantly high streaming delay. To overcome this, we have used the
Microsoft HoloLens app [35]. Further improvements can be made using the Microsoft
Mixed reality Real-Time Communication for Web (Web-RTC) protocol [36].

6 Discussion

Integrating AR technologies with Machine Learning algorithms offers considerable
potential for creating assistive technologies. The proof-of-concept in this paper demon-
strates one such integration, that of enhancing AR with speech recognition and machine
vision. This integration provides an improved assistive experience for a visually impaired
user supporting them in locating objects.

Current work is focusing on testing the application in a lab with the goal of then
moving to the home context of a visually impaired user to assess the application usabil-
ity. This approach is also likely to have utility for users with cognitive disabilities or
impairments related to age, enabling them to rapidly locate objects.

7 Conclusions

As technology advances the potential of using it to help people grows. Through integrat-
ing Augmented Reality with Machine Learning it becomes possible to create assistive
technologies that can help userswith awide range of requirements.We presented a proof-
of-concept example aimed at users with visual impairment integrating ARwith machine
learning algorithms for machine vision and speech recognition creating an interaction
that helped users to locate their items.
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Abstract. This paper analyses the most suitable technological approaches to
design a workflow and develop a virtual reality system - BogSim-VR, to run real
time simulations for bog ecosystems (ecological systems) or peatlands in different
countries and regions. Currently few technologies reflect data in an understand-
able way. There is also no suitable system that allows for different human actions
and the visualization of consequences. Virtual reality technologies can address
this problem. The BogSim-VR system is adaptable to any bog ecosystem thus
creating a digital twin for experimenting with various interactions in a replicated
environment.

Keywords: Virtual reality · Digital twin · 3D content generation · Bog
ecosystem · Onsite simulation

1 Introduction

An already developed simulation model was the basis for the design and development
of a digital bog ecosystem twin in virtual reality. Various implementations of system
dynamics justify this technology [1–3]. The logic for a bog ecosystem simulation model
was available in Stella Architect and Insight Maker [4–6], and is implemented in Python
using calculations based on 35 criteria. The main outcome of this simulation model
is generated charts, which depict the level of ground water for a specified period. This
simulationmodel is verified and validated; it includes all components forming the hydro-
logical system of the bog and mathematically reflects the relationships between them
[4–6]. The hydrological system as an emphasis on depicting the bog ecosystem was
chosen because the exact level of groundwater ensures the growth of sphagnum moss
as a function of carbon storage while preventing rapid growth of forest stands, which
would interfere with precipitation supplementing the water balance of the ecosystem
[4–6]. Bog ecosystems have an important role in carbon sequestration and mitigation of
global climate change. Bogs in the boreal and sub-arctic regions store around 15–30%
of global soil carbon [7]. In the European Union, the move towards climate neutrality
policy includes activities specifically aimed at the reduction of negative greenhouse gas
emissions from bogs through nature conservation and renewal [8].
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Bogs are one of the most endangered types of natural habitats in Europe [9] and
it was important to develop the BogSim-VR system to highlight the actuality and role
of bogs. This system is adaptable to any bog ecosystem thus creating a digital twin
for experimenting with various interactions in a replicated environment. In a bog such
interactions include cutting down trees, tree planting, digging ditches, traces of tractor
equipment, fire damage etc. The BogSim-VR digital twin was developed in the Unity
engine. A three-dimensional world is generated based on GIS (geographic information
system) data gathered for a specific area. For a more precise three-dimensional repre-
sentation LIDAR data from a drone was also used. Python simulation logic is realized
in C# and currently most influence in calculations is assigned to leaf area index (LAI)
values, which change depending on actions carried out in the digital twin, for example,
the LAI value decreases if trees are cut down, however the ground water level increases
in future predictions. The virtual environment is accessed via an Oculus Quest2 headset.
Navigation uses best practices to reduce cyber sickness, and is customizable. The partic-
ipant can utilize various virtual tools, instruments, devices or machinery, for example, a
virtual tablet to customize interaction settings for convenient UX (user experience) and
to instantly depict simulation results. By choosing a virtual chainsaw, the participant can
pretend to be a forest worker and cut down trees, changing the LAI value for the area. For
LAI and groundwater calculations, it is crucial to have precise data about a specific date,
for example, the amount of snow and rain, temperature, sun radiation, humidity, peat
depth andmany other (35 variables in total). Currently data is acquired frommeteorolog-
ical services for the closest station in the area, but to increase accuracy of calculations, an
IoT network is developed directly in the bog to gather essential parameters all year. For
that purpose, narrowband Internet of Things (NB-IoT) technology is used. This allows
implementing a low-power solution.

Thedevelopedvirtual environment couldbe alsoused for decisionmakers of sensitive
ecosystems or to provide a training course in environmental sciences. Since BogSim-
VR system is adaptable to various bogs, it can also be customized to ecological sys-
tems, mostly land systems, like forests, grasslands and deserts. The designed flowchart
and practical implementation will be used to develop similar systems, and to improve
accuracy for currently developed virtual reality simulation systems.

2 Algorithms and Methods to Develop a Digital Twin
and Implement a Simulation

The BogSim-VR system uses compute shaders from the Unity game engine [10]. The
package also supplies data structures and API for programmatic access and execu-
tion. Additionally, there is I/O functionality support for reading/writing simulation data
from/to CSV/TIFF files. Note that all of this is done in a manner that should facilitate
reuse and extension of included components. Main features and working principles of
the package include core data structures and general working principles, I/O options and
formats, bog simulation specific functionality and reuse. Generally, compute shaders are
programs that run on the graphics card, outside of the normal rendering pipeline. They
can be used for massively parallel GPGPU (General-purpose Computing on Graphics
Processing Units) algorithms, or to accelerate parts of game rendering. To use them
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efficiently often an in-depth knowledge of GPU architectures and parallel algorithms is
needed [10]. Various approaches are used to implement this technology in simulations,
terrain visualizations, image processing [11, 12] and use its benefits, especially in appli-
cations that acquire real time pipelines. There are several techniques to accelerate physics
simulations [13]. Compute shaders provide support for computing various mathematical
operations needed as part of the usual graphics-generating pipeline. They can also act as
powerful mathematical co-processors for applications outside of the graphics pipeline
[14]. General data structures used for the BogSim-VR shader include Simulation class,
Frame class and Layer class. Simulation class provides the necessary API to execute
simulation, move data from/to CPU/GPU and acts as a list of Frame class instances. In
the middle, instances of the Frame class represent states of the simulation at every time
step. This class organizes and provides mapping of Layer class instances to Layer types.
At the bottom, instances of the Layer class hold the actual data of the simulation. This
class provides both generic and low-level access to the data. Layer types help to iden-
tify the data held within Layer class instances as variables corresponding to the current
simulation.

On the CPU side, the aforementioned classes are directly represented in C#. The
Simulation class has various methods for Frame instance manipulation, compute shader
execution and data transfer, it also implements IList and IDisposable interfaces for easy
data access and resource management respectively. The Frame class implements the
IDictionary interface for the Layer class instance and type mapping. The Layer class
holds data in a byte array and provides both direct untyped access and generic unmanaged
indexers in both 1Dand 2D forms. Layer types are implemented and accepted as a generic
enum (see Fig. 1.).

On the GPU side all data is stored in two memory buffers and various additional
parameters are used. The input buffer holds all data from layers the simulation reads
and does not write. The input parameters hold input layer dimensions. The output buffer
holds data from the layers the simulation writes. This is also where the intermediate
states of stocks reside. The output parameters hold output layer dimensions and 1D size
for convenience as there is very little available in ways of data structuring, and extensive
use of abstraction and indirection may hinder the performance, especially considering
any points of synchronization during parallel execution.

The use of the developed shader package is straightforward. First, create an instance
of Simulation class and add loaded Frame instances. Second, execute the simulation
using the Simulate method. This method transfers input layers of the current frame to
the GPU and dispatches the simulation shader, optionally calling the initialization shader
beforehand. Both shaders are provided to the Simulation instance during its creation.
Use the LoadLastFrame method to fetch the resulting output layers from the GPU, if
necessary. Repeat the last two steps in a loop until there are no more input frames. Write
the resulting frames to CSV/TIFF files.

Depending on simulation and layer resolution, each frame may take up considerable
memory. In this case it is anywhere from 138 to 202 MB depending on input layer
resolution. While this may be acceptable for a few frames, it will reach unreasonable
memory requirements for a 1000 frame simulation; therefore, two options should be
considered. Providing a filter argument to the Simulation class during creation. This
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Fig. 1. Simulation and class representation on CPU.

will enable LoadLastFrame to fetch only the layers present in the filter, and not call
LoadLastFrame for every frame simulated. The SetData method used by the Simulation
class to transfer data to the GPU seems to cause a memory leak if used multiple times
within a single Update call, therefore refrain from simulating too many frames per single
Update call (see Fig. 2). The I/O facilities use a simple framework to move data in both
directions. Sinks write the data to a location. Sources read the data from a location.
Sinks/Sources have a limited capability to guess which specific implementation to use
based on the data location identified by Uri. The simplest and least efficient supported
format is CSV. Here Sinks/Sources come in three variations. As the name implies the
Single variant reads/writes data from/to a single CSV file. This is also the default variant
guessed when the framework is presented with a Uri pointing to a CSVfile. The Grouped
variant reads/writes a new CSV file for each frame of data. This variant expects a Uri
pointing to a directory; therefore, it can’t be guessed fromUri alone. Since the data needs
to be split among multiple files, each file is named with the frame number. The Source
expects data to be in this is format. The Distinct variant reads/writes a new CSV file for
each layer within each frame. As with the Grouped variant, it expects a directory and
cannot be guessed.

Again, the data is split among multiple files; therefore, each file is named and
expected with the frame number and Layer type name. TIFF is the most efficient format
in terms of file size and processing time. As with CSV, the Sinks/Sources come in three
variations. The Single variant works with a single TIFF file and can be guessed fromUri.
The Grouped variant splits data among files based on the frame and layer dimensions.
This effectively places each potentially multi-spectral image in its own file because sev-
eral TIFF viewers can handle multi-spectral images but cannot deal with multi-image
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Fig. 2. Fragment of general topology for the developed shader.

TIFF files. The Distinct variant splits the data amongst files based on the frame and
layer. This effectively places each channel in its own grayscale image. This is the most
flexible format. Each file can hold multiple images and each image can have an arbitrary
number of channels with an arbitrary sample width and format. As a result, this is the
most efficient format but can cause some headache for viewers not prepared to handle
its internal structure. This is most obvious when working with multi-image files, since
most general-purpose image viewers cannot go past the first image. This format can also
store georeferenced data, potentially with proper support for the time dimension. While
the Sources have no problem reading such files, Sinks do not forward this information
when writing as the data may come from any Source including some not storing such
information.

Shader is not a traditional Source and certainly not a Sink of any kind. Instead, this
Source uses an algorithm to generate data from a shader. Two algorithm variations are
available: Perlin noise and Simplex noise. Both can be guessed and configured fromUri.
The Scheme indicates which Source to use. The Host indicates whether to generate data
in ‘input’, ‘output’ or ‘all’ layers. The Port indicates the divider to use to downscale
the generated layer’s resolution. This source is used to generate arbitrary data during
development in cases where the real data is not available.

In addition to general use and data structures, there are some algorithms of note
specifically for bog simulation. The terraform algorithm (see Fig. 3) uses data from an
arbitrary layer to change and scale a height map of the Terrain. The algorithm employs
some simple checks to ensure the layer dimensions are divisible by the implied resolution.
The shortest side of the layer is the resolution baseline from which the next lowest base
of two is calculated. As a result, the layer used should have the longest side be a multiple
of the shortest one and the shortest side should be a multiple of two. The algorithm can
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handle non-square layers larger than the height map but those used by Unity are square
exclusively. This is compensated by scaling the terrain and should not be a problem
unless extremely elongated strips of data are used, in which case an obvious visual
directionality may form depending on the height map data variation. The height maps in
Unity are of an odd size, power of 2 plus 1; therefore, the algorithm uses extrapolation
to calculate the potential values of this semi-border. This is done purely for aesthetic
reasons and has no impact on the simulation. It must be noted that there seem to be limits
to the size range a height map in Unity can take, at least from the editor UI. Currently the
algorithm does not account for this and some problems have been observed when using
height maps below minimal resolution. The potential implications of this are unclear,
but caution is advised when working outside the editor’s range.

Fig. 3. Terraform algorithm to change and scale the height map of Terrain.

Plant algorithm (see Fig. 4) uses the data from an arbitrary layer to place various
Plants. The placement of Plants is determined by their Species. These Species have
several parameters directing the algorithm:

• The radius indicates the area the members of the Species affect.
• The falloff indicates howquickly, if at all, the effect of the Specieswaneswith distance.
• The value range indicates the limits of where the Species can spawn.
• The intensity range indicates the limits of the Species’ effect on the surroundings; this
is scaled from the value.

• The height range indicates the limits of the Species’ physical size; this is scaled from
the intensity.

• The type indicates the type of Plant the Species should spawn.

The algorithm operates as follows; it starts at the layer origin and then moves in
a row-major order along the second interpretation of the data. At each stop, it checks
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Fig. 4. Plant algorithm to generate various species on Terrain.

if any known Species can be spawned there. If a compatible Species is found, a Plant
is spawned and the following surrounding area is affected. The algorithm is used to
calculate potential tree positions based on the LAI (Leaf area index) layer. There is a
pair of derived equations used for calculating the opposite effect on Near infrared and
Red reflectance layers through the NDVI (normalized difference vegetation index) layer
[5]. These change both reflectance layers when virtually planting or chopping trees. The
algorithm is not based on scientific theory. It was deemed good enough at generating a
canopy visually matching the distribution of the real one (see Fig. 5), and the derived
equations, while mathematically sound and able to maintain correct NDVI, may go into
negatives in the resulting Near infrared and Red reflectance. This is mitigated by only
using them in the calculation of NDVI. Still, care is advised when using the resulting
reflectance values. This algorithm is rather linear and is executed on the CPU side. This
is in contrast to the Terraform algorithm, which runs mostly on the GPU side.

Since most of the code involved is abstract and generic, the reuse of this project
is straightforward. Provide a different compute shader realizing the desired simulation.
When providing a different Layer type enumeration matching the shader, the following
needs to be considered. The enum should clearly label input and output types with
‘Input’ and ‘Output’ prefixes respectively; this determines buffer sizes. The inputs should
come before the outputs; this is required since the code uses enum values as offsets in
the buffers. The enum should clearly label stocks that require intermediate states with
‘Stock’ suffix, this is used to allocate extra memory in the output buffer. Optionally, a
different value type for data interpretation should be provided.
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Fig. 5. Source code and implementation of Plant algorithm.

3 Visualization of Simulation Data and Interaction Feedback
Delivery

To achieve the main goal a virtual reality (VR) scene should be developed for visualizing
simulation data. This is done by creating a 3D environment with realistic terrain where
the user can move around, and trees to interact with. The terrain and trees are generated
based on real-world data.

The user can see various types of data from the simulation in easy-to-understand
ways – images and charts. The user can also interact with the trees – cut them down and
see how that action has affected the simulation in real-time.

In the visualization stage the Unity project uses the Universal Render Pipeline (URP)
for its graphical performance optimizations. Some custom shaders were needed for this
project. For this purpose, the visual shader package ‘Amplify Shader Editor’ was used
[15]. For VR integration ‘BNG VR Interaction Framework’ [16] provides movement
and object and UI interactions for the user. Oculus headsets were used for development
and testing, and in Unity the Oculus SDK was necessary. ‘BNG Framework’ provides
integrations for other major VR SDKs (such as SteamVR), so other brand headsets can
be used. Themain logic is split intomultiple scripts that perform their own specific tasks.
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Simulation controller is one of the main scripts. It follows the singleton pattern and
is easily accessible from any other script.

It loads data from a specific TIFF file and uses that to perform the simulation. After
the simulation, its data is stored in a variable. Later this variable and its data is used
in multiple other scripts. The stored simulation data includes positional data which
corresponds to a position on the 3D terrain. To acquire and display various data based on
position, this script also contains a method to get and return data based on that position
for a specified data type.

The vegetation placer script performs the creation and placement of vegetation
objects on the 3D terrain. The user can set and adjust some settings for this script in the
Unity Editor. Terrain – specify which Terrain object to use. Position Offset – specify
how much random positional offset to add to each tree. Vegetation Radius Multiplier – a
value that adjusts how dense the forest can be (the higher the value, the less dense it is).
Vegetation – a list of vegetation objects and their parameters (height, type and prefab to
spawn).

For Terrain Tree Prototypes the project uses the built-in Unity terrain and tree sys-
tems. Therefore, creating and placing tree objects is not as straightforward as simply
instantiating object prefabs. Before a tree object can be placed on the terrain, a specific
‘TreePrototype’ class object must be created. It has multiple properties, but for this use
case only the ‘prefab’ property is changed. For each entry in the ‘Vegetation’ list, a tree
prototype is created with the specified prefab. After that the created tree prototypes are
set in terrain settings. That allows prefabs to be spawned on the terrain.

The simulation contains real terrain height data from which the 3D terrain is created.
Terrain creation is done in this script, but potentially could be implemented in any
other. This is done before creating and placing the tree objects. To create the terrain,
the ‘Terraform()’ method is used from ‘Simulation’. The terrain is created in the size
specified in the Simulation (for example, if the Simulation is set to X = 1000 and Y =
500, then the terrain will be 1000× 500 units in size on X and Z axis in Unity).

Placing the tree objects occurs as follows. Before instantiating the trees, specific
‘Plant’ class objects must be retrieved from the simulation. For this purpose, a ‘Dictio-
nary’ is created based on values specified in the ‘Vegetation’ list. This is passed as a
parameter to the ‘Simulation.Plant()’ which returns a list of ‘Plant’ class objects. The
‘Plant’ object contains information about the tree’s height and position, among other
parameters. Then for each of the ‘Plant’ objects a ‘Tree instance’ is created and placed
on the terrain.A ‘Tree instance’ isUnityTerrain specific data and contains various param-
eters about the placed tree object. This data includes a prototype index to correspond to
the necessary ‘TreePrototype’ entry created earlier, position according to the simulation
data, random rotation on the vertical axis and random height based on specified height
range in the ‘Vegetation’ list. Then the ‘Tree instance’ gets added to the terrain (see
Fig. 6). Two more tasks are performed while creating the instances: ‘Destroyable trees’
and ‘Overlay controller’.
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Fig. 6. Generated tree on terrain.

Development of Destroyable trees (see Fig. 7). Unity terrain trees are not interactive
by default. To be able to cut down trees, an extra object is created in the scene for each
tree. When creating previously mentioned ‘TreeInstance’s, a method is called from the
‘DestroyableTreeGenerator’ script. It creates a capsule game object with a collider at the
position of the tree and attaches a ‘DestroyableTree’ script component to it. The script
component holds references and data of the terrain tree. The ‘DestroyableTree’ script
allows the tree to be cut down. When the tree is cut down, the script removes the tree’s
terrain instance and, in its place, instantiates an object prefab with the same graphics,
but with an added ‘Rigidbody’ physics component that allows the tree to fall. When a
tree is cut, that event is sent back to the simulation. The simulation gets refreshed and
outputs new data that represents the changes caused by cutting down a tree. To achieve
Tree cutter specifics, the user must use a specific object to cut down the tree: a chainsaw.
The object has various components attached to it, as well as a control script for tree
cutting.

At the position of the chainsaw blade, there is a box trigger zone, which detects if a
tree object is in it (see Fig. 8). If there is and the user has pressed the trigger button on
the controller, the cutting logic executes. Each ‘DestroyableTree’ has ‘life points’, and,
while the cutting logic is being executed, they are being reduced for the tree that is in the
trigger zone. If the ‘life points’ decrease to 0, the tree is cut down.While the cutting logic
is being executed, a particle system and audio is played to indicate activities performed.
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Fig. 7. Destroyable tree object in 3D scene and components.

Fig. 8. Chainsaw object with trigger box on blade part.

4 Discussion on Interaction Capabilities

A user interface (UI) is needed to display data to the user. In virtual reality a traditional
screen-space UI cannot be used, it needs to be a part of the environment. For this project
a tablet computer object is used, and the data and information are displayed on its screen.
This is done with the Unity UI system set to work in world-space. The user has the ability
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to view various data in image form. Those images are displayed on the tablet object (see
Fig. 9). They are created and controlled by the ‘OverlayController’ script. These images
and the data represent the 3D world and its form. It is vital for the user to know where
they are in relation to the image. Therefore, a user icon is shown on top of these images to
let the user knowwhere they are. The user icon logic is described in the chapter “Overlay
User Controller”. When starting the application, each described image texture is created
at runtime based on simulation resolution and its aspect ratio. Then they are assigned to
UI references for displaying them to the user. If the image has data that corresponds to a
world-space position on the 3D terrain, that position cannot be used directly to specify
which pixels to affect. This position must be converted (normalized) to UV coordinates,
which are in range of 0–1 on X and Y axis (2D space). The conversion is simple –
the world-space position must be divided by the simulation resolution. This allows the
image to be any resolution to adjust the performance and detail. This normalized value
is essentially used as a positional percentage on the image – for example, a position of
[0.1, 0.7] on an 1000 × 1000 pixel image would be at [100, 700]. Theoretically, if the
image was the same resolution as the simulation, it could be possible to use the integer
value of the world-space position directly to specify which pixel to affect. However, this
approach could have a big impact on performance – larger images take longer to process.

When creating trees, their data is saved and sent to ‘OverlayController’. That data
contains tree position and its value. After all trees are generated, an image texture is
created where each of the trees is shown as a colourful dot. The colour is determined
from tree value. The position of this dot corresponds to the positions in 3D world-space.

Fig. 9. User interface examples and tablet object.
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The resulting image texture is created by going over the list of trees, using their
position to determine where each dot must be. This position is in world-space and must
be normalized as described above. Dot colour is determined by using the tree value
(which is in range of 0–1) in a pre-made colour gradient. That colour is then assigned
to pixels in the determined position (see Fig. 10). If the user cuts down a tree, the image
is updated, and that trees’ dot is removed (see Fig. 10).

Fig. 10. Generated tree representation on tree map and changes in tree map after cutting down a
tree.

While simulation data already includes elevation data, we create a separate height
map based on the generated terrain. This is for comparing the simulation data with what
is generated, and its precision.

The height map is created by sampling the height of the terrain in a grid-like pattern.
The sampling step size is adjustable and controls how detailed the resulting image will
be (a lower step size means a more detailed image). Also, it is important to mention that
having a lower step size impacts the speed of image generation and setting it too low
will take a long time. Unity terrain has a scripting method ‘SampleHeight()’ that returns
the height of a position. The returned value is then normalized (to a range of 0–1) to be
used in a colour gradient to determine pixel colour. (See Fig. 11).

The simulation has various layers with different data. To view this data in a more
comprehensible way, it can be converted to images. This process is slightly different
from previous image generation as layer data is in byte array form. To begin generating
the image, simulation layer data needs to be converted to float values to create colour
data. This is done by ‘BitConverter.ToSingle()’. The returned float value is then used
to create a grayscale colour using it for all three colour channels. This is done for all
bytes in the array, and each created colour is added to a list for later use. Finally, the
texture is created by setting pixel colours with the aforementioned colour list using
‘Texture2D.SetPixels()’ method.

For some image overlays it is important to know where they are in relation to the
user. For this a user icon was created. It is always on top of the image overlays and
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follows the players’ position. The logic for moving the user icon is as follows; get the
user position in the 3D world and normalize it to a range of 0–1 based on simulation
resolution so it can be used on any size overlay image – the normalized value is used
as a positional percentage on the image. Then set the icons’ position to a value that is
calculated with this formula “overlay image size * normalized position”.

Fig. 11. Generated height map and simulation data in image form.

In addition to image-based data output, simulation data can also be displayed as a
chart. For the chart logic and visuals, a third-party asset was used - ‘XCharts’ [17]. This
project uses bar charts. Data displayed is based on the users’ position in 3D space and is
updated in real-time as the user moves around. The logic for this is simple – each frame
the game runs, the application checks if the player position has changed, and if it has,
get data for the position from the simulation and send it to the chart to show that value.
The ‘XCharts’ asset provides built-in easy updating of data– by specifying which chart
an entry to update and new data values, the chart gets updated.

For this project various tree 3D models were needed. To make the creation process
easier and simpler, a third-party assetwas used to generate the treemodels – ‘MTree’ [18].
It provides various useful features thatUnity’s built-in tree creator does not.Multiple pine
treemodels at different stages of growthwere createdwith this tool. Since a large amount
of tree models can cause performance issues when creating forest environments, some
of the ‘MTree’ optimization features were used. Mainly adjusting the polygon count to
be as low as possible while still maintaining a good overall look of the trees and using
the automatic generation of LOD (Level of detail) objects for the model. LOD objects
are copies of the original object, but with decreasing number of polygons. The LODs are
useful at runtime when trying to maintain a good number of objects that the user sees
while decreasing the performance as little as possible. Essentially, the tree objects that
are closer to the user are shown as the higher detailed LODobjects, but the objects farther
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away from the user are shown as less detailed. Since it’s generated at runtime, texturing
by hand is not possible. For this reason, a special shader was created in ‘Amplify’ shader
editor. This shader is based on terrain height, where at different heights a different texture
is shown. The user needs to supply four textures to be used and adjust height settings.
These texturesmust be tile-able and seamless, and to provide adequate detail, the textures
need to be repeated multiple times across the terrain. By doing this, the repetition of the
textures becomes very visible. To circumvent this, random noise-based colour variation
was introduced – bymapping Perlin noise through a colour gradient, a seemingly random
colour texture was created. This texture was then overlaid over the base textures. This
broke up the repeating patterns and resulted in realistic ground texturing.

5 Conclusions

TheBogSim-VR virtual reality system is functional and can be rated as TRL (technology
readiness level) 3–4. The systemwas designed and developed to support the requirements
and features of digital twin technology offering a 3D replica of a real bog ecosystem
located in northern Latvia. The system prototype was tested and verified at Vidzeme
University of Applied Sciences, Virtual Reality Technologies laboratory (ViA VR-Lab).
The BogSim-VR system will be approbated in the next phase by performing statistical
analysis and user tests. Prototype functionality improvements are also planned. Future
activities involve actions to decrease the time of digital twin generation, integration of
adjustment settings and improvement of UX (user experience) for convenient interaction
and cybersickness reduction.
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Abstract. We conducted preliminary eye and head mount display (HMD) move-
ment measurements to collect primary data to create a spatio-temporal virtual
reality (VR) navigation system. Furthermore, we used the eye-tracking function
of the Vive Pro Eye HMD to perform eye and rotational movement measurements
of the HMD when gazing at a VR marker. We compared gazing at a fixed point
with randomly bouncing linear motion along with horizontal and vertical motion
by determining the Hurst exponent and the anisotropy of the gaze trajectories.

Trajectories of the fixed vision and the slow marker chasing showed the Hurst
exponent less than 1/2, indicating anti-persistency. In contrast, as themarker veloc-
ity increased, the displacements of gaze trajectories were stretched and showed
persistency to the marker motion direction. As the marker speed decreased, the
gaze trajectory expanded perpendicular to the marker motion, suggesting that the
antipersistent miniature motion enhanced the collection of visual information.
Users were found unconsciously superimposed a persistent motion of HMD on
the gaze motion in the horizontal direction. We inferred this tendency to help to
generate miniature gaze motion to collect visual information.

Keywords: HMD eye-tracking · Hurst exponent · VR navigation

1 Introduction

There are increasing attempts to use immersive virtual reality (VR) as a pedagogical
method using aHeadMountedDisplay (HMD) [1]. Immersive virtual environmentsmay
facilitate students’ proactive finding and learning in VR experiences, and multifaceted
studies are underway to introduce HMDs in K-12 education [2].

Various 3D interfaces have emerged for virtual and augmented reality experiences
[3]. In the case of video content, learners require easy-to-understand spatio-temporal
navigation, such as directing attention to images that appear at specific times and spatial
locations in the video.

In the VR space, eye-gazing is a typical navigation method [2–5]. The most popular
interface for navigation using visual cues is probably the use of visual markers such as

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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pointers and circles, which display different shapes in the background image as visual
markers and move them to the desired video location to direct the viewer’s attention.

Fixational eye movements (FEMs) are fine, irregular, and involuntary and occur
when gazing at a single fixed point, but the eyes are not entirely fixed [4, 6, 7]. FEMs
prevent the loss of perception during gaze fixation [5] and are categorized into three
types: tremors, drifts, and microsaccades (MSs). A tremor is an aperiodic motion with
an amplitude of 0.02° and a frequency of about 90 Hz [4, 6], a drift is an irregular motion
with a slow amplitude of about 0.5°/s and 0.02–0.1° [6]. Additionally, a microsaccade
is a quick ballistic movement with an amplitude and duration of about 0.5° and 25 ms,
respectively [4, 8, 9]. Miniature eye movements are believed to play a role in acquiring
detailed spatial information [10–14].

A long-range positive (persistent) correlation in FEMs was found by measuring the
Hurst exponent ofmotion trajectory fluctuations [15].Mergenthaler et al. experimentally
showed a transition from persistent to antipersistent correlation occurred in FEMs on
short time scales and discussed the neurophysiological delay using a FEM model with
time-delayed random walks [16]. Engbert et al. (2011) explained the transition from
persistent to antipersistent FEMs with a model of a self-avoiding random walk in a self-
generating potential [17]. Furthermore, Herrmann et al. (2017) reproduced the features
leading to time-delayed feedback in the control of drifting motion on long time scales
through a self-avoiding walk with neural delays [18].

On the other hand, HMDs with integrated eye-tracking functions have recently been
developed and are commercially available. Conventionally, controller-based interaction
has been implemented in VR immersive spaces [19]. Eye-tracking is expected to be
applied to gaze-based interaction and detects the user’s learning state and intention for
assistance [20, 21]. The HTC Vive Pro Eye [22] has a spatial resolution of 1440 × 1600
pixels per eye, a refresh rate of 90 Hz, and a field of view of 110° [23]. It has also been
reported that the HTC Vive Pro Eye can serve as an assessment tool for saccade eye
movement [24].

Immersive VR spatio-temporal learning materials require navigation through time
and space [25]. In VR, the gaze is essential for navigation in a visual-oriented space
[26–29].

One of the authors composed a 180° video from time-lapse photos of the entire sky
taken with a fisheye lens on the roof of an elementary school, and he used it as a teaching
material [30]. The authors created a prototype of teaching material, as shown in Fig. 1,
that allows users to switch between a panoramic image and a fisheye image on a flat
surface and observe it with an HMD. In the panoramic image (Fig. 1b), we indicated the
direction of observation through a rotating magnetic needle. In this teaching material,
the user must pay attention to notable phenomena in a spatial region at a specific time.

In the fisheye image, as shown in Fig. 1a, the user can perceive the entire sky, but in
the panoramic image in Fig. 1b, the user has to turn his head to comprehend the space.
An arrow displayed in the front, as shown in Fig. 1b, signifies the direction of a selected
phenomenon, and the user can navigate to the desired direction by moving his/her head.
This navigation requires the user to move the viewpoint in the required direction and
appropriately perceive the video’s visual information. In addition, a bar representing the
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timeline is displayed at the bottom center of the screen to guide the viewer, making it
easier to find the time when the phenomenon of interest occurs.

What design principles must be considered when designing such spatio-temporal
navigation with the visual perception of visual elements, when using viewing devices
such as HMDs, and when giving a presentation while indicating with a laser pointer?
What are the principles of marker navigation? The fundamental purpose of this research
is to focus on the nature of the gaze and clarify the characteristics required for navigation
by analyzing the gaze at the navigation marker.

This study analyzes the characteristics of the miniature gaze movement when look-
ing at a stationary marker and a marker in constant linear motion. This research is a
preliminary study for constructing visual marker point navigation in VR video materials
using HMD.

Fig. 1. a: Sky view through the fisheye lens, b: a panorama view with a navigation arrow and a
timeline bar.

2 Method

Vive Pro Eye (HTC Corporation), an HMD with eye-tracking capability, was used for
gaze measurement. For eye-tracking, we used the 3D game engine Unity 2019 (Unity
Technologies) [31] with the VR platform SDK Steam VR (Valve Corporation) [32] to
implement the Vive Pro Eye. We used the VIVE Sense Eye, and Facial Tracking SDK
provided on the Vive website [33] for eye-tracking.

In this study,weuse the values of the direction cosineGx(t),Gy(t) in the unit direction

vector d
∧

g i.e.

d
∧

g = Gx(t)i + Gy(t)j + Gz(t)k

to quantify the gazemotion. The participant faces in the direction of the z-axis. Similarly,
let Rx(t), Ry(t), and Rz(t) denote the rotation angles of the HMDwith the x, y, and z-axes
as the rotation axes, respectively. Moreover, let hx(t) and hy(t) denote the head motion
in the x and y-axis directions, respectively.

In this paper, we measured the head motion utilizeing hx(t) = Ry(t) and hy(t) =
Rx(t). The participants mainly observe the object’s motion in the horizontal and ver-
tical directions on the screen. We analyze the time series of Gx(t) and Gy(t) for eye
movements and hx(t) and hy(t) for HMD rotation.
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Gx(t),Gy(t) was obtained by eye-tracking to represent the gaze fluctuations in the
x and y-axis directions. The root-mean-square displacement (RMSD), σx(τ ) and σy(τ )

of Gx(t) and Gy(t), represents the fluctuation characteristics

σx(τ ) =
√
√
√
√ 1

T − τ

T−τ∑

i=τ

(Gx(i − τ) − Gx(i))2

where T is the measurement time and τ is the time lag.
Generally, for the random motion of Gx(t), σx(τ ) shows the following relation for

time lag τ,

σx(τ ) ∝ τHx

whereHx is called theHurst exponent, andGx is Brownianmotion (non-correlated)when
Hx = 1/2, Gx is a persistent fluctuation when Hx > 1/2, and Gx is an antipersistent
fluctuation when Hx < 1/2 [33]. We eliminated the time series data during the eye
blinking.

As shown in Table 1, we performed the following three types of gaze measurements:
“fixed vision,” “random bouncing motion vision,” and “linear motion chasing” using a
white circular planar image that was large enough to cover the entire view area of 1440
× 1600 pixels per eye.

Table 1. Eye-tracking tests.

Test Field Task Marker motion

“Fixed vision” Circular plane Gaze at a fixed marker Fixed

“Random bouncing
vision”

Circular plane Gaze at a randomly
bouncing marker

Moderately highspeed
linear motion in a
randomly chosen
direction. The direction
changes randomly at a
square boundary

“Linear motion
chasing”

Circular plane Gaze at a linearly
moving marker

Slow speed: One round
trip in 2 min
Mid speed: One round trip
in 1 min
Fast speed: One round trip
in 2 s
Horizontal and vertical
movement at each speed

1) Fixed vision: Participants fixated on a red circular marker point for about 30 s.
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2) Random bouncing vision: Participants gazed and tracked a single circular marker
that moved in a straight line in a square area in a circular field and changed direction
randomly at the boundary. Themarker always moves in a straight line and completes
the test in 10 round trips,which is slightly slower than the fast linearmotion described
below since the elapsed time is about 40 s for 10 round trips.

3) Linear motion chasing: Participants gazed at a single marker moving horizontally
and vertically back and forth on the screen (marker chasing). The motion speed was
set to the three levels shown in the table: slow, mid, and fast.

These levels assume that the markers help users visually navigate the educational
material. We did not fix the participants’ HMD so that they could move their heads.

The participants were 11 university students aged 21–22. They wore the Vive Pro
Eye HMD and performed the four types of trials listed in Table 1 in succession after
calibrating their gaze in a seated posture.

3 Results and Discussions

Figure 2 shows an example of the gaze trajectory of fixed vision and random bouncing
marker chasing. The fact thatGy is lower than the origin of theGx(t)−Gy(t) coordinate
signifies that the observer held the HMD slightly upward and looked downward.

This fixed-vision trajectory consists of 1038 steps (0.011s/step), and the random
bouncing vision trajectory comprises 4322 steps. The trajectory is confined itself within
a narrow range in fixational vision, but microsaccades with relatively large step widths
occurred frequently. In contrast, random bouncing vision exhibited a trajectory with a
large step width, and it demonstrated drift induced by the marker movement. Overall the
trajectory range was limited to the range of the entire marker motion.
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Fig. 2. a: Example of eye-tracking trajectory for a fixed vision and a random bouncing motion.
b: RMSD of Gx and Gy vs. the time lag τ for the trajectories in a.

Figure 2b displays the RMSD, σx(τ ) and σy(τ ) ofGx(t) and Gy(t) for the two types
of trajectories shown in Fig. 2a plotted against lag time τ. The fixed-vision fluctuations
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seemed saturated at longer time scales of 1 s. In contrast, randombouncing vision showed
decay in RMSD over a long range, indicating the bouncing of the marker.
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Fig. 3. a: Eye-tracking trajectory chasing slow marker moving horizontally and vertically. b:
RMSD of Gx and Gy, plotted against τ.

Figure 3 presents the gaze trajectory and RMSD for a slow-speed marker that moves
back and forth horizontally and vertically in 2 min. The horizontal motion trajectory
consists of 11185 steps, and the vertical motion trajectory comprises 11058 steps. The
values of σ are slightly larger compared to the fixed gaze case (in Fig. 2b). Neither
horizontal nor vertical chasing motion demonstrates the horizontal-vertical disparity of
RMSD for time scales of less than 1 s seen in the highspeed marker motion described
below. There are fine irregular motions in both directions.
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Fig. 4. a: Eye-tracking trajectory chasing mid-speed marker moving horizontally and vertically.
b: RMSD of Gx and Gy, plotted against τ.

Figure 4 displays an example of one round trip (1 min) marker chasing, where the
marker moves at mid-speed in the horizontal and vertical directions. The trajectory
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consists of 5612 steps in the horizontal direction and 5840 steps in the vertical direction.
The σ(τ) of the mid-speed in Fig. 4b is larger than the low-speedmarker vision in Fig. 3b
for the same τ. As the marker speed increases, the gaze displacement tends to increase.

In addition, Fig. 4b shows the disparity between horizontal and vertical eye move-
ments on a time scale of 1 s. The gaze in the horizontal direction is stretched in the case
of horizontal marker motion, and the vertical gaze is stretched under vertical marker
motion. On the contrary, the increase of σ(τ) with respect to time τ in the case of hori-
zontal marker motion is suppressed for the vertical (y-axis) gaze motion. Similarly, in
the case of vertical marker motion, the motion in the horizontal (x-axis) direction of the
gaze is suppressed.
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Fig. 5. a: Eye-tracking trajectory chasing highspeed marker moving horizontally and vertically.
b: σ of Gx and Gy, plotted against τ.

Figure 5 presents an example of the chasing vision of the highspeedmarker. Figure 5a
shows trajectories for 2 s round-trip marker chasing, consisting of 183 and 183 steps for
horizontal and vertical marker chasing views, respectively.

As shown in Fig. 5b, σ clearly exhibits an anisotropy-based disparity in the direction
of the marker motion on a time scale of 0.01 s. On time scales of 1 s or more, the
oscillatory nature of the marker motion appears. The oscillations are also observed in
the eye movement perpendicular to the marker motion. In the case of chasing vision,
some couplings may occur in the directions of motion.

In order to compare the magnitude of the spatial extent of the gaze trajectory and
the isotropic and anisotropic properties, we define the range of the x, y components Gx,
Gy of the gaze direction vector as �Gx ≡ max

t≤T
Gx(t) − min

t≤T
Gx(t),�Gy ≡ max

t≤T
Gy(t) −

min
t≤T

Gy(t), and the range of HMDmotion hx, hy as �hx ≡ max
t≤T

hx(t)−min
t≤T

hx(t),�hy ≡
max
t≤T

hy(t) − min
t≤T

hy(t), respectively.

The spatial extent of the trajectories of fixed and chase vision for each participant is
shown in Fig. 6 as a plot of the x and y components of the direction vector, �Gx and
�Gy. Also, Table 2 shows the values of �Gx and �Gy averaged over the participants
with their standard deviations as the error values. The mean square deviations from



210 S. Fujimoto et al.

�Gy = �Gx, which we calculated as an index of the degree of anisotropy between�Gx

and �Gy, was shown in the table. In the cases of fixed vision and random bouncing
vision, there found relatively small x-y anisotropy. Particularly, the trajectory of fixed
vision is confined to a narrow range. The trajectory is almost isotropic and extends over
the entire area where the marker moves for the chasing vision of the bouncing marker,
which changes direction isotropically.
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Fig. 6. The spatial range of the gaze trajectories of all participants.

The anisotropic nature of the gaze trajectory increases when chasing the high-speed
marker, becoming more expansive in the direction of the marker’s motion and narrower
in the perpendicular direction. As the marker speed decreases, the trajectory becomes
slightly broader in the direction perpendicular to the direction of the marker’s motion,
even though the marker moves in the same range.

Table 2. Range of trajectories in horizontal(x) and vertical(y) directions.

(Averages over N = 11
samples)

�Gx: range of Gx �Gy: range of Gy Anisotropy: mean square
deviation from
�Gx = �Gy

�(�Gx − �Gy)2/N

Fixed vision 0.13 ± 0.13 0.20 ± 0.13 0.01

Random bouncing 0.73 ± 0.16 0.71 ± 0.17 0.05

Slow marker, horizontal 0.64 ± 0.13 0.35 ± 0.21 0.14

Slow marker, vertical 0.34 ± 0.21 0.61 ± 0.16 0.13

(continued)
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Table 2. (continued)

(Averages over N = 11
samples)

�Gx: range of Gx �Gy: range of Gy Anisotropy: mean square
deviation from
�Gx = �Gy

�(�Gx − �Gy)2/N

Mid-spd marker,
horizontal

0.59 ± 0.18 0.30 ± 0.12 0.13

Mid-spd marker,
vertical

0.32 ± 0.25 0.59 ± 0.12 0.13

Fast marker, horizontal 0.65 ± 0.19 0.25 ± 0.20 0.24

Fast marker, vertical 0.24 ± 0.15 0.68 ± 0.15 0.26

In the chasing vision of a moving marker, the faster the speed of motion, the more
attention is focused on themarker, and the stronger the consciousness of trackingmotion.
Conversely, when the marker speed is low, there are active miniature eye movements
instead, suggesting that the eye gaze collects visual informationmore acutely. In addition,
since the anisotropy of the trajectory area is lower, the trajectory may acquire visual
information more uniformly.
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Fig. 7. Relationships between the spatial range of the gaze trajectories and the rotational motion
of HMD during the linear movement of the target marker. a: Horizontal motion of the marker.
b: Vertical motion of the marker. Marker shapes indicate the speed of the target marker and
filled/blank designate the motion projected onto the x-axis (horizontal) and y-axis (vertical).

Nowwe examine the link between the participant’s gaze and head shaking. Figures 7a
and b showplots of the range of eyemovement�G and the range ofHMDrotation�h for
the horizontal and vertical marker motions. In the case of chasing the horizontal motion
marker in Fig. 7a, the vertical motion range of the HMD (denoted by the blank mark) is
narrow, but the value of �G is quite broad and varies significantly among individuals.
Alternatively, the horizontal motion range (indicated by the filled-in markers) exhibits
varied values of �h. When �h is large, �G is small, signifying that the participants
maintain a small eye movement range �G by unconsciously shaking their heads.
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This tendency is also observed for the vertical motion marker in Fig. 7b. The HMD
motion is small in the horizontal direction but considerably varied in the vertical direc-
tion. Here, the vertical rotation of the HMD seems to be less than that in the horizontal
direction. It might increase users’ burden to look up vertically by swinging their heads
in 180° images.

Figure 8 shows the plot of the Hurst exponents Hx and Hy for Gx and Gy for all
participants. In this study, we measured the Hurst exponents in the time domain of 0.02 s
to 0.2 s, corresponding to themostminutemotion feature extraction that can bemeasured
by eye-tracking in the Vive Pro Eye. Table 3 shows the list of Hurst exponents averaged
over participants and the mean square deviations from Hx = Hy. Errors indicate the
standard deviations.

As a whole, the values of the Hurst exponent averaged over the participants were
lower than 0.5 and showed low deviations from the relationship of Hx = Hy for fixed
vision, random bouncing vision, and low or mid-speed marker chasing. In contrast, the
Hurst exponent H‖ in the moving direction of the tracking eye tends to be H‖ > 0.5
when the velocity of the marker is large. That is, the trajectory of the eye movement in
the tracking direction is stretched, and its fluctuation shows persistent characteristics.
However, the Hurst exponent H⊥ of the eye movement perpendicular to the tracking
direction is H⊥ < 0.5, signifying that the fluctuation is antipersistent. As the marker
speed is raised, the effect of suppressing the development of fluctuations seems to work
in the direction perpendicular to the chasing.

0

0.5

5.00

H
y: 

H
ur

st
 e

xp
on

en
t f

or
 G

y

Hx: Hurst exponent for Gx

Fixed vision Random motion vision Slow; horizontal motion
Slow; vertical motion Mid; horizontal motion Mid; vertical motion
Fast; horizontal motion Fast; vertical motion

Fig. 8. Hurst exponents ofGx andGy for fixed and isotropic as well as anisotropic chasing visions
of all participants.

In the fixed-vision condition, Hx,Hy ≤ 0.5, with a considerable variation among
participants. In Fig. 6, the gaze trajectories in the fixation condition appeared to cluster
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in a narrower range than in the other conditions, but the Hurst exponent in Fig. 8 showed
a wide range, suggesting that there may be unintended individual differences in the
miniature gaze motion when gazing at a single point.

Table 3. Hurst exponents in horizontal(x) and vertical(y) directions averaged over participants.

Hx for Gx Hy for Gy �(Hx − Hy)2/N

Fixed vision 0.38 ± 0.14 0.34 ± 0.09 0.03

Random bouncing 0.43 ± 0.18 0.39 ± 0.13 0.01

Slow marker, horizontal 0.33 ± 0.17 0.26 ± 0.11 0.02

Slow marker, vertical 0.34 ± 0.15 0.33 ± 0.16 0.01

Mid-spd marker, horizontal 0.39 ± 0.10 0.40 ± 0.19 0.05

Mid-spd marker, vertical 0.36 ± 0.18 0.40 ± 0.17 0.04

Fast marker, horizontal 0.66 ± 0.11 0.26 ± 0.07 0.18

Fast marker, vertical 0.26 ± 0.06 0.65 ± 0.11 0.16

Random bouncing has a broader range of the Hurst exponent H. H > 0.5 found
in some cases is consistent with the fact that persistent eye movements emerge during
highspeed marker chasing since the marker speed of random bouncing is close to the
highspeed linear motion chasing.

In the marker chasing, the values of H‖,H⊥ were mainly found smaller than 0.5 for
slow or mid-speed markers. In other words, when viewing a slow-moving marker, we
may say that there is a tendency to explore the visual information with anti-persistent
miniature eye movements.
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Fig. 9. Hurst exponents of the HMD movement during the fixed and marker-chasing visions.



214 S. Fujimoto et al.

A couple of participants chased the marker mainly by swinging their heads. In such
cases, values of the Hurst exponent were found close to 0 as seen in Fig. 8. Trajectories
of such cases exhibited compact and concentrated at around the origin of the frame.

TheHurst exponent of the HMDmotion during chasing visions is presented in Fig. 9.
Also, Table 4 shows the Hurst exponent, Hx and Hy, averaged over the participants and
the mean square deviation from the relationship Hx = Hy. The Hurst exponents for
fixed vision, random bouncing, and linear motion were above 0.5, representing persis-
tent characteristics. Comparing fixed vision and random bouncing in Fig. 9, the Hurst
exponent of fixed vision was closer to 0.5, while the Hurst exponent of random bouncing
was relatively closer to 1, suggesting that the HMD motion in random bouncing was
persistent and unconsciously tracking the marker. This higher persistence of the HMD
motion is seen more strongly in the direction of marker motion when chasing the marker.

Table 4. Hurst exponents of HMD motion in horizontal(x) and vertical(y) directions.

Hx for hx Hy for hy �(Hx − Hy)2/N

Fixed vision 0.68 ± 0.08 0.66 ± 0.07 0.01

Random bouncing 0.87 ± 0.10 0.85 ± 0.08 0.003

Slow marker, horizontal 0.71 ± 0.11 0.67 ± 0.09 0.01

Slow marker, vertical 0.67 ± 0.10 0.73 ± 0.10 0.01

Mid-spd marker, horizontal 0.84 ± 0.07 0.72 ± 0.07 0.02

Mid-spd marker, vertical 0.73 ± 0.11 0.80 ± 0.10 0.01

Fast marker, horizontal 0.75 ± 0.11 0.68 ± 0.08 0.01

Fast marker, vertical 0.67 ± 0.19 0.84 ± 0.09 0.04

4 Conclusions

Using the eye-tracking function of theVive Pro Eye, wemade preliminarymeasurements
of the gaze motion and the swinging motion of the HMD when gazing at the VR image
observed with the HMD. In particular, by measuring the spatial extension and the Hurst
exponent of the motion trajectories, we compared gazing at a fixed marker with gazing
at a linear random bouncing marker and gazing at a horizontally moving marker with
gazing at a vertically moving one.

FEMs showed antipersistent features confined to the vicinity of the fixed point of the
marker. In contrast, the gaze trajectory for the linearly moving marker exhibited elonga-
tion and had persistency in the direction of pursuit. The trajectory spread in the direction
perpendicular to the marker motion tended to decrease as the motion speed of the marker
increased. Furthermore, the FEMof low-velocity chasing is more likely to capture visual
information since the fine motion of the trajectory leads to the establishment of visual
information. Conversely, high-velocity chasing is less likely to affect peripheral vision.
We also observed that the participants unconsciously rotated the HMD to compensate
for the tracking vision, which may be related to the ease of establishing vision near the
marker.
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In the VR space, the vision establishes and refines visual recognition through fine
irregular movements, while moving navigation markers cause the gaze to fluctuate per-
sistently and promote visual guidance rather than the collection of visual information.
When necessary, the effective use of moving navigation markers, when necessary, may
be expected to refresh the observer’s perception and attract attention.
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Abstract. Research suggests that Virtual Reality (VR) has many appli-
cations for those with intellectual disabilities, and as the hardware
needed to create such applications has become increasingly available
and mature, it is now possible to further investigate these claims. We
aim to use co-design methodology to identify, design, develop and vali-
date a VR environment. Co-design treats the participants of research as
“co-researchers”. They are “experts by experience” in accessibility and
disability issues and can provide valuable input.

Five preparation phase sessions were held with n = 13 intellectually
disabled individuals (supported by 4 teaching assistants). Using the Ocu-
lus Quest 2, they were able to try a range of VR applications. After com-
pleting the activities, they were prompted in follow-up post immersion
focus groups to suggest what future applications of VR might be appro-
priate or desirable for the group as a whole and provide their thoughts
and experiences on using the system.

It was found that most experienced little difficulty in using the con-
trollers, including performing the grip gesture to pick up and drop objects
in the virtual environment. Even those that struggled with the controls
engaged with the system and demonstrated interaction and engagement
with the system that surpassed teaching assistants’ expectations. Some
indicated that they found aspects of the system relaxing and most were
keen to try other VR applications.

It is hoped that these insights will be useful moving forward in devel-
oping a virtual environment with this group and for progressing to the
next stages in the co-design methodology - fieldwork and ideation.

Keywords: Co-design · Intellectual disabilities · Accessible virtual
environments · Accessible virtual and Augmented reality

1 Introduction

This paper discusses the preparation phase of our methodology for co-designing
experiences with individuals with intellectual disabilities (ID) using current VR
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Antona and C. Stephanidis (Eds.): HCII 2022, LNCS 13309, pp. 217–230, 2022.
https://doi.org/10.1007/978-3-031-05039-8_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-05039-8_15&domain=pdf
http://orcid.org/0000-0003-4559-815X
http://orcid.org/0000-0002-1677-7485
http://orcid.org/0000-0002-8717-8471
http://orcid.org/0000-0002-2788-5043
https://doi.org/10.1007/978-3-031-05039-8_15


218 M. C. Harris et al.

technology. Significant developments in VR systems (such as the Meta Quest 2),
including “untethered” standalone devices and simplified setup make use of VR
a realistic prospect for people with ID. The potential of headset based VR to
make a meaningful contribution to solving the real-world problems of those with
ID is now an opportunity worthy of serious consideration.

VR based rehabilitation has received a lot of attention in research literature,
including in those with ID (Standen and Brown 2005; Brown et al. 2001; Lannen
et al. 2002; Cunha et al. 2018). However, fewer studies have investigated the uses
of immersive VR with those with ID, which current VR systems use. These sys-
tems might consist of a head mounted display with a small screen in front of the
eyes, or could also be in the form of a specially created room with large screens
(such as the CAVE system: “Virtual Reality CAVE Solutions—Antycip”, n.d.)
A systematic review found that of 28 studies reviewed on VR as a support tool
for those with ID, only 3 studies used immersive VR (Cunha et al. 2018). While
it may seem intuitively that this may be due to the level of cognitive and coor-
dination skills required to use assistive technologies, it has been demonstrated
that those with ID can use immersive VR technologies with varying degrees of
assistance (Harris et al. 2020; Kongsilp and Komuro 2019).

To frame our approach to the research, we will describe how we strive to
position participants with ID as co-designers. This means the research team act
as facilitator, observer, note taker and organiser while the decisions are taken
by the participants themselves. This stems from the empathic design method
proposed by Lee in Lee (2014) as well as ‘method stories’ proposed by Hendriks
et al. (2015) which help the researchers to understand their participant’s experi-
ence, contextualising the use of technology, and explore the solution space ‘with’
rather than ‘for’ the participants with ID.

1.1 Co-design

Co-design treats the participants of research as “co-researchers”. They are
“experts by experience” (Sanders 2005) in accessibility and disability issues and
can provide valuable input. Thus, a co-design methodology would treat the voices
of those with ID as equally important, and therefore must ensure that any barri-
ers to this participation are addressed. A good way to address barriers is to give
each individual the opportunity to have their voice heard. This involves making
the meaning of the questions relevant to the users through the incorporation of
a skilled facilitator in the group. Another approach is to carefully consider the
development of any questions used in co-design sessions, and have the questions
reviewed by experts in the domain so that co-researchers with ID are able to
easily understand them.

Our co-design methodology is based on an existing method (Spencer
González et al. 2020) who use a double diamond design model and divided the
methodology into 4 phases: preparation, fieldwork, ideation and validation. We
will hold workshops within each of these phases with the participants (from here
referred to as “co-researchers”).
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1.2 Preparation Phase

The preparation phase involves identifying the problem with help from the users.
Aiding the user in identifying the context of the problem becomes a primary
task. There are plenty of immersive VR applications, therefore our aims included
showing the co-researchers how the VR systems worked, and what was possible
with the technology. We also invited the co-researchers to propose potential uses
for VR.

2 Materials and Equipment

2.1 Virtual Reality Systems

With the Facebook acquisition of Oculus the public perception of Virtual Real-
ity changed drastically in 2016 (“Why Virtual Reality Is About to Change the
World” 2015). These systems are able to simulate a virtual environment through
use of a “6 degrees of freedom” (6DoF) head mounted display and controllers.
6DoF systems track the user’s orientation and position in 3D space, allowing
them to explore the virtual environment by walking around. They support much
higher resolution display of realistic environments compared to their predeces-
sors. Examples of systems released around this time include the original HTC
Vive and Oculus Rift. However, these systems are required to be connected to a
high-performance PC, which both increases the overall cost, and adds to setup
complexity. They also require “base stations” which assist in tracking the headset
and controllers’ movement in space, further increasing setup complexity.

Mobile phone-based VR systems were introduced as a response to these issues
and often involve the user inserting their phone into a headset, which they use
to drive the VR experience. Google cardboard (“Google Cardboard – Google
VR”, n.d.) and Samsung Gear VR (“Samsung Gear VR with Controller”, n.d.)
are examples of this kind of technology. These work well for simple 360 expe-
riences such as viewing 360 videos; however, these systems are only capable of
tracking the orientation (not position) of the headset. This is known as 3DoF
tracking and limits the user’s immersion somewhat. A study exploring how geo-
graphically separated users could interact in social VR (Moustafa and Steed
2018), distributed Samsung Gear VR devices (and Samsung smartphones) to 17
participants. In the feedback collected from diaries after use for a few weeks,
participants reported technological issues when using the equipment, including
audio difficulties and issues with the wearability of the headset (heat/weight
issues). It was reported that these issues are not prohibitive to the use of the
headset but did affect the participants’ immersion. The participants reported
that the primary barrier to use of the equipment was the inability to move nat-
urally. This highlights both the weaknesses of 3DoF tracking and the potential
effectiveness of this technology.

The Oculus Quest was released in 2019 and marked the start of a new wave
of VR devices. These new devices are completely “untethered”, meaning they
are capable of running standalone without the use of a high-performance PC and
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make use of “inside out”, 6DoF tracking. They do not require external tracking
hardware. Such a compact tool is, therefore, much more feasible to deploy in
the home, as setup complexity is kept to a minimum. The methodology adopted
will target the recently released Oculus Quest 2, which is relatively inexpensive
at £299. This is far more accessible to most users compared with the £1,000+
cost of PC based VR (as of February 2022).

The Oculus Quest 2 has been chosen as the headset to use based on the
reasons outlined above, however should the co-designers indicate that another
system might be more suitable, our methodology is flexible enough to account
for this.

3 Method

3.1 Co-researchers

Two groups took part in the study: Adults from the “NICER” group, and pupils
from a community special school with a SEND (Special educational needs and
disability) focus. “NICER” are a group of young adults with learning difficulties
who have prior experience of participating in academic research.

From the NICER group, 4 took part. Of these, two have Williams syndrome,
one has Down syndrome, and one had severe learning difficulties. From the School
group 9 took part and included those with physical difficulties, severe learning
disabilities and profound multiple learning difficulties aged 12–16 years. Partic-
ipation in the study was voluntary, and the co-researchers received an introduc-
tory talk on the headset and the study aims. Ethical approval for the study was
granted by Nottingham Trent University’s Non-Invasive Ethics Committee.

3.2 Exploratory Immersive Sessions with Students with SEND

Due to time constraints the adult group were only able to take part in one
session, though all of them have experienced VR before in a previous study
(Harris et al. 2020). The school group attended 2 sessions (on different days)
guided by the research team. For the sessions taking place at school a teacher
was present. Each session was attended by 4 to 5 co-researchers, and while one
was using the headset the rest had the opportunity to watch (through casting
what can be seen through the headset to a laptop).

The co-researchers were invited to try 4 Oculus Quest applications. These
four were chosen as they are gentle activities which showcase what’s possible
with the Oculus Quest in a fairly short space of time. These are described here:

VR Software to Demonstrate the Potential of the System. “First steps”, is an
introductory application that teaches the user how to use the controllers and
how to interact with their virtual surroundings. The co-researchers were taught
the function of each button through integrated prompts which signpost possible
interactions. They were also taught how to perform specific gestures such as
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pointing and grabbing. Shortly following this they were presented with a range
of virtual objects such as paper aeroplanes, a bat and ball and rockets with
which to practice these gestures. When they had completed this, they could
apply what they had learnt in completing a dancing minigame. This activity
takes in total about 15 min and is linear in nature. Some of NICER group had
tried this activity before in a previous study (Harris et al. 2020).

Fig. 1. Users’ view of “First Steps” for the Oculus Quest

The second activity the users tried was “first contact”. This is also designed
to introduce the user to the Oculus touch controllers, but does so in a more
sandbox, less constrained, explorable 3D space station environment, with no
specific instructions given to the user. The users are handed cartridges for a 3D
printer which spawns in objects they can interact with.

Fig. 2. Users’ view of “First Contact” for the Oculus Quest

The next activity they completed was “Bogo”. This is a virtual pet game
where the user can interact with a virtual monster. They can feed/pet/play
with the pet which causes the environment to “evolve”.
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Fig. 3. Users’ view of “Bogo” for the Oculus Quest

Finally, they tried “hand physics lab” which is effectively a puzzle game using
the Oculus Quest’s hand tracking capabilities. The user might be tasked with
pushing buttons in the right order, or stacking blocks etc.

Fig. 4. Users’ view of “Hand Physics Lab” for the Oculus Quest

Focus Group Discussion. The co-researchers were not permitted to spend longer
than 15 min continuously using the headset to avoid the possibility of motion
sickness. The sessions were 2 h long in total allowing the co-researchers to try
2 activities per session. Based on advice from the teaching assistants present,
those with more severe learning difficulties and physical disabilities were instead
shown a stationary “desert terrace” house environment. While there is less to
interact with here and use of the controllers is not required, they are able to look
around this 360◦ environment.

After completing the activities the co-researchers were asked about their cur-
rent socialisation habits. These questions were asked by the research team then
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further explained or offered communicational support where necessary by the
teachers present to ensure understanding. These sessions were audio recorded,
then transcribed and anonymised. Observational notes were taken throughout
the sessions.

The questions used as a basis for this discussion are as follows:

1. Where do you normally socialise/meet and talk with people?
2. What do you do if this isn’t available?
3. What is your favourite activity to do with friends?
4. What hurdles (transport/availability etc.) prevent you from doing this?
5. What would you like to be able to go out and do with friends that you can’t

currently do?

3.3 Interviews with Experienced Facilitators/Researchers

Interviews with highly experienced teachers and researchers in the field of VR
for students with SEND were also held: Penny Standen (Standen and Brown
2005; Standen et al. 2001b; Standen et al. 2001a) and David Stewart (Kirby and
Stewart 2011; Hedgecock et al. 2014; Standen et al. 2014). Given the 25 years of
experience these individuals have in working with those with ID concerning the
use of VR to develop independent living and cognitive skills, their insights into
co-design and further application of virtual environments will be highly valuable
in the fieldwork and ideation phases.

Another aspect of co-design is investigating how best to work with those with
ID. We will be working closely with teachers from the school and the chair of the
NICER group, and are keen to have them help facilitate the sessions as they are
the people most familiar with this group and skilled in communication. As men-
tioned previously, the teachers of the pupils will be present at each session, and
in addition to assisting the research team in helping the co-researchers through
the study, their ideas and observations will be recorded as well. Six teachers were
present across the sessions held so far, of which five work with the pupils on a
daily basis.

4 Results

The table below contains notes of each co-researchers’s experience using the
different VR applications described in 3.2. Co-researchers have been given an
ID based on which group they were part of (NP for those that were part of the
adult group, and SP for those that were part of the school group). The session
each took part in has also been stated next to their comments (S1-5). Only
co-researchers SP1-4 took part in multiple sessions.
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4.1 Observations

Co-researcher
ID

Disability Observations

NP1 Down
syndrome

Session 1: Initially didn’t realise they were
pressing the grip button, though after around 5
mins appeared to have developed good use of the
controllers. Immersed for 15 mins. Mentioned
they found it relaxing (referring to “Bogo”)

NP2 Williams
syndrome

Session 1: Remained stationary to begin with
(Bogo starts in a darkened area) though became
more engrossed after being shown the controls
and progressing to a lighter environment

NP3 Williams
syndrome

Session 1: Used a slightly abnormal grip on the
controllers, though was still able to use them
effectively

NP4 Severe
learning
disabilities

Session 1: Used left hand predominantly for
control (Disability affects use of their right
hand). Was able to use Bogo effectively.
Mentioned they’d like to try a rollercoaster
experience

SP1 Physical
difficulties,
severe
learning
disabilities
and
profound
multiple
learning
difficulties
aged 12–16
years.

Session 2: Picked up usage of the controllers very
quickly. Mentioned previous experience with
games consoles. Demonstrated lots of exploration
and interaction from the beginning. Session 4:
Was able to get the hang of hand tracking after a
bit of practice

SP2 Session 2: Had a bit of trouble getting the
headset’s straps adjusted initially. Also seemed
to have trouble understanding the operation of
the controllers. Session 4: Said he didn’t like
HandPhysicsLab as much as the activities in the
first session

SP3 Session 2: TAs recommended was best if they
remained seated. Put their hand on the table in
front of them to stabilise themselves. Started to
verbalise when they saw something. Seemed
happy to be immersed. Session 4: Also engaged
well with the stationary environment this time.
A similar response to the first session
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Co-researcher
ID

Disability Observations

SP4 Session 2: Needed to take off their head protector
to use the system, therefore must remain seated
when using the headset. Found operating the
controllers difficult, but eventually managed to
interact with some of the objects. Session 4: Used
HandPhysicsLab sitting down. Spent a long time
on one puzzle, though was fully engaged
throughout despite finding it difficult

SP5 Session 2: Needs head support to use the
headset. Wasn’t able to use the controllers.
Screencasting wasn’t working due to technical
issues when this individual tried the headset, and
they are non-verbal so it was difficult to know
what they were seeing

SP6 Session 3: Used the headset sitting down on T4’s
knee. Swapped headset with T4 throughout, and
was keen for others to see what they were seeing
(casting wasn’t working during this session).
Pointed at the headset a lot

SP7 Session 3: Also happy to be immersed for over
5 min. Was able to use controllers to pick up
virtual objects effectively. When asked what he
could see, TA4 mentioned he wasn’t really
listening as he was so engrossed

SP8 Session 3: T4 mentioned they don’t usually like
trying new things, but they appeared happy to
be immersed for well over 5 min. Dropped one of
the controllers, T4 suggested this might have
been because they were relaxed

SP9 Session 3: Picked up the use of one controller
faster than T3 expected. T4 held the second
controller close to their face which caused a
strong reaction (and dropping the headset!)
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4.2 Teaching Assistant Comments

Teaching assistant ID Comments

T2 Session 2: Mentioned lots of students
are motivated by food and cooking
food

T3 Session 3: Suggested having them
draw what they had seen to
understand what they could see and
what they liked

T4 Session 3: Suggested having a bag of
symbols so they could describe what
was in the virtual environment
afterwards

T5 Session 4: Suggested kitchen
environment as a potentially useful
scenario. When things SP3 can
watch/observe are best, bright
colour visuals and symbols are best

T6 Session 5: Was surprised by the
amount of time SP8 had spent
engaged with Bogo

4.3 Usability Issues

Grip controls Most found it pretty straightforward to use the controls (especially
in the adult group held at NTU Clifton Campus, UK). Almost all that were given
“first contact” mastered the “grip” gesture to pick up and drop objects pretty
quickly. Even those that struggled with the controls engaged with the system.
For example, one of the two co-researchers present who were profoundly learning
disabled started verbalising and the other indicated afterwards that he enjoyed
it. It was observed that they moved around and interacted much more extensively
than in the previous study using VR with the NICER group Harris et al. (2020).
This might have been a combination of their previous experience and this being
a more relaxed environment.
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Fig. 5. Oculus Quest 2 controllers

Hand Tracking. Removing the abstraction of a controller didn’t have the
assumed outcome of making things simpler for the co-researchers. Most found
the controllers much simpler to use. Reasons for this might be that making a
fist gesture over a cube lacks the tactile feedback that picking up a real cube
does. Also, a few of the co-researchers were already familiar with games console
controllers, which have a lot in common with the Oculus touch controllers.

Cybersickness. While the exposure time was kept to 15 mins with all, there were
no cases where the co-researchers experienced any symptoms of cybersickness.

4.4 Engagement

While the sample size for this study was quite low, there were two separate
instances where the teaching assistant present was surprised at how long co-
researchers remained engaged with the headset and associated virtual environ-
ments. This likely highlights a potential advantage immersive VR has over other
mediums.

4.5 Suggestions from Interviews with Experts

It was pointed out that building trust and relationships with this group is impor-
tant, and that they are more likely to be open about the system if they feel
confident/relaxed with the research team. Sharing food at the sessions was sug-
gested as a potential means to ensure individuals feel relaxed and able to share
their thoughts.

Facilitating Discussion. Encouraging discussion is important to gather more
detailed feedback from the co-researchers. Building relationships and having a
familiarity with the group assists with this. This could be achieved through
having prior experience in working with the group and collecting feedback over
other activities. Co-researchers are more likely to be open with their thoughts
on the system design if they feel confident and relaxed with the research team.
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Aiming for Equivalence. To encourage valuable contributions from the co-
researchers, they will need to be made aware of what the potential aims of
using the technology are. To help with this, the project information sheet should
use clear, concrete language and be supported by symbols, and the informa-
tion should be made clear through the study design itself. Accessibility can be
achieved through careful choice of language, and by taking time to explain what
is meant. Therefore, the purpose of each session should be easily understood
by the co-researchers. To aim for equivalence, equal contributions and collab-
oration should be supported between co-researchers. Each co-researcher should
have their viewpoints valued. This is achieved by building relationships with the
co-researchers and facilitating effective discussion.

Facilitators/Carers. It was also pointed out that those that care for individu-
als with ID have a good understanding of the special needs of such individuals.
They can be considered the gatekeepers to the use of new technologies by intel-
lectually disabled individuals, and including them in design increases the chance
of uptake. It is important that the carers are included in the co-design process
where possible.

5 Conclusion

This study builds on existing literature investigating the uses of VR with indi-
viduals with ID. This study will further show the potential VR has to improve
the lives of individuals in this group, if approached in a sensitive and inclusive
way.

The length of time many of the co-researchers spent engaged in the activi-
ties highlights a potential strength that contemporary VR systems hold for this
group. Engagement in particular has been described as the single best indicator
of learning, without which there is no deep learning (Hargreaves 2006; Iovan-
none et al. 2003) and has been used to assess inclusion in special education in
previous studies (Hughes-Roberts et al. 2020) where it is defined as time focused
on a task.

5.1 Moving to Fieldwork Phase

The insights gained from this paper can be taken forward to the fieldwork phase
to further scaffold co-design of virtual environments with students with ID.
Within this phase, the use of design probes and the exploration of appropri-
ate contexts and applications of VR will be explored with co-researchers with
ID, their teachers, parents and carers.
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Abstract. Learners with Autism Spectrum Condition (ASC) are often character-
ized as having deficits in core social competencies affecting ability to communi-
cate and interact with other people across multiple contexts. However, such deficit
views of ASC lead to narrow interventions that cannot be generalized to wider
learning contexts nor the real world. Taking a non-deficit view can offer ameans of
broadening understanding of ASC by taking a more holistic view of an individual.
Thoughtfully designedVR solutions that take a non-deficit view can provide learn-
ing tools allow learners to develop their self-determination awareness and skills
such as decision-making, self-advocacy, reflective problem-solving. Furthermore,
through the use of machine learning approaches such solutions have the potential
to provide real-time monitoring of learners during interaction offering a holistic
understanding of individuals with ASC. This position paper sets out the support
case for utilizing VR through non-deficit models and examines the role machine
learning can play in further understanding of learners with ASC. It is intended that
this sets out a case for future research directions.

Keywords: Virtual Reality · Autism ·Machine learning

1 Introduction

This position paper is to review the current “state-of-play” of Virtual Reality (VR) and
its use in providing a platform for adolescent learners with Autism Spectrum Condition
(ASC) with particular focus on social skill development. From this, we intend to outline
gaps in the field and propose avenues for further research that utilize modern approaches
to understanding learners with ASC.

Learners with ASC are often characterized as having deficits in core social compe-
tencies affecting ability to communicate and interact with other people across multiple
contexts (Bölte 2014). As such, Virtual Environments (VEs) such as those presented
in VR systems can provide a vehicle for teaching and learning social skills (Mitchell
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et al. 2007) by providing safe, realistic 3D scenarios that can represent everyday situated
interactions (Parsons et al. 2006).

However, the view of modeling ASC in terms of deficits is open criticism as it
overlooks the strengths or neutral differences that can also be associated with autism
(Dinishak 2016; Robertson 2010). Consideration of ASC through this holistic lens pro-
vides new avenues of consideration for the design of VR solutions tailored towards
social skill development. A need has been highlighted, for example, to shift the focus of
research onto modeling real life challenges (Robertson 2010) and this requires a holistic
understanding of individual learners and their needs. This is true both in the design of
suitable solutions but also in the real-time monitoring of the impact of these solutions.

This paper, therefore, aims to review current research through this lens of a “non-
deficit” model of ASC and provide suggestions for VR solution designs.We explore how
we can gain a more holistic understanding of target users and feed this into real-time
monitoring aiming to provide effective feedback of the users’ state. To this end, machine
learning can potentially provide a powerful means of monitoring the user in real-time
to assess their affective state. However, such approaches must be considered carefully
to avoid also feeding into a deficit view of the ASC learner, that there is a desired state
they should be in.

This paper therefore has the following research questions:

1. How is VR currently utilized and to what extent is it influenced by a deficit view of
ASC?

2. What role can VR solutions play in providing opportunities for social skill
development when taking a non-deficit view of ASC?

3. What role can machine learning play in offering a meaningful and holistic
understanding of ASC learners?

The remainder of this paper is structured as follows: first, a review of the current
use of VEs and VR in ASC research with a view to defining what problems are being
tackled and how, secondly, a summary of the field that highlights the potential gaps
in work when viewed through a non-deficit view of ASC, thirdly, a review of the role
machine learning can play in informing a holistic understanding of the user, finally,
conclusions and recommendations are made from the point of view of the position taken
in this paper.

2 Research on the Use of VR with ASC Learners

This section aims to outline why VR can play an important role in social skill devel-
opment in learners with ASC and examine how the technology is currently utilized in
cutting-edge research. We focus on the design of VR systems and seek to unify the
language used in this field study in order to clarify the terms used.

2.1 Why VR?

As noted, virtual environments provide opportunity to engage with safe scenarios for
experiencing and practicing social interaction. VR builds on this and can provide addi-
tional benefits because it can offer authentic real-world situations modelled in controlled
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environments (Parsons and Cobb 2011). The concepts of presence and embodiment pro-
moted by authentic VR simulations make learning experiential and potentially more
powerful (Slater 2017; Wallace et al. 2017). When discussing VR, the field does suffer
from a lack of formalization with regard to terms used. Studies may use the term VR but
refer to “desktop” VR (Ke et al. 2020), the use of CAVE systems (Yuan and Ip 2018) or
the use of general VEs (Ghanouni et al. 2019). Although there may be some crossover
in the design of such systems, VR where a Head Mounted Display (HMD) is used,
will have its own unique challenges in relation to achieving that sense presence through
immersion that makes is a powerful tool for experiential learning. As such, this paper
refers to VR as that which requires an HMD to stereoscopically view the environment
being experienced and recommends this as a formal definition in future work.

VR platforms utilize an array of tracking points that enable their functionality. Track-
ing points such as gaze direction, posture and postural stability, accelerometer data etc.
where each of these provide some insight into the user and their state of interaction.
Additional data points can also easily be added through non-invasive techniques; for
example, measures of electro-dermal activity (EDA), heart rate or EEG data. When
combined together in a multi-modal data fusion approach, there is the potential to gain
a holistic view of a user’s affective state using machine learning approaches. Affec-
tive computing has seen application within VR systems. For example, it is seen as an
attractive prospect for those studying emotion due to VRs potential to provide controlled
environments that have a high degree of presence (Marín-Morales et al. 2018).

As such, VR and affective computing solutions would seem ideally suited to tackling
ASC by both aiding thosewithASC and furthering understanding of the individual needs
during learning. We therefore seek to examine what work has been done in this area and
how is the issue of deficit dealt with in the design of VR and associated research studies?

2.2 Towards a Non-deficit Model

Latest developments in VR and ASC education calls for a user centered approach to
the design and evaluation of applications in order to ensure the authenticity of VRs
interventions in autism (Parsons 2016) and the empowerment of ASC learners (Parsons
et al. 2020; Robertson 2010).

The non-deficit view of learning ability is underpinned by research on neurodiversity
which challenges the myth of the ideal rational person. The concept of neurodiversity
commonly refers to perceived variations seen in cognitive, affectual, and sensory func-
tioning differing from the majority of the general population, usually known as the
‘neurotypical’ population (Rosqvist et al. 2020). While defining the scoping of neurodi-
versity is currently an ongoing empirical investigation among scholars in the field, this
concept strongly challenges the view and practices that put learners with ASC as per-
sons with defects/disorders. This deficit model of learning ability is underpinned by the
idea of persons with disorders that impact on their social engagement and flourishment.
Interventions which aim to fix their disorders thus use approaches that promote how to
behave according to a social norm.

Rather than suggesting there is a ‘normal’ way to think and act in which learners with
ASC need tomeet, the non-deficit view considers persons with a wide range of cognitive,
affective and sensory abilities and behaviors. Through this consideration, individuals
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should have choice and control over their own authentic lives. It acknowledges that
there are areas that learners with ASC want to learn and develop in social engagement,
but crucially it recognizes the strengths and neutral differences of ASC learners in social
situations.

2.3 Current VR Research and ASC

VR then, can provide a means to explore interaction that is not based on deficits and
can provide a holistic understanding of learners through the sandbox experiences that
can be created. The creation of sandbox environments allow users to explore situations
on their own terms and learn through a process of careful self-reflection. The following
review aims to examine research through this lens and highlight areas for opportunity.

VR has been demonstrated to have positive outcomes when used to tackle devel-
opmental concerns in learners with ASC as shown in a systematic review of the field
(Mesa-Gresa et al. 2018). From this review, social skill development was the most com-
mon topic of research being addressed as this is the “hallmark deficit” for learners with
ASC. This concurs with a separate review that also demonstrates the effectiveness of
VR for working within the field of ASC (Bozgeyikli et al. 2017). This work further sum-
marized the field in terms of a set of design guidelines for creating VR systems. These
guidelines, while useful, focus on accessibility of VR systems rather than how they can
be designed to further understanding of individuals from a non-deficit perspective.

Didehbani et al. (2016) note that that work within the field of ASC and VR research
tend to focus on designs that are of scripted interactions where participants communicate
passively with the scenarios presented. Halabi et al. (2017) for example, outline a study
in which scripted scenarios are used to develop communicated skills in learners with
ASC. A scenario may require a learner to correctly greet their tutor within the virtual
setting after having observed this interaction taking place. The use of speech recognition
determines when a response has occurred and if it has taken place at the correct turn in
the conversation. While this utilizes the technology well it also exemplifies the deficit-
oriented approach to ASC and VR research; that there is a correct way of going about
interactions that must be trained. This no doubt serves an important purpose, however,
there is scope for the field to also provide approaches that move beyond such definitive
outcomes based on “correct” behavior. Such studies do not allow generalization of
learning to untrained situations or to real life (Parsons and Cobb 2011).

VR can be used to model very specific environments that offer a safe means of
performing social interactions, such as a shop floor for practicing conversations for
shopping (Stewart Rosenfield et al. 2019). This study also utilized speech recognition
to detect several “hot” words such that the conversation transitioned at the correct time.
Findings suggest that such applications provide a means of practicing communication
that is free fromnegative consequences and learners can improve their social skill through
repeated use.While this is perhaps not as scripted as previously discussed it does assume
that there is a specific conversation to be followed and certain words need to be said
for progression through the scenario. This may, in part, be a result of technological
limitations; having a free-flowing interactionwith anAI driven avatarmay not be feasible
but what of alternate designs?
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Some flexibility can be added into scenarios through the addition of third party-
controlled characters. Such designs can include a confederate whose role it is to coach
the learner through more open and dynamic interactions that can be altered based on
the needs of the participants (e.g., Didehbani et al. 2016). A similar approach was
taken by Ke et al. (2020), where researchers controlled virtual characters through voice
morphing software. Rather than requiring a specific outcome, general social skills were
measured (e.g., initiation, negotiation etc.) demonstrating the flexibility offered through
less prescriptive approaches to scenarios. However, this study utilized “desktop VR”
which, as mentioned, holds different design challenges to those that may use an HMD.
Full VR using an HMD was utilized in a similar study by Herrero and Lorenzo (2019)
where a researcher controlled the interactable avatars by selecting from a series of pre-
defined responses ranging from positive to negative. Such approaches are well utilized
in VR research outside of ASC interventions. A “wizard of oz” approach where a virtual
agent can be driven by an external confederate is common in work rooted in social
psychology (Pan et al. 2015; Pan et al. 2016). Such VR designs avoid a potential model
where specific responses are required in scripted scenarios thus avoiding a deficit view
where there is a “right” way of going about social interaction. Furthermore, such designs
open up the possibility for furthering work in learning and education as the VR tool
can provide a mediated learning experience with educators playing a key role in the
interaction. This provides opportunity for the confederate (e.g., a teacher) who controls
virtual characters to also benefit from the interaction.As they are involved in themediated
learning process, they in turn can potentially learn more about their students through
the mediated VR environment. Such applications of VR where a more holistic approach
to teaching and learning is possible, appear underexplored. Few studies, if any, have
explored the implications of such a tool in terms of the dynamics this would create
between educators and learners nor attempted to define formal pedagogies for future
work.

There is a need, then, for VR pedagogical frameworks that has the experiential learn-
ing and immersion offered by VR at its core (Fowler 2015) that enhance and improve
learners’ social interaction through a more holistic understanding of individual learners.
This understanding can be conveyed to the educator through participation in the interac-
tions such that together these learner-teacher dyads develop. It is important to consider
how the pedagogy and learning tools allow learners to develop their self-determination,
awareness and skills such as decision-making, self-advocacy, reflective problem-solving
(Carter et al. 2009) while developing their social interaction competencies.

3 Opportunities

There is a need for a more thorough consideration of designs of VR based interventions
where ASC is concerned. Designs tend to fall into one of two camps: scripted scenarios
that expect certain responses, and more flexible scenarios made possible by the addition
of external control by a suitable confederate. The former tends to derive designs from a
deficit-model view of ASC. Where there is a correct response or behavior that should be
exhibited by the participant and the aim of the scenario is to train this correct response.
As ASC exists on a spectrum, scripted approaches may address only a narrow part
of that spectrum. Such approaches have their place, and it is not the purpose of this
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paper to reject their importance. However, non-deficit based approaches should also be
explored as these have the potential to empower ASC learners by not focusing on their
apparent weaknesses. For example, rather than assuming a specific learning outcome,
engagement with the VR system may demonstrate behaviors or strengths that were
previously unknown to both the learner and teacher. Sandbox like systems with flexible
designs that adapt to individual needs allow the learner to explore scenarios and outcomes
for themselves and the manner of that exploration potentially informative for educators.

The latter design of VR solutions (illustrated in Fig. 1) has the potential to provide
this while also offering flexible approaches that can cater to the needs of learners across
the ASC spectrum. As scenarios are not necessarily scripted (it is up to the confederate),
they can be more individually nuanced and tailored to the needs of the learner. Rather
than being hamstrung by technology, the design may only be limited by the number of
pre-recorded responses and animations that the confederate has to choose from. It would
be a significant design challenge to decide on what pre-recorded responses are needed,
how many, and how much variation should be catered for. Future work is needed that
creates design frameworks to assist in this process. The addition of a suitable confed-
erate can provide a VR mediated learning experience. The interactions of which can
further understanding of individual learners by virtue of a teacher (for example) guid-
ing the scenario where they can in turn learn about their charges through the mediated
interactions.

Hence, VR as an intervention for learning social skills for those with ASC can offer
more than social skills training with defined experience outcomes. It can also broaden
understanding of individuals both for themselves and educators through the non-deficit
view of thinking. While VR based interventions could also be designed that are intended
to further the research field of ASC from medical, psychological and social standpoints.

Mediated VR Tool 
User head tracking 

User controller tracking

Conversation Director 
Present range of interactions 
Accept inputs from mediator

Control VR Character

Select VR Charac-
ter “Interactions”

Character interaction

Fig. 1. Architecture of a mediated VR learning tool



Leveraging Virtual Reality and Machine Learning 237

Furthermore, through interaction with VR systems, a wide range of sensory input
and modalities are utilized. These data points may be used to create a picture of the
experiencewithinVRand therefore raises the question of how these can be integrated into
providing the holistic understanding of learners discussed in this paper. The following
section reviews the ways in which such techniques could be implemented into VR based
interventions for social skill development for ASC learners.

4 Leveraging Machine Learning

While AI could be utilized within scenarios themselves, for example driving interactions
in the form of chatbots (Torous et al. 2021), there is significant potential in capturing
information about the user and their affective state. The latest VR set-ups provide oppor-
tunity to capture a range of behavioral and performance data (Zhang et al. 2018). This
can include gaze direction, posture, tracking data etc. Each of this in isolation may be of
interest to an educator while observing interaction within a scenario. Gaze direction, for
example, is often an important metric of social interaction particularly for learners with
ASC and has been used in VR oriented studies in past work (Lahiri et al. 2012). While
this may be from a deficit perspective, that there is not enough or the right amount of
eye-contact, in combination with other data points a more complete picture of the user
is possible. The use of affective computing in VR is not new and it has been used to
modify the parameters of a scenario in real-time. For example, a VR driving simulator
for those with ASC modified the difficulty based on the affective state of individuals
during interaction (Bian et al. 2013).

Within the field of personalized education, outside of VR, affective computing has
been utilized to assess learner “state”. Techniques utilizing affective computing have
been used within special education to determine levels of engagement with learning
material (Standen et al. 2020). When deployed within a classroom setting, such multi-
modal data fusion techniques provide an insight into the learning process of students
(Taheri et al. 2020). Where students with individual needs are concerned, this affords
educators an important opportunity to learn more about their students which can often
be difficult to observe in those with ASC. Utilization of such approaches within the
field of VR warrants further exploration, particularly given the range of data points on
offer through VR hardware and additional non-invasive sensors such as, eye-gaze, pos-
ture analysis, electro-dermal activity, heart rate. This multimodal data fusion approach
can utilize predictive AI to provide the mediator with information about their learner’s
affective state in real-time. What this information might be is an open question from this
paper and further research is needed to determine how machine learning approaches can
be used to further this understanding using the described non-deficit ways of viewing
ASC.

Hence, when using VR through a non-deficit perspective as a mediated learning
tool alongside real-time feedback on affective state, there is the potential to create new
avenues of understanding ASC learners based on a holistic view of the individual.
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5 Conclusions and Recommendations for Further Work

This position paper has outlined the case for consideringmethods of deployingVR based
interventions utilizing a non-deficit based approach to design. From RQ1, it is noted that
when taking a deficit based view of learners the focus of interventions is on training a
“correct” behavior. While this has an important role to play it should also be augmented
with approaches that empower learners on paths to self-discovery, highlighting their
strengths and neutral differences. With regard to RQ2, such non-deficit approaches can
offer this and by doing so further the understanding of learners for both themselves and
their educators where said strengths and neutral difference may previously have been
difficult to ascertain.

The example architecture illustrated in Fig. 1 provides an overarching view of a
broader VR design. However, consideration should also be made to the design of the
scenarios deployed. Studies cited in this paper focused on areas which are common to
the learner, their school, a shop etc. As Parson (2016) noted, such scenarios should be
authentic to the learner in order to be relatable. This poses further researchquestionswhen
considering the spectrum on which ASC exists and how to capture that authenticity for
learners across the spectrum while maintaining the flexibility of the systems proposed
in this position paper. Furthermore, past work has done well to outline accessibility-
based design requirements (Bozgeyikli et al. 2017), however, there remains VR specific
research questions dealing with the impact of design on experiential learning. For exam-
ple, what role does graphical fidelity play in the systems discussed in this paper?What of
the design of characters? It is known, for example, that thosewithASC engagemorewith
non-anthropomorphic entities such as robots (Hughes-Roberts et al. 2019). Future work
should also consider the design and fidelity of character driven experience and examine
impact of different character designs. Ultimately, design methodologies, heuristics and
broad guidelines are needed across the field of VR to aid in the creation of simulations
that are impactful for their target users. In order to complete this holistic understanding
of learners (RQ3), there is opportunity to leverage machine learning in order to provide
real-time information of their affective state during interaction.

This paper has provided a review of some seminal work. However, further work
should include a full systematic review that examines the use ofVRandmachine learning
as interventions in ASC social skill development from the perspectives described here.
This review is needed to formally define the terms the field utilizes, categorize VR
designs in relation to ASC learning, determine designs based on the two perspectives
and formalize design guidelines for non-deficit approaches to creating VR interventions.
Outcomes from this will provide researchers and educators the ability to choose from a
set of interventions that are suitable to the needs of their target user group.

This paper has set out the case for taking non-deficit based approaches to VR design
that leverage machine learning. By doing so, applications can be created that provide
opportunities for self-discovery that consider the strengths and neutral differences as
well as potential areas for development learners with ASC may have. Furthermore, this
process of self-discovery is informative for educators and researchers also who will be
able to gain a more holistic understanding of their students/participants.
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Abstract. To provide flexible support ways and intelligent support con-
tents for users in VR contexts, compared with the existing support ways
of either single or combination of sensing functions, e.g., support of ges-
ture, head or body movement. In our proposal, to provide flexible support
functions conditioned on VR contexts or user’s feedbacks, we propose to
use a semi-automatic selection of interactive supports. In modeling of
semi-selection by user’s feedbacks and VR contexts, we propose to eval-
uate the performance by consideration of both intelligent AI evaluation,
based on data of users’ performance in VR, and user’s initiative feed-
backs. Furthermore, to provide customizable or personalized estimation
in the VR support, we propose to apply the machine learning of self-
supervised learning. Therefore, we are able to train or retrain estimation
models with efficiency of low-cost of data works, including reduction of
data-labeling cost or reuse of existing models. We require to evaluate
the timing of applying selection or modification of support ways, the
balance of ratios of automatics or user-initiative due to user preference
or experiences or smoothness of VR contexts, and even user awareness
or understanding, etc. Further, we require to evaluate the scale, num-
bers, size, and limitation of data or training that are needed for stable,
accurate, and useful estimations of VR support.

Keywords: AI support VR · Self-supervised selective supports ·
Multi-factor modeling

1 Introduction

In the contexts of VR with human factors on issues, proposals, modeling, studies,
analysis or discussions for supports or related [1,8,13–15,18,20,22,23,25,26,28–
30], we study and design AI support systems that utilize multiple factors about
human body, behaviors, and performance for considering the modeling of flexible
and intelligent support in VR contexts. E.g., in VR shooting games, not only
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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gazing or movement of head or hand are used to reflect the performance or
concentration of user, but other factors such as voices or facial expressions can
be used to determine the response of user.

To provide flexible and intelligent ways of supports in VR contexts, compared
with the existing supports of either single or combination of sensing functions,
we propose to apply semi-automatic selections of flexible supports. We consider
each body or sensing parts to be supported and the support can be involved in
one or more parts. E.g., a support can be involved in eye gazing and reaction time
of hand movement, or a support can be composed of head movement and sensing
by voice. Specifically, we propose to apply the combination of supports that can
be selected and adjusted during VR contexts. For selection of the combination
of supports, we propose to evaluate the performance of supports, by merging the
auto-evaluation of trained AI and the user’s evaluation or preference. Note that
we customize the AI to fit user evaluation or preference during the VR contexts.

Furthermore, to provide customizable or personalized estimation in the VR
support, we propose to apply the machine learning of self-supervised learning.
Therefore, we are able to train or retrain estimation models with efficiency of low-
cost of data works, including reduction of data-labeling cost or reuse of existing
models. Since the training or retraining of models are flexible and depending on
the input factors of users, we select the suitable self-supervised learnings based
on the given one or multiple user factors. Note that we apply self-supervised
learning due to the effective training or retraining models with efficiency of data
works including data labeling or the preprocessing or refinement of data. After
one or multiple models are trained, we need to combine models for making
suitable estimation or prediction forms of results.

The analysis of design, expectation of system performance or user studies,
limitations, and future works are discussed. We require to evaluate the timing of
applying selection or modification of support ways, the balance of ratios of auto-
matics or user-initiative due to user preference or experiences or smoothness of
VR contexts, and even user awareness or understanding, etc. Further, we require
to evaluate the scale, numbers, size, and limitation of data or training that are
needed for stable, accurate, and useful estimations of VR support. Especially, the
combination or correlation among multiple types of data and multiple training of
self-supervised learnings may be important for implementation or applications.
Note that due to multiple factors of users, VR-devices, and VR contexts, the
workable or applicable data and training methods and their combinations are
needed extensively evaluated.

2 Related Work: Estimate User Perception
and Interaction with Body Factors

2.1 Eye or Gaze Modeling of Interaction or Prediction

Eye tracking has been playing a significant role in detecting user’s intentions. Eye
tracking has proven to be suitable for using in various HCI domain as an input
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modality [19]. Real time face detection combined with eye gaze tracking can
provide a means of user input into a gaming environment, eye-gaze information
in various ways to enhance UI design providing smarter modes of gameplay
interaction and UI modalities that are sensitive to a user’s behaviors and mood
[5]. Web page interfaces introspected and both the browser interface and the
interaction elements on Web pages can be adapted based on gaze input [21].

One of the major application areas is using the gaze information and trajec-
tory to enter text [11]. The raw eye tracking data can be utilized to attach to
the game elements in VR environment for a better individualized gaming [6].
Gaze based rendering to cope-up with the display limitations has proved to be
promising in the past research finding. A solution improved the previous work on
gaze-based rendering during the gaze saccadic movements [2]. It is evident that
gaze information pays a key role in the immersive environment for understand-
ing the user’s intentions and choices while interacting with the environmental
components.

2.2 Gesture, Body, or Non-verbal Modeling of Interaction
or Prediction

The main goal of gesture recognition is to predict the user’s intended action based
on the current movement trajectory. This recognition relies on the user’s hand
gestures and body movements during performing an action. Previous research
has explored template matching based simultaneous recognition of a working
action and a cognitive long-term motion prediction [10]. Compared to classifi-
cation models, regression outcomes better suites trajectory prediction without
requiring a seed sequence [17]. This motion human motion prediction in VR can
be a very useful technique to initiate rendering of visuals and game components
or game cues for better user’s performance and encouragement.

In VR the primary modalities to use for motions prediction is head motion,
hand motions and gaze motion. In previous work gaze contingent rendering has
been used for certain limitations on the device or game engine [2]. Long Short-
Term Memory network has been used on users’ reach trajectories to predict
intended targets to reuse physical props by decoupling user’s real and virtual
hands [4]. There are various head motion prediction methods [3,9] which are use-
ful in VR is beneficial as its very closely related to user’s future gaze point and
actions. In VR environments, hand is the primary mode of integration and selec-
tions. Hence tracking the hand motion over time and recognizing the actions as
well as predicting the long-term trajectory becomes a key [10]. Clarance et al. has
proposed deep learning models to predict intended targets for pre-rendering of
haptics [4]. Another method extends a 2D kinematic template matching method
to VR environment to predict the user’s hand ray final position and angle [12].
Vu et al. explores possibilities using wrist worn devices to track hand movement
and gestures for immersive environment tennis sport setup [27].

A recent study contributed an user and activity independent regression base
hand movement prediction model in VR [7]. A combination of hand and head
gesture along with the gaze ray informations can be well utilized to collectively
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Fig. 1. Designing AI-support VR with flexible interactions and intelligent evaluation.

understand the user’s intention as well as future activity. This information can
be applied to enhancing the user’s individual experience as well as pre-rendering
to do away with the device latencies and other limitations. Sound signals can act
as a query and input signal to interact with various systems. There is also ongo-
ing research in the field of non-verbal vocal interaction (NVVI), i.e., using other
sounds than speech such as humming to control user interfaces [24]. Humming
can as well be used for the retrieval of music information from database [16].
Humming has been used for marking the start and end of words in a gaze-based
text entry solution [11]. Hence, it is evident that non-verbal form of communica-
tion can also find its way in interacting with the VR environments with all the
other modalities kept side by side (Fig. 1).

3 Designing AI-Support VR with Flexible Interactions
and Intelligent Evaluation

3.1 Semi-automatic Selection of Combined Supports
and Advantages

To provide flexible support ways and intelligent support contents for users in
VR contexts, compared with the existing support ways of either single or combi-
nation of sensing functions, e.g., support of gesture, head or body movement. In
our proposal, to provide flexible support functions conditioned on VR contexts
or user’s feedbacks, we propose to use a semi-automatic selection of interactive
supports. In modeling of semi-selection by user’s feedbacks and VR contexts,
we propose to evaluate the performance by consideration of both intelligent
AI evaluation, based on data of users’ performance in VR, and user’s initiative
feedbacks. As the advantages described above, the expected affect will be flexible
semi-selective supports, efficient AI and personal evaluation, and customizable
support conditioned on VR or user contexts.
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3.2 Customizable AI-Support VR by Effective Retraining
of Prediction Models with Low-Cost Data Works

Furthermore, to provide customizable or personalized estimation used in the VR
support, we propose to apply the machine learning of self-supervised learning.
Therefore, we are able to train or retrain estimation models with efficiency of
low-cost of data works, including reduction of data-labeling cost or reuse of
existing models. Further, we can build a more intelligent and up-to-date models
by using the existing models (e.g., accurate prediction or tracking of gazing
or head movement) and thus retraining novel models with less efforts and the
merged estimation of more accurate or diverse results.

Fig. 2. System: Flexible combination of supports by semi-automatic selection.

4 Flexible Combination of Supports by Semi-automatic
Selection

4.1 Design

In Fig. 2, we show the design of semi-selection support in VR contexts. In the
support ways, we consider each body or sensing parts to be supported and the
support way can be involved in one or more parts. For example, a support can
be involved in eye gazing and reaction time of hand movement, or a support can
be composed of head movement and sensing by voice. Specifically, we propose
to apply the combination of supports that can be flexibly selected and adjusted
during the process of VR context. For flexible selection of the combination of
supports, we propose to evaluate the performance of the combination of supports,
by merging the auto-evaluation of trained AI and the user evaluation. Note that
the evaluation of AI can be customized to fit user selection or preference during
the process of VR context.
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5 Customizable AI-Support VR by Effective Retraining
of Prediction Models with Low-Cost Data Works

5.1 Design

In Fig. 3, we show the concepts of effectively training the estimation models with
low cost of data works, with the factors of multiple body parts or performance of
users in VR contexts. Since the training or retraining of models are flexible and
depending on the input factors of users, we select the suitable self-supervised
learnings based on the given one or multiple user factors. Note that we apply
self-supervised learning since it can be applied in effective training or retraining
models with efficiency of data works including data labeling or the preprocessing
or refinement of data. After one or multiple models are trained, we need to
combine models for making suitable estimation or prediction forms of results.

Fig. 3. System: Customizable AI-support VR by effective retraining of prediction mod-
els with low-cost data works.

6 Discussion, Analysis of Design, Expectation of System
Performance, Implementation of User Studies,
Limitations, and Future Works

We propose the framework of designing AI-support VR with interactions and
intelligent evaluation. Since the design of AI-support VR are flexible with user’s
body or sensing parts, the design could be applied to most systems or VR devices
of various types. Further, since the ways of supports can be involved in multiple
user factors and performance of VR context, this flexibility of the design can be
applied to various VR or user contexts. Further, the application of the design
can be separated or independent with the devices of VR and the contexts in VR.

In design of semi-automatic selection of combined supports, the usability or
accessibility of users in VR contexts are important. We require to evaluate and
find the timing of applying selection or modification of support ways, the balance
of ratios of automatics or user-initiative due to user preference or experiences or
smoothness of VR contexts, and even user awareness or understanding, etc.
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In customizing AI-support VR by effective retraining of prediction models
with low-cost data works, the following are required. Although the estimation
results could be flexible and improved with the flexible modeling of multiple
factors, we require to evaluate the scale, numbers, size, and limitation of data or
training that are needed for stable, accurate, and useful estimations of VR sup-
port. Especially, the combination or correlation among multiple types of data and
multiple training of self-supervised learnings may be important for implementa-
tion or applications. Note that due to multiple factors of users, VR-devices, and
VR contexts, the workable or applicable data and training methods and their
combinations are needed extensively evaluated.

Although the proposed AI-support VR seemed flexible and intelligent, the
limitations or concerns are still how the system are smoothly applied to real-
world VR-devices and VR contexts. Through extensive or possible implementa-
tions or user studies, the system could be clear on real-world VR applications.
In the future development, not just the mentioned issues or researches, we also
expect the corresponding researches towards VR devices or hardwares or rela-
tively systematic or functional levels, could be discussed or developed.

Acknowledgement. This work was supported by Japan Science and Technology
Agency (JST CREST: JPMJCR19F2, Research Representative: Prof. Yoichi Ochiai,
University of Tsukuba, Japan), and by University of Tsukuba (Basic Research Sup-
port Program Type A).

Demonstration

Demonstration of prediction of user support using gazing in VR game: We
showed a simple demo of AI support VR by using gazing, body language, and
voice. The user was expected to support the shooting by AI using the analyzed
gazing behaviors or head or hand movement during the VR game (Fig. 4).

Fig. 4. User’s gaze (pink line) and hand position (the position of gun) were shown in
a shooting game of VR. (Color figure online)

Modeling of Self-supervised Learning

We also show a example of modeling self-supervised learning by using multi-
factor data of users in VR contexts. In the model of Fig. 5, the given images
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Fig. 5. A modeling of self-supervised learning by using contrastive learning on images
and related data of users.

from VR context can be trained to be suitable representation of features, thus
the prediction of user supports can be updated or improved by a dataset of VR
without additional data works on labeling or cleaning data.
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Abstract. Currently, graphical data is becoming increasingly ubiqui-
tous with new technologies. However, today’s technologies are still of
limited access to such representations (images, graphs, charts. . .) for
Visually Impaired People (VIP). The quantity and quality of presented
information are key points of efficient accessibility. Therefore, this paper
proposes the presentation of such information via a tactile gist (a tactile
representation of essential data). New rules for 2D data representation
(e.g. paintings, images, maps) are proposed via the tactile gist, which
helps us, especially VIP, to understand them. These rules are deduced
from experiments lead with VIP for tactile gist representations on two
supports - thermoformed paper and dedicated original force-feedback
based device named F2T (Fore Feedback Tablet). These rules take into
account the human touch/haptic sense specificities and human cognitive
capabilities. Such rules should be included in the design of any assistance
to 2D data accessible by the VIP.
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1 Introduction

Nowadays, culture, education, and many daily life tasks are getting increasingly
reliant on 2D data such as pictures, schematics or maps. However, accessing
such information is still difficult for Visually Impaired People (VIP). Traditional
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screen readers and braille devices are not adapted to convey 2D data efficiently,
limiting VIP’s inclusion in society and lowering the quality of their life.

The access to the culture, especially to the artworks presented in museums,
designed mainly for sighted people, are not accessible to VIP. In traditional
approach (provided e.g. by classic museum guides), artworks are oculo-centred
representations accessible for the sighted public. The VIP accessibility is consid-
ered thanks to a transcription of some visual information into audio descriptions;
sometimes, static tactile representations [1] are also available. Figure 1 gives two
examples of artworks’ presentations, which target the VIP, from the British
Museum (Fig. 1a and b), and the Fine Art Museum, Rouen, France (Fig. 1c and
d). Both examples use the same technology (namely, thermo-inflation) to fix a
3D scene on a 2D support. Figure 1a presents a scene from the Greek temple
in relief with its fronto-parallel and orthographic projections (Fig. 1b). Figure 1c
presents Sisley’s Seine River painting and its fronto-parallel projection (Fig. 1d).
Both representations try to make a “tactile copy” of the observed 3D scenes,
which are not relevant for tactile/haptic explorations. Indeed, these representa-
tions are overloaded with details, which imply long exploration time and high
cognitive load. Moreover, the details’ superposition does not allow human finger-
tips [2] to extract the meaning from the object’s contours (edges). Furthermore,
the physical nature of the supports does not allow to implement the scaling oper-
ations (zooming in and out), as those presentation are unchangeable (frozen).
Therefore, such oculo-centric-tactile representations cannot be easily perceived
by VIP.

Fig. 1. Static tactile representations a) the moulded friezes of a Greek temple, British
Museum; b) fronto-parallel and orthographic projections of relief from a); c) Boats on
Seine by Sisley and d) their thermoformed representation.

However, the artworks can be perceived in a de-visualized way [1], i.e. per-
ceived without vision (or only with vision as a secondary sense) in a multimodal
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way. Such a presentation will create new aesthetic and emotional impressions,
deepen our knowledge of the creative gesture and lead to the effective inclusion of
all audiences to digital society. Therefore, considering the de-visualization princi-
ple a new generation of museum guides will offer new experiences of artworks. We
propose its integration via a simulation of natural cognitive processing (i.e. via
an artificial intelligence cognitive process) which underpins concepts/percepts
emergence from stimulations following sensory-motor theory of visual percep-
tion [3].

Therefore, this paper proposes a new approach to design representations of
2D data accessible for VIP, based on the concept of “a tactile gist presentation”
(Sect. 2). A set of rules, deduced from experiments lead with VIP, is proposed,
allowing the creation of haptic (physical and virtual) representations of images
on different supports, such as thermoformed paper or an original force-feedback
based haptic device, named F2T (Sect. 3). Some examples of created virtual
images, which can be explored by any public via tactile or haptic assistance, are
provided in Sect. 4. Section 5 encompasses some future works.

2 Gist Concept

Visual gist is a global minimal information presenting an image where usually
only a few objects of important size are perceived [4,5]. The gist representation
can be seen as a global and rough “map” of an image as it allows to grasp
a minimal meaning of the image in a single glance [6]. Therefore, the role of
gist presentation is threefold: (1) representing an image in a synthetic way, (2)
allowing the relative localization of objects in an image, and (3) assisting the
decision for further behavior (e.g. analyzing the image in more details or changing
the image). In function of the support, we speak about the visual or tactile
(haptic) gist.

An example of the (visual) gist representation is shown in Fig. 2; its left
image (a) is the scene of “Raven and fox” extracted from the Bayeux Tapestry,
XI century (France, [7]), while right image (b) represents its associated (tactile)
gist where 4 circles delimit four important areas each having a specific cognitive
meaning.

Fig. 2. a) Example of Bayeux Tapestry “Raven and fox”, its gist representation of a
2D image [7].
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3 Rules for Creation of Haptic Representation of Images
Accessible to VIP

The rules for creation of haptic gist representation have been established thanks
to a series of experiments with end-users [8–11]. To create VIP experience of
haptic images, a specific evaluation procedure has been defined (cf. Fig. 3). In
our case, the gist representation is implemented based on two supports: thermo-
formed paper (A path) and the original force-feedback tablet (B path). The (A)
path allows the perception, thus the evaluation, of the static elements of tactile
gist (e.g. a tree, a cheese). The (B) path, thanks to force-feedback tablet F2T
providing haptic and kinesthetic representation, allows the perception (feeling),
and the evaluation of static and dynamic elements of an image (e.g. to follow
object edges or the speed of the dropped cheese).

Fig. 3. Procedure for haptic image accessibility evaluation.

Early evaluations, with VIP or blindfolded participants, of different images’
gist representations [8–11] allowed establishing the following rules and definitions
of tactile/haptic representations of images:

Rule 0. A haptic gist presentation of an image (painting) should be built as
this image surjective projection.

Rule 1. The tactile gist consists of a set of regions having an important
meaning for considered images.

Rule 2. A gist of an object is defined by its bounding box (simplified and
approximated).

Rule 3. An ad hoc, but cognitively useful, simplification and/or approxima-
tion of the haptic gist of an image are mandatory.

Rule 4. A bounding box of a gist should be clearly spatially isolated from
others to extract its semantic meaning during the manual exploration (spatial
separations between boxes should be introduced, if necessary).

Rule 5. The tactile-only representation is relevant for isolated simple objects’
representations, close to known geometric figures.
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Rule 6. The tactile-only representation is insufficient for complex figure com-
prehension.

Rule 7. The tactile gist should be completed by an ad hoc audio-description.
Thermoformed and haptic representations of images by tactile gist are shown

in more detail in Sects. 3.1 and 3.2, respectively.

3.1 Thermoformed Representation of Tactile Gist

Gist representation using thermoformed papers can be used to help VIP to per-
ceive a static scene or image with their fingers. By applying the above rules, the
final tactile gist for Fig. 2a, which has been validated with VIP and blindfolded
students, is shown in Fig. 4. It should be observed that the initial relative posi-
tions between objects of the scene have been enlarged by adding the additional
space for fingertips exploration (cf. Rule 4). This tactile gist representation can
be directly printed using a thermoforming printer.

The thermoformed representations allow us to create representations of the
scene containing the static elements only; they may help to find the most relevant
approximations and simplifications. However, the tuning of their representations
is time-consuming and complex, and their effective realization requires a ded-
icated printer. Being mono-modal, their comprehension may be difficult when
manually explored. Moreover, it is impossible to change the thermoformed dis-
play because each image requires its thermoformed representation.

Fig. 4. Initial (a) and final (b) tactile gist presentation of the scene “Raven and fox”
of Bayeux Tapestry.

A force-feedback tablet can overcome such limits and it allows accompanying
the tactile/haptic representations by an audio description lead to a TAD (Tactile-
Audio-Described) representation.

3.2 Haptic Effects for Gist Representation

The Force Feedback Tablet (F2T, Fig. 5a) is a new architecture, based on the
force-feedback principle, to generate haptic effects associated with visual cues
used by painters such as height/depth variations, borders (edges), and textures.
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The F2T acquires the user’s movement intentions via the thumbstick, indepen-
dently from the current end-effector movement (Fig. 5b). This specificity allows
the implementation of a wide variety of dynamic and interactive haptic effects
useful for 2D data representations. Some of them have been already provided by
the F2T (edge and relief, flow, rail, attractors, and active guidance); others are
still under investigation.

Fig. 5. a) F2T architecture (attached to a screen on which a map is displayed); b)
thumbstick architecture which local movement depends on the image content at (x, y)
[11].

F2T principle is presented in Fig. 6. The initial intended speed V
′

is the
movement generated by the device to follow the user’s finger. The output speed
V

′
is modified by haptic effects that are applied to the mobile support, and

P(x,y) is the current position of the mobile support on the available surface
(screen attached to F2T). The force-feedback principle allows producing several
haptic effects, which add offsets to the control speed V

′
. These effects can be

cumulated by applying them successively. In this case, the output speed V
′

of
an effect is used as the input speed vector V of the next effect. The number
and order of applied effects can be changed according to the desired haptic
perceptions to induce.

In our first academic prototype (Fig. 7), the following effects were imple-
mented: edges, and reliefs, attractors, flows, railings, and waves (sine waves sim-
ulated). The guidance mode of the device is also presented.

Edge and relief effects allow representing objects’ edges. When the edge gra-
dient is small (the slope of the object’s edge is small), the user’s finger will be
either slowed down or accelerated depending on the direction of the edge gradi-
ent. This effect can be used to explore a base-relief or to guide the users along
a trench, maintaining their finger on a path. When the edge gradient is strong
enough, the movement will stop. In that case, the user’s finger can slide along
the object’s edge which speeds up the object’s shape recognition.
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Fig. 6. Principle of different effects generation at (x,y) (frictions, flow, etc.) [11].

Flow effect adds an offset to the finger’s movement. The movement offset
value and direction can be defined at each point of the surface. It is thus possible
to represent dynamic elements with mobile parts (e.g. vehicles or conveyors) or
dynamic physic elements (e.g. wind in Fig. 8a).

The rail is an effect with no equivalent in the real world (e.g. Fig. 8b). This
effect is based on a predefined a rail curve: movements following the rails will not
be affected, while movements crossing the rails will be slowed down (reduction
of the component of the movement that is perpendicular to the rails). This effect
adds constraints to the user’s movements.

Fig. 7. F2T prototype [11].
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Attractors are areas or points generating an attractive or repulsive force on
the user’s finger (Fig. 8c). The force strength, profile, and range can be predefined
for each attractor. This effect can be used to simulate magnetic paths, holes,
bumps, or even gravity fields.

Fig. 8. F2T original haptic effects: a) and b) images encode vector fields that can be
used for flow and rail effects, c) attractor image.

After presenting the F2T architecture, Sect. 4 introduces a case study of a
real scene using F2T and outlines the principles of the guided mode applying
the tactile gist concept.

4 Case Study

For the gist, we can also say that it is minimal information to represent the
content of the message of an image. Based on this concept, F2T presents two
modes: free exploration and guidance. In free exploration mode, the user can
move the thumbstick anywhere on the image. Depending on the thumbstick
position, the sound of a corresponding dynamic element will be activated. That
helps VIP understanding the general content of the image. Adding more experi-
ences accessing the painting for VIP, F2T proposes the second mode - guidance
mode. This mode is powerful; the user does not move the thumbstick. This mode
is programmed by a sequence of way points defining the path. This path is built
to present the important elements. The thumbstick will be moved automati-
cally following this path. Moreover, the audio-descriptions are also programmed
for the corresponding elements (multimodal presentation). Sections 4.1 and 4.2
present the details of the two modes.

4.1 F2T Free Exploration Mode

When creating a gist representation of a considered image displayed by the F2T,
the haptic effects introduced above are applied to different parts of the image.
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Figure 9a represents scene 24 of Bayeux Tapestry [7]; Figure 9b delimitates four-
regions gist where the red region corresponds to the boat and the sea, the yellow
region matches the shields placed on the edges of the boat; the dark green region
indicates the sail, and the light green region matches the wind (air) which pushes
the sail. When the finger is in a specific region, the sounds of the corresponding
elements can be activated. The rail effect is applied to the dark green region and
will guide accordingly the finger (on the thumbstick) through its shape and with
the associated speed (Fig. 9c). The wave of the sea are simulated with a sinusoid
function; a sea wave sound is activated when the thumbstick is in the low red
region (Fig. 9d). VIP can freely explore this gist representation on F2T.

Fig. 9. a) Scene of Bayeux Tapestry [7], b) a gist representation of the image in a);
rail effect c) simulates the wind; wave effect d) simulates (via a sinusoid) the wave of
the sea. (Color figure online)

4.2 F2T Guided Mode

Besides the free exploration mode (corresponding to VIP natural exploration of
tactile representations), F2T provides the guided mode. The guidance assists a
detailed exploration of an element of a gist by following its outline. The object’s
outline is thus represented by a curve (a path) defined by a list of line segments
(salient points of the object). Figure 10 gives an example of a path while following
the shape of the raven (the pink points). The points of segments are memorized
in a text file with attributes of the guidance such as the point coordinates, the
exploration speed at this point, the attraction force, etc. Using this file, the F2T
control software (Fig. 11) generates a virtual representation of the image that
the user can explore in a controlled way.
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Fig. 10. The suggested exploration path (pink points) following the raven’s shape.
(Color figure online)

A simple script language has been developed to load or change images and
paths, and to play sound files when predefined conditions are fulfilled (cf. Fig. 11
right). This scripted system makes it possible to define scenarios and synchronize
the guidance with audio-descriptions (multimodal presentation), or to change
the virtual environment configuration (e.g. change the image or user’s profile).
Figure 11 presents the guidance mode for “Raven and fox”. The paths defined
by green points correspond to the four important elements of the scene (tree,
raven, cheese, and fox), and constitute a scene overview. An audio-description
may accompany the haptic exploration of each element.

Such multimodal guide mode will help VIP to recognize the contours of
elements and understand the whole scene.

Fig. 11. Guidance mode control panel on F2T interface (green points corresponding
to the whole picture guided exploration). (Color figure online)

5 Conclusion

This paper proposes an ICT (Information and Communication Technology) sys-
tem to assist the de-visualization of artworks. Such accessibility is based on the
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concept of multimodal presentation of artworks with the gist concept. The gist
representation allows building “a map of a scene or image” (the gist of level 1)
and can provide a more detailed representation of each element of the “map” (the
gist of level 2). Besides the gist representations, new rules for gist implantation
on different hardware supports (namely, thermoformed paper and force-feedback
tablet) have been established based on experimental evaluation of haptic repre-
sentations with VIP and blindfolded participants. The thermoformed presenta-
tion, although creating faithful representations of the painting, may assist the
perception of simple static elements only. The multimodal force-feedback device
F2T presented here briefly overcomes this limit as it provides the multimodal
tactile-audio-described representations. F2T can generate some haptic effects
such as height/depth variations, borders, and textures. This device helps VIP to
access 2D data (maps, graph, 2D art. . .); this paper presented two modes: free
exploration and guided mode to access the paintings’ different elements. In near
future, a new F2T version will be designed as a frame to be clipped on classic
screens; the image displayed on a screen will be used by the F2T control system.
We will also investigate more haptic and audio effects to generate interactive
multimodal representations of images which will be evaluated with VIP.
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Abstract. Extended Reality (ER) has come to revolutionize how people interact
with digital media, this term refers to technologies such as Augmented Reality,
Virtual Reality and Mixed Reality. As time progresses, access to these technolo-
gies is becoming more accessible to all users, however, when ER is applied to
people with disabilities, requirements must be very specific to meet their needs
and take advantage of their physical capabilities to improve interaction. There-
fore, due to differences that can be encountered from one disability to another,
this paper presents preliminary progress of a methodology to build ER applica-
tions in users with physical interaction disabilities, in addition, Universal Design
for Learning and User-Centered Design are presented as tools to help generating
more efficient application for these users. The result of this research shows the first
methodological diagram composed by the stages ofAnalysis, Pre-Production, Pro-
duction, Post-Production, likewise, activities during analysis stage can be observed
to obtain the requirements and products to achieve.

Keywords: Extended Reality ·Methodology · Universal Design for Learning ·
User-Centered Design · Physical interactivity disabilities

1 Introduction

Virtual, augmented andmixed reality (VR,AR,MR) refer to technologies and conceptual
approaches studied for spatial interfaces by researchers in engineering, computer science
and human-computer interaction (HCI) for several decades [1].

Currently, ExtendedReality (ER) has been used as a term for this type of technologies
(VR, AR, MR). Through the years, ER has become more accessible to all users and very
useful for different areas of knowledge such asmedical practice [2], education [3], health
[4], physics [5] amount others. However, developing software for such technology is not
easywhen the user has disability, this is because theremay be very specific particularities
from user to user according to physical capabilities or means of interaction that these
present, therefore, development teams have the need to resort towards tools that help them
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with graphical interfaces design to ensure greater acceptability, learning and usability
as possible.

A model used to improve the teaching of people with disabilities is called Universal
Design for Learning (UDL), a model that takes into account the diversity of students
and whose objective is to achieve effective inclusion, thus minimizing physical, sensory,
cognitive and cultural barriers that may exist in the classroom [6]. Another important
approach for people with disabilities is User-Centered Design (UCD), which aims to
involve the user in all stages of development by making the user an integral part of the
software process, thereby ensuring that all specifications and requirements that the user
really wants are met by the software [7].

Consequently, because of the characteristic that can be ER development in users
with disabilities, this paper presents a methodological proposal that combines ER, DUA
and DCU with the aim of facilitating software development with immersive technology,
adhering towards user’s needs by applying teaching guidelines to enhance inclusion,
likewise, first activities defined for its analysis stage and the artifacts that are intended
to be obtained with them are mentioned. This first methodology’s general design is
composed by Analysis, Production, Pre-Production and Post-Production stages where
features to be implemented were defined such as, include users in all development
processes, defining requirements, identifying roles within the project, providing DUA
guidelines according to the user, designing graphic interfaces according to the type of
ER and finally implementing and validating the generated software.

The rest of the paper is organized as follows: Sect. 2 presents background, Sect. 3
refers to development processes analyzed, Sect. 4methodological proposal, Sect. 5 Basic
elements within the software process, Sect. 5.1 analysis, and finally Sect. 6 presents
Conclusions and future work.

2 Background

Given this methodological proposal is intended to implement Extended Reality, Univer-
sal Design for Learning and User-Centered Design, a description of relevant concepts
is given below.

2.1 Extended Reality

Extended Reality has become a term widely used today to encompass all those tech-
nologies that provide different means of immersing users. According to Doolani [8]
“Extended reality (ER) refers to all real and virtual environments combined, where
human-machine interaction occurs through interactions generated by computer technol-
ogy and hardware. ER technologies consist of virtual reality (VR), mixed reality (MR)
and augmented reality (AR)”.

In addition, Mattew and Pillai [9] suggest that “Extended Reality refers to tech-
nology that provides users with an immersive experience in a simulated world that
users can interact with. ER is a term used to collectively refer to technologies such as
AR, VR and MR, each of which has some key differences”. Finally, Matthews et al.
[10] Consider that extended reality is making its way into different application areas
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such as fitness, telehealth, clinical evaluation, therapy, surgical procedures, education,
audio-visual entertainment and gaming.

Augmented Reality. Augmented Reality (AR) is designed to combine the real envi-
ronment with virtual information. Its interaction is done through virtual objects such as
images, text, 3D models, music and more. Its beginnings date back to 1990, when AR
applications were used for pilot training [11]. According to the 2011 Horizon Report,
AR, with its ability to provide 3D information within the real world, creates new expe-
riences of the world, and suggested that AR should be adopted in the next 2–3 years to
provide new opportunities for teaching, learning, research or creative inquiry [12].

AR has been very popular in education, this technology helps to engage students in
real-world exploration, increasing their motivation and acquiring better research skills
[13, 14]. It was also revealed that it improves laboratory skills in university students
and helps them to have a more positive attitude towards physics work [15]. Equally
important, AR has also been usedwith students with disabilities to teach activities related
to skills work [16], emotion recognition [17] andmathematical topics [18]. These studies
indicate the effectiveness of usingARas an instructionalmethod for peoplewith physical
interaction disabilities.

Virtual Reality. Virtual Reality (VR) is one of the fastest growing technologies, con-
sisting in elements that generate representations of reality in real time.Movements of the
real world are projected in a virtual world, allowing the user to experience the sensation
of being inside the fictitious space experiencing multiple emotions [19]. The concept of
VR emerged several years ago, however, for people with little technological knowledge,
it is still something fictitious and unknown [20]. Some of VR’s elements are three-
dimensional images, 360-degree sound, body tracking, interactivity, multi-user systems,
tactile feedback and flexibility to build artificial worlds [21].

VR has become necessary to establish therapeutic means that make rehabilitation
spaces more flexible for people with disabilities [22, 23], has also been used in the
teaching of mathematical subjects [24], cognitive therapies [25] and training in adults
and people with disabilities [26]. For this reason, VR is a technology that is not modern
but is currently experiencing its golden age thanks to the entertainment sector. Even so,
applications are emerging for social, humanitarian, or medical use thanks to the facilities
that exist to create their own applications that can help people with physical disabilities
to interact with their environment.

Mixed Reality. Another technology referred by ER is Mixed Reality (MR), although
most discussions focus on AR and VR, this may be the most interesting for most orga-
nizations [27]. MR is an interaction paradigm that aims to seamlessly link physical and
(digital) data processing environments. Although mixed reality systems are becoming
more and more common, we still do not have a clear understanding of this interaction
paradigm [28].

2.2 Universal Design for Learning

When developing learning tools for people with disabilities, it is important to generate
applications that consider the particularities that may exist from one disabled user to
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another. For this reason, it was decided to implement the Universal Design for Learning
(UDL), an approach that promotes components for the correct inclusion of all peo-
ple with disabilities through educational elements. Rogers-Shaw defines UDL [29] as
“a framework for teaching-learning operation that conceptualizes knowledge through
learner-centered guidelines that emphasize accessibility, collaboration and communi-
ty”. Moreover, Rao and Meo [30] believe that UDL can be used to proactively design
lessons that address student variability. Utilizing UDL guidelines, teachers can integrate
flexible options and supports that ensure that standards-based lessons are accessible to
a range of learners in their classrooms.

UDL presents a set of guidelines for integrating flexible options into curriculum
and instruction in three specific domains, representation, action and expression, and
engagement. Consisting of nine guidelines and 31 “checkpoints,” they provide further
definition of how a teacher can build flexible pathways into a lesson.

These guidelines established by UDL can be applied in the construction of computer
applications, integrating flexible components to ensure that content can be accessible to
a range of people with physical interaction disabilities.

2.3 User-Centered Design

Technology services often have limited reach and suboptimal participation when imple-
mented in the real world. One of the reasons for these failures is that technology-enabled
services are not designed for the users and the contexts inwhich theywill be applied [31].
User-Centered Design (UCD) is a philosophy of interface design where the user is per-
manently considered, which allows finding a visual and functional solution to diverse
communicative and functional requirements in computer systems. The UCD consists
of knowing some of the user’s particularities in order to make the graphic interfaces
designed for himmore familiar and effective. [32]. Furthermore, Dopp et al. defines it as
“A discipline that attempts to base the design of an innovation on information about the
people who will ultimately use that innovation” [33]. In fact, it is proposed to establish
guidelines for the development of RE focusing on the end user considering their phys-
ical limitations to produce a product that meets their needs taking advantage of their
physical characteristics, in addition, it is intended that the user is involved in each stage
of the methodology, becoming a co-creator. For this reason, it is decided to implement
the UCD approach in the proposed model and thereby be close to the person with phys-
ical interaction disability to know their perceptions in relation to the RE product to be
developed.

3 Methodologies Analyzed

To build this methodological proposal, five research papers were initially analyzed.
These papers were selected from a systematic review of more than 600 articles where
those with software processes or methodologies applied to ER were identified.

The first paper reviewed was proposed by Hamzah et al. [34] which is called “Devel-
opment ofAugmentedRealityApplication forLearningNetworkedComputingDevices”
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was developed following a methodology composed of stages (phases) such as Envi-
sioning phase (Problem Identification), Planning phase (Planning), Developing phase
(Design), Stabilizing phase (Testing), Deploying phase (Implementation), Evaluation
phase (System Evaluation), however, there is little emphasis on activities carried out at
each stage.

Subsequently, the paper of afnan et al. [35] entitled “School of the Future: ACompre-
hensive Study on the Effectiveness of Augmented Reality as a Tool for Primary School
Children’s Education” shows hismethodological process to develop software that imple-
ments Augmented Reality, in which it is possible to observe stages such as design and
development process, showing diagrams to follow when creating your product.

In addition, Krajcovic [36] in his paper entitled “3D Interactive Learning Envi-
ronment as a Tool for Knowledge Transfer and Retention” presents a methodological
diagram that is composed of the stages of Analysis and collection of references, Cre-
ation of assets, Virtual environment and creation of the game scenario, testing and use
(See Fig. 1). This methodology includes activities such as process specification, require-
ment of objects to be modeled in 3D, program interaction and correction. According to
authors, it can also be used as a basis for the creation of interactive training.

Fig. 1. Development methodology implemented by [36].

Furthermore, Zucci et al. [37] in his paper entitled “Combining immersion and
interaction in XR training with 360-degree video and 3D virtual objects” implements
a methodology based on human-centered design (HCD) where human needs, capabil-
ities and limitations form the basis for the development of processes that address user
objectives in the environment in which a system will be used.
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Finally, Van wyk et al. [38] in their paper entitled “An evaluation framework for
virtual reality safety training systems in the South African mining industry” implement
a methodology composed of different development cycles, within each cycle are the
stages of Analysis of the context of the problem, Design of the solution, Development of
the solution, Evaluation in practice and Reflection (Stage where the results are observed)
(See Fig. 2).

Fig. 2. Process implemented in [38]. Red blocks indicate actions, green blocks indicate artifacts
or theoretical products that are the result of each process. (Color figure online)

3.1 Weaknesses Found in Analyzed Processes

A Methodology of ER for people with physical interaction disabilities should consider
specific characteristics of targeted users, so elements such as UDL andUCD can be great
contributions in the development process. In most of these studies, Methods applied are
mentioned in a very general way, without specifying how each stage is applied [34, 35,
37]. However, some of them show in considerable detail how the process is carried out,
as well as its stages and activities [36, 38]. It was also found that most of them do not
consider UDL and UCD for their implementation, with exception of Zucchi et al. [37],
leaving aside important features that could be added within software process if the user
was considered as a member of the development team. Another important characteristic
that was analyzed was the ER tool they used, although the exposed methods can be
implemented with any technology, not defining design guidelines for each one of them
can slow down the project.

Given the deficiencies found in processes followed in these research papers, the
development of a methodological proposal that implements UDL considering the user
with disability as part of development team, may provide new tools for future software
products with ER aimed at these specific users. Table 1 show analyzed aspects.
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Table 1. Aspects evaluated in methodological processes.

Work analyzed UCD AR VR MR UDL

Hamzah et al. [34] No Yes No No No

Afnan et al. [35] No Yes No No No

Krajčovič [36] No No Yes No No

Zucchi et al. [37] YES No Yes No No

Van wyk et al. [38] No No Yes No No

4 Methodological Proposal

Based on the study of different papers that mentioned methodological processes for
conducting their research, a first methodological proposal was made which is divided in
four stages (Analysis, Pre-Production, Production, Post-Production). These stages aim
to guide development team towards the proper conception of ER based software products
for people with physical interaction disabilities (See Fig. 3).

Fig. 3. Main stages of the methodological proposal.

Each stage of this methodology includes different activities to ensure the solution to
solve the problem in question. The activities are Definition of requirements, Identifica-
tion of roles, Universal design for learning, Solution design, Solution implementation,
Validation and Use. These activities were results of different works analyzed integrating
approaches such as UDL and UCD, in Fig. 4 an extended version of the methodological
proposal can be observed.

4.1 Activities Within the Methodology

Below is an overview of how each activity that makes up this methodology for the
proper design of RE applications for people with physical interaction disabilities can be
achieved.

User with Physical Interaction Disability. According to user-centered design app-
roach, the user with disabilities is part of each stage of the development process, becom-
ing one more element within the methodology. In this way, it is intended to ensure the
fulfillment of the needs established in the project and a constant evaluation by the user
of all activities carried out.
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Fig. 4. Methodological proposal in extended version.

Requirement’s Definition. In this module the needs of the project are defined by per-
forming activities of extraction, analysis and specification of requirements, each activity
must be approved by the end user to ensure the correct identification of requirements of
the system to be built.

Role Identification. Building software for people with physical interaction disabilities
can become a multidisciplinary project due to the special needs that may arise from one
user to another, therefore, this module defines possible roles that will be necessary for
the construction of an application with RE. It is important to correctly identify the user’s
requirements to establish the roles that will be necessary throughout the project, since
they will be the ones who will execute the activities that will be presented.

Universal Design for Learning. Considering specific characteristics of people with
disabilities to build ER, the Universal Design for Learning module is presented, which
shows 9 guidelines and 31 directives that compose it; within each guideline, it is estab-
lished which type of disability is best supported. Currently, Autism, Hearing, Visual and
Dyslexia disabilities are being contemplated.

Solution Design. TodesignER, a table is definedwith different immersion technologies
and the type of disability with which it can be most useful, in addition, graphic interfaces
are established to solve the problem identified in the analysis stage, all these interfaces
must be approved by the end user.

Solution Development. After defining the ER technology and the graphic interface
designs that will provide a solution to the requirements established by the user, in this
module the solution is developed using software tools that development team considers
most appropriate according to the ER technology selected.
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Testing and Utilization. This module analyzes the progress achieved within each stage
with the end user, becoming one of the most important stages to ensure user-centered
design and the satisfaction of user needs.

5 Basic Elements Within Methodological Process

There are many aspects of software processes that could be modeled, the most common
of which are: activities, roles, process steps, structures, artifacts, tools, agents, projects,
production support, etc. [39–41]. In this methodological proposal, basic elements of
software process are related to the construction of different activities. Figure 5 shows
the relationships between basic elements of software process within the methodological
proposal.

Fig. 5. Cooperation between basic elements of methodological process.

Following a description of each of them as described by Acuña y Ferré [42], Rioseco
[41] is given below.

Actor. Is the person responsible for executing the different processes within themethod-
ology, it is characterized by fulfilling one or more roles based on their knowledge or
skills. They are grouped into two categories: a) human actors, they are the people who
are involved in the software processes and can be organized in teams; b) system actors,
they are the hardware or software that make up the processes, they are those who belong
to the technological area.

Rol. Due to how multidisciplinary the construction of software projects can be the
cooperation of different areas of knowledge becomes feasible. For this reason, a set of
responsibilities, rights, and skills necessary to fulfill a software process activity assigned
to specific roles are described here.
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Activity. It is a stage of process, executed by one or several actors with different roles,
who produce changes based on requirements to be fulfilled, these activities will shape
the final product following the characteristics of the end user.

Artifac. It is sub product of a process. An artifact can be used by one or more processes
to improve the result of development team. There can be as many versions of such an
artifact as necessary until the one that satisfies the needs of the software product is
achieved.

Product (Key). It is the final version of the artifact which is associated with a key for
early identification within development process, this final version must be approved by
the user who will use the application.

5.1 Analysis Stage

Currently, thismethodological proposal is developing a stage of analysiswhose objective
is identify requirements of the system to be built, for which purpose it is essential to
incorporate the end user in each of its activities, ensuring that product meets the needs
of the end user.

This stage is made up of seven activities, each of them designed to be executed
sequentially, however, at the end of these seven activities, if necessary, a review of each
of them can be carried out, incorporating the user. These activities are based on Chaves’
work. [43] entitled “Requirements engineering and its importance in the development of
software projects”who presents stages of Extraction, Analysis, Specification andValida-
tion as activities for a correct requirements engineering, in addition, was complemented
with UML diagrams and software engineering characteristics obtained from Somerville
[44].

Inside this stage you can find activities that belong to areas such as requirements
definition, role identification, interface and ER design, software validation and ER
application (See Fig. 6).

Fig. 6. Process of analysis stage in the methodology proposal.
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Table 2 shows general descriptions of each activity included in analysis stage.

Table 2. Description of activities pertaining to analysis stage.

Activity Description

Extract requirements In this activity, it is necessary to work together with the end
user and experts in the subject to be solved to identify the
solution to the problem, the services that should be offered by
the system, as well as any restrictions that may arise

Analyze requirements In this activity, problems with system requirements identified
in the Requirements Extraction section must be discovered

Especify requirements In this activity, specifications of functional and
non-functional requirements established for the project are
made

Identify roles Having correctly identified the problem to be solved and the
functional and non-functional requirements, it is important to
identify the experts who will be part of the system design and
implementation

Identify design solution In this activity, it is necessary to identify the Extended
Reality tool that will be implemented to solve the problem,
choosing it based on interaction characteristics that are
expected by the user who will use the application

Graphic interrface creation Having identified system requirements (functional and
non-functional) and Extended Reality tool to be applied, the
first sketches that will help to solve the problem in the
Pre-Production stage should be made

Evaluate requirements obtained In this activity, a synthesis of main characteristics established
in this stage must be made, then, they must be evaluated
together with the end user to ensure compliance with
established requirements in each of the activities, in case of
any inconvenience, activities must be analyzed again, and the
pertinent modifications must be made

Following development process defined in the methodological proposal, each of its
activities has an objective, Role, Artifact, Product and Key. These characteristics can be
seen below for each activity (Table 3).
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Table 3. Characteristics of activities pertaining to analysis stage.

Activity Rol Artifac Product Key

Extract
requirements

Project leader,
End user

Requirements
extraction tool

General project
requirements

A1_EA_ER

Analyze
requirements

Project leader,
End user

Tool for
requirements
analysis

Table with user
requirements

A2_EA_AR

Especify
requirements

Project leader,
End user

Requirements
specification tool

Tool for
requirements
specification

A3_EA_ESPR

Identify roles Project leader,
End user

Software project
role instrument

Table of roles A4_EA_IR

Identify design
solution

Project leader,
End user,
Programmer

ER suggestion
instrument
according to
disability

Extended Reality
Toolbox

A5_EA_IH

Graphic
interrface
creation

Project leader,
End user,
designer

Any program to
create graphical
interfaces

Initial graphical
interfaces

A6_EA_IG

Evaluate
requirements
obtained

Project leader,
End user

Tool to
synthesize the
obtained
information

Requirements
evaluation table

A7_EA_EV

6 Conclusions and Future Work

This paper presented the beginnings of a new methodological proposal developed to
produce ER in people with physical interaction disabilities. It also proposes to use
Universal Design for Learning and User-Centered Design as tools that can facilitate
software design and thereby achieve greater acceptance and use of different physical
characteristics that can be presented from user to user.

We analyzed research papers that provided elements that contributed to this method-
ological proposal, also, these papers can help future researchers who wish to know soft-
ware processes implemented in the creation of ER tools, in addition, we show activities,
artifacts and products of analysis stage to demonstrate characteristics to obtain require-
ments that we visualize in this first stage methodology, as well as possible roles that can
play each of these activities how project leader, end user, designer, and programmer.

As futurework,wewill continue experimentingwith thismethodological proposal by
defining appropriate activities in requirements definition, role identification, Universal
Design for Learning, solution design, solution development, testing and use forAnalysis,
Pre-Production, Production and Post-Production stages. Finally, once the activities for
each of these stages have been defined, we will start with the experimentation of the
methodology through case studies in Aguascalientes, Mexico.
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The objective will be to produce Extended Reality software for people with physi-
cal interaction disabilities and evaluate the performance, usability, and acceptance of
applications, as well as to evaluate the performance of methodology with software
methodology evaluation tools.
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Abstract. In the present investigation, a little-known disciplinary field that inte-
grates aspects of computer science is delved into: HCI human-computer interac-
tion, usability, accessibility, and on the other hand, children with ASD. The scope
of the research includes the analysis, design and implementation of software that
uses augmented reality in a playful environment with the aim of reinforcing edu-
cational aspects of children diagnosed with ASD, it is in a stage of development
and research, currently working on a proof of concept through the implementation
of a prototype, the previous studies have been worked for a period of 4 years where
aspects related to DCU were considered in a particular way,
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1 Introduction

Autism Spectrum Disorder from now on ASD is a complex neurological disorder [1]
which usually lasts a lifetime. Autism is defined as a serious disorder that affects several
areas of development [2], defined by other authors as a pervasive developmental disor-
der [3], is detected, and is externalized through poor communication [4–6]. Difficulty
establishing social relationships with their environment [7], and limitation in language,
additionally they present problems with the imagination [8] and flexibility of thought
[9].

On the other hand, augmented reality, hereinafter RA, is a technology that allows
the user to interact with the physical and real world that surrounds him. [10], is the
combination of virtual objects, such as 3Dgraphics or animations,with real environments
[11–15].
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When we talk about ASD, we glimpse a particular world, complex and difficult
to access [16], there are many scientific questions that remain unanswered. In the last
10 years, researchers have carried out studies aimed at improving the living conditions
of children diagnosed with ASD [17], through the use of new technologies known as
emerging technologies in this particular case we refer to augmented reality [18–21].

AR is used in teaching-learning processes at different levels from preschool to uni-
versity [22], Gavilanes who considers that AR revolutionizes educational processes at
all academic levels due to its high level of motivation and innovation[17]in conjunction
with Jaramillowho defines that augmented reality systems enrich real environments with
additional information generated by computer [23] due to the unique characteristics that
it presents and the motivation that the experience of new learning represents for the
students [24, 25].

This study is structured as follows: Sect. 2 explains the project called Esperanza.
Section 3 explains the materials and methods that were used in the execution of the
investigation. Section 4 presents the results of the study, finally Sect. 5 establishes the
conclusions reached from the current execution of the work framed within the doctoral
research.

2 Project Hope Motivation

After the studies carried out for this project, there is documentary evidence that AR is a
tool that allows improving teaching-learning processes in children with autism. [26–29],
of the studies analyzed after a systematic review [30, 31] there are still aspects that have
not been addressed in depth, especially focused on experimental work with children
with ASD, there is no documented evidence that the construction of software products
has implicit at least a minimum percentage of techniques based on user-centered design
henceforth HCI [32–34].

On the other hand, the Esperanza Project is developed in the LINTI New Computer
Technologies Research Laboratory, of the Computer Science Faculty of the National
University of La Plata, Argentina. This project aims to: analyze, investigate, develop,
implement and experiment by creating a prototype that makes use of AR to complement
educational activities in children diagnosed with ASD, it seeks to know if augmented
reality facilitates teaching-learning processes.

The Esperanza project has an approximate development time of 4 years, of which the
stated objectives have been successfully completed, such as: The analysis, design and
implementation of a software product, through a method to reinforce certain teaching-
learning processes of children with TORCH. Figure 1 shows the different phases:
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Fig. 1. Design process of the Esperanza project.

3 Methodology

The present work proposes the design of software created from a DCU perspective
for children with ASD, the research is presented in the opposite direction to what our
knowledge in computer science generally indicates, even though it is a project focused on
the construction of a software product - a strongly technological component, we changed
this paradigm, and The research began with a study of the end user and their relationship
with the environment (children with ASD), for this purpose the particularities of the
user were studied, in a broad sense the research was framed in the disorder and in the
pedagogical strategies adopted, how and when it is detected, how it is diagnosed, its
characteristics, what is important or what are the premises for a child with ASD to learn,
how technology affects these children, after this first approach, we understood the child,
affections, family, fears.

We begin a new stage, where with the previous information it is sought to estab-
lish which technology is better for these children, the use of emerging technology was
determined: two of the technologies were analyzed: virtual reality and augmented real-
ity, choosing the latter since one of the problems that virtual reality presented is the
immersion that it causes in the user, which was an inconvenience detected by the mul-
tidisciplinary team that participated as an expert judgment in the investigation, since a
reflection was made and it was indicated that one of the problems detected in a child with
ASD is the lack of connection with the present with reality, with the professionals that
surround him and that virtual reality, far from helping us, could deteriorate this condi-
tion, Thus, the use of AR was chosen, which was focused on educational use, including
it in certain teaching-learning processes through software with playful characteristics.

The first step was to know how these children learn, unlike other users, a child with
ASD is not alone, since he is highly dependent on his family circle (father/mother),
and support (teachers, therapists, medical personnel), this made us rethink the original
approach since if we wanted the experience to be truly purposeful, our user had to be
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seen from a new perspective where the needs grow based on the fact that these children
are not independent and generally need constant accompaniment.

The investigative process is defined as exploratory, descriptive. and experimental,
the project defined several stages to fulfill its purpose where experimental approaches
involving users were carried out, from 2017 to February 2021, with the participation
of 300 people related to the TEA, some of them providing qualitative information and
others qualitative, several studies of various types have been generated that have helped
to reinforce the present investigation, it is important to indicate that this process was
worked with the accompaniment, support and constant guidance of an academic team
from the UNLP -and even more so with a research laboratory focused on new LINTI
technologies, together with a multidisciplinary team: parents of children with ASD,
accompanying teachers of children with ASD,

The evaluation process of the interaction of a child withASD consisted of an intrinsic
hardware component to bring it closer to the software product, in our case we tested
technological devices such as: laptop, smartphone, virtual reality headset, 3D glasses,
Kinect) in a progressive process. We show it in Fig. 2 where the four interactions that
have been worked on around the project are shown.

Fig. 2. Prototype designs – Esperanza Project iterations.

3.1 Test of Concept

In this context, concept tests were planned based on different iterations that allowed us
to build the prototype of the Esperanza project.

The stages where the original ideas of a product development prototype were defined
and conceptualized are defined below, the same ones that have evolved over time, the
product has been built from a user-centered approach and in an interactiveway, expressed
Otherwise, we can indicate that, as we carry out concept tests, the prototype has been
fed back, seeking to satisfy the needs of a user that has specific characteristics, in each
interaction we verify particular details, so the software design was many times modified,
and has been conceived through countless approaches, tests and with the participation
of children with ASD supported by a multidisciplinary team.

These meetings were planned to carry out the following stages:
Initial Stage: Call, conditioning, presentation of the prototype.
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User research stage: a multidisciplinary team was summoned to carry out the field
research.

HCI evaluation stage: in each interaction of the models defined for the prototype,
usability testingwas carried out observing the interaction between the childrenwithASD
summoned and the multidisciplinary group that participates as an observer, as a guide or
as a support and the device (mobile app, helmet, goggles, Kinect). In this project, three
of the first prototypes were eliminated for not meeting user expectations.

Reflection and debate stage: after the practical experience, changes were made to
the initial prototype, which allowed the project to be assertively consolidated.

Prototype 1: Software and Smart Phone. In the first prototype created in the Esper-
anza Project, we bet on the review of educational applications created for mobile phones,
this proposal supported teaching-learning processes mediated through AR technology,
through activities such as imitation, classification, segregation, for this purpose we used
cards that allowed the visualization of images of domestic and wild animals in AR
through the smartphone, a curricular plan was proposed where some objectives were
defined and the evaluation carried out on the child once we carried out the intervention
through several sessions It was carried out with themeasurement of certain achievements
of an indicative, communicational type.

The difficulties that this prototype presented was that it was limited to work at a table
and the participation of the teacher, since the child felt fear, that is, he did not want to have
the telephone in his hands, so therapies in this sense should necessarily be carried out
in the same place, keeping in mind the treating professional who guided and performed
the interaction with the hardware and software. However, we were looking for mobility
and independence of the child. Figure 3 shows the therapist working with a child with
ASD at a table in the children’s center and with the use of the smartphone, children with
ASD usually tend to stand, move constantly and find it difficult to follow the instructions
required. a constant support, for this prototype, in addition to the software, a curricular
plan had to be worked on,

Fig. 3. Designs of software and smartphone prototypes Proyecto Esperanza.
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Prototype 2: Software and Use of HDM Helmet. In prototype two, created in the
Esperanza Project, we opted for software review, we wanted to use a virtual reality
headset (HMD) with the purpose of training social skills in a controlled, repeatable, and
safe virtual environment. For this purpose, we used VR-HMD, we specified a curricular
plan where some objectives and evaluation through achievements were defined.

The difficulties that this prototype presented was that it carried out an immersion
process and the child generated little or nothing feedback with the teacher, followed by
the little tolerance of using the helmet, in the planned sessions the time established by the
that the work was finished earlier than planned and remained unfinished, even though we
achieved the first objective, which consisted of the child’s mobility and independence,
the learning objectives were not achieved.

In summary, the acceptability to the child was limited, as was the practicality of its
use.

Prototype 3: Software and Use of 3d Glasses. In prototype three created in the Esper-
anza Project, we bet on the use of 3D glasses, our intention was to train teaching-
learning processes using software. For this purpose, we used Google -glass, we speci-
fied a curricular plan where some objectives and evaluation through achievements were
defined.

The difficulties presented by this prototype, was the little tolerance of using the
glasses, in the planned sessions the established time was not fulfilled, therefore, the
work was finished before the planned and was left unfinished, after the experience with
the prototype 2 and prototype 3 we understood that the children with ASD with whom
we found ourselves doing the field work felt uncomfortable when trying to put the
glasses on them, even when a prior knowledge process was carried out, even the teacher
and treating staff used the glasses during the therapies so that it becomes an element
in a certain common way, but it was not assertive, despite achieving the mobility and
independence of the child, the sessions did not end and therefore the learning objectives
were not achieved.

Prototype 4: Software and Kinect. In prototype 4 we bet on the use of natural user
interfaces that allow the child to have mobility, freedom, we seek to provide educators
with effective strategies that allow them to have greater effectiveness in the teaching-
learning processes in children with ASD, so that we develop a playful software to learn
certain processes, for this purpose we use a Kinect device and we develop a game called
Hoope, we use adaptations to allow the model to meet expectations. For the intervention
phase, strategies are proposed to carry out a playful activitymediated through technology
using the Hoope system. This system allows the child to interact alone or with the help
of the professional who guides the session.

We established and organized the educational process and the environment used for
the intervention, this favors learning, understanding of situations, independence from
constant reinforcements, and minimization of conflicts caused by confusion or concern.
Due to the interest in visual rather than auditory perception, it is essential that each
activity is visually structured in a way that promotes understanding and motivation. In
Fig. 4 shown below we indicate how the proof of concept of prototype four was carried
out, in the first image the staff of the Therapy center, psychologist and psych pedagogue
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Fig. 4. Designs of software prototypes and Kinect Esperanza Project.

are shown, in the other photograph we observe a child with ASD who participate in the
project by approaching the computer screen.

4 Results

Under the premise of man-computer iteration, the Esperanza project has allowed an
approach to the characteristics and particularities of a user (child diagnosed with ASD),
the intention was to know and adapt the product to the needs, this process has been
carried out through several tests of concept, where as a starting point we carry out the
analysis, design and implementation of prototypes that were tested in real environments
in educational centers for children with special abilities, perhaps one of the heuristics
reached in the investigation is the complexity that the context represents of testing
children with ASD.
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To date, work has been done on the analysis, design and implementation of four
prototypes, the same ones that have been reviewed, used, evaluated not only by the
user for whom the product is intended, in our particular case, children with ASD, but
additionally other actors involved in the educational process were actively involved,
authorities of the educational center who should know the project, its objective, the
proposed scope and more than all the possible benefits of having the results first hand, it
is imperative to indicate that For almost four yearswehave collectedvaluable information
that can only be collected through field research, interacting with the study population.

As a starting point, we made a call to the users to participate in the study, the
intention is to present the Hope Project, the objectives it pursues, we worked with the
parents through informed consent, we also worked with the authorities of the center, and
with the treating professionals, to carry out the experimentation, finally this stage ends
up teaching the prototype how it works and what it does, how the interventions will be
carried out and their duration.

In the second stage, defined as user research, the support of a multidisciplinary team
was requested to carry out the field research, the intention is to collect the different points
of view of the professionals. For example, in the educational area, a special education
teacher establishes a curricular work plan and evaluates whether the learning achieve-
ments were achieved, on the other hand, the psychologist carries out the accompaniment
for the experimentation with the created product and collects from the first source the
behavior of the child, evaluates aspects such as visual contact, non-visual, stress, ICT
professionals focus on verifying if the product meets software quality parameters, that
is, it is easy to understand for the user, it is adaptable.

Student’s t-Test. For the study, we carried out a statistical procedure defined as T Test,
or single sample, previously we verified that the values of the sample taken met a nor-
mality parameter, (n less than 30), since it was used for the evaluation of the various
group prototypes. of independent variables that did not have a specific relationship. We
use an alternative hypothesis where we indicate that each of the prototypes put under
consideration are different from one another and therefore in the evaluation the partic-
ipants decided to qualify some variables as numerical data we evaluate the prototypes
and as variable data of groups we evaluate: the device, Experimentation with ASD, and
Curricular Assessment.

For this as a research team we define a:

• Null Hypothesis: which establishes that there is similarity of the prototypes.
• Alternative or researcher hypothesis: We propose that there are differences in the
prototypes to be evaluated despite being measured by the same variables.

We established the level of significance= 5%= 0.05, where, if P in the study would
result in a higher level of significance than that established as 0.05, the null hypothesis
is discarded and the alternative hypothesis is accepted. Then the most relevant value of
the table corresponds to the bilateral SIg, where the estimated value of P is greater than
0.05, so the null hypothesis is discarded and the researcher’s hypothesis is accepted, then
it can be concluded that the prototypes are different even when have evaluated the same
parameters (Table 1).



Hoope Project: User-Centered Design Process Applied in the Implementation 285

Table 1. Single sample test.

TEST-VALUE = 0

you gl Next (2-sided) Mean difference Ninety-five
percent
confidence
interval of the
difference

Lower Fig

Prototype I mobile
app

2,199 Eleven 0.050 7.8333 −0.009 15,675

Prototype II helmet 2,182 Eleven 0.052 5,5000 −0.049 11,049

Prototype III
glasses

2,195 Eleven 0.051 7.1667 −0.021 14,354

Prototype IV
Kinect

2,199 Eleven 0.050 8.5000 −0.009 17,009

In the third stage of evaluation of the HCI: considered one of the most important for
our project, it was framed in a testing process and user interactions with the product,
in this stage usability testing was carried out observing the interaction between the
children with ASD summoned and the multidisciplinary group that participates as a
direct observer, the teacher or therapist as a guide or support, in the technological field
we have two factors: software and hardware, the device (smartphone + mobile app,
helmet, glasses, Kinect). In the evaluation process, three dimensions were considered,
encompassed in the following aspects: 1) Device or hardware used for the proof of
concept, in our case several characteristics are defined to evaluate the use of the device:
attractive, functional, aesthetic,

The following were taken into account: 2) Experimentation of the child with ASD,
we seek to determine some aspects inherent to the user versus the use, experiencewith the
product and the reaction that is generated, we seek through direct observation to collect
the impressions in the experimentation of the software in the sessions planned for this
purpose, the visual communication maintained by the child, verbal communication, eye
contact and their level of stress of each of the prototypes were evaluated.

Finally, and no less important, we focus on the teaching-learning processes that
can be reinforced through the use of AR, 3) Learning process of the child with ASD,
we seek to determine some aspects inherent to the user how much he learns, if he is
able to specify certain actions, through the software, these previously planned actions
are measured through cognitive, procedural or communicational indicators, experience
with the product and the assertiveness it generates, for themeasurement of the prototypes
the Likert scale was used evaluating the device, the experience of the use of the device
by a child with ASD, and finally to curricular evaluation the results obtained can be seen
in Table 2.
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Table 2. Evaluation of built prototypes

User centered
design

Characteristic to
evaluate

Prototype I:
mobile
application

Prototype II:
helmet

Prototype
III: glasses

Prototype
IV: kinect

Device Attractive 4 3 4 5

Functionality 4 4 3 4

Esthetic 4 3 4 4

Information 4 4 4 5

Child
experimentation
TEA

Verbal
communication

4 3 4 4

Non-verbal
communication

5 2 2 5

Eye contact 4 0 4 5

stress level 4 3 5 5

Curriculum
evaluation

Cognitive
indicator

5 4 4 5

Procedural
indicator

4 4 5 4

Communicative
indicator

5 3 4 5

Final weighting 47 33 43 51

As a result of all this multidisciplinary and cooperation work, a phase of reflection
and debate is concluded, where after the practical experience, changes were made to the
initial prototype, which allowed the project to be assertively consolidated.

This is how, according to the results we show in Fig. 3, on the X axis we have
entered those characteristics that were evaluated through the proof of concept of each
of the prototypes, in terms of the device, the experimentation carried out and finally the
curricular evaluation, the scale in terms of the measurement carried out goes from 1 to
5, the first being the lowest of the qualifications and 5 the maximum, the final weighting
process can be carried out with a number less than or equal to 55, which represents our
100% for the qualification obtained from each of the prototypes built in the investigative
process.

It is important to indicate that prototypes 2 and 3 are the ones that received the
least reception, since the child with ASD did not want to use superimposed elements
on his body, the fact of using the glasses was not an easy idea, despite the fact that as
a team we carried out some strategies teachers and therapists used the same prior to
the intervention during regular therapies, exposure sessions were held, trying to find a
possible adaptation, but these strategies simply at the time of experimentation did not
give a favorable result, in the same way prototype 2 where a virtual reality headset was
used, it turned out to be even more invasive, causing the child to increase his stress levels
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andwant to leave the therapy session immediately. Figure 5 shows the scores collected by
each prototype evaluated according to the variables defined in each of the characteristics
analyzed, each prototype is determined with a color, blue for the prototype that uses a
smartphone, in red for the prototype that uses the helmet, in green the prototype that
uses 3D glasses, in lilac the prototype referring to the use of Kinect.

Fig. 5. Weightings achieved by the prototypes made for the Esperanza Project

5 Discussion and Conclusion

In the present investigative work, a study of techniques related to user-centered design
DCU in children with ASD has been carried out, a space little studied due to the com-
plexity of planning for the execution of usability tests, additionally exploring usability
and accessibility in a software product.

The methodology is a heuristic that created and adapted where a series of phases
proposed that allow an adequate DCU to be conducted, certainly these processes are
necessary to bring exceptionally reliable products to the market and that have been
perceived from amultidisciplinary field trying to have feedback. of the end user, through
the analysis, design and subsequent implementation of software tools that seek, from
an innovative and simple proposal, to improve the quality of life of children diagnosed
with ASD.

So far, four prototypes have created for the Esperanza project. This, far from dis-
couraging us, tells us that we are on the right track, since the product or prototype that
obtained the best rating in the evaluation will be accepted and will serve to reinforce
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some important aspects of the project. teaching learning. The tool, and a plan has been
developed for its validation in therapy centers.

The iterations (prototypes) that were carried out in the conception of this research
began with the analysis, design and implementation of an app (mobile applications), this
prototype was assertive in several aspects, but it avoided the mobility and independence
of the child already for to be used he needed to be at a desk accompanied by his teacher,
it was observed that the child was afraid to take the smartphone in his hands, so the
multidisciplinary team decided to look for a new alternative.

In the second interaction, it was sought that the childwill use a helmetwhere the child
would be provided with the mobility that was not obtained with prototype one, however,
the helmet turned out to be invasive andmoved away from the original conceptualization
in terms of augmented reality. the feeling of immersion so this prototype after a proof
of concept was discarded.

In the third interaction we decided to bet on the glasses (Google Glass) that allow
the deployment of augmented reality and at the same time allow the mobility of the child
with ASD, however, when carrying out the experimentation the child could not bear the
use of glasses for more than two minutes, which did not allow the established sessions
(22 min) to be carried out for the development and intervention of the work plan. After
a meeting with the multidisciplinary team, this prototype was discarded.

Finally, the perspectives of the multidisciplinary team are fulfilled in terms of ful-
filling characteristics such as mobility that has been provided through prototype four,
this is how the use of a Kinect that allows the use of natural user interfaces, and the use
of augmented reality was evaluated. Therefore, the system was accepted immediately,
currently several tests have been conducted on this prototype that have been satisfactory
and it is desired to expand the sample to users with ASD of various conditions to evaluate
the result.

We thank the National Secretary of Higher Education Science and Technology
SENESCYT-Ecuador for the support provided, as well as the Research Laboratory of
New Computer Technologies - LINTI of the Faculty of Computer Science, National
University of La Plata.
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Abstract. Modern augmented and virtual reality (AR/VR) technology
open multiple new capabilities in the way people interact, collaborate and
deliver or receive information via digital interfaces. Industry workers and
operators may especially benefit from such solutions that allow them to
get trained, onsite or remotely, using digital copies of the workplace envi-
ronment. This paper presents the development of AR/VR-based collabo-
rative and telepresence tools, along with a web-based platform for knowl-
edge exchange and interaction, as part of the Ageing@Work project, that
enable easy transfer of know-how from experienced (possibly older) to
novice workers. The remote collaboration tools facilitate variability in
location and working hours, and thus promote age-neutralizing means of
participation and cooperation, whereas the knowledge transfer tools sup-
port the ageing worker’s leadership characteristics within the workplace
community, allowing the company or work site to capitalize on her/his
experience and expertise gained through the years. The tools were devel-
oped in accordance to a user-centred design process and were evaluated
by 126 participants in total through online surveys in two pilot sites with
regard to core Industry 4.0 processes of mining and machines produc-
tion, as well as through off-pilot studies. This paper presents analytic
outcomes of the assessment of knowledge transfer tools illustrating very
positive results on the level of technology acceptance, and the overall
potential of the developed solutions to support healthy and productive
ageing of workers with enhanced workability.
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1 Introduction

Industry appears increasingly dependent on the knowledge, skills and experi-
ence of their older workers [1]. This pushes companies to explore ways to keep
older workers employed for a longer period of time and also to support them
to maintain their work ability and increase their employability. There is sys-
tematic evidence that sustainable job longevity can be associated with positive
health outcomes. Work can have a positive effect on physical and mental health
and well-being for all workers if working conditions are appropriate [2,3]. For
example, keeping an employee integrated in a social environment such as work,
can provide health benefits [4], as social interaction helps preventing the loss of
cognitive functions [5].

Responding to this need for sustainable job longevity of ageing adult popu-
lations, however, is faced with both challenges and opportunities, some of which
arise from the changing workplace conditions. Both the shrinkage and ageing
of the workforce come at a time where Industry 4.0 is booming, resulting to an
ever-increasing impact on the way that contemporary industries, factories as well
as office workplaces, operate based on continuous advances in the fields of artifi-
cial intelligence, service and collaborative workspaces, etc. Notably, the tasks of
future companies operating in this context are anticipated to have an increasing
degree of freedom and less structure than before, with the workforce experienc-
ing a change of role. More typical tasks are expected to fall within supervision
of the production line and solving of unexpected problems. Clearly, such posi-
tions where the employee acts as a problem solver can find major benefits from
the experience and skills of older workers. Novel work paradigms, such as those
introduced by the gig economy have shown that, once the working arrangements
and conditions are flexible enough and controlled by the worker, the worker may
prefer to remain at work for longer, even if it is sometimes required to learn
how to use a new technology. A core challenge nowadays concerns how this ten-
dency of older workers to remain active at jobs of the gig economy, can as well
be migrated to further workplaces, such as industrial ones, allowing workers to
indulge similar benefits, while at the same time their skills and experience accu-
mulated over time remain valuable assets to the growth of diverse productive
sectors.

Companies have been trying to meet the challenges posed by an ageing work-
force by adopting established occupational safety and health practices that pro-
mote sustainable working lives. Such practices include life-course approaches
to workplace health, workplace health promotion, introducing return-to-work
measures, adapting work to the individual, and providing structures for lifelong
learning. There are many successful cases that involve at least to a certain extent
the use of digital technologies (e.g. GPS-based personal emergency response sys-
tems, basic information technology systems); many of these practices, however,
although efficient, remain predominantly manual/offline.
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In this paper we present and evaluate a series of highly adaptive ICT (Infor-
mation and Communications Technology) tools, including augmented and virtual
reality (AR/VR), developed as part of the Ageing@Work project, that envisions
to counteract for crucial issues hindering the ageing workers’ workability and
well-being by facilitating them to remain active and productive for longer [6–8].
Specifically, we address the problem of lifelong learning and knowledge sharing
between older and younger workers, as well as remote collaboration. Results
and benefits of such solutions are numerous. More efficient and flexible transfer
of knowledge by older experienced workers to younger workers allows to boost
inter-generational communication and this gathered knowledge remains in the
company’s knowledge base, while also a worker’s network can be created and
maintained. In-time solution of problems is facilitated through real-time guid-
ance and with lower risk, while also decreasing the occurrences of machinery
downtime due to absence of guidance and mentoring. Surveillance worker duties
enhancement increases the personal perceived security, reduces stress and acci-
dents, and supports the decrease of memory of the ageing workforce. All these
benefits may lead to increased workability and productivity.

2 Methodology

The Ageing@Work system provides advanced interfaces, in order to support
workers’ remote collaboration through telepresence, while workability enhance-
ment is further empowered by advanced VR and AR-based lifelong learning
tools. The virtual reality tools provide the necessary framework for more expe-
rienced workers to create a VR tutorial and load it into the application. On the
other hand, less experienced workers can download a tutorial and get trained at
home with a VR headset or at the workplace with an AR headset. In addition,
the learning tools can provide training sessions for more experienced workers
on new machines that they may need to learn to use. The AR platform aims
to help workers in distance training, as well as into remote collaboration. The
platform consists of two communication applications intended to be used by
a remote supervisor (located, for example, at home) and a worker in the work-
place, and uses intuitive digital instructions that enrich the physical environment
of the workplace, thus facilitating the execution of tasks. Finally, the knowledge
exchange platform is a web interface that provides two-way access to the knowl-
edgebase and supports workers in the manufacturing process, allowing them to
interact, collect and share relevant knowledge, ideas, and good practice.

2.1 Remote Collaboration Tools

This tool enables ageing workers to collaborate efficiently in a remote setup, to
support functionalities like teleconferencing, to receive and offer realistic descrip-
tions of industrial processes [8]. Moreover, the AR tools could also support life-
long learning by providing captured (recorded) sessions of telepresence meetings
during unforeseen issues, complex machine maintenance, and support. These
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materials can be loaded into the Knowledgebase component and used by work-
ers who are willing to learn new tasks and how to operate/service machines.

A basic set of background services is implemented to allow the AR view to
work properly, and those include the sensing of the user’s location and orien-
tation, the object (machinery) detection in order to let the system know which
machines are involved in the scene, and the image segmentation component
which allows the 3D virtual object to be rendered in the correct position in
relation to the world 3D coordinates (shopfloor coordinates). The AR view is
responsible for synthesizing the view of the user through the AR glasses and
includes the graphical user interface, the pushed (by the system) notifications,
the projection of the element that the distant user may be pointing at, and finally
the sound processing (alarms and the speech synchronization between the dis-
tant collaborators). To serve the need of educational content provision, the AR
component may also offer the possibility to capture telepresence sessions in 2D
videos and to upload those materials to the knowledgebase. This functionality
is performed by a lightweight session management subcomponent. This archi-
tectural element is also responsible for initialing the telepresence session and
for annotating the output 2D video recordings (with metadata like machine ids
involved in the study, problems solved, timestamps, worker skills, a description
of the physical context, etc.).

The physical view of the AR telepresence infrastructure is presented in Fig. 1.
The on-site user (young worker) may raise an issue using the AR telepresence
tool and podcast the image (through the camera of a head mounted display or an
ordinary smartphone camera) to an experienced user (older worker) asking for
advice and support. On the other end, the experienced user can interact through
the tablet. The Ageing@Work system operates in the meantime to optimize the
outcome of the telepresence tool. Specifically, it retrieves the worker having the
appropriate experience and skills to support the raised issue and initiates the
telepresence meeting, by loading the 3D models and the scenario to run. Figure 2
shows an application example of the AR tool and how it is used for remote worker
collaboration.

2.2 VR and AR Based Lifelong Learning Tools

Lifelong learning tools can help the worker adapt to changes in the working envi-
ronment through corresponding ICT-empowered training processes. These tools
consist of components that support the creation and execution of a tutorial pro-
cess in virtual environments [7,9]. The software implementation was performed
in the Unity3D real time development platform, so the tutorial environment can
be encoded in Unity Asset Bundles which are archive files that contain platform-
specific assets (such as models, textures, audio clips) that can be loaded by Unity
at run time. More precisely, the ageing worker can record the steps required to
complete one or more tasks and create a tutorial. The tutorial can then be
encoded to JSON format as a list of tutorial step objects, containing necessary
data (such as the object unique ID, the type of interaction and human readable
content), and shared using the knowledgebase API (application programming



Evaluation of AR/VR Tools for Training and Knowledge Transfer 295

Fig. 1. The physical view of the AR telepresence tool.

Fig. 2. Application example of AR tool (left) and remote worker collaboration tool
(right).

interface). The less experienced worker can connect to the knowledgebase and
choose the desired tutorial in order to get trained by following the tutorial steps
and the indications recorded by the expert. The system loads from the Asset
Bundles files of the 3D environment and sets up the scene in VR (or AR). The
tutorial JSON description is decoded and an ordered list of the tutorial steps with
the associated voice recordings are created. The user is guided in the training
process in the VR environment through indications on the static objects (e.g.
buttons) visualized by changing their material properties, or on the dynamic
objects (e.g. levers, knobs) by animating ghost objects. A 2D visualization panel
is projected in the users’ front view in order to guide the trainee through the
training process by illustrating the sequence of completed and upcoming steps,
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along with the performance after each executed task. An example of a user being
trained in VR of how to operate a drilling machine is shown in Fig. 3.

Fig. 3. Illustration of the 2D visualization panel of the VR tutorial creation module.

For the AR version of this tool, the tutorial process can be segmented into
discrete steps, automatically or user controlled. Automatic steps’ segmentation
can be performed by utilizing the background AR services of the AR telepresence
tool, such as object detection, location sensing, image segmentation and 3D
visual object rendering. At the user-controlled scenario, the tutorials provide
visual information to the user about the next steps, but no automatic evaluation
is performed, instead the AR telepresence or AR capture is utilized.

2.3 Knowledge Exchange Platform (KEP)

A Knowledge Exchange Platform, in the form of a web-based forum, was imple-
mented to support workers in their interaction and in sharing contextually rel-
evant knowledge and ideas. The KEP enables the creation of user groups to
better organize communication and manage the flow of information, workspace
and trainings announcements. It communicates through proper routes with the
knowledgebase, in order to store and retrieve valuable technical information,
training material as well as best practices for both the manufacturing process
and workspace procedures. To cater for social aspects, the platform includes
social media features, like up/down-voting, options to follow other people and
post to other social media. It also aids workers’ engagement by rewarding them
for contributing. Figure 4 illustrates the main categories and menu items of the
KEP, along with a post of a user (question-response) on a job assignment.
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Fig. 4. The main menu of the knowledge exchange platform.

2.4 Evaluation Study

The developed tools were evaluated through online surveys administered through
“Google Forms”, as it is a simple platform easy to elaborate and complete.
Specific sections were included to measure the degree of acceptance regarding
the receipt of recommendations by the tool, as well as to measure issues related
to privacy and data management. The participants were asked for data on work
experience, frequency of use of technology and type of applications used, well-
being and satisfaction at work, as well as for the management of personal data.
Ethics and privacy issues were considered of high priority. The surveys were
translated into local language (one in Spanish and one in German) to be managed
by the pilots. In addition, for each of the surveys, videos and images have been
included with the demonstration of the tools, to provide to the respondents
a greater knowledge of the proposed solution and therefore leading to a more
informed response.

To increase the number of respondents and plurality of their profiles, interest
groups such as directors or owners of companies, experts in health and safety,
lawyers, people dedicated to training or research in mining, etc., have been
reached through an additional, off-pilot, study. This off-pilot study was launched
from June to July 2021 and the distributed material had the same content as in
the pilot surveys (translated in English).

3 Results

The valuation of the developed tools through online surveys allowed to reach
a high number of respondents (n = 126) from the in-pilot group (n = 62),
which consisted mainly of extractive industry workers (Asociación Nacional de
Empresarios Fabricantes de Áridos – ANEFA) and the off-pilot group (n = 64)
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with workers of diverse profiles and interests. This section presents summa-
rized responses from the workers participating in the surveys. It is important to
point out that even though the Ageing@Work solutions are designed for workers
between 45 and 65 years old, it was decided to extend the survey to all workers
regardless of their age and job, in order to draw conclusions about the future
of Ageing@Work solutions and understand if the results obtained can be main-
tained in the medium and long term.

The profile and responses of each group of participants are presented in
the next sections. However, the technology expertise level of the participants
(including frequency and type of applications used for everyday life activities) is
shown for both groups (pilot and off-pilot) here (in Table 1) in order to provide
a better overview of the differences of the two groups and aid in the assessment
of responses.

Table 1. Participants experience and use of technology (P: pilot group; OP:Off-pilot
group).

Participants
experience and
frequency in
technology use

Years of
experience

0–5 6–10 10–15 15–20 20–25 More than 25

P: 1.6% OP:
23.4%

P: 3.2% OP:
9.4%

P: 1.6% OP:
21.9%

P: 24.2% OP:
9.4%

P: 27.4% OP:
18.8%

P: 41.9% OP:18.8%

Internet
usage

Never Once a week More than
once a week

Everyday

P: 0% OP:
0%

P: 0% OP:
0%

P: 4.8% OP:
0%

P: 95.2% OP:
100%

Augmented
Reality
devices or
tools

Never Sometimes Usually

P: 75.8% OP:
84.4%

P: 24.2% OP:
18.8%

P: 4.8% OP:
0%

Virtual
Reality
devices or
tools

Never Sometimes Usually

P: 58.1% OP:
71.9 %

P:41.9 % OP:
26.6%

P: 4.8% OP:
0%

3.1 Pilot Study

Participants’ Profile. The majority of the participants who have completed
the survey were over the age of 45 years (79%). This is due to the fact that
the average age of workers in the extractive industry has increased in recent
years, because conditions in mining are harsh and unattractive to young pro-
fessionals. The percentage of male and female respondents was the same. Most
participants have had university education (75.8%). The participants’ jobs were
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mobile machinery operator (8.1%), plant operator (1.6%), office worker (54.8%),
remote technical assistant (3.2%), maintenance (6.5%), and other (35.5%), The
majority of the workers (93.5%) had more than 15 years of work experience.
Aspects of work-related well-being are illustrated in Fig. 5.

Fig. 5. Statistics on work-related well-being and job satisfaction and job engagement
in the pilot group (the corresponding English translation is shown in Fig. 9). Top left:
Aspects of the Job position; Top right: Vigor; Bottom left: Dedication; Bottom right:
Absorption.

Tools Assessment. Statistics of collected data are presented in the form of
percentages of respondents through histograms and bar plots. Results on tech-
nology acceptance, including the perceived ease of use and perceived usefulness,
as well as on behavioural intention to use and self-efficacy, are shown in Fig. 6
and Fig. 7, respectively. Moreover, responses on data privacy and security are
summarized in Fig. 8.

Fig. 6. Statistics on perceived ease of use (left) and on perceived usefulness (right) in
the pilot group.

3.2 Off-pilot Study

In addition to Ageing@Work’s pilot group, the survey has been circulated to 64
(off-pilot) workers.
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Fig. 7. Statistics on behavioural intention (left) and on self-efficacy (right) in the pilot
group.

Fig. 8. Results on privacy in general (left) and on the security system (right) in the
pilot group.

Participants’ Profile. Most of the participants were under the age of 45 years
(59.4%) and have a higher education (Masters) degree (50%). The percentage
of male and female respondents was quite similar, tilting the balance slightly
towards men, with a participation percentage of 54.7%, over 45.3% of female
participation. The majority of the participants were office workers (70.3%),
but included also remote technical assistants, data or research scientists, public
employees, a nurse, and academic positions (faculty members, etc.) with variable
years of work experience. Similarly to the pilot group, work-related well-being
parameters are shown in Fig. 9.
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Fig. 9. Statistics on work-related well-being and job satisfaction and job engagement
in the off-pilot study. Top left: Aspects of the Job position; Top right: Vigor; Bottom
left: Dedication; Bottom right: Absorption

Fig. 10. Statistics on perceived ease of use (left) and usefulness (right) in the off-pilot
study.

Fig. 11. Statistics on behavioural intention to use (left) and self-efficacy (right) in the
off-pilot study.

Tools Assessment. Questions and statistics of responses on technology accep-
tance are illustrated in Fig. 10 (showing the perceived ease of use and usefulness)
and Fig. 11 (summarizing the data on behavioral intention and self-efficacy),
while data privacy and security concerns by the off-pilot group are shown in
Fig. 12.
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Fig. 12. Results on privacy in general (left) and on the security system (right) in the
off-pilot group.

4 Discussion

The aim of this study was to shortly present and evaluate tools that support
transferring the long-term experience of older workers to the younger ones. The
results on the level of acceptance of the technology are very positive regarding
the AR/VR tool and knowledge exchange platform. Regarding the perception of
ease of use, the lowest percentage is obtained with respect to the ease of becom-
ing an expert in its use. This reveals a certain reluctance of the users, considering
it difficult to use this type of tool. This is expected as, according to the results
on frequency of use, most users have never used AR/VR tools. Therefore, it is
recommended to keep the tools simple, so that they are easy to be used by the
average user, and allow them to focus on the training procedure. Regarding the
level of perceived usefulness, the worst result is obtained with regards to con-
sidering the tool as a means to save time in carrying out tasks. This may be
explained by the fact that some users find it difficult to become an expert in the
use of the tools, thus would require more time in the process of familiarization
(with the tools) and learning. This highlights again the need to simplify the
tools and make them more intuitive. These conclusions are supported by mea-
suring self-efficacy, that shows that about 89% of the respondents in the pilot
group extremely or slightly agree that they could use this tool if someone first
showed them how to operate it. In addition, when asking the participants of
the extractive industry specific questions about the technology, 76–87% consider
them attractive and useful in their jobs.

In respect to the off-pilot study, the results on the level of acceptance of the
technology are very positive regarding the AR/VR tool and knowledge exchange
platform. Regarding the perceived ease of use, 89% of the respondents (extremely
or slightly) agree that the tool would be easy to use and that it would be easy
to interact with it. In terms of becoming an expert in its use, there are also very
positive results, with 86% of the respondents (extremely or slightly) agreeing
that it would be easy to become skilled in the use of the tool. These very pos-
itive results may be due to a greater knowledge of the group of respondents in
how to interact with this type of AR/VR tools. Regarding the perceived useful-
ness, although the results are less conclusive than the previous ones, the balance
continues to be very positive, with the highest number of votes in the category
‘Slightly agree’ with the statement that the tool would be useful in their job. This
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may be due to the fact that, since these are questions about the specific effects
that the tool can have when used in a daily work context, respondents cannot
have a strong opinion when dealing with hypothetical questions. Regarding the
intention to use it in the future, 38% of those surveyed extremely agree that they
would appreciate adopting the tool, 47% slightly agree and only 15% consider
themselves neutral or somewhat in disagreement. We can therefore conclude
that the results are positive. Regarding self-efficacy, 84% (extremely or slightly)
agree that it is necessary for someone to explain to them in advance how the
tool works in order to use it. Regarding the results obtained in the more specific
questions about the technology, 84.4% are interested in using these tools, and
only 18.7% would prefer to use traditional methods or would not use the tool.
We can conclude, therefore, that there is a great acceptance of the technology
by the respondents.

About the treatment of private data and security, the majority of the results
show little concern by the potential users. While most of the results indicate low
concern regarding security and privacy issues, there is a percentage of partic-
ipants with moderate or high concern about privacy (42%, 41%) and security
(26–29%, 34–36%) in the pilot and off-pilot group, respectively. The introduc-
tion of guidelines and authentication procedures for data security changed the
opinion of the respondents only slightly. Most of them were still concerned about
their data, even after introducing such security aspects. It should be mentioned
that irrespectively of the participants’ perception, security and privacy issues are
listed as high priority in the data management process, enforcing strict security
measures, and always in compliance with data protection regulations.

5 Conclusions

This paper presented a suite of advanced technological tools that enable work-
ers to interact, gather and share contextually relevant knowledge, ideas and
good practices. Through the use of our AR tools, advanced remote collaboration
can take place, stimulating good work-related practices, while also facilitating
variability in location and working hours, and thus promoting age-neutralizing
means of participation and cooperation. The VR-based solution on the other
hand, allows to create (or participate in) personal training programs using vir-
tual models of the workplace, avoiding the risks of real working environments.
Moreover, the knowledge exchange platform helps workers to easily keep notes
of important work aspects, accompanied by images and semantics, and to sum-
marize significant developments that may have taken place upon some absence
of the older worker. The former facilitates future easy retrieval of information,
regardless working from home or on-site, while the latter serves as a crucial
bridge to allow easing the older worker’s come-back after some short or long-
term absence. Evaluation of the developed tools through online surveys allowed
to access diverse professional profiles beyond potential users, such as farm man-
agers, lawyers, engineers, health and safety managers, and has achieved overall
a high and representative stakeholders participation. This paper provided an
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overview of statistics on data collected about work-related well-being, job satis-
faction and job engagement, as well as on technology acceptance, functionalities,
privacy and security, exposing the potential of the developed tools to support
knowledge transfer and workers’ engagement in industrial processes.
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Abstract. Epidemiological and etiological studies have shown that, both in the
clinical population and in the general population, Dyslexia co-occurs frequently
with Attention and Hyperactivity Disorder. For these reasons, this work proposes
a solution that aims to stimulate children suffering from both conditions in the rel-
evant cognitive aspects, which are attention, task planning, and language process-
ing. The solution proposed is EducationalGames, a Web application that contains
two serious games: “Balloons and Letters Game” and “Robot at School game”. It
supports tasks which replicate daily living activities, such as preparing the back-
pack and reading. We present their design, a prototype implementation, and first
user feedback.

Keywords: Serious games · Children with dyslexia and ADHD · User-centered
design ·Web applications

1 Introduction

Cognitive disorders are alterations in cognitive functions that allow the individual to
interact with the world. Cognitive functions refer to multiple mental abilities, includ-
ing learning, thinking, reasoning, remembering, problem solving, decision making and
attention [1]. In the infant population, cognitive disorders are common because when
one is born, the brain is not fully formed, it is hyperplastic and continues to structure
itself from birth onwards. For external or genetic reasons, the child’s brain may not
function well or may not develop according to a typical line of development, and this
can therefore determine atypical development of the brain that gives rise to neurode-
velopmental disorders. For example, some neurodevelopmental disorders are Specific
Learning Disorders (DSA) or Attention and Hyperactivity Disorder (ADHD).

One of the disorders of the DSA is dyslexia, which affects the evolutionary ability
to read, write and speak, affecting the correct learning of a large percentage of the
worldwide population. It ismost commonly due to a difficulty in phonological processing
(the appreciation of the individual sounds of spoken language), which affects the ability
of an individual to speak, read, spell and, often, learn language [2].

Around 9% to 12% of the world population is affected by dyslexia [2]. While
visual and auditory difficulties might cause troubles in writing and reading, the gen-
eral intelligence of a person with dyslexia is not affected. Nevertheless, school failures
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https://doi.org/10.1007/978-3-031-05039-8_22

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-05039-8_22&domain=pdf
https://doi.org/10.1007/978-3-031-05039-8_22


308 L. Angileri and F. Paternò

and frustration are part of the daily routine for children and parents until dyslexia is
diagnosed.

Children with ADHD are hyperactive and impulsive, and exhibit difficulty concen-
trating, planning, and organizing their (school) work. These characteristics disturb their
learning and achievement at school and hinder positive social interactions within the
family and with peers.

Children with ADHD represent 3%–5% of the general population of schoolchildren
under 16 years. In community samples, ADHD is more frequently diagnosed in boys
than in girls (3:1) and in clinical populations even more.

Since these children may be less interested in participating in traditional therapies,
serious games aim to support fun activities and therefore can be more attractive for
performing interventions [3]. As play approaches help balancemotivational and learning
elements and integrate play goals and behavioral / cognitive challenges, they have the
potential to keep these children more motivated and positively involved in therapeutic
processes. In some cases, games are stimulating and give immediate reinforcement to
desired behavior [4].

The proposed solution aims to stimulate children with Dyslexia and ADHD in the
related cognitive aspects, which are attention, task planning and language processing.
The choice is justified by the fact that previous work lack proposals to support children
with comorbid ADHD and dyslexia, so we thought it would be interesting to address this
aspect in an innovative solution, which should also consider the emotional aspects of
the target population. On these assumptions EducationalGames was designed and built:
a web application featuring two serious games for children with ADHD and dyslexia
comorbidities, designed for children aged 6 to 8 years and which support multiple levels
of difficulty; in particular:

• Dyslexia game, foresees three levels of play, aims to stimulate the attention and the
visual-spatial channel of reading, so that users can train themselves to discriminate
between mirrored or graphically similar letters.

• Game for children with ADHD, has two levels of play, stimulates sustained attention
and planning (a component of executive functions).

The implemented application also received a first test with a sample of the target
children. The results of the user test were encouraging: the structure of the serious games
seems to be suited to their needs for fun and ease of interaction, and their cognitive
stimulation, and has provided suggestions for further improvements.

2 Related Work

A recent review of the state of the art [17] found that in recent years a wide variety
of technologies have been harnessed to create serious games to cognitively stimulate
children. In terms of devices, the tablet is the most used technology in such studies.

Regarding the stimulated cognitive functions, regardless of the characteristics of the
various technologies, the most often addressed are those relating to the cognitive aspects
that may be lacking in children with ADHD and dyslexia: attention, executive functions
(for example, planning skills) and language processing.



EducationalGames: Web Application for Serious Games for Children 309

Among the solutions adopted by serious games to cognitively stimulate children, one
type of approach, which seems to have a certain potential both in terms of usefulness
and cognitive stimulation, is to keep motivation high through, for example, the addition
of a bonus.

Regarding dyslexia, in 2014 a Spanish team created Dyseggxia a platform consisting
of a series of minigames that aims to improve the spelling of children with reading
disorders through targeted and playful exercises. According to the method used, the
correct words are not proposed but, on the contrary, the solution of the exercises consists
in correcting the wrong words [5].

Letterprins is a reading game intended for children who have already started learning
to read and requires the intervention of an adult to evaluate the child’s performance. It is
designed to improve the reading development of children with reading disorders through
a variety of reading tasks. The game asks children to pronounce letters or words, while a
parent or caregiver must indicate the correctness of the child’s answers. The game allows
parents to assist children with their homework and record a message to be played at the
end of the game.

Regarding ADHD, Fontana et al. [6] suggested Train Brain, a serious game for
selective attention training. It is based on storing images in one or more contexts using
colored circles. The player must also manually select the difficulty level. In this first
approach, the design focuses on a gamification technique of a set of exercises that meet
the training objectives. It consists in including some game elements in the exercises to
motivate individuals such as: interaction with avatars and feedback. The main objective
of these works is to ensure that the training meets the expectations of the experts. Fur-
thermore, the customization does not consider the difficulty of balancing, and the users
must control the training without specific guidance on their progression and training
needs.

The rationale behind other works is to reuse existing casual games and try to adapt
them to meet training goals. The goal is to ensure that the game not only consists of a
series of exercises, but also offers users a gaming experience like that offered by classic
casual games in order to improveusers’motivation and their acceptanceof using thegame
as a training tool. For example, Rijo et al. [7] have developed a game for children with
attention deficit and ADHD. The game is designed by matching the learning objectives
with certain elements of the game. Specifically, the player is asked to find and collect
hidden treasures such as letters, words, faces and objects to achieve training goals. They
also added adaptive feedback to encourage children to listen and follow verbal directions.

Research has recently explored the positive effects of videogames on players‘wellbe-
ing [11, 12], in term of inducing positive emotions [13], improving mood and decreasing
stress, contributing to emotional stability [14], and promoting engaging, self-actualizing
experiences such as psychological flow [15, 16], In this perspective, the system we
present in this work offers an original contribution considering not only the cognitive
impairment, but also the emotional state of the children for example through acous-
tic and auditory feedback. These tools have been designed to avoid demotivating the
children and decreasing their attention (a problematic aspect of children with ADHD),
so that they perceive the exercises as a purely playful activity, albeit with the primary
objective of rehabilitating the impaired function without neglecting their emotional state
(particularly low self-esteem).
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3 User Analysis

In order to better understand the target users and their requirements, we have used a
number of techniques: interviews with a clinician and a support teacher, empathy maps
and personas.

Interviews with stakeholders lasted about 45 min and were conducted online. We
interviewed a psychologist with training in neuropsychology who deals with the reha-
bilitation of children with dyslexia and ADHD, and a support teacher at primary and
infant school who every day finds herself instructing children with ADHD and dyslexia.

The questions were designed to understand what children’s approach to serious
games is andwhat peculiarities such games should have to be useful to the target children.

After interviewing stakeholders and better delineating the characteristics that serious
games should have to be useful to children with ADHD and dyslexia, two empathy maps
were created corresponding to two prototypical subjects: Lucia Neri, a girl with dyslexia;
Luca Rossi, a child with ADHD.

The empathymap (see example in Fig. 1) was used to represent the emotions, frustra-
tions and needs of the children towards the outside world [9]. For example, Lucia Neri,
in addition to having school difficulties, also has emotional, behavioral and relational
problems. She thinks it is her fault that she does poorly in school, she judges herself
inferior to others in intelligence and ability.

Fig. 1. Example of Empathy map created
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Personas (see Fig. 2) can help raise awareness among stakeholders about users’
needs [10]. While personas are made-up people, they are based on facts gathered from
user research, they were created taking inspiration from films dealing with ADHD and
dyslexia themes. We created them to represent the personality, motivation and relation-
ship with technology of the two subjects of the empathy maps (Lucia and Luca). For
example, Luca is a child with ADHD (see Fig. 2) and is full of energy, impulsive (he
acts without considering the consequence of his actions) and inattentive. In addition,
when he behaves well, his parents give him the opportunity to color and draw on the
tablet in the “Coloring pages for children!” app. He would like to feel more at ease in
various circumstances, and have people around him be proud of him, rather than being
continually scolded by teachers or parents.

Fig. 2. Example of Personas created

The purpose of the empathy maps and personas was to create an understanding of
and emotional identification with users; indeed, the results of these techniques showed
that children with dyslexia and ADHD had low self-esteem.

4 Games

Before describing the designof the two serious games in detail, it is essential to emphasize
that we have followed a user-centric design method. The review of related work has
indicated a lack of games based on the emotional state of the child. In fact, as we have
seen in the user analysis, children with ADHD and those with dyslexia have a low level
of self-esteem, so the goal of the two serious games is to rehabilitate the deficient area
and, at the same time, improve self-esteem while maintaining high motivation through
acoustic feedback, increasing scores, level advancement, and gratification at the end of
the game, which give the children the feeling that they are helping the character of the
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game (see Table 1). For example, the first serious game objective is to help the robot
(game protagonist) to return to the ground.

In general, in the design of the individual games and the structure of the app, we
considered the suggestions of a psychologist regarding the specific difficulties related
to the two disorders and how the game should address them. Later, during the game
design and interface construction phases, we had further meetings with her to evaluate
how specific needs were supported.

Table 1. Mapping between the characteristics of the games and the characteristics of the
conditions of children with ADHD and dyslexia

Goals Ballons and letters game Robot at school

Stimulate attention – Collect target elements – Select the correct letter
despite changing the
position of the target letter
between trials

Improve self-esteem while
maintaining high motivation

– Acoustic feedback
– Leveling up
– Gratification at the end of
the game

– Acoustic feedback
– Increased scores
– Leveling up
– Gratification at the end of
the game

4.1 Balloons and Letters Game

The “Balloons and letters” game (see Fig. 3) is a Web application developed with
HTML5, CSS3, JavaScript and jQuery (JavaScript library). It was designed to stimulate
attention and the visual-spatial channel so that the users train themselves to discriminate
between mirror or graphically similar letters. The goal is to help a flying robot return
safely to the ground by blowing up the balloons one at a time. Each balloon contains a
letter or grapheme with two letters. The user task is to explode the one containing the
target letter or grapheme indicated at the top left of the screen. The user interacts with
the game by clicking on the individual balloons. If the answer is correct, the balloon
turns green and the next exercise starts, otherwise it turns red and waits for the next user
interaction.

The degree of difficulty is managed both by the level and by the logic of the exercise.
Each level presents five exercises, the first level shows: in the first two exercises, one
target and two incorrect elements in the balloons, in the last three, the target element,
one distractor (element very similar to the target) and one incorrect element. The second
level presents six balloons, showing in the first two exercises a target element, a distractor
and four incorrect elements, in the last three trials a target element, two distractors and
three incorrect. The difficulty of the level is gradually increased as more distractors are
presented in the last three exercises. The distractors are generally the mirror images of
the letters of the alphabet. In the third level, where there are graphemes with two letters,
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Fig. 3. Ballons and letter game (Color figure online)

the model of the five exercises within a level is applied again, the first two (a target
element, a distractor and four incorrect), the last three (a target element, two distractors
and three incorrect).

4.2 Robot at School Game

The “Robot at school” (see Fig. 4) was developed with JavaScript (ES6), HTML5 and
CSS3. It was designed to stimulate sustained attention and planning skills. Asmentioned,
one of the difficulties faced by children with ADHD is preparing their backpack, which
is a planning task. The goal of this game is to help the robot collect the school items. The
user interacts with the game through the keyboard arrows, making the character move
along the horizontal axis, while the school elements (target) and the elements of daily
life (distractors) fall on the vertical axis. If the robot collects the correct element, it turns
green, otherwise red. As for the execution of the game, it is designed on two levels:

Fig. 4. Robot at school game (Color figure online)
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• in the first level, the stimuli chosen were everyday life or school objects; among the
latter, the child must find a target that will appear randomly on the screen,

• in the second level, stimuli belonging to a semantic category (school objects) were
chosen and randomly descend on the screen. In this case, the difficulty is also increased
within the single level, with the increase of the distractors (non-school objects also
appear). In this case, the child will have to collect all the objects belonging to the
semantic category “school”.

5 Usability Test

At the end of the implementation of the application, to understand if it could be functional
or not, user tests were carried out with children with dyslexia and ADHD. The tests were
performed by eight children between the ages of 6 and 8, an average of 7.25 years, three
girls andfive boys. This is a representative sample of the target audience, as these children
have a comorbidity of ADHD and dyslexia.

All participants and the families of the children received information regarding the
aims of the research and they provided signed informed consent for participating. There
was no financial or other compensation for begin part of the study sample. Participants
who agreed to take part in the study were reassured of the voluntary nature of their
participation and their right to stop at any time.

After providing informed consent, participants were scheduled for an individual
appointment in a week’s time. This appointment was used to a) brief the participant
about the study procedure; b) to understand the level of use of technological devices
d) conduct a supervised session using two serious games and e) finally, the researchers
administered the SUS (System Usability Scale) questions to the participants.

The tests were led by the educator and took place via video call. A researcher
observed the children at play, taking specific notes in the field diary in relation to tech-
nical aspects of the operation and programming of the game. All incidents or problems
were documented. The researchers acted merely as observers and did not interfere with
the dynamics of the children and the educators.

Firstly, it was very useful to understand the level of use of technological devices, as
it affects the perceived complexity in the interaction of the game. For example, Amir is
a six-year old boy who often interacts with the tablet and/or smartphone and very little
with the PC. He showed difficulties in using the keyboard and mouse, as they are rarely
used in his everyday life, but when he got used to them, he could not wait to start playing
again. In general, users in the target audience make little use of the PC and a large use
of tablets and/or smartphones.

Desktop computers are generally used mainly for web browsing, while the smart-
phone and/or tablet are used both for web browsing and for interactions with games.
For example, Ethan (8 years old) told the clinician that he often plays with both his
smartphone and computer, in fact he was one of the few who had little difficulty when
interacting with the two serious games.

Later, the children were divided into two subgroups of four, which used two different
versions of the games. Both the first and second test groups consisted of one 6-year-old,
one 7-year-old and two 8-year-olds.
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The first task was to choose the “balloons and letters” game and start it. What
emerged during the tests was that younger children take longer to complete the task
(see Fig. 5), probably because, apart from the disorder, children of the age of six have
difficulty reading and understanding even text in basic language.At the level of scholastic
learning, and therefore of writing, the text makes the interaction with the serious game
evenmore complex. Also, during the first task it was noted that all children had difficulty
understanding the game instructions, probably because the children were anxious to
play immediately. Therefore, it seems useful for the user to have feedback even while
playing the game; therefore, the same game was proposed to the second subgroup with
a sound feedback to each correct/wrong answer. In this way, the children in the second
group asked fewer questions about the instructions and the time to complete the activity
decreased (see Fig. 6). In any case, starting from this experience, we can hypothesize
that the most appropriate method to remind the children of the instructions may be the
addition of a visual stimulus: the system reminds the child of the rule and so he will feel
guided during the execution of the task.

Fig. 5. Time taken for each child

Fig. 6. Time for first and second group
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In addition to the difficulty in understanding the instructions, the other complexities
encountered were: using the mouse, especially for children who had little experience in
using the PC, understanding how to interact with the game (mouse or keyboard).

At the end of the first activity, the educator asked the participant to carry out the
second activity: choose the game “robot at school” and play.

Regarding the second activity, the time variable was not relevant because the game
has a time set by the system.

The first group was asked to play the game at a higher speed than the serious games
tested by the second group. In fact, the first group had difficulty in correctly and quickly
identifying the stimulus, while for the second group it was easier, and therefore the
performance in terms of errors improved (see Fig. 7).

Fig. 7. Number of errors of first and second group

Finally, the SUS questionnaire [8] was used to gauge how usable participants per-
ceived the app to be. This scale is context-specific and does not measure usability in
isolation but as a product of the user interface interaction and the specific goals that
users expect to accomplish with its use. The SUS questionnaire was completed for both
the child and the physician. It was administered during a conversation and showed that
children liked the games. When filling out the SUS item “I think I want to use this appli-
cation frequently” the response was strongly positive, as 50% of the children answered
‘more yes than no’ and 50% ‘absolutely yes’.

Instead, the statement “I found the application very easy to use” prompted more
negative than positive feedback (see Fig. 8), as children think that having a person able
to help themduring the interactionwith the game can help themovercome any difficulties
encountered (see Fig. 9).

In the end, it was found that four children (Aurora, Amir, Bianca, Gabriele) gave
overall modest SUS values (66, 67 and 68, 65).

The highest score was given by Ethan (the result is 90), followed by Nicoletta with
85 and finally Amin and Marco with 77.2. Hence, by improving the usability of the
product and the method of explaining the instructions, it appears very likely that these
two games can be used by children with ADHD and dyslexia. In any case, the average
overall SUS value of the test is equal to 74.4. A positive value that can certainly be
improved.
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Fig. 8. Answers to one of the SUS questions

Fig. 9. Answers to one of the SUS questions

As for clinicians’ input, we collected data only from one, who was the only operator
involved so far, but given his daily experience of working with children with ADHD
and dyslexia, his feedback was useful. In fact, according to the speech therapist, if the
application were to be more usable from the point of view of explaining the rules of the
games, it would be an excellent product to use, as the games in their functionality have
achieved the initial purpose: the children exhibited nodrops of attention andperceived the
exercise as a purely playful activity, even though its primary objective was rehabilitating
the impaired function.

However, according to the clinician, a similar digital tool could enrich his work, as
serious games could facilitate him in the rehabilitation process, as they allow keeping
the young patient’s motivation high in order to keep up with therapy, and avoid making
the professional exert further efforts, and make the rehabilitation process interesting,
interactive and stimulating.

6 Discussion

The present study aimed to evaluate the usability of two serious games for children with
dyslexia and ADHD.
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From a qualitative point of view, through an observational analysis, the two serious
games were appreciated by the young subjects. In fact, they did not show a decrease
in attention or motivation, and the application offered easy use even when navigating
between the various levels. However, during serious play it was noted that all children
had a hard time understanding the game’s instructions, possibly because they were eager
to play right away. Therefore, it was useful for them to have feedback even while the
game is running or to have a button that can help them pause the game and review the
instructions.

Furthermore, an attractive design is a key factor in the quality of any activity aimed
at children [21] and in order for these games to achieve positive results and impacts it is
important to consider how the content is presented, what perceptual and cognitive skills
the practice is brought into play and how social and emotional skills are improved [22]
and children did better when it was easy for them to understand what they needed to do
[17]. For such reasons in this study, after the user test, some improvements have been
made, with introduction of support for interaction with touch, new level of difficulty,
emotional scale at the end of the execution of the gamewith five facial icons ranging from
sadness to happiness [18, 19], between the second and third level, the transformation of
the robot into a ‘super robot’, a more captivating background, addition of the button that
allows you to review the instructions by pausing the game.

7 Conclusions and Future Work

The project presented in this paper consists in the realization of two serious games for
children with dyslexia and attention disorder and hyperactivity, which places particular
interest and attention to the needs and preferences of young patients. Applying a user-
centered design, we have designed and developed a prototype tailored to the child so
that it would be easy to use and stimulating for therapeutic purposes.

The design of the prototype posed several challenges: both the design and the imple-
mentation, through which wewere able to appreciate the complexity of the world of seri-
ous games applied to rehabilitation. Serious games must be able to involve the patient so
that the level of attention andmotivation is maintained during the rehabilitation recovery.
For these reasons, the serious games that have been designed and implemented also have
the purpose of avoiding discouraging the user during the execution of the task, because
demotivation can negatively affect its execution.

Even if it is not possible to do a quantitative clinical analysis of attention, from
a qualitative point of view through an observational analysis, the young subjects did
not show a decrease in attention or motivation and, apart from some difficulties in
understanding the instructions at the beginning, the application was appreciated as it
offers easy use even when navigating between the various levels.

The prototype itself has room for improvement. Potential future developments
include: the addition of new levels, the ability to provide visual stimuli to the child
during play, the doctor’s careful monitoring of the course of therapy (including by col-
lecting data from play sessions) and remote customization of game settings for each
patient.
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The project, while not yet a complete example of a serious gaming platform for the
rehabilitation of children with dyslexia and ADHD, thanks to the experience derived
from user-centered design and development, the valuable advice of the psychologist and
the opinions of the tested children, can evolve towards developing a complete, intuitive
and easy-to-use serious game platform for young subjects.
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Abstract. Attention to people with disabilities has been a topic of interest for
different areas of science and technology. The development of literacy in children
with Down syndrome has been a topic of interest given the learning difficulties
they present. Thus, different methodological approaches and tools have emerged
that are adapted to the special needs of this population. Currently, technology has
allowed the introduction of new forms of education and communication with the
people who have a disability and, there is interest in the incorporation of these
technologies in teachingmethods. Themain objective of this research is the design
of a technological tool that incorporates tangible user interfaces, which can be used
by children with Down syndrome to learn to read.

Keywords: Tangible UI · Down’s syndrome · Literacy · Human computer
interaction

1 Introduction

Reading and writing supposes the opening to the world and with it the feeling of an
integral part of it. Por ello, un objetivo prioritario en la educación básica es la adquisición
de la lectura.Reading is themainmeans for the acquisitionof new learning, and it does not
always happen in the same way [1]. Through literacy, social relationships are enriched,
knowing oneself and others and developing skills that prepare them for life: memory,
languages, imagination, and the ability to abstract [2].

Down syndrome is a genetic disorder caused when abnormal cell division produces
extra genetic material from chromosome 21.

Down syndrome is characterized by a typical physical appearance, intellectual dis-
ability, and developmental delays. In addition, it can be associated with heart or thy-
roid gland diseases. Early intervention programs with a team of therapists and spe-
cial educators who treat each child’s specific situation can be helpful in treating Down
syndrome.

Technology has brought great benefits to humanity and is present in practically any
area of society. Its evolution has been very rapid, and it has become a fundamental tool
for day-to-day use. For many researchers, the development of inclusive technologies to
support people with special needs has been a topic of special interest, because through
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these developments their quality of life can be improved and their incorporation into
society easier.

For there to really be social integration, it is essential that children and young people
with special needs be accepted in regular educational institutions.

1.1 Down Syndrome and Literacy

Down syndrome is a genetic disorder caused when abnormal cell division produces extra
genetic material from chromosome 21. Down syndrome is characterized by a typical
physical appearance, intellectual disability, and developmental delays. Additional can
be related to heart disease or thyroid gland. Intellectual disability can present itself in
different ways. Intellectual functioning involves attention problems, memory deficits,
slow learning rate, difficulties in the use of language and lack of motivation [3].

Children with Down syndrome have certain specific characteristics that must be
considered during the teaching process with them. In these children, learning is slow,
and it is necessary to go little by little, but if it is related to familiar and significant
situations for them, a greater development will be generated [4].

Literacy is one of the types of learning that most favors people’s autonomy, but
with a very high level of abstraction, which makes this process more complicated for
people with intellectual disabilities. Teaching reading skills to children with intellectual
disabilities is challenging for teachers because learning abilities vary greatly depending
on the intellectual disability. Additionally, differences between children who have the
same disability can be enormous [5–8].

Children with Down syndrome typically learn to read the same way as all children.
The difference is that they learn at a slower rate and their instruction must match this
pace. They also need to develop comprehension and retention skills [5, 9, 10].

1.2 Literacy Method for Children with Down Syndrome

There are different types of reading methods that are better adapted to a specific type
of disability or difficulty. Of all the methods, the most used are synthetic (alphabetic,
syllabic and phonetic), analytical or global, and mixed [11–14].

The analytic methods (also called global methods) begin with the most complex
structures of language, i.e., words and phrases. They are based on global perception
and recognition of written words. The second stage is the recognition and learning of
syllables [14].

A fundamental aspect for the development of literacy in children with Down syn-
drome is the educational material used in the process, including teaching support tech-
nologies, which should consider the main characteristics in the learning process of this
population.

The Troncoso method is a reading and writing teaching system specifically designed
to work with people with Down syndrome. This method was developed by María Tron-
coso, a pedagogue who tried to find a universal way to teach individuals with this devel-
opmental disorder. This method focuses on the development of many cognitive skills,
including attention and concentration; association of words and symbols with objects;
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perception and discrimination; identification of similarity and difference; sort objects to
see order or relationship; and develop concepts, such as space, size and shape.

The acquisition of basic skills is quite a challenge for people with Down syndrome.
The Troncoso method stands out from other pedagogical alternatives because it is a
completely adaptable and individualized system, which can be used in different ways
depending on the specific needs of the child. With this method, the initial level of the
student or their cognitive abilities does not matter, which makes it a very versatile tool.

The Troncoso method is divided into a series of stages through which the child will
acquire all the skills they need to be able to read and write fluently. During them, skills
such as drawing lines on paper, syllable recognition or reading speed are worked on in
a very progressive and simple way.

By breaking down the learning of each of the skills into its smallest components, the
Troncoso method allows even children with very short attention spans or low cognitive
levels to acquire all the skills they need to read and write at will. your own pace and with
as little difficulty as possible.

1.3 Tangible User Interfaces

In [15] it is mentioned that a tangible user interface (TUI) is an “interface that deals with
providing tangible representations to information and digital controls, allowing users to
literally grab data with their hands”.

They serve as direct and tangible representations of digital information. These aug-
mented physical objects often function as input and output devices that provide users
with parallel feedback: passive, haptic feedback that informs users that a given physical
manipulation is complete; and digital, visual, or auditory feedback that informs users of
the computational interpretation of their action [16]. Therefore, interaction with TUIs
is not limited to the visual and auditory senses, but also relies on the sense of touch.
Furthermore, TUIs are not limited to two-dimensional images on a screen; Interaction
can become three-dimensional.

TUIs are defined as systems that use physical objects to represent and control digital
information. Among the advantages of using TUIs, it can be mentioned that they help
improve collaboration between children, facilitating learning through digital technology,
taking advantage of the human capacity to grasp and manipulate physical objects and
materials [17].

Some researchers suggest that through the use of virtual environments, users can
practice skills safely, avoiding the consequences of the real world that can become
dangerous, mainly for users with special needs. In [18] it is mentioned that Information
and Communication Technologies (ICT) can decisively improve the quality of life of
people with disabilities, in addition to being one of the few options to access the school
curriculum, helping to communication and facilitating social and labor integration. For
people with autism, the use of ICT can be considered a powerful tool to enhance and
improve communication [19].

Various studies show that tangible interfaces are useful because they promote active
participation, which helps in the learning process. These interfaces do not intimidate the
inexperienced user and encourage exploratory, expressive and experimental activities.



324 M. A. Carreño-León et al.

TUIs have been shown to enhance learning for children by enriching their experience,
play and development [20, 21].

The use of tangible interaction in educational settings has been gaining importance,
and has been the focus of study through different investigations [22–28].

Some authors address the need for TUIs for people with physical or cognitive dis-
abilities [29, 30], other authors address them as necessary for older adults [31], early
childhood [20, 32–34], in other words, these interfaces can have great potential for all
people, which is why some authors also consider their use in general, independent of
physical, cognitive and age capacities, among others, simply because of their practicality
and improvement in the completion of certain tasks [35, 36].

Taking as reference the results of previous investigations, tangible interfaces will
be used in this investigation with the purpose of verifying its feasibility. Therefore, the
design of a technological tool with an interactive concept with the integration of tangible
elements and software applications, which can be used by children with Down syndrome
to learn to read, is proposed.

2 Methodology

For the construction of the tool, the life cycle model called evolutionary prototype was
adopted. The evolutionary prototype is based on the idea of developing an initial imple-
mentation exposing it to user comments and refining it through the different versions
until an adequate system is developed, allowing a rapid response to changes that may
arise.

During the development of the tool, meetings were held with USAER professors,
in order to get them involved from the beginning in the development of the tool. It
began by designing a prototype that was refined and expanded until the prototype was
complete. Next, each of the stages that were carried out for the development of the tool
are described.

2.1 Identification of Requirements

In the meetings that were held, the following requirements could be identified:

• Use of the Troncoso method through a technological environment.
• User care and follow-up.
• Creation of a file for each child who uses the technological environment, in order to
have an information repository.

• Automatic generation of progress statistics and results obtained.
• Use of tangible user interfaces.
• Configurable, that is, it adapts to the characteristics of the child with down syndrome,
their abilities and needs, their learning and processing pace, their interests, as well as
their level of development.

• Friendly interface, that uses visual and auditory elements, in order to motivate its use.

Figure 1 shows the use case diagram of the tool, as well as the actors that interact with
it:
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• Teacher: Person responsible for the teaching-learning process of the Troncosomethod.
• Child: Person with Down syndrome who is learning to read using the Troncoso
method.

• Administrator: Person in charge of the correct functioning of the system, with access
to all the files and their statistics.

2.2 Design, Development, and Implementation of Prototype

Figure 2 shows the general diagramof the toolwhere the components and their interaction
can be seen:

1) The software that allows the interactionwith the RFID reader boards and the tangible
user interfaces.

2) Board with 4 RFID readers in a square shape.
3) Tangible user interfaces in the form of cards with representations of images and text.
4) Tangible 3d user interfaces.
5) Board with 5 RFID readers horizontally.
6) Tangible user interfaces in the form of cards with representations of syllables.

Fig. 1. Use case diagram of the proposed tool.

Tangible User Interface. Historically, children have played with physical objects to
learn a variety of skills, a tangible interface (TUI), therefore it would seem like a natural
way for them.
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For the implementation of the Troncoso method with the use of tangible interfaces,
the use of 2d and 3d objects was considered, which can be seen in Fig. 2. An RFID was
incorporated into each of these objects, which allows communication with RFID reader
boards.

A key component of learning strategies to develop reading skills is interaction [20,
37]. The use of multisensory strategies can help to scaffold literacy learning [16]. Differ-
ent investigations have shown that the use of tangible interfaces favors the development
of reading skills for children with Down syndrome [29, 38, 39].

Fig. 2. Main components of the technological tool prototype.

RFID Reader Board. RFID (Radio Frequency Identification) technology allows the
use of real objects to interact with the computer, reducing the symbolic load of the inter-
face, simplifying it by making it more natural and improving accessibility. Unlike other
tags, RFID tags are immersed in objects without altering their attributes or interfering
with user perception.

Figure 3 physically shows the design of the two containers that groups the electronic
components used for the operation of the RFID reader board. On the left side, the square-
shaped board is shown, with four RFID readers. On the right side, the board is shown in
linear form, with five RFID readers. The square board is used in stage 1 of the Troncoso
method for global perception and recognition of written words. The linear board is used
in stage 2 for syllable recognition and learning.

For the construction of the RFID reader boards, the following basic components
were used: Arduino Mega board and RFID-RC522 chip reader [40].
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Fig. 3. Physical design of the containers of electronic components of the RFID reader boards.

Software. The software that allows the interaction of the TUI with the RFID reader
board. Figure 4 shows the main interface of the technological tool, where the main
options are shown: configurations, sessions and do activities.

1. The Configuration option allows configuring the different elements involved in the
technological tool: tangible user interfaces, RFID reader boards, users, stages of the
Troncoso method and the design of activities. The registration of TUI’s is done in
this section. This can be seen in Fig. 5.

2. The Sessions option allow to organize the activities that will be carried out during
the interventions with a child with Down syndrome. This section defines the stage of
the Troncoso method, as well as the activities that are part of it. Other elements that
are considered are the user to whom the planning is directed, the dates of application,
among others.

3. The Do Activities option allows the child with Down syndrome to start interacting
with the technological tool. In this section, the activities previously designed by the
teacher are put into practice. Also in this section a record of the performance of each
child is kept when carrying out their activities.

Fig. 4. Initial interface of the technological tool prototype.
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The special education teacher is the user responsible for configuring the technological
tool so that it is part of the activities of the teaching-learning process of a child with
Down syndrome.

Fig. 5. Technology tool element settings interface.

3 Results and Conclusions

To explore the feasibility of the developed technological tool, a preliminary evaluation
was carried out. The evaluationwas carried out in two stages: three teachers from the spe-
cial education area participated in the first stage. In the second stage a child participated
with his teacher.

In the first stage of the study, the technological tool was presented to three teachers in
the area of special education, who reviewed each function of the system. Subsequently,
they were asked to fill out a questionnaire, which served to quantify the assessment of
the technological tool from their perspective. The questions were based on functionality
criteria and whose objective was to know if the tool met the initial requirements estab-
lished by the experts. The results obtained were favorable, the experts agree that the tool
meets the requirements and that its use in children with Down syndrome is feasible.

In the second stage of the study, an educational intervention was designed with
initial activities of the Troncoso method, to know, from the perspective of the child with
Down syndrome, the level of acceptance of the developed technological tool. The tests
were carried out in a basic education educational institution, where we worked with a
7-year-old boy diagnosed with Down syndrome, who is in the first phase of learning to
read.
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During the sessions that were carried out, the child showed considerable interest in
using the tangible user interfaces and no problems arose.

The results obtained in the preliminary evaluation of the technological tool with the
user are considered favorable. It is important to carry out additional studies to verify the
operation with a greater number of users.

The technological tool consists of tasks structured in levels, from low to high
complexity, that the teacher can configure to carry out the work sessions.

The results obtained confirm that the incorporation of technological means to the
teaching-learning process of reading and writing supposes a support for students with
Down syndrome.
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Abstract. Youth with Autistic Spectrum Disorder (ASD) have unpredictable
emotional changes during adolescence. Due to the weakness of understanding
other people’s emotional cues, ASD adolescents tend to ignore social messages,
resulting in an inability to be understood or accepted. Finally, they are labeled
with social incompatibility. In this study, we focused on the ASD adolescents’
emotional communication with their family members, and the first author con-
ducted an autobiographical design research to explore the interaction pattern and
the design potential via a “one-bit” device. In this 128 days’ design exploration,
we found that even a simple interactive device could motivate youth with ASD to
learn and practice their emotional expression under the support and cooperation
of the family members.

Keywords: Autistic Spectrum Disorder · Adolescents · Emotions · Family ·
Autobiographical design

1 Introduction

According to the Diagnostic and Statistical Manual of Mental Disorders (DSM-5, 5th
ed.), autism is identified as a spectrum of several mental disorders (autism spectrum
disorder: ASD). In 2021 the Centers for Disease Control and Prevention (CDC) reported
that every 1 of 44 children is diagnosed with ASD [2]. People with ASD have been
diagnosed with rapid growth over the past 20 years. They encounter various challenges
throughout their lives, including limited capabilities, repetitive behavior, interest dis-
orders, and barriers in social communication and interaction [3]. The deficits of their
reciprocity in social interaction [4] result in difficulties in the development of social
relationships [5]. For example, their abnormal social contact patterns cause the inabil-
ity to engage in two-way communication and dialogue [6], as well as the poverty of
mutual emotional exchange [7]. In addition, their language capability, such as reasoning
and expression, is often inadequate [8]. They are less likely to make requests or share
experiences. Their most apparent linguistic performance is the repetition of the others
[9].
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Furthermore, almost all patients with ASD experience difficulties in recognizing
facial expressions and nonverbal communication [10]. Due to the inability to understand
and use the meanings conveyed by gestures, they often show abnormal behavior, such as
low eye contact and improper body touch [1]. Furthermore, the incapacity of expressing
themselves by using sign gestures makes it severe for them to reason [11, 12].

ASD-related characteristics affect their family participation and pose severe chal-
lenges to their family members [13]. According to a survey by Sharpley et al. (1997),
parenting stress among ASD’s parents stems from the permanent condition that the dis-
orders’ patients do not fully recover [14]. The atypical behavioral patterns also contribute
to people’s resentment of the patients [15]. The social sphere of the entire family may
also change significantly due to the “bothering” behaviors of the ASD children. The
family may consequently reduce their social activities [16].

Caring for a child with ASD is stressful for parents. A 2010’s survey study shows
higher stress of ASD’s parents than normal ones [17] and even higher than parents of
children with Down syndrome and typically developing children [18]. On the one hand,
ASD’s parents have to deal with the child’s emotional, behavioral, and communication
problems.On the other hand, theyoften have to act as therapists, performing tasks, such as
developing the children’s language skills,monitoring the child’s aggressive behavior, and
giving the correct instruction [17]. Researchers also identified psychological problems
like depression and melancholy of ASD’ mothers [18]. Bristol (1987) suggested early
recognition of and education about the child’s deficits to cope with the stress of parenting
ASD children [19]. Communication and consensus are also essential to reduce parents’
anxiety.

All in all, it requires the participation of all family members to improve the family’s
heavy burden with ASD children [19]. However, most current intervention strategies are
designed for schools or hospitals. In this study, we aim to improve the family closeness
of youth with ASD with the help of interaction design.

Besides, we focused on the intervention strategy to help ASD adolescents to identify
their emotions. ASD patients’ incapability of identifying emotions or psychological
states of others, such as recognizing facial expression, leads to their unconcern about
emotional exchange and interpersonal relationships [20–22]. Kanner found that children
with ASD face humans in much the same way as dealing with nonliving objects [23].
Hobson’s study shows that the patients’ intellectual functioning and other indicators
were significantly impaired in face-to-face tasks with people but not in the tasks of
operating artifacts [22].

The issue of emotion recognition in ASD is worth to be addressed. Dziobek et al.’s
Multifaceted Empathy Test showed that people with ASD do have the ability to show
emotional empathy [24]. Lacava et al.’s later study shows that ASD patients were able to
learn emotional recognition with external aids. In their study, the patients became more
aware of their feelings and those of others. They also performed empathic interaction
like demonstrating and encouraging others to complete tasks or sharing items needed
by others, suggesting that their emotional recognition skills are trainable [20].

In the context of family interaction with ASD family members, while the ASD
patients fall back to express their emotions clearly and explicitly, which leads to mis-
understandings or tension, this study endeavors to help ASD adolescents to recognize,
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understand, and verbalize human emotions. It is expected to bring positive effects in the
family and enhance the life quality of the family members.

2 Intervention Strategies for ASD

Although some ASD symptoms may diminish with time, the essential difficulties often
persist [25]. Besides, they have to cope with the barriers during the transition to adult-
hood. However, most people with ASD still need help in their daily lives. As an adult,
ASD patients’ dependency causes a pessimistic idea about their future. Apparently, a
healthy social relationship, employment opportunities, and self-determination are still
ASD patients’ humane needs [26, 27]. Therefore, promoting their functional inde-
pendence is the goal of ASD intervention to reduce the burden of their life in the
long-term.

There is no treatment proven to promise full curation [28]. Some interventions target
daily living skills, including behavioral, psychological, and educational development.
These treatments are effective in promoting ASD’s ability to interact with people under
a social norm, positively impacting their families’ and personal life satisfaction [29].

The common interventions strategies coping with ASD’s behavioral performance
include operant conditioning [e.g., 30], applied behavior analysis [e.g., 31], discrete
trial training [e.g., 32], and preview transition strategies [e.g., 33]. Operant conditioning
applies Skinner’s school of conditioning theory to constrain negative actions [34]. The
basic principle of applied behavior analysis is to remind ASD patients’ reflection on
their behavior with the pattern of antecedent-behavior-consequence. Reinforcement is
a strategy to motivate positive behavior by associating the patients’ good behaviors
with good consequences [35]. As a practice of applied behavior analysis, discrete trial
training is often used in teaching children with autism by repeating performances and
acquiring patterns [36]. In this process, the ASD children’s skill training is with the help
of physical, verbal, or visual cueing and prompting in this process. If the pattern has been
developed, they further repeat the performance to acquire the target behavior. Finally,
the transition strategy refers to using verbal or pictorial itineraries to inform the child of
upcoming events and prepare their response strategy in advance [33, 37].

As mentioned before, no single strategy is ideal, and the intervention strategy is
usually tailored to the patients’ needs in practice. The intervention strategies suggest
different and potential approaches for our design task. In the following, we present the
process and result of our design research.

3 Method

We identified emotional recognition, understanding, and verbalization in a family context
as our design goals for adolescents with ASD. To this goal, we conducted an autobio-
graphical design approach, in which the first author designed an artifact for her family
interaction with an ASD family member, Tim (pseudonym). Design research about ASD
is often difficult due to finding samples. This study should provide close observation and
highly reflexive analysis about the research subject.
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3.1 Autobiographical Design

Autobiographical research aims to design a system with the self as the target user and
evaluate the design through self-use. The core of the autobiographical design is to
embody the researcher’s or designer’s own experience in the system design and explo-
ration, and many systems are used according to the actual needs of the designer or
researcher in the design process.

In their 2012 study, Neustaedter & Sengers noted that design research draws on the
extensive and authentic use of those who create or construct it, meaning that actual use
must be based on the real needs of the researcher rather than pretending to have a target
group and anticipating their needs [38]. Also, an autobiographical approach to design
can make designers more responsible because it allows them to feel the impact of the
device or system on the subject [39]. The first-person experience with close observation
could suggest a more accurate and deep understanding of the use situation that is difficult
to achieve in other approaches. Besides, the process and result of the design practice
could inspire heuretic theory construction with authentic understanding and reflection,
especially in complex interpersonal experience research [40]. This personal, experiential
understanding can also inspire other new design research.

3.2 Procedure

This autobiographical project lasted 128 days. The first author developed her device
and used a diary to collect data from Tim and his family members (including the first
author) to document the whole experience. The process included an early survey about
Tim’s personal preference and behavior, the developing process (70 days), and the usage
(58 days). Also, Tim’s family members were interviewed about the developed and per-
ceived family interaction. This helps understand their subjective experience and the
potential and weaknesses of the design artifact.

As suggested byAnderson’s analytical approach of autoethnography [41], the project
was under the guidance and supervision of the second author (external insider) to
avoid the potential bias from the designer/researcher’s attribution bias in the design
process and data analysis. Besides, an ASD therapist (the third author) inspected the
design and research process to avoid detrimental interventions and provided professional
suggestions to infer the result.

3.3 Tim as Subject

To better present our design as an intervention strategy, we briefly describe some of
Tim’s behavioral characters from our observation as follows.

Tim is a junior high school boy and clinically identified as an ASD patient. He
lives together with his parents, and his sister is our first author, who sometimes stays
with the family. When Tim was with his family, he often hid his dissatisfaction and
showed indifference to peer relationships, making it difficult for the family members to
provide appropriate care and concern to him. However, Tim’s emotional outbursts are
often intense, unpredictable, and sometimes even self-harming. Other family members
reported that Tim might have difficulty recognizing his own emotions. As a result, it is
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challenging for close familymembers to interpret and understand Tim.His unpredictable
and unreasonable emotional changes mainly cause anxiety and stress for the family
members to take care of him.

Besides, Tim is frustrated when experiencing any slight change in his life routine.
He has fixed interests and prefers physical or electronic artifacts with mechanical and
intensive repeatingperformance.Tim tends to be attached to online videos and sometimes
overly preoccupied with crucial social information. If Tim is interested in a specific
subject, he likes to phrase his curiosity and repeat to his family members regardless that
his mania has become bothering.

3.4 Design Artifact as Intervention Strategy

Our design goal is to help Tim express his emotion properly and understand the family
members’ emotional status. The artifact to be designed should provide an emotional
communication channel for Tim and his family members, which further improves his
social skills and the family’s well-being. As an intervention strategy, we adopted the
discrete trial training method, and a one-bit interactive device (Fig. 1) was designed and
prototyped for Tim and the family members to express negative emotion.

The one-bit device is a punching bag with mono input and output. When anyone hits
the device, an LED lights on. In our conceptual scenario, Tim, as an oppressive ASD
adolescent, is told to punch the device when he feels uneasy, angry, or anxious. Four
LEDs on an external circuit board record the usage times (hits). The cumulation of hit
times lasts 24 h and starts over at 3 p.m. A secret pushbutton is set up for the parents to
reset the counter manually. The appearance of this one-bit device as a doll and a bare
electronic board is conceptualized to ingratiate Tim’s preference.

By performing the punching, we expect Tim to acquire an alternative strategy to cope
with his negative emotion and reduce his emotional suppression. The LEDs are mainly
designed for other family members to observe Tim’s emotional situation. However, they
should also motivate Tim’s self-awareness about his own emotions.

Fig. 1. Prototyping of the one-bit device
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A place in the living room of Tim’s home is preserved for the installation of the
device (see Fig. 2), where Tim can easily approach it, and his parents can always mind
the device’s status when they are at home.

Fig. 2. Installation of the device at Tim’s home

4 Results

The first author documented her experience from the first day she started conceptualizing
her design. All qualitative data were analyzed, including coding, categorization, and
theorizing phases. The result is shown in Fig. 3. Globally, we identified ten different
interaction patterns/practices that Tim has performed with his family members. Figure 3
shows the distribution of the ten patterns on the timeline. The ten patterns are grounded
in the categories of Tim’s behavior and expression, as well as the corresponding reaction
of the family members. Describe as follows.
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Fig. 3. Timeline of the autobiographic design research and the identified practices

4.1 Prototyping Phase

The prototyping of the device was partially done at the first author’s home, in which
Tim observed her work, gave some feedback, and learned the usage. This phase lasted
70 days. Although it was only the first author’s prototyping phase, her interaction with
Tim shows several interesting facts.When the first was finishing the device at home, Tim
showed a high interest in using the design device (practice 1 & 2). His early interest lies
in the interactive function of the device rather than the symbolic meaning of the usage.

4.2 Early Phase of the Test

In his first experience with the device, Tim triggered the mechanism whenever he passed
by and was very excited to see the lighted LEDs. In addition, after “playing” with the
device, Tim was excited to show his achievement to his family. He also made repetitive
sentences to them, such as, “Look! The lights are on!” or asked his family repeatedly
about the correct usage of the device. The familymembers explicitly guided and informed
him of the concept of emotional expression. On the fifth day of the test phase, Tim’s
mother noticed his unhappy emotion and asked him to hit the device as a proper expres-
sion. Tim then made his first attempt and showed the activated device to his mother. His
mother returned her pleasure with approval.

Since then, Tim would use the device as a demonstration of his dissatisfaction to the
family members, although these are often under the suggestion of others (practice 3).
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Moreover, Tim noticed that his family would always respond to him if he activated the
device. Therefore, he often presented the activated device to the family as his strategy
to mediate his desire to be noticed (practice 4 & 5).

4.3 Later Phase of the Test

After four weeks, we could identify a shift into a more mature usage for Tim and his
family. Tim was acquired to link his negative experience to the device and hit the device
to display his dissatisfaction (practice 7 & 9). This happened when Tim engaged in some
negative experience with his other family members. In this case, he punched and showed
the device to demonstrate his dissatisfaction. As a result, the family members reflected
on their interaction and tried to reshape it for a better ending.

Besides, although the device became less attractive to Tim, and his initial playful
usage had stopped once, he developed an alternative performance to initiate his interac-
tion with other family members. He pretended to fall accidentally onto the device and
then observed the family’s reaction. The whole family would look at him laughing, and
Tim would run away shy (practice 6). Since the situations of having negative emotions
are minor, Tim’s usage of the device was a mixture of these two patterns.

While we expected the emotional expression to become a fully mature usage pat-
tern, Tim sometimes hit the wall to draw the family’s attention when depressed. By his
self-harming actions, the whole family stopped their activities in hand and pacified his
negative emotions. Our hypotheses suggest that Tim would forget the device’s medium
in a state of anger, or he had an intense impulse to hit the wall for release, or he could
not expect the benefit in coping with the emotion.

4.4 Epilogue

It seemed that the device did provide some change in Tim’s behavior. The first author
left the device in her family and let Tim and the members use the device. About five
months after the start of the project, we were informed about a special event:

It was a common school day. Tim was frustrated by his peer experience at the school
and felt excluded. When Tim was back from school, Tim was demotivated to finish his
homework. Although his grades and homework have always been a disaster, his mother
still expected him to meet the lowest line – do what he can do. On that day, while Tim
ignored his mother and continued to watch the video, the mother felt like losing her
last hope. She silently moved to the wall and, suddenly, punched the device hardly.
She shouted, “I’m so angry!” While the mother thought that Tim would disregard her
dissatisfaction as always, surprisingly, Tim got up without saying a word, put away his
smartphone playing the video, quickly spread out the homework, and then began to work.
All the family members present did not say anything.

We know that Tim was scared by his mother. However, a significant change is that
he was aware of the intensity of her anger by the device. It seems that the device has
successfully created its symbolic meaning.
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5 Discussion and Conclusions

The discussion about the project’s outcomes can be divided into two parts, Tim and the
whole family. On Tim’s part, our goal is his self-awareness of emotions and a better
practice of emotional expression. However, we found it highly challenging – although
potential – to completely change Tim’s behavior by design. By informing him about the
usage protocol and reacting to his performance, a new pattern was not really stabilized
in a period of two months. Two issues: On the one hand, it could take longer to achieve
the transformational goal; on the other hand, family members’ reaction to his playful
usage was not protocolized. They react to Tim’s play with a positive attitude, which
might weaken the link between the device and its original goal.

On the family’s part, a simple one-bit devicemotivated new interaction, which gener-
ally leads to an experience of relatedness. For Tim’s family members, the device helped
to recognize Tim’s bad emotions, which occurred in the domestic context. Consequently,
the family members became more sensitive to the impact of their behavior toward Tim.
However, from our observation, they could still not identify Tim’s dissatisfaction caused
in other contexts, such as his peer relationship or school experience. The reason could
be that the emotional articulation via a device needs to be done in a timely manner.
However, the device was installed and can only be used at home.

Nevertheless, we unexpectedly identified a couple of new practices of family interac-
tion. First, because of the cute appearance of the device and Tim’s playful performance,
his self-presentation with the puppy was gracious. The family members were better
engaged in the interaction with Tim. Second, although the targeted behavioral transfor-
mation was not complete, Tim was able to recognize the device as an emotional channel.
Evidence is that he reacted precisely to themother’s performance. This outcome inspired
our future work to redesign the device as a bi-directional communication channel.

This study is autobiographical design research with a single-case study. While we
should not generalize the result, the outcomes of this study suggest that a simple inter-
active device could change the family experience with an ASD youth. In conclusion,
emotional expression with a one-bit device is too abstract for our ASD subject to acquire
in two months and, when the initial attractiveness disappeared, Tim’s motivation to use
the device in the later stages was sustained by the interaction with the family. The device
plays the role of an alternative channel in which specific patterns and interpretations
are packaged. Furthermore, despite the limitation of generalization, the autobiograph-
ical experience of probing the one-bit device in the first author’s domestic life shows
different potentials to shape interpersonal experience between ASD children and their
families. Finally, we suggest that design as an intervention tool or strategy functions
differently in the family context than therapists’ intervention treatment in the clinical
context. Here, interpretation is situated, and all familymembers are contributors creating
the joint meaning.
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Abstract. Communication and teamwork are skills underpinned by a
person’s ability to perceive, interpret and understand another’s emo-
tional state, and respond in an appropriate manner. Children, adoles-
cents and young adults with Autism Spectrum Disorder (ASD) struggle
with these “emotion recognition skills”, often impairing their ability to
communicate effectively. A range of interventions have been created and
studied, yielding mixed results. Some of these interventions utilise ele-
ments of Paul Ekman’s research into expression of emotion. This paper
reviews and discusses several of these studies, considers the technical
problems in each, and proposes a future framework for continued devel-
opment in this field.
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1 Introduction

Autism Spectrum Disorder (ASD) is a life-long neurodevelopmental condition
affecting on average one in every 160 children worldwide [1,2]. ASD can impair
individuals in a number of ways. The American Psychiatric Association diagnos-
tic criteria include “persistent deficits in social communication and social interac-
tion across multiple contexts” and “restricted, repetitive patterns of behaviour,
interests, or activities” [3]. Hallmark features of the condition include deficits in
social-emotional reciprocity, nonverbal communicative behaviours used for social
interaction, and the ability to develop, maintain, and understand relationships.
The behaviour patterns exacerbate inter personal communication when engaged
in unplanned or seemingly unplanned social interactions. These deficits can place
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children with ASD at higher risk of being the victim of bullying and other vic-
timising behaviour [4], which may go unreported in a high number of cases due
to lack of ability to perceive bullying behaviour [5].

At this time, many of the ASD treatment and intervention studies focus on
intervening during a child’s early developmental period prior to entering full-time
education. These interventions often involve inclusive engagement and encourag-
ing interaction between children with ASD, resulting in the participating children
attaining outcomes approaching par with their Typically Developed (TD) peers
[6].

Interventions with older children and adults are less common, and often focus
on active training of the participant’s understanding of social cues, aiming to
improve understanding of social situations and respond appropriately. One study
carried out with high functioning autistic adults used six of seven basic emotions
(happiness, sadness, anger, disgust, fear, surprise) in an intervention. Results
showed the participants displayed a significant increase in the ability to read
the face and eyes; however, the effects were limited to the directly trained task,
and did not generalise to other outcomes measures [7]. These basic emotions,
excluding neutral, form one of the primary components of Ekman’s Facial Action
Coding System (FACS), a cross-cultural and internationally recognised system
for identifying and encoding split-second emotional signals, or micro-expressions
universal to humans (Ekman’s system includes contempt). FACS, and Ekman’s
further research, extends far beyond these seven emotions to include other emo-
tional signals within posture, expression, and mannerisms [8]. These nonverbal
signals are part of subconscious and non-verbal communication, which people
with ASD of all ages have a greater difficulty identifying than TD persons. This
struggle with social skills can lead to lower employment outcomes amongst ASD
adults; and may restrict them from entering managerial positions [9].

The utilisation of Serious Games-video game design methods and mechan-
ics applied for non-entertainment purposes-in interventions and treatments is
becoming increasingly common to many neurodevelopmental disorders, with
varying degrees of success in both ADHD [10] and Autism [11]. A Serious Game
(JeStiMulE), similar to the one in the above referenced study, included com-
plex emotions and contextualisation. This game showed improved performance
when testing participants on a cartoon tasks, and equally promising results on
real world character tasks. No evidence was shown regarding how the partici-
pants performed when subjected to tasks beyond the range of the intervention
game [12]. Whilst some would argue the effectiveness of using computer models
or cartoons to perform this training, other studies have shown that TD adults
recognise most emotions as effectively on photo-realistic human models in VR
when compared to selected images [13].

In this paper we discuss how comprehensive utilisation of FACS within a
game environment may aid in the development of generalised social and com-
munication skills and propose a framework for future development and testing
of such an environment.
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2 Previous Research

2.1 Overview of Studies

Prior studies have shown differing results regarding the benefits of FACS training
and testing, particularly regarding whether the skills taught can transfer to more
general situations and experiences.

The Bolte et al. study [7] used a repetitive testing and training program.
One thousand images were obtained from a variety of sources, which were then
shown to a TD control group, either as the complete image or an edited view of
the eyes and eyebrows. The TD controls were then asked to identify the emotion.
Only images with a 90% or higher rate of agreement were utilised during pre- and
post-intervention training. This resulted in a subset of 90 images (50 full face, 40
edited). The training, which utilised a separate range of 500 images, was delivered
to 10 adult participants with ASD for 2 h a week over five weeks. During training,
the participant was provided with the images and asked to identify the emotion.
When the user responded correctly, they were provided with positive visual and
audial confirmation. When they responded incorrectly, they were invited to read
an explanation as to why, as well as a comic strip of the emotion in context.
During pre-and post-intervention testing, the same procedure was performed
utilising the two verified image sets separately, albeit with no tutoring provided.
The study used a series of behaviour measures pre/post intervention to test its
efficacy. The only measure that showed a statistically significant outcome was
the face-and-eyes test utilising the 90 image subset (at p = 0.04 for the full-
face images, and p = 0.03 for the eye images). All other measures showed no
change “worth mentioning”, with the only one mentioned being the rating of
stimuli from the International Affective Picture System (IAPS), for which no
information was given [7].

In a similar study, Silver and Oakes [14] presented autistic adolescents with a
series of more contextualised images and short stories split into 5 sections. In each
section, the participant needed to answer 20 problems correctly to advance to the
next section. Incorrect responses prompted the user to attempt the same problem
again. The training was delivered in 10 half-hour sessions over two weeks, during
which the training was completed a mean of 8.4 times per student. Rather than
using all of Ekman’s basic emotions, this study used two or four multiple choice
options for each problem, for example “happy, sad, angry or afraid”.

Beyond observing how the participants improved during the training appli-
cation itself, this study utilised three explicit metrics: a standardised set of 10
expression photographs the participants were asked to identify, 22 cartoons for
which they were asked to give and justify an emotion, and Strange Stories- a
set of scenarios where the participant must explain something non-literal that
is said within. The latter two metrics were assessed by two examiners, whose
results agreed with one another. Both Strange Stories (pp = 0.016) and the car-
toons (p = 0.041) showed a significant improvement in performance [14].

In a later study, Serret et al. [12] used a more stylised application. School-
age participants with autism spectrum condition (ASC) were taken through two
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distinct phases. The “Learning Phase” showed participants stylised 3D models
out of context using facial expressions, gestures, and sound cues. The “Training
Phase” placed these models, voice clips and so on into context, using a variety of
tasks in which participants identified emotions and responded to them. Of note,
the same action-for example, a fall-was displayed in different contexts and the
participant was expected to appreciate the difference to be allowed to advance in
the game. This training was delivered in two-hour sessions over four weeks. The
effectiveness of the program was measured using a multiple-choice test, similar to
ones used in the above referenced studies, in which the participant was shown an
image and asked to select an emotion that matched. This test was administered
with the in-game models, as well as human photographs that included both
face-only and fully posed. The test also included real life images which included
context. For most emotions tested, the students showed significant improvement
(p = 0.01) on both the avatar and the real-life picture tasks. Notable exceptions
were avatar facial anger (p = 0.47), real-life gestural fear (p = 0.26), and mixed
results with the contextualised scenes (varying from p = 0.01 to p = 0.85) [12].

2.2 Issues with Experimental Design in Reviewed Studies

All three of the studies above agree to some extent that the recognition of emo-
tions is a trainable skill; however, especially when it comes to generalisation of
this skill, the degree to which the skill can be trained is a point of contention,
as well as whether training increases interpersonal communication skills and
empathetic reasoning.

Bolte et al.’s study suggests that the skill of emotion recognition can be
taught, yet the potential for generalisation to the development of theory of mind
is unclear. Despite the overall similarity in the form of the intervention, both
Silver and Oakes and Serret et al. suggest that there is some generalisation,
albeit to different degrees, through the Strange Stories test and the real-life
contextualised images.

Without knowing what measures Bolte used outside of those mentioned in
their primary paper, there is only so much conjecture that can be made regarding
its outcomes and potential further application. As such, much of the following
critique will focus on Serret et al. and Silver and Oakes’s studies, which it could
be argued, have not truly tested whether the skill that was taught generalised
to real-world social communication. In these studies, the experimental design
used to evaluate the success of the intervention utilised techniques that bore
similarity to the interventions themselves.

The diagnostic tools in these studies used predetermined and standardised
stimuli that are designed to provoke a clear and unambiguous response, as
opposed to the greater range and ambiguity of human emotion, particularly
in context. These stimuli were presented in a controlled environment in which
sensory load and extraneous information were reduced. Additionally, partici-
pants were allowed to take as much time as needed to formulate a response to
each stimulus. Whilst these studies do indeed show that the tasks in question
teach skills that generalise well to similar and related tasks, there is insufficient
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information to determine if the participant’s overall communication or emotional
processing skills improved in a real life context.

It is plausible that the application in Bolte et al.’s study did not show gener-
alisation because that particular application does not teach the emotion recog-
nition skill in a general manner. This study focused only on the face and facial
expressions, with close to half of the images focusing only on the eyes, with no
postural training, nor context based scenarios. The only sound provided to the
subject were a series of positive or negative feedback sounds. By comparison,
the other studies mentioned utilised a range of stimuli that display the face and
body, which aids in emotion recognition when the person is at a distance or
viewed at an angle, as happens in real life scenarios. Ekman notes that gestural
positioning can inform how someone feels during a confrontation, for example
the direction one points their feet and places their arms during a conversation
such as hands behind the back shows more anxiety and less confidence than
hands linked in front.

The training in each study also varied in intensity, length and structure. Sil-
ver and Oakes’s study progressed through five phases, designed to be performed
multiple times. Once a participant trained on one specific aspect of the skill,
they progressed to another. A similar structure was used in Serret et al.’s study,
with the exception that the program was designed to be completed only once.
Conversely, in Bolte et al.’s study, single task was repeated interrupted only by
feedback and tutoring, which, as the training task bears much similarity in struc-
ture and process to the only measure observed to have significantly improved,
could imply that the training in this instance was situation-specific.

2.3 Technological Constraints

What all three training applications have in common is the use of static images
to test, and in many cases train, the target skill. Whilst it is a common and
sensible technique to assess the target skill on a fundamental level, it is also
reasonable to suggest that photographs limit information and context. Emotions
do not simply appear on a face and are permanently present. Emotions have a
temporal element. In real life the face has visual depth that does not come across
in a 2D photograph, nor in a model displayed on a screen.

To address the problem of visual depth, some studies have investigated the
feasibility of using high realism virtual-reality avatars for training and evaluation
of facial recognition. Of note is one study in which a set of 44 facial avatars
were created, selected, and compared to an analogous set of 44 images from
the Penn Emotion Recognition Test [15]. These avatars applied Ekman’s Facial
Action Units, which codes for how individual parts of the face move to produce
facial expressions that form a major component of FACS. In this study, only five
basic emotions and neutral were utilised - Happiness, Sadness, Fear, Disgust and
Anger. The test group was a single cohort of TD adults between the ages of 18
and 65.

This study produced promising results. All six emotions were correctly inter-
preted approximately as often on the VR avatars as the selected photographs.
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The two emotions that varied significantly were disgust and anger. Disgust was
correctly identified less frequently (52% of the time on the models, compared to
68% with the photographs), with an increase in misidentification of disgust as
fear (16% of all responses to disgust models, compared to 6% of responses to
disgust photographs). Anger, on the other hand, was identified more frequently
(67% VR compared to 49% photographs) with the greatest change coming from
neutral responses (3% compared 17%). Interestingly, there was a notable increase
of identification as disgust [13]. Thanks to Serret et al.’s study posting their
results in a similar level of detail, we can draw comparisons between the two. In
this case, Happiness and Fear were correctly perceived less often in the avatar
tasks, and anger was perceived more often. When full gestures were included,
anger and disgust were identified less frequently in models compared to pho-
tographs prior to training, and slightly more often after. Whilst the overall
results show promise, these inconsistencies highlight the difficulty of training
the emotion recognition skill in any manner.

These inconsistencies, however, offer insight into the technical challenges of
developing an intervention program. Of note, the models in the above referenced
studies included a “temporal element” of emotion transitioning from neutral to
the target expression. In a questionnaire regarding the experiment, some par-
ticipants attributed the animations to making the tasks feel “easier”. It follows
that “neutral” and “none/unknown” would be selected less often, as the viewer
can directly see the face moving away from neutral and moving towards an
emotion. Interestingly, this experience does not hold universally across the emo-
tions tested. Both sadness and disgust provoked more “neutral” responses. This
finding could imply that the transition animation for disgust added unhelpful
or misleading information, and the animation for anger specifically added useful
information. That fewer participants identified anger as neutral suggests that, in
this study, animation made the emotional elements more distinct. The increased
rate of identification of anger as disgust provides further support. Similarly, the
transition from neutral to disgust may have influence viewers to perceive the
stimuli as more fearful and retreating.

A further potential explanation is that these VR models lack posture and
context which provide additional information about a person’s emotional state.
This context is missing in both sets of images, which may explain some errors in
both. Returning to the study by Serret et al., before and after training, partici-
pants generally scored higher on the contextualised images. Anger was typically
associated with aggressive and advancing gestures, proceeding towards the par-
ticipant, whereas disgust was associated with retreating gestures in which the
face and body turn away from the participant [8,16]. This finding aligns with
the results found, that the face remaining in the same place was interpreted as
an aggressive (not retreating) motion. This finding would be compounded by
the perception that the face should be moving in this manner, since the face is
otherwise moving.

A third possible explanation is that the faces, while realistic enough to not
cause the users any active discomfort, may have been disturbing enough to
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trigger what is known as the uncanny valley effect [17], a hypothesised relation-
ship between human resemblance of non-human objects, and a human’s response
to them. According to this hypothesis, a human’s emotions about an object
become more positive and synchronous as the object takes on more and more
of a human appearance, until it reaches a point where it is near, but not truly
human in appearance. At this point, human emotions towards the object become
more uncomfortable and negative as the “synchronicity” is broken. Eventually,
the object becomes realistic enough to feel familiar once again.

Fig. 1. A graph showing the uncanny valley, a hypothesized relationship between how
much an object resembles a human being and how a human will react to that object.
“Shinwakan” could be more accurately taken to mean “synchrony”. Extracted from
[17]

As shown in Fig. 1., the effects are amplified when the object is in motion. It is
therefore very possible that people may have found the VR image more uncanny,
uncomfortable, and aggressive, thus explaining the slightly higher incidence of
anger when presented with disgust. Even a simple chat-bot can fall prey to this
effect. In this study, a chat-bot with an avatar displayed was perceived as much
more unnerving and incompetent compared to the same algorithm without it,
even causing some physiological responses such as increased heart rate [18].

Serret et al.’s study provides further support. The avatars used were distinctly
non-human enough to avoid a negative response, yet humanoid enough to retain
their usefulness for training. Interestingly, some studies suggest that this effect
is absent in ASD children, with participants in tests showing an equal preference
across a spectrum of “realism”, whereas a TD control group felt the most favour
towards explicitly real or explicitly unreal objects [19]. This finding would be at
odds with the aforementioned results in Serret et al.’s study, warranting further
investigation.
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3 Opportunities and Emergent Technologies

3.1 Technological Opportunities

3Lateral’s MetaHumans project, now publicly accessible through Metahuman
Creator, a cloud-based tool released by Epic Games to work with their Unreal
Engine games development platform. These allow for the procedural creation
of realistic and easily animated human faces and bodies, within natural human
facial constraints. One major demonstration of the technology in 2018 showed the
framework’s ability to faithfully replicate facial expressions through the motion
captured performances of a number of prolific actors.

Metahuman Creator provides a fully rigged and animation-ready asset to
use in Unreal Engine, including the full body. This allows for an easier inclusion
of context regarding body positioning and gestural indicators, similar to the
application utilised in Serret et al.’s study. The rigging provided for the facial
structure aligns with the Action Units in the Facial Action Coding System,
allowing for straightforward procedural generation of the expressions for any
given asset (Table 2). These may be generated manually, or through the use of
Motion Capture systems, which may assist in providing a more natural look.

Further, these parameters are finely adjustable, such that facial expressions
can be replicated at varying levels of intensity. A potential novel application for
this system involves training the participant in a manner similar to how “marked
card cheats” train themselves. Some “card cheats” initially practice with clearly
“marked” cards, then gradually reduce the intensity of the marked pattern until
the pattern is nearly invisible. At this point, someone not trained on the pattern
will find it impossible to notice, whereas the trained player will be able to identify
the pattern, and thus the card with near perfect accuracy. This approach could
be applied to emotion recognition training starting with emotions shown to a
high, almost inhuman degree, which may be aided by the aforementioned lack
of the uncanny valley. Once the participant is succeeding at a sufficiently high
rate, the intensity of the emotion could be reduced until the expression reaches
normal or subliminal levels [20] (Table 1). This approach is somewhat analogous
to Ekman’s own system for training clients to notice micro-expressions described
as minor, uncontrollable and brief signals of how a person is feeling (Table 2).
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Table 1. A table showing a model generated with Metahuman Creator displaying 4
different intensities of happiness.

Neutral Low Happiness Moderate Happi-
ness High Happiness

Metahumans are also sufficiently optimised to work on commercial virtual
reality headsets at certain levels of quality. As mentioned prior, this could have
benefits and drawbacks. The utilisation of Metahumans in a VR setting may
increase immersion with the software, as well as allow the user to approach and
view the model from various angles. It could also enhance the context provided
by a potential game element, with intractable objects. Further, early studies
are promising in showing that VR environments can improve outcomes with
interventions regarding ASD [21]. However, it is possible that it could induce
subliminal uncanny valley effects, or, if the user is invited to move around the
scene, induce many of the classic effects associated with extended VR use, such
as motion sickness. There are also multiple accessibility concerns with this app-
roach.

3.2 Development of Improved Experimental Methods

Whereas care must be taken to ensure that the testing of any intervention imple-
mented sufficiently tests the skills required, there are a number of useful aspects
of the aforementioned studies that can be utilised here. Of particular note in the
implementation phase is ensuring that the facial expressions generated do indeed
align with TD people’s perception of emotion. Consequently, the methodology
that Bolte et al. utilised of testing the image base on a large TD test group, and
utilising images, animations and scenarios that have a high agreement rate will
be essential in developing an effective intervention. This should also naturally
remove any bias arising from the uncanny valley effect. Further, as previously
explored, it may also be prudent to ensure that the VR environment not only
provides equal or better correct response rates amongst TD persons where pos-
sible, but also that the relative error rates for each incorrect response are also
as similar to real photographic samples as possible.
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Table 2. A table comparing expressions recreated on a model generated with Metahu-
man Creator against official examples from the Paul Ekman Group [22].

Happiness - AU
6 (cheeks raised)
& 12 (Lip corners
pulled back)

Sadness - AU 1 (In-
ner brows raised),
4 (whole brow low-
ered) & 15 (Lip cor-
ners depressed)

Surprise - AU 1,
2 (inner and outer
brows raised), 5
(Upper eyelids
raised) & 26 (Jaw
dropped)

Fear - AU 1, 2, 4
(inner and outer
brows raised, whole
brow lowered) 5,
7 (upper eyelids
raised, eyelids
tightened), 20 (lips
stretched) & 26
(jaw dropped)

Action Coding Ekman Group Example Metahuman Recreation

(continued)
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Table 2. (continued)

Anger - AU 4
(whole brows low-
ered) 5, 7 (upper
eyelids raised and
eyelids tightened)
& 23 (lips tight-
ened)

Disgust - AU 9
(nose wrinkled),
15, 16 (lip corner
and lower lips
depressed)

Contempt - One-
sided AU 12 (lip
corner pulled out)
14 (dimples)

The two primary objectives of the intervention are to “raise emotion recogni-
tion” and “improve communication skills”. As well as simply testing the former
in a manner similar to the aforementioned studies, Happe’s Advanced Theory of
Mind Test may also be useful - in this test, similar to the Strange Stories test,
the test taker is provided with a scenario in which one character says something
factually false. They must then identify the falsehood, and explain the emotional
reasoning behind it [23].

As the ASD population is very heterogeneous, it can be a challenge to match
subjects for a between-subjects study. As such one alternative approach would
be to utilise a within-subject repeated measures design. In such a study, partic-
ipants alternate between the active intervention session, a control intervention
session and testing, thus controlling for differences between what may be a low
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number of participants [24]. As such, it will be necessary to investigate cur-
rent training methods utilised by the tutors and families of those with ASD to
properly compare and contrast.
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Abstract. Autism Spectrum Disorder (ASD) is a growing concern world-
wide. To date there are no drugs that can treat ASD, hence the treat-
ments that can be administered are mainly supportive in nature and aim
to reduce, as much as possible, the symptoms induced by the disorder.
However, diagnosis and related treatments in terms of improving com-
munication, social and behavioural skills are very challenging due to the
heterogeneity of the disorder and are amongst the largest barriers in sup-
porting people with ASD. Thanks to the recent development in artificial
intelligence (AI) and machine learning (ML) techniques, ASD can now
be aimed to be detected at an early age. Also, these novel techniques
can facilitate administering personalised treatments including cognitive-
behavioural therapies and educational interventions. These systems aim
to improve the personalised experience for the people with ASD. Acknowl-
edging the existing challenges, this paper summarises the multitudes of
ASD, the advancement of AI and ML-based methods in the detection and
support of people with ASD, the progress of explainable AI and federated
learning to deliver explainable and privacy-preserving systems targeting
ASD. Towards the end, some open challenges are identified and listed.
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1 Introduction

1.1 Autism in the Global Context

Autism Spectrum Disorder (ASD), popularly termed as ‘Autism’, is an umbrella
term that encompasses a range of conditions with different abilities and prob-
lems. Though a report from the World Health Organisation (WHO) claims that
1 of every 160 people have autism [29], the actual number appears to be very
high in the United States of America and Europe. In the United States, it is
estimated that about 1 in 54 children of 8 years have ASD, 1 in 77 in Italy while
1 in 160 in Denmark and Sweden and 1 in 86 in the UK. There are no specific
data about certain countries, but as shown in Fig. 1 Africa, Europe and Americas
are with the highest burden. In children, it can be characterised by difficulties in
social communication and in interacting with limited or repetitive behavioural
and interest patterns or irregular activities [9]. Diagnosis of ASD is often diffi-
cult, especially in the early days, since there are no typical medical tests, such
blood tests which are available for other conditions. The diagnosis process starts
with the general practitioners or, in some countries, the paediatricians exam-
ining subjects to identify any possible signs of autistic traits. In cases where
positive signs are noticed, the subjects are potentially referred to specialist psy-
chologists or psychiatrists for further behavioural evaluation [3]. Although the

No data 0% 0.4% 0.6% 0.8% 1% 1.2%

Source: IHME, Global Burden of Disease

Fig. 1. Prevalence of autism spectrum disorder worldwide in 2017. Modified from [21].
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diagnosis process of autism can start at a very young age, for example, as early
as 18 months, the definitive diagnosis usually occurs at an older age due to the
complexity in the diagnosis process and the data needed to clearly understand
the behavioural traits [2,28].

1.2 Autism and Its Multitudes

ASD is a multifaceted disorder that can affect different people differently. Since
the adoption of the Diagnostic and Statistical Manual of Mental Disorders, 5th
edition (DSM-5) diagnostic criteria for ASD in 2013 [10], the individuals have
been broadly classified to the three levels based on the severity of the disorder:
level 1, level 2, and level 3. With growing impairments as the levels go up, people
are able to show different extents of social communication skills with restricted
and repetitive behaviour. Some of the symptoms belonging to each of the levels
are summarised below, however, it should be noted that some of these symptoms
might also be manifested by relevant psychiatric comorbidities [11].

(i) Level 1 requires some support
– Social communication: They show social communication deficits which

cause significant impairment, have difficulty in initiating social interac-
tions and show atypical or unsuccessful responses to social openings by
others. These individuals show a reduced interest in social interactions.

– Restricted and repetitive behaviour : They show inflexibility of behaviour
which causes significant interference with functioning in a variety of con-
texts. Their difficulty in switching from one activity to another leads to
problems in organisation and planning that hinder their independence.

(ii) Level 2 requires substantial support
– Social communication: They show substantial deficits in verbal and non-

verbal social communication skills with social compromises visible even in
the presence of support and show limited initiation of social interactions
and reduced or abnormal reactions to social openings by others.

– Restricted and repetitive behaviour : They show behavioural inflexibil-
ity and difficulty in coping with changes with restrictive and repetitive
behaviours in different contexts. Also they show discomfort and difficulty
in changing the object of attention or action.

(iii) Level 3: requires very substantial support
– Social communication: They show severe deficits in verbal and non-verbal

social communication skills that cause severe impairment of functioning
with very limited initiation of social interactions, and minimal reactions
to social openings by others.

– Restricted and repetitive behaviour : They show severe behavioural inflex-
ibility with extreme difficulty in coping with changes. Restrictive and
repetitive behaviours are very frequent and evident in a variety of con-
texts that interfere with almost all areas of functioning, including great
discomfort or difficulty in changing the object of attention or action.
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From the functionality perspective, autistic people can be categorised as High-
Functioning Autism (HFA) and Low-Functioning Autism (LFA). The differences
in terms of abilities and need are very different. While the HFA have average or
above average intelligence and may display exceptional skills, the LFA suffer from
severe disabilities in nearly all areas of development and require support majorly
in educational opportunities, physical and behavioural limitations and functional
skills. The severity of the behavioural traits is often used to identify the impair-
ments and understand and diagnose the disorder.

1.3 Autism Diagnosis Process

Typically, the ASD diagnostic process requires professionals to conduct a clinical
assessment of developmental age-based activities on various categories, including
behavioural excesses, communication, self-care, and social skills. Popular ASD
diagnostic tools include the Autism Diagnostic Observation Schedule (ADOS)
[17] and the Autism Diagnostic Interview-Revised (ADI-R) [25]. These tools
follow the DSM-5 manual, which provides the standard language by which clin-
icians, researchers, and public health officials communicate about mental dis-
orders [1]. However, due to the lack of concretely identifiable biomarkers and
acceptable gold standards in diagnostic criteria, the manual tools heavily rely
on behavioural observation data, which are administered and collected by health-
care professionals [28]. This type of data collected from behavioural actions and
responses to social situations are often challenging to analyse as they depend on
interpretation by the administrator and incompleteness in the data during the
collection process [28]. Unlike some other biological data types, such as genetic,
wearable and neuroimaging scans which have an optimised and established pro-
tocol for collection and analysis, there is no objectified system for capturing
constant changes in someone’s behavioural data [20].

To mitigate these challenges related to the assessments and accurate detec-
tion of ASD, recent years have seen a large number of activities from researchers
focusing on using artificial intelligence (AI) and machine learning (ML) based
methods to independently and accurately perceive relevant information from
diverse sources [12,18,27]. Figure 2 shows a typical AI/ML based data process-
ing pipeline to detect ASD using multimodal data acquired from various sources
including self-reports [2], wearable devices [3], neuroimages [20] and behavioural
data [23]. The pipeline consists of several steps including preprocessing, feature
extraction, selection and fusion, model building and classification. Each of these
steps are very important, but some of them may be skipped based on the type
of data used.
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Fig. 2. Diagram of a representative pipeline showing most common steps in an AI-
driven multimodal Autism detection system.

2 Artificial Intelligence in Autism Detection

Intelligent data-driven AI/ML based systems have been developed and utilised
to detect autism and its severity in people. These systems have been found useful
in identifying subjects with ASD and categorising them to different levels based
on their social and communication skills and repetitive and unusual behavioural
cues. Several sensors have been employed to gather data for accurate model
building. Excluding genomics and clinical data, most of the proposed techniques
have explored the possibility to be less intrusive in terms of data acquisition. As
shown in Fig. 3, the acquired sensor data can be broadly categorised to: (i) health
data containing recordings from sensors such as accelerometer, gyroscope, mag-
netometer, temperature sensor, heartbeat sensor, pedometer, brain scans/signals
and at the same time electronic health records (EHR) and self-reports; and (ii)
behavioural data that include global positioning system or GPS, video camera,
eye tracker, motion sensors, force plate, Kinect and webcam.

These diverse multimodal data acquired from the body and the environment
by means of sensors, electronic health records and self-reports cover two main
aspects of the detection process: the behavioural aspect and the affective aspect.
The various data streams related to the health data allow the identification of the
affective state of the subject. Though in some cases, the individual data streams
(e.g., self-report, heart rate variability, and brain scan/signals) may provide use-
ful inference contributing to the detection of the disorder, when the comple-
mentary data streams are fused together, the detection accuracy of the affective
state is increased [5]. The same applies in case of the the behavioural data
related to the behavioural aspect of the subject. Some individual data streams
such as camera, webcam, video camera, and GPS allow the detection of facial
expression, body movements and posture, which provide essential information
on the current emotional state of the subject as well as any repetitive behaviour
including spinning, shaking and obsessive behaviour [16]. These data streams
complement other data types, such as eye tracking, Kinect, force plate, which
serve as valuable means for identifying attention-related behavioural cues. Once
the behavioural cues and the affective states of the subject have been recognised,
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Fig. 3. An example of an Artificial Intelligence-driven multimodal autism detection
system from health data and environment data.

the extracted knowledge is fused and fed to a machine learning based classifier
for further classification to ASD and non-ASD. The outcome of the classifica-
tion is then sent to an application server which runs a decision support system
for further action (e.g., alarm, notification, etc.) and model preservation (e.g.,
contribute to a global model).

2.1 Explainable Artificial Intelligence in Autism Detection

Many of the advanced AI models that are popular today are known as black box
models as they are difficult to understand, even by the experts who generated
them, of their functioning and motivations based on of which these models learn
and predict. The problem of inexplicability is intrinsic to the very structure
of any system which, even when they are not “opaque”, are often extremely
complex, especially neural networks, made up of hundreds of hidden layers that
transmit millions of signals in ways that are extremely difficult to reconstruct a
posteriori. In situations relevant to critical areas of society, including health, care,
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assistance, independent living, it is essential that the decision making process is
transparent and is clearly understood. To achieve this transparency, explainable
AI (XAI) can play an essential role [6].

The explainability of AI methods cannot be merely considered as an algorith-
mic difficulty that demands a combination of best practices in data science and
domain expertise, and it has a strong impact in terms of accountability, secu-
rity and responsibility. XAI aims to allow computational scientists and relevant
specialists (as in domain experts) to analyse a solution from end-to-end and to
uncover inconsistencies which may lead to a sub-optimal performance in relation
to the objectives of the task that the method is aiming to solve. XAI aims to
shed light on the three processes of machine learning methods: (i) data analysis,
(ii) model assessment and (iii) production monitoring. Figure 4 illustrates the
functional block diagram of an XAI system.

Get data and clean 
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Select ML model

Scoring matrix & 
Calculate accuracy 

Explainable 
Layer

Deploy Machine 
Learning 

Model

Explaination

Machine Learning 
Model

Result

Prediction with 
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Prediction using 
trained model

ML

Fig. 4. A representative example of a pipeline with explainable artificial intelligence
based approach for autism detection.

AI has been used for ASD care, especially in terms of symptom identification,
diagnosis, and support. The detection process of ASD is a very sensitive one,
even more sensitive is what strategy will be taken to support the persons with
ASD. It is, therefore, necessary to compare predictions with ground truth (e.g.,
via split test) and evaluate the explainability (reasons) of the decision making
(prediction) process [4,19,30].

2.2 Privacy-Preserving Artificial Intelligence in Autism Detection

With the advancement of AI, data privacy has been emphasised. As AI is devel-
oping the ability to mimic behaviour patterns, sensitive healthcare data are being
shared around the world to help AI/ML algorithms improve people’s experience,
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as well as learn new tasks and techniques across datasets. AI generates better
results with more data. The main benefits provided by the FL is that it runs
in a centralised server, maintains data security and privacy, forecasts/predicts
in real time, it does not require internet and the hardware requirement is also
minimum. Due to privacy concerns, we are unable to share very sensitive med-
ical data including patient records across the internet and are still kept within
the hospital premises. Federated learning (FL) is a next-generation AI method
with better ideas about data privacy where building a model can be trusted to
retain data. FL aids in the formation of the AI/ML algorithm and maintains
data at the organisational level. As shown in Fig. 5, FL allows each organisation
to keep its own private and secured local data and provides flexible models and
ML solutions to manage real-time data [14]. Each of the local models is trained
on the local data and then the weights of the models are shared with the global
model across the internet.

Secured local database 1 Secured local database n

Organisation 1 Organisation n

 . . . . . . 

 . . . . . . 

Global model

Local model nLocal model 1

Privacy-preserved
local model’s weight

Update global model’s
weight to local model

Fig. 5. An example of a federated learning based privacy preserving personalised model
for autism detection.
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Within the context of the current ASD detection framework, there are sev-
eral sensitive health and behavioural data coming from a vulnerable population.
These include electronic health records, self-reports about feelings, brain signals,
physiological signals, video clips containing behavioural cues, facial expressions,
postures, activities, etc. The FL preserves the data privacy and addresses the
concerns related to the use of behavioural and health data. This is done by
using the data in offline and online modes for training AI-based data-driven
algorithms. The offline training happens through local models and their weights
are shared with global models for online training. Depending on the operational
context and the type of data, the method will choose a suitable AI technique.
The traditional method, such as centralised ML, do not include these benefits
and presents high data breach risk and requirs transfer of large files [15].

3 Artificial Intelligence in Autism Support

Recent research results show that people with ASD exhibit high levels of com-
fort when using digital devices such as computers, mobile phones, and tablets.
Individuals identified for specific needs can benefit from a range of AI/ML algo-
rithms. Additionally, a subset of AI/ML models can also serve as an intellectual
outlet for those individuals to nurture their creativity. The stakeholders, includ-
ing doctors, therapists, and educators have begun to explore AI-driven emerging
technologies that can aid individuals with ASD in establishing personalised and
assistive learning models, tools and social skills.

3.1 Artificial Intelligence in Rehabilitation of People with Autism

Due to the wide range of symptoms and their complexities exhibited in cases of
ASD, it is not possible to identify a specific and exclusive treatment for all people
with autism. However, there are treatments for ASD that can help them live
better. The therapeutic path must be adapted to specific treatment plan, which
should be adaptive to evolution and changes of symptoms. This is where AI-based
methods can play an important role. Focusing on this, some potential therapies
for the people with ASD where AI-driven tools to contribute are specified below:

– AI can facilitate the applied behavioural analysis for the analysis of
behaviours, understand their causes and prevent problematic consequences
by providing more effective and functional alternatives to improve their cog-
nitive abilities, behaviours and language [24].

– AI-based methods can improve cognitive behavioural therapy delivery focus-
ing on the enhancement of how nutrition, personal hygiene, ability to dress
and regulate sleep can be made functional [13].
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– Specific behavioural interventions can also be implemented with the help of
AI-driven agents, such as robots, in the presence of fairly serious particular
behaviours. This can help to decrease their frequency, severity and increase
and develop adaptive capacities [26].

– AI-based tools can also support parent training which is an important path to
facilitate the active involvement of parents to enable the activation and boost
of social interventions to increase communication, facilitate an expansion of
interests and promote emotional wellbeing [8].

– AI-based methods can facilitate the development of tools for the TEACCH
programme [22] to develop and improve their autonomy to adapting it to their
needs (visual cues, reduction of complex social interactions, follow a routine
and minimise disturbing sensory stimulations). These intelligent tools can lead
to improvements in motor skills, cognitive performance, social functioning and
communication with other children [7].

– As an important development in the field of rehabilitation is the robot-assisted
therapy which is often regarded as a game changer. People with ASD have
benefited greatly from robot-aided therapy in recent years. As a result of
advances in AI/ML and advanced robotics, cognitive and mental wellness
can now be stimulated [26].

3.2 Artificial Intelligence in Education of Autistic Children

AI-enabled tools help teachers to let autistic students to walk the path of auton-
omy through exploration of individual skills and talents and adapting teaching
strategies to support them. Figure 6 shows a representative AI/ML-based person-
alised education system which is capable of catering the need of the people with
ASD. These kinds of systems are driven by the behavioural agents which serve as
the core component of the system. Taking into consideration the behavioural and
physiological data, these systems are capable of identifying the affective status
of the learner and communicate that to teachers, carers or doctors - if needed. In
addition, the communication with supportive agents, such as a robot, can help
to detect learning status which can lead to tailor learning materials through
an adaptive learning agent considering ontologies from teaching, learner model,
task and subject matter. Finally, the adaptive learning material can be fed to
the pedagogical agent to deliver to the learner.
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Fig. 6. A representative AI/ML-based personalised education system suitable for peo-
ple with ASD.

In addition to the intelligent and adaptive learning systems shown in Fig. 6,
AI/ML can support didactic strategies such as the ones listed below.

– XAI-driven task decomposition tools to allow an initially too complex task
to be decomposed into simpler and more accessible sub-objectives. In this
process XAI-led techniques can be of great support by creating personalised
visual agendas based on individual learning needs. These agendas can visually
illustrate different activities of the school day along with their times for the
execution of the tasks including breakdown of a topic to be studied and
creation of visual and oral cues to facilitate completion.

– XAI-enabled personalised prompting and fading aid tools along with relevant
instructions can be used to facilitate the acquisition of a skill and consolidate
it, even in visual format.

– XAI-driven personalised and positive reinforcer tools to create motivational
charts and other visual tools to accompany the child as long as the reinforcer
is needed.



XAI and Privacy-Preserving AI for Personalisation of ASD 367

– Personalised generalisation and maintenance strategies driven by XAI to cul-
tivate the ability to extend the learning outside the context in which it was
learned, with different people, materials and in different situations.

4 Challenges and Future Research Directions

Despite the ongoing efforts in developing explainable and privacy-preserving
artificial intelligence for the personalisation of services to be used by people with
ASD, there are several challenges that need to be addressed in the near future
for the smooth usage of these tools and their integration in real-life scenarios. As
shown in Fig. 7, there are four main areas which require improvement for better
detection and support of people with ASD: (i) autism screening, (ii) autism
monitoring, (iii) autism assistance and (iv) autism therapy.

ASD: Current
Challenges

Autism
Screening

Autism
Monitoring

Autism
Assistance

Autism
Therapy

Fig. 7. Major areas of autism research that require attention.

The following list contains some open-challenges in autism detection and
support where the multidisciplinary community can contribute.

– Autism screening:
• Due to the heterogeneity in the ASD spectrum, not much data are avail-

able for each type of autism. Therefore more data is needed for making
more accurate predictions.

• More light-weight models are needed which are capable of executing in
low-resource devices.

• Novel explainable ML techniques which will be able to outperform the
current methods in predicting more accurately the individual ASD cases.

– Autism monitoring:
• Current monitoring devices are quite expensive which is a big barrier for

their adoption in low-and-middle income countries.
• Many of the currently used devices are off-the-shelf and require complete

redesigning through co-creation to suit the need of people with ASD.
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• Dedicated local communication protocols are needed which will allow
faster and prioritised transmission of acquired data.

– Autism assistance:
• Increase trustworthiness and reliability of the current assistive tools and

devices so that they are welcome and accepted by the people with ASD.
• Improve the design of the assistive agents with adaptive behaviour match-

ing the characters of the user’s preference.
• Enhance the data privacy, security and trust issues making the assistive

devices and tools to be impenetrable by intruders.
– Autism therapy:

• Develop novel XAI algorithms for real-time processing of acquired data.
• Develop personalised multi-layer, multi-stage and multimodal federated

learning methods for real-time decision rendering.
• Develop dedicated infrastructure capable of delivering solutions by cut-

ting edge XAI/ML technologies.

5 Conclusion

There is an increasing trend in the number of people with autism spectrum
disorder (ASD) worldwide and tackling this has been identified as a matter of
priority by many countries now. Due to the extensive range of symptoms, their
manifestations in people and the singularities of the conditions, they are chal-
lenging to be treated with conventional treatment strategies. To mitigate this,
in recent years, growing efforts have been noticed from the artificial intelligence
(AI) community to build intelligent systems capable of dealing with ASD and its
heterogeneity for personalised and privacy-preserving service delivery. This work
summarises the multitude of autism, its diagnosis process, and the role of AI in
its detection and support. Focusing on explainable AI and federated learning for
autism detection, it also discusses the role of AI in the rehabilitation of people
with autism and their education. Towards the end, open challenges and future
research directions are listed.
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Abstract. This review strives to collect, contrast, and systematize criteria for an
inclusive museum for people with learning disabilities in guidelines and scientific
publications. The aim is to provide an overview of relevant criteria and information
for museums to improve access for people with learning disabilities. In addition,
it will be examined to which extent persons with learning disabilities are involved
in the development of guidelines or the research of accessibility requirements. A
literature review was conducted to identify relevant accessibility criteria for peo-
ple with learning disabilities. The review highlights that scientific publications
focus on exhibits for the inclusion of people with learning disabilities, whereas
guidelines propose general actions and measures. In particular, guidelines men-
tion many access preferences for people with learning disabilities, whereas many
of these criteria do not appear to be generally accepted yet, because some criteria
are considered important by only one guideline. The small number of relevant
guidelines and scientific publications identified in this review signifies that people
with learning disabilities are only partly considered within the museum context so
far. The importance of participatory research approaches is emphasized but com-
monly not yet been implemented. There is a need for further research that focuses
on access preferences and the specific needs of people with learning disabilities
in a participatory way. The development of guidelines should be accompanied by
scientific studies, and research projects should pursue more participatory research
approaches. Furthermore, the benefits of digital assistive technologies asmediation
media should be examined in future works even more.

Keywords: Learning disability · Inclusive museum ·Museum accessibility ·
Accessibility criteria

1 Introduction

According to Arinze [2, p. 1] “the early museums were elitist, uninspiring and aloof
as they encouraged only the educated people to visit them. The general public were
excluded”. There is the assumption that the origin of themuseum lies in the publication of
private collections. The purposes ofmuseums range from attributes of sacred and profane
power through a personal demonstration of wealth to the acquisition of knowledge and
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culture [23]. The post-ancient was the beginning of ecclesiastical and royal treasuries.
One example is the “Königliche Schatz-Kammer” in Dresden, which was established
in 1723. Not everyone and only a maximum of three guests at the same time were
allowed to visit it [27]. At the end of the 18th century in the context of elucidation and
revolution, a location emerges, where objects were permanently stored and exhibited to
visit for everyone. Additionally, there was the need of explanations for the exhibits for
the wide public [27]. The goal of museum development from then on is the welfare of
society as a whole. To make this possible, the museums must be accessible to everyone.
Nevertheless, museums define access in different and often competing ways. Bennett [3]
described this contradiction in his book “The birth of the museum”: On the one hand,
there is the demand for more cultural participation and thus for barrier-free access,
that museums are accessible to all people and their needs, regardless of their gender,
nationality, disability, etc. For this purpose, it is not enough to reproduce information in
text form. Visitors should be given the opportunity to experience it via different channels
according to their requirements. On the other hand, museums are obliged to restrict the
access to collections and public handling, to preserve cultural heritage. Or to put it in
Bennett’s [3, p. 105] words: “[…] museum’s future as part of the leisure industry, urging
that the people should be given what they want, while the latter, retaining the view of
museums as instruments of instruction, argues they should remain means for lifting the
cultural and intellectual level of the population.”

Thus, today’s museums can have an exclusive and inclusive character. Dodd and
Sandell [11, p. 15] give an overview about that: “It will be argued then that museums
should have a social purpose - that the functions or activities of collecting, preserving
and displaying are not undertaken for their own sake but rather as means to a number of
social ends. Those ends may take many forms - museums can inspire, educate, inform;
they can promote creativity, broaden horizons and expose people to new ways of looking
at the world, all of which have a relevance to discussions about the museum’s contribution
to social inclusion. They also have the potential to deliver social outcomes less commonly
assigned to museums - they can enhance individuals’ self-esteem, empower communities
to take greater control over their lives, challenge stereotypes and tackle intolerance.
Some of them can utilise their social impact to play a direct role in combating some
of the problems that disadvantage many diverse communities and individuals described
by some as ‘socially excluded’ - poor health, crime, low educational attainment and
unemployment”.

The last decades have prompted museums to rethink their purpose and responsibil-
ities in society. The traditional concept of museums in terms of limiting the reception
of their exhibition content and the curation of exhibitions were in contrast to the civic
purpose of museums. That is why museums have developed an increasing awareness
of the needs of the general public and to think about more participatory conceptions
of exhibitions [13]. But there has been also an increasingly professional and academic
debate and research around the issues of social inclusion agendas of museums. Dodd
and Sandell [11, p. 24] summarize the statements of some critics: “[…] social inclusion
has been responsible for diverting museums from their core purposes and goals, sub-
verting their roles and responsibilities to political and governmental ends, politicising
an otherwise ‘objective’ and ‘neutral’ organisation, putting collections and their care
at risk and transforming curators into social workers”.
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Contrary to the critics, specifically in the context of cultural history museum con-
versation, Graham [17, p. 150] appeals, “to put forward a model for participation at
the museum that rethinks ideas of access, use and participation”. She argues “for an
understanding of conservation as a participatory practice that prevents the object from
not only ‘running out’ materially, but also running out of people’s interest”. Further-
more, Cachia [6, p. 5] describes curatorial access as a “creative methodology”, where
she involves artists to make their own artworks accessible to people with disabilities. She
uses alternative platforms like a virtual art exhibition as a new possibility of access in
contemporary art and “aims to push against the conventional practices of exhibitions”.
Moreover, French [13, p. 8] advise that museums should consider curating exhibitions in
amore collaborative and participatoryway. She includes peoplewith learning disabilities
as “inclusive curators” in the conception of an exhibition.

Because of the extensive socio-political and disability rights policy in recent years
also the cultural participation and inclusion of people with disabilities have become a
more and more urgent topic and have found their way into the legislation. In Article
30, Paragraph 1 on “Participation in cultural life, recreation, leisure and sport”, of the
Convention on the Rights of Persons with Disabilities lays down the right of people with
disabilities to participate in cultural life. More precisely, it obliges the States Parties
to “take all appropriate measures to ensure that persons with disabilities enjoy access
to cultural materials in accessible formats; enjoy access to television programs films,
theatre, and other cultural activities, in accessible formats; enjoy access to places for
cultural performances or services, such as theatres, museums, cinemas, libraries and
tourism services, and, as far as possible, enjoy access to monuments and sites of national
cultural importance” [26, p. 18].

As previously described, the aspect of accessibility is of particular importance in the
inclusion agendas of museums. It should be ensured that access to the museum and its
mediation content is barrier-free [5]. Access barriers to museums can exist on a spatial,
sensory or intellectual level. Examples are uneven paths, unisensory mediation offers,
and complex written texts. There is still development potential of accessibility in muse-
ums for people with learning disabilities [18, 24]. Nevertheless, some museums already
have developed access measures for visitors with learning disabilities (for example:
Museum of Modern Art in Manhattan, Victoria and Albert Museum in London and His-
torical Museum in Frankfurt). There are also some examples of scientific publications
and guidelines that have dealt with the access preferences and the design of barrier-free
activities of people with various disabilities, including people with learning disabilities,
which will be introduced in the following.

This review aims to collect, contrast and systematize criteria for an inclusivemuseum
for people with learning disabilities.

• in guidelines and
• scientific publications.

The aim is to provide an overview of relevant criteria and to provide information for
museums to improve access for people with learning disabilities. “Criteria” will be used
as a term for the requirements a museum needs to fulfil for barrier-free accessibility for
people with learning disabilities. Also, it will be examined to which extent persons with
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learning disabilities were involved in the development of guidelines or the research of
accessibility requirements.

2 Methodology

The review was split into two main steps. As a first step, a general search in the period
from January 2021 to February 2021 was conducted to gain knowledge on the subject of
museums and people with learning disabilities to identify relevant sources for this field.
Sources involve guidelines and scientific publications.

In a second step, a systematic search in the period from March 2021 to April 2021
was performed based on the results of the general overview in the first step. Based
on the overview, guidelines and scientific publications were collected depending on
the following exclusion and inclusion criteria. Overall, inclusion criteria were that (1)
the source is written in German or English and (2) the source refers to people with
learning disabilities (all ages) in museums. Depending on the types of sources, different
search terms were identified. They will be described in a more detailed way in the
following sections. Furthermore, the search and selection strategy for both sources will
be summarized.

2.1 Guidelines

Guidelines and handbooks for inclusivemuseums are classified as grey literature, mostly
available as open access, typically provided on the websites of responsible institutions.
Searches were conducted using a standard search engine for web search (i.e. Google).
The following search terms were used: “guideline”, “guide”, “handbook”, “inclusive”,
“accessibility”, “museum” as well as different terms for “learning disability” which
were also used for the search of scientific publications (see Table 1). Thereby, six of
the guidelines were found directly using the search terms and one guideline was found
through a project, whichmatches the topic [1]. Twoguidelineswere excluded because the
intended target group was not considered. The following five guidelines were considered
for the analysis because of matching inclusion criteria:

• DESIGN FOR ALL – Barrier-free exhibitions in Berlin – Understand checklist [20]
• The inclusive museum – A guideline to accessibility and inclusion [9]
• Towards a participatory museum – A how-to-guide on inclusive activities [14]
• Travel for everyone – Quality criteria: Requirements for people with cognitive
impairments [10]

• Come-In! Guidelines [19]

2.2 Scientific Publications

The search is based on databases of academic, primary peer-reviewed scientific publi-
cations. The databases PubMed, PsycInfo, Web of Science, ASSIA – ProQuest, ERIC,
and Science Direct were chosen, as they cover social sciences, psychological and natural
science perspectives. The search was limited to scientific publications that were pub-
lished from January 2010 to April 2021. Thereby, types of research such as qualitative or
quantitative case studies, surveys as well as review studies were included. As Types of
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documents journal articles, conference proceedings and reports and book chapters were
involved. The extraction of the data is exemplary presented in Table 1 for the search
strategy.

Table 1. Search strategy (Final search performed on 9th April 2021, plurals were allowed by
including wildcards (*). Colum’s were combined by the use of the Boolean operator AND.

Learning disability Museum

(intellectual disab* OR developmental disab* OR intellectual
defici* OR mental retard* OR learning disab* OR learning
difficult*)

(museum OR exhibition*)

Themixing of keywords ensured that scientific publications, which included the two top-
ics of research focus, were identified. Furthermore, reference lists of retrieved documents
were searched for other scientific publications that addressed the inclusion criteria.

A total of 351 research results were retrieved from the database searches (PubMed:
n = 43, PsycInfo: n = 38, Web of Science: n = 52, ASSIA – ProQuest: n = 25, ERIC:
n = 145, Science Direct: n = 48). Additional 22 scientific publications were gained
through citations, reference lists and general hand search. After removing duplicates,
the relevance of the remaining 360 results were examined based on the title. According
to the title, 63 articles remained andwere assessed for eligibility based on the abstracts of
which only 23 appeared to be relevant. Of these 23 articles, 9 remaining full-text articles
were considered to be relevant, but two were excluded afterwards because of reasons
that are explained following. The systematic search process is illustrated in Fig. 1.

Fig. 1. Systematic search process using the PRISMA flow diagram [21]
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Two independent reviewers reviewed the abstracts and the full text screening. Sci-
entific publications were excluded due to lack of relevance when the articles related to
other (cultural) facilities, other target groups or focused on technical frameworks and
algorithms.When it was obvious through the title that other disabilities (e.g. sensory dis-
abilities) than learning disabilities were meant, there were removed. Was an unspecific
wording used, such as “individuals with disabilities” or “visitors with special needs”
abstracts and full-texts were screened for the specific meaning or more specifically,
whether it includes people with learning disabilities. It was also checked more closely
when the word “cognitive disabilities” was used to rule out people with dementia, for
example. As well, neurodevelopmental disorders, such as autism spectrum disorder and
attention deficit hyperactivity disorders were excluded, when it was not clear if they
are accompanied by learning disability. Similarly, when no reference to the museum’s
context was apparent, for example by general terms like “cultural heritage” or “cultural
sites”, these studies were also sorted out, during the search. In addition, other types of
documents like thesis’s were excluded in the full text screening.

At the end, seven relevant scientific publications were selected:

Journal Articles

• [4]: Braden (2016) - Overview of museum offerings for people with disabilities,
• [15]: GarciaCarrizosa et al. (2019b) - Challenges of participatory researchwith people
with disabilities,

• [24]: Reichinger et al. (2018) - Study with interactive gesture-controlled reliefs to
explore art,

• [25]: Sheehy et al. (2019) - Review of augmented reality for accessibility.

Conference Proceedings and Reports

• [16]: Garzotto et al. (2018) - Study about accessibility through virtual reality and
storytelling,

• [18]: Hayhoe et al. (2019) - Survey of networked enabled practices for disabled
learners,

Book Chapters

• [22]: Martins (2012) - Overview of audio guide as accessibility enhancer.

None of the selected scientific publications focuses solely on people with learning dis-
abilities. The scientific publications cover people with disabilities in general, including
sensory impairments and learning disabilities.

In the end, 12 sources were included: guidelines (n = 5) and scientific publications
(n = 7).
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3 Results

The identified types of sources mentioned in the section before, are analyzed in this
section. First, the guidelines are considered as basic manual for inclusion-related exhi-
bition design. Based on the foci of the guidelines, categories for criteria are derived.
Thereupon, the essential aspects of scientific publications are investigated and contrasted
with the defined criteria categories of the guidelines.

3.1 Guidelines

To gain an overview about which criteria are considered as necessary for an accessible
museum for people with learning disabilities, the five selected guidelines were inves-
tigated. The development of the guidelines is based on findings of research projects
in collaboration with associations of people with disabilities [14, 19] as well as on
real-world experiences, e.g. made by museums, tourist associations and/or associations
of people with disabilities [9, 10, 20]. The guidelines with corresponding criteria are
presented in Table 2.

Among the guidelines, there are different emphases. While the guideline designed
by LMB & Senatskanzlei Berlin [20] highlight aspects on Orientation and Guidance,
Exhibits, Content andAccess to museums, theHow-to-Guide byGarcia et al. [14] focuses
mainly on Staff, Tours and Workshops. The guideline from the DMB [9] only underlines
the areas of Exhibits and Content and does not provide any information on the other
areas. The DSFT [10] and Interreg CENTRAL EUROPE [19] guidelines concentrate on
the areas of Orientation and Guidance and Access to museums. Based on the foci of the
guidelines, the identified criteria are clustered into five categories:

• Orientation and Guidance
• Exhibits
• Content
• Staff, Tours and Workshops
• Access to museums

The Orientation and Guidance category deals with the design and presentation of the
exhibition and the need for a guidance system. The category Exhibits relate to the pre-
sentation and characteristics of the exhibits. The Content category is primarily about
how the text can be presented to the target group to promote a better understanding.
The category Staff, Tours and Workshops includes criteria that deal with staff and their
visitor-oriented mediation skills. The Access to museums category emphasizes that vis-
itors with learning disabilities should get easy-to-read information about accessibility
on-site on the Internet before the visit.
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Table 2. Criteria guidelines

Guidelines

Criteria

[20] [9] [14] [10] [19]

Orientation and Guidance
3D representation of exhibition rooms X X
generous room design X X X
pictorial guidance or thematic route X X X

Exhibits
multisensory X X X X
touchable exhibits X X
call for action X X
enough space between exhibits X X
360° view of some exhibits X
economical use of effects X
easy to handle X
use of different media X X
movies in simplified language X
quiet-zones and seats X

Content
good structured X
central questions for self-discovery X
everyday relevance X
easy-to-read information X X X X X
high-contrast layout X X X
big font X X X
text-to-speech system available X X
visualization with pictorial language X X X X
information material should be color-
fully illustrated, offered as easy-to-read 
information

X

Staff, Tours and Workshops
trained staff X
visitor-oriented mediation offers X X X
repetitions X
the transition between activities 
should be slowly

X

enough time X
simplified language X
storyboard style as an additional 
communication method

X

Access to museums
(Information on the Internet in easy-to-read information about an available il-

lustrated guidance system)
barrier-free information about the 
path from the public transport stop 
to the museum

X X X

barrier-free access from the muse-
um entrance to the exhibition

X X X

barrier-free access to functional 
rooms

X X X

name and logo of the museum 
must be recognizable from outside

X

economical accessibility X
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3.2 Scientific Publications

Garcia Carrizosa et al. [15], Reichinger et al. [24], Sheehy et al. [25] and Hayhoe et al.
[18] are releases from theARCHES (AccessibleResources forCulturalHeritageEcoSys-
tems) project (e.g. literature reviews or evaluation studies). The project units disabled
people, technology companies, universities and museums to develop technological solu-
tions in a participatory research process in order to develop new accessibility tools for
museums [1]. Braden [4] gives an overview of museum offerings to enhance accessi-
bility for people with disabilities. Garzotto et al. [16] present the concept of Wearable
Immersive Social Stories as a new technological tool for museums and describe the
design process in cooperation with experts for people with learning disabilities but not
with people with learning disabilities themselves. However, the authors added that they
want to involve people with learning disabilities in validating the Wearable Immersive
Social Stories for future research. Martins [22] refers to a case study about analyzing
the offering of audio guides as accessibility enhancers in Portuguese museums and other
cultural institutions. They only tested the audio guides with the target group but empha-
sized the importance also to involve them in the development of audio guides or new
exhibitions.

Similar to the guidelines, the mentioned and relevant criteria that could be beneficial
for people with learning disabilities within the scientific publications were worked out.
As guidelines are more complex and specific than the scientific publications, some
categories were merged (Table 3) for a clearer presentation, which summarizes the
categories from Table 2.

Table 3. Criteria scientific publications

Scientific 
Publica-

tions                           

Criteria

[18] [24] [15] [25] [4] [16] [22]

Orientation, Guidance and Access to museums
planning of the 
visit

x

guidance x
Exhibits and Content

multisensory x x x x x
tactile sense x
hearing sense x x
visual sense x x x

Staff, Tours and Workshops
trained staff x x
visitor-oriented 
mediation offers

x x x x
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The categories Orientation and Guidance and Access to museums from Table 2 were
combined, as well as Exhibits and Content. As a result, there are three categories for
criteria derived from scientific publications:

• Orientation, Guidance and Access to museums,
• Exhibits and Content,
• Staff, Tours and Workshops.

Furthermore, some thematically related criteria were combined into one criterion:

• multisensory = multisensory; call for action
• visual sense = easy-to-read information; high-contrast layout; big font; movies in
simplified language; visualization with pictorial language

• trained staff= repetitions; the transition between activities should be slowly; enough
time; simplified language

• visitor-orientated mediation offers = mediation offers; storyboard style as an
additional communication method

Some criteria of the guidelines were not considered in the further analysis because they
were not mentioned in the selected scientific publications. Thereupon, the identified
criteria from the scientific publications were assigned to one of the combined categories
that fits best. All those criteria that only one guideline mentions as access preferences
for people with learning disabilities seem not yet widely approved as such (see Table 2).

Scientific publications and guidelines will be analyzed and contrasted in more detail
in the following, based on the respective categories described above.

4 Contrast of Guidelines and Scientific Publications

The guidelines are intended to propose an overview of accessibility-enhancing criteria.
They offer an extensive listing of accessibility measures. Whereas scientific publica-
tions have the purpose to investigate specific criteria instead of giving an overview of
everything. Thereby, the two tables cannot directly be compared. Nevertheless, identified
criteria of the scientific publications are contrasted to the ones of the guidelines in the
following. By that, the focus was on which criteria are considered in the scientific pub-
lications and whether additional criteria and measures, which could be particularly ben-
eficial for people with learning disabilities, were addressed in the scientific publications
but not mentioned in the guidelines.

The focal point in the scientific publications is on the category Exhibits and Content.
The key aspect was on the development of multisensory exhibits and mediation offers
to experience the exhibition with different senses. Four scientific publications concen-
trate on the evaluation of specific mediation offers for people with learning disabilities.
They concentrate on existing and new offers for the target group and an evaluation from
users’ perspective. Therefore, different technologies were investigated, e.g. virtual real-
ity storytelling [16], museum audio guide [22], augmented reality [25] or interactive
gesture-controlled reliefs to explore art [24]. The category Staff, Tours and Workshops is
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partly mentioned in the scientific publications. There the focus is on the criteria “visitor-
oriented mediation offers”. The category Orientation, Guidance and Access to museums
is the least treated category. The criteria “planning of the visit” and “guidance” are each
mentioned by only one scientific publication. Scientific publications do not focus on the
accessibility of museums in terms of the necessary accessibility requirements for the
directions to and from or within the museum or examine what the mediation skills of
the museum staff should be like, but instead investigate specific mediation offers more
broadly.

The guidelines propose a wide range of possibilities to ensure an inclusive museum
for people with learning disabilities. Many of the mentioned criteria are part of the
categories Orientation and Guidance and Access to museums (see Table 2) which are
combined in Table 3, whereas the scientific publications place the least emphasis on this
category. Additionally, on guidelines, the need for easy-to-read information is assessed
as essential. Easy-to-read information is the only criterion that is appearing in all five
guidelines. In the scientific publications, language aspects were maximally mentioned
(e.g. “simplified language” see [24, p. 36]) but not discussed in detail. It is mainly
focused that text should not only be readable but also available as audio and preferably
illustratedwith pictures or videos.Both in theguidelines and in the scientificpublications,
the criterion “multisensory” is classified as significant for the accessibility to museums
of people with learning disabilities.

5 Discussion

When analyzing the guidelines and scientific publications, it becomes clear that there
are different foci between both sources. The guidelines mainly address criteria, which
refer to the overall structure and design of the museum and public relations (categories:
Orientation and Guidance, Access to museums). Scientific publications, in contrast,
place most emphasis on the category Exhibits and Content, as they are interested in
exhibition evaluation towards the target group. The scientific publications do not focus
on specific senses but rather on multisensory. Multisensory experience can often be
realized using media stations, showing videos using sound and subtitles. In the scientific
publications, these media stations are mostly considered useful for the hearing sense
giving examples such as audio guides and scanning pens [22]. Next to audio guides,
scientific publications also propose more recent technologies such as virtual reality
to visualize the exhibits in a more imaginable way [16]. It could be used to provide
personal guidance, to make social stories available depending on personal interests, etc.
Even though the aspect of “different media stations” were not discussed in the scientific
publications, because they only focus on a certain medium, this is important as it makes
the exhibition more diversified and going along with that more interesting. Features
such as hands-on exhibits and possibly also taste and smell stations help to create a
multisensory experience. Eardley et al. [12] also emphasize the importance of the aspect
of multisensory in their study. It helps understanding exhibits in their true physical
depiction and benefits the learning opportunity of all (disabled) visitors because also our
brains deal with information multisensory. Furthermore, multisensory information also
enhances autobiographical memory, and therefore the significance of museums at all.
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Within the Content category, “easy-to-read information” is the only criterion that all
five guidelines cite as an essential criterion for the accessibility of people with learning
disabilities. Thereby, “easy-to-read” texts are not discussed within the scientific pub-
lications. Bearing in mind that people with learning disabilities could have difficulties
reading texts [7], it is doubtful that “easy-to-read information” is one of the most impor-
tant criteria for them. The question arises as to whose reading skills the easy-to-read
information is addressing. What is perceived as “easy” or “difficult” depends on the
competencies of the individual and cannot be generalized [7]. Beside easy-to-read infor-
mation, it would be helpful to provide a text-to-speech option on museum websites and
audio guides or audible information accessible via QR codes within the exhibition.

The target group is mainly included in the designation of accessibility requirements
for guidelines, but the development of these guidelines is not often scientifically inves-
tigated. Furthermore, it was not possible to determine the extent, to which people with
learning disabilities were involved in the guideline development. Although the scien-
tific publications are scientifically sound, the active involvement of people with learning
disabilities in the research process is usually rare. The ARCHES project offers a best
practice example. The target group were actively included in the research process, and
an interdisciplinary team worked according to scientific standards. Nevertheless, there
is a need for further research that focuses on access preferences and the specific needs
of people with learning disabilities [18, 24] in a participatory way [25]. Concisely, the
development of guidelines should be more scientifically based, and research projects
should pursue more participatory research approaches.

This review has some limitations. The first issue is the small number of relevant
sources (n= 12) that were included. This may be related to the fact that the focus of the
search was on a specific target group and not broadly on disability access as well as on
museums instead of general cultural facilities. If during the search no reference to the
museum context as well as specifically to the target groupwas apparent, the sources were
sorted out. At the same time, it also reinforces the assumption that people with learning
disabilities are still under-examined in the field of cultural participation in museums.
In this regard, a closer look at people with learning disabilities and, in particular, their
cultural participation in museums would be worth investigating in future research.

Another limitation is that the selection of the databases was more from a social
science perspective than from a museum science perspective.

6 Conclusion and Future Directions

Overall, this review has highlighted that research focuses on exhibits for inclusion of
people with learning disabilities, whereas guidelines propose a wider range of necessary
actions and measures. In particular, guidelines mention many access preferences of
people with learning disabilities, whereas many of these criteria do not appear to be
generally accepted yet, because some criteria are considered important by only one
guideline. This requires further research.

Easy-to-read information is the most commonly used support for people with learn-
ing disabilities suggested from the guidelines but should be critically reflected because it
depends on the individual what is understood as easy [7]. Both the guidelines and the sci-
entific publications show that multisensory stations within the exhibitions turn out to be
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relevant for people with learning disabilities. With the implementation of multisensory
exhibits, several groups of persons can be addressed and visitors can dedicate on pre-
ferred stimulation and benefit of a more interesting visit [12]. In particular, this involves
interactive stations with hands-on exhibits to get a feeling of material and structure or
allowing explore specific aspects in a playful way.

People with learning disabilities are only partly considered within the museum con-
text so far. Limitedmediation offers for peoplewith learning disabilities raise the need for
further investigations. In addition, it is recommended that the development of guidelines
should consider more scientific standards in the future.

This review addresses museum practitioners so far, because it gives hints on how
museums could be created more accessible. To get an idea of what accessibility require-
ments people with learning disabilities need within museums, it is necessary to involve
them in a participatory approach [25]. Rather than museums responding to the needs
of people with learning disabilities, further investigations could examine how people
with learning disabilities could be supported to actively conduct inclusive projects in
museums. One example are the case studies and collaborative projects by French [13],
which includes people with learning disabilities as inclusive curators in the conception
of a museum exhibition.

In further investigations, we would like to focus on digital assistive technologies as
some examples already proved to be useful (e.g. [16]). The advantage of the approach
lies in the diversity of the presentation. Not only people with learning disabilities but
also others might benefit from that because the needs of people with learning disabilities
can also correspond to the needs of people with other disabilities.
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1 Introduction

In recent times, inclusive education has been a primary worldwide concern.
Researchers across the globe are working towards providing teachers, support
staff, and educators with tool-sets to support the assessment and education of
children with special educational needs (SEN) as a combined approach towards
inclusive education by guiding what pedagogical methodologies are most appro-
priate for each child depending on their needs. By improving the pedagogical
support for these students, they will have an increased chance of inclusion in
mainstream classrooms or success in special schools.

Autism spectrum disorder (ASD) is a neurodevelopmental disorder that
affects communication and behaviour and can be diagnosed at any stage of life.
There is no cure for ASD, but following a diagnosis, early detection of dysregu-
lation events and early intervention may help to diffuse difficult situations in the
classroom or at home. With the increasing prevalence of ASD, early detection
and possible intervention have become an important challenge [28]. Recently, AI
and machine learning (ML) are playing an increasingly dominant role in ASD
detection, supporting co-curricular psychology studies. The work of [7,16,25,28]
used ML models, performed in silico experiments to simplify and assist the con-
ventional clinical experiments in an optimized way.

Besides the SEN students, recently research across the globe has focused
significantly on the ability of children with learning difficulties to recognize [6,33],
perceive [31,38] and interpret [22,37] emotional cues. So, research on attention
detection or recognition of the emotional state of SEN students are still very
open. Though ML is used in many cases to develop supportive tools for educators
and SEN students, research in this direction and achieving a higher performance
is still a challenge. In recent times, artificial intelligence and Machine Learning
models are advancing to be ever more complex, going from shallow to deep
learning over time. Precisely in this many ML algorithms has been proposed for
attention detection i.e. [4,11,34,36] they are considering unimodal data. Until
this date, very few machine learning-based methods which consider multiple
modalities have been developed for multimodal fusion tasks.

Identification of attention for an individual is challenging and involves mul-
tiple factors [8,48]. Using deep learning models, we can achieve higher accuracy
and greater precision. However, this also tends to make these models ‘black
boxes’, reducing the comprehensibility of the logic played out in the various pre-
dictions and outcomes. This raises an obvious question - how do we understand
the prediction suggested or recommended by these machine learning models so
that we can place trust in them? Explainable Artificial Intelligence (XAI) [5]
attempts to make a trade-off between precision, accuracy and interpretability
to achieve this. Here in this work, we presented an XAI ML approach with
multimodal data for attention detection.
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2 Literature Review

ML became one of the most integrated part in research domain and playing role
in many field from genomics analysis [18,39], image processing [15,17], text pro-
cessing [14,24], trust management [30], different prediction models [26,41], health
care [29,35] and to a growing list of many more. Even a newer research domain
well known as Multimodal Machine Learning (MML) is an emerging multi-
disciplinary research domain that enhances the original goals of ML inspired AI
by combining multiple complementary and communicative modalities, including
vision, text, image, and many more [32].

MML models deal with heterogeneous types of data which bring added chal-
lenges to cope with the different modalities, extract data and develop knowledge
from it. The process comprises the separate stages of representation, transla-
tion, alignment, fusion and co-learning, which is in itself a complex research
area. Representation is the study of how to represent and summarise multimodal
data which could be complementary or redundant between multiple modalities.
The translation is the stage where acquired data is mapped from one modal-
ity to another. Due to the heterogeneity of data, this relationship between the
modalities is a significant challenge. Alignment is the identification of the rela-
tions between multiple modalities. The next step is fusion, where information
is joined from multiple modalities to make a prediction, classification or rec-
ommendations. Finally, co-learning is the stage where knowledge is transferred
between modalities, their representation, and their predictive models [3].

To support practice in academia and various special needs social settings,
the demand of AI embedded in non-autonomous systems is gaining interest for
human cognition and enhancing learners, support staff and teachers’ capabilities.
This differs significantly from approaches that aim to create fully automated AI
systems. MML and its analytics aim to create AI through externalisation and
replicating human cognition and design artefacts closely linked with humans to
increase their cognitive abilities and improve their overall capabilities [9,10,13].

In a research Hilbert at. el. 2017 used machine learning on multimodal biobe-
havioral data to classify subjects according to the presence of a generalised anxi-
ety disorder (GAD) from mental disorder (MD) from cortisol data, clinical ques-
tionnaire data and structural MRI data using MML [21]. In another study [47]

Fig. 1. The figure shows a Seek-X quiz. Where for a given cue, we need to find the
correct answer out of the wrong one. During an experimental setup, the participants
were asked to find or seek the target object from different non-target objects acting as
a matrix of noise.



Explainable MML for Engagement Analysis 389

used MML for automated international classification of diseases (ICD) coding,
where the ICD coding was adopted widely by physicians and other health care
workers. Another study by [45] used MML for automatic behaviour analysis to
augment clinical resources in diagnosing and treating patients with mental health
disorders. In a more recent study, [46] used a multimodal AI-based framework
to monitor individual’s working behaviour and stress levels. Identification of this
behaviour and stress levels can be achieved with higher precision by fusing mul-
tiple modalities obtained from an individual’s behavioural patterns. They used
a methodology to determine stress due to workload by integrating heteroge-
neous sensor data streams, including heart rate, posture, facial expressions and
computer interaction.

Early identification can notably improve the prognosis of children with ASD.
Yet, existing identification models are expensive, time consuming, and mostly
depend on the manual judgment of experts [12,43]. A multimodal framework
that can fuse data on a child’s eye movement and facial expression can help iden-
tify children with ASD and improve identification efficiency and explainability.
Various ML models, used data types and modalities and their performance for
attention detection have been summarized in Table 1.

Table 1. Various ML model, used data type and modality for attention detection.

Ref Data type ML model Accuracy Modality

[4] EEG, ECG, HF DWT, SVM HF 59.64%, EEG 86.86% Unimodal

[34] EEG (3 states) SVM 71.6% to 84.8% Unimodal

[36] EEG SVM 93.33 ± 8.16 Unimodal

[1] EEG-based passive BCI SVM (Avg.) 91.72% Unimodal

[11] Eyeball movement LR, MLP, SVM, DT LR 96% Unimodal

[20] EEG, GSR, ECG, GR, RF, SVM Combined 64% Multimodal

[27] Facial expression, Eye gaze Multimodal

[19] Text and Image RNN Multimodal

3 Methodology and Data Sets

3.1 Data Collection

A child’s level of attention can be assessed using mobile devices in a non-intrusive
manner. We can observe and record their body posture, facial expression, eye
gaze, brain activity (EEG), thermal data, and gesture recognition as forms of
data. These data can be collected via different sensors, sometimes wearable and
sometimes wirelessly connected. So, a mobile device on which the child is play-
ing a game can be used for a continuous performance test (CPT). The platform
tracked students’ engagement, performance and attention with a range of sen-
sors. Head tracking and hand tracking from a RealSense camera combined with
head tracking data from a Tobii 4C sensor were used. Body positioning was
tracked from the combined posture tracking and gesture tracking data from the
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Fig. 2. The figure on the left shows the cartoon of target images that were used in a
‘Where’s Wally’ game. The challenge was to spot Wally in a seek-X type game. The
figure on the right shows the multimodal fusion of data obtained from different sensors
and their labelling. A detailed explanation is available in [8]

mobile device’s motion sensors. The RealSense camera and the Tobii 4C sensor
monitored facial features and eye gaze. A Muse headband (in a child-friendly
design) was connected wirelessly over Bluetooth and streamed brain activity
data. Figure 2 on the left shows the cartoon of target images that have been used
to find- ‘Where’s Wally’ game. Where the challenges to spot Wally, a specified
character, a seek-X type games. The figure on the right shows the multimodal
fusion of multimodal data obtained from different sensors and their labelling.
There were 2615 samples obtained from 59 sessions where 4 participants were
involved. An in-detail explanation is available in [8]. Figure 3 shows the basic
multimodal data flow evaluation technique. Participants were instructed to find
Wally in the seek-X type game. As a part of the CPT experiment, different sen-
sors were collecting multimodal data, such as eye-tracking, facial expression and
others. After the labelling of data as by [8], we used our XAI model for attention
detection. A detailed explanation of the experimental setup is available at [8].

‘Engagement is the single best predictor of learning in students with learning
disabilities’- [23]. In the Swanson’s CPT [44] experiment the participant needs
to pay continuous attention to a display screen on an interactive way. Where
a game provides them with a pre-defined signal detection challenge. We will
say this CPT ‘Seek-X type’ game as [8] to label multi-sensor data. During the
experiment, the participants were asked to find the predefined target object from
other non-target objects acting as a matrix of noise like a ‘Where’s Wally’ game.
The challenge is to spot Wally, from a grid displayed on the screen. The size
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Fig. 3. The figure shows the basic data flow diagram. Participants were instructed
to find Wally in the seek-X type game. As part of the CPT experiment, different
sensors collected multimodal data like eye tracking, facial expression, and others. After
labelling data as by [8], we used our XAI model for attention detection.

of the grids of characters in which to spot Wally in a crowd of characters can
be varied. The CPT outcome measures and labels these multimodal data (facial
expression, eye gaze, body posture) into high and low attention regions. This
provides the labels by which we can assess engagement in the live system.

At the data level, information is highly abstract and the main focus of data
fusion is noise reduction and compression. At this level, raw data is processed.
Data fusion provides an opportunity for data reduction through data correlations
and redundancies. At the feature level, the data has already been processed and
the features have been extracted. The fusion is applied to the features themselves
rather than the raw data. At the decision level, the data is highly semantic and
clear temporal behaviours can be seen in the data. A further detailed explanation
of the data prepossessing and fusion is available at [8]. Data frames from these
three levels of abstraction with their corresponding CPT attention level labels
are used as input into the machine learning layer.

3.2 Decision Tree

The decision tree, a machine learning model, is commonly used in ML, data
science and related domains to construct classification tasks based on multiple
features or for building prediction algorithms given target variables. If a data
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Fig. 4. The figure shows a decision tree where at the root node (layer 1) contains
all the instances in a mixed orm. Then it splits into two determinations by predictor
variable which is also known as a splitting variable that splits between the left child
node and the right child node. For a splitting variable, the split criterion depends on
some scoring like the Gini Index or Entropy.

set has a mixture of continuous, categorical, and binary types, we can use a
decision tree algorithm for better prediction. The decision tree asks yes/no type-
specific questions and take decisions. This model classifies a given population into
branch-like segments constructing an upside-down tree having multiple levels or
heights with the root node on the top level, internal nodes in between levels, and
leaf nodes at the bottom. This ML algorithm is a non-parametric model where
no parameter tuning is required at the prior stage and can efficiently deal with a
large volume of data. The mathematical formulation is also simple and does not
impose a complicated parametric structure. Two branches from a parent node
are constructed based on the similarity of the data for a given feature, where
impurities are calculated by entropy or Gini index. Figure 4 shows a decision
tree. During the development of ML models, the data can be divided into two
categories. The first segment is the training set, and the second segment is the
testing set. A 75% and 25% or 80% and 20% train and test dataset split is a good
choice. Yet, k-fold cross-validation is also widely used in the research community
for decision trees. However, to leave one out could be a poor choice if the data
size is huge. We use the training data set to construct a decision tree and the
test dataset to evaluate its performance to construct the final optimal model
[40,42]. We can calculate the accuracy of decision tree algorithm prediction by
Eq. 1 where TP indicates the true positive, FP indicates the false positive, TN
indicates the true negative, and FN indicates the false negative

Accuracy =
TP + TN

TP + FP + TN + FN
. (1)
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3.3 Gini Index for Decistion Tree

Impurities in a decision tree are calculated by the Gini Index (GI), which is
also known as Gini impurity. When selected randomly, for a specific feature, GI
calculates the probability of that classified incorrectly. If in a single class all the
elements or samples are linked with or similar type then this class can be termed
as pure. GI varies in the range between 0 and 1, where 0 expresses a pure class
obtained from a classification, such that all the elements belong to a specific class,
whereas a GI score of 1 indicates an absolute impure or distribution of elements
came from a random nature. The GI value is somewhat at the middle shows a
nearly equal distribution of samples or elements over some classes. During the
modelling phase of the decision tree, the feature providing the least GI value is
preferred. The GI can be calculated by Eq. 2 which is determined by calculating
the sum of squared probabilities of every classes from one. Mathematically-

GI = 1 −
n∑

i=1

(Pi)
2 (2)

where Pi represents the probability of a sample being classified for a distinct
class.

4 Result Analysis

From the figure we can see that the root node starts with 9639 samples of each
of the two classes, with a Gini Index. This is a categorical tree where a lower GI
represents a better split. Figure 5 and Fig. 6 shows the full splitting mechanism to
spilt the data and to measure the decision taking process of attention detection.
However, due to the number of levels of the tree, it might not be readable yet a
higher resolution image explains the full scenario. To get a better understanding
we pruned the number of layers in Fig. 7 just considering four levels. The figure
shown in the root node, eye dwelling is the feature that best split the attention
and non-attention classes of the data, using as a threshold a value of 22.859.

Fig. 5. The figure shows the decision tree for CPT of attention detection from mul-
timodal multi-sensor data up to layer 6. This is an explainable approach and we can
easily explain the process of decision making. Due to the size of the tree and the given
size of the page, the outcome isn’t readable. Yet, a better resolution picture will be
easily readable.
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Fig. 6. The figure shows the decision tree for CPT of attention detection from multi-
modal multi-sensor data up to layer 4. This is an explainable approach, and we can
easily explain the process of decision making.

Fig. 7. To get better visualization, we pruned the number of layers in this figure. From
the figure we can see that in the root node eye dwelling is the feature that best split the
attention and non-attention classes of the data, using as a threshold a value of 22.859.
The GI score here is 0.259. From the root node, we get two classes. At level 1, in the
left node, we got 4906 samples and in the right node, we got 4733. For the left node
of level 1, the threshold value of eye dwelling is 19.767 which splits 4908 samples to
further two classes with 640 (left) and 4266 (right) samples with a GI score of 0.227.
In the 3rd node of level 2, we can see that the GI score is 0.454, which means both
attentive and non-attentive classes are grouped together here.

The GI score here is 0.259 which is not a pure class there are similarities in the
chosen class but some impurities are also there. From the root node (let’s say
level 0) we get two classes. At level 1, in the left node, we got 4906 samples and
in the right node, we got 4733. For the left node of level 1, the threshold value
of eye dwelling is 19.767 which splits 4908 samples to further two classes with
640 (left) and 4266 (right) samples with a GI score of 0.227. In the 3rd node of
level 2, we can see that the GI score is 0.454, which means both attentive and
non-attentive classes are grouped together here. In all of these nodes, all the
other features of the data (eye blink, squint, eye gaze inward and outward, facial
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Fig. 8. The figure on the left shows the accuracy for attention detection using an XAI
model decision tree for individual modalities. Here we considered eye blink, squint, eye
gaze inward and outward, facial feature smile, frown, head tilt and ppi as a unimodal
feature. Where the figure on the right shows the comparative performance of our XAI
model with different existing ML approaches. The performance of our model is not
the best but it did come from an explainable approach. However, as they worked on
different dataset the results may also vary as mentioned by [2]

feature smile, frown, head tilt and ppi) were evaluated and had their resulting
GI was calculated, however, the decision tree shows that feature that gave us
the best results in terms of GI score is eye dwelling.

Figure 8 shows the cooperative performance.In this figure, the left bar graph
shows the accuracy for attention detection using our XAI model decision tree
for individual modalities. Here the performance for attention detection is shown
considering only eye blink, squint, eye gaze inward and outward, facial feature
smile, frown, head tilt and ppi as a unimodal feature. Where the right sidebar
graph of Fig. 8 shows the comparative performance of our XAI model with dif-
ferent existing ML approaches. The performance of our model is not the best
but it did come from an explainable ML algorithm decision tree.

5 Conclusion

In this research work, we presented decision trees from an XAI model for a
continuous performance test obtained by monitoring multi-sensor data and mul-
timodal machine learning, for engagement analysis. We considered body pose,
eye gaze, interaction data and facial features by objective labelling of engage-
ment or disengagement for cognitive attention of a Seek-X type task execution.
We used decision trees, an XAI algorithm, to visualize the decision process of
multi-sensor multimodal data, which will help us assess the accuracy of the model
intuitively and provide us with the explainability of engagement or disengage-
ment for visual interactions. The accuracy of the model does not give the best
possible results, but helps decision making - and it is important that this model
is more explainable than the black box-like algorithms of machine learning. As
engagement is the single best predictor of learning in students with learning
disabilities, we believe, an explainable model for engagement analysis will help



396 M. A. Rahman et al.

to develop a tool useful in inclusive education by assisting teachers, supporting
staff and educators with the assessment of children with SEN.
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Abstract. Due to the COVID-19-pandemic, digital participation has become
more important than ever before. Since people with intellectual disabilities (ID)
are still facing barriers regarding their vocational and digital participation, the
miTAS project aims to improve their participation by providing the miTAS app
and the miTAS media box. These offer checklists and instructions based on indi-
vidual needs. This research aims to find out about the framework conditions for
using digital tools in vocational training and vocational rehabilitation of people
with ID. Implications for how to manage the digital transformation process in
these facilities should be derived as well. Eleven semi-structured group interviews
with people with ID and social workers were conducted as videoconferences.
The research indicates that the COVID-19-pandemic has influenced daily life in
the facilities in different ways. Especially facilities in rural areas are still lacking
technical equipment and concepts for providing digital participation. Digital tools
offer an added value for the vocational participation of people with intellectual dis-
abilities (ID) such as joint learning, fun, gain of digital competencies, autonomy,
and self-efficacy. For the digital transformation process, it takes the support of
the management board, human resources, and technical infrastructure. The added
value of the new digital tool must be clearly recognizable. Within the facilities,
transparency, clarity in internal communication, and an appealing concept are
needed. Moreover, the inclusion of people with ID as experts and new ways of
peer-to-peer support is highly recommended. Interdisciplinary cooperation can be
helpful as well.

Keywords: Digital divide · Vocational training · Digital tools

1 Digital and Vocational Participation of People with ID

Nowadays people with intellectual disabilities (ID) are still facing barriers regarding
their vocational and digital participation. This research considers these barriers and
presents practical implications of the miTAS project (“multimedia individual training
and working assistance system”) on how to implement digital tools for an improved
digital and vocational participation of people with ID.

The digital change is also called “the 4th industrial revolution” [13] and has been
extremely accelerated by the COVID-19 pandemic [3, 4, 24]. The measures to contain
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the pandemic have led to increased use of remote digital technology [4], Messenger
Apps, and increased time of use [8]. In universities, educational and vocational contexts
digital alternatives were to be found and various processes went online [24]. The number
of active users of social media has been growing worldwide. In the year 2021 4.2 billion
people have been using social media and there are 4.95 billion internet users world-
wide [31]. But the accelerated digital change also poses challenges, e.g., organizational
problems in schools, lack of technical infrastructure, and lack of teachers’ media com-
petencies [15]. Inequalities regarding digital participation still exist [4]. Almost 40% of
the world’s population does not have Internet access [24]. The usage behavior depends
on income, gender, and age [8, 24]. Especially senior citizens and people with ID are
affected by the “digital divide” [1, 4, 21]. As a result, they do not benefit from the digital
transformation the same way most of the population does [21]. So, they do not have the
same access and opportunities to use digital media [1, 4, 21]. Furthermore, their access
to health and education, economics, and political empowerment is complicated [24].

Due to structural barriers, they are lacking digital access, digital competencies, and
digital participation [4, 9, 12, 18, 24]. Structural barriers mean, e.g., lack of time and
lack of human resources in social facilities to support people with ID using digital
media [4, 10]. Social workers have a key function regarding the digital participation of
people with ID [9]. However, many social workers are worried about data protection and
liability [10]. In many cases, they do not have the necessary digital competencies either
to accompany their clients [9]. Additionally, courses for people with ID are missing
in many areas [9]. Rigid regulations in the facilities and the precarious vocational and
therefore financial situation of people with ID can be further structural reasons for a lack
of digital devices and opportunities to participate digitally [28]. Furthermore, barriers in
design and content complicate the use and understanding of people with ID [21, 28, 30].
These various barriers complicate the acquisition of digital and media competencies
for these people. During the pandemic, they hindered them from staying in contact.
This points out the relevance of digital competencies to step out of isolation and loss of
routines [4, 7, 29].

In the vocational context the digital transformation influences work routines and the
requirements employees need to fulfill [16]. As a result, digital and media competencies
are essential prerequisites for qualification, vocational and social participation [22; 25].
Therefore, media-supported, vocational training can play a key role here. Looking at
the employment rate of people with disabilities, it becomes clear that readjustments
need to be made. The Convention on the Rights of Persons with Disabilities (CRPD)
demands equal rights of people with ID in education, vocational training, and working
life. The already difficult process of professional inclusion was further complicated by
the impact of the pandemic [5]. In Germany people with disabilities are more likely to be
unemployed than peoplewithout disabilities.On average, they are less qualified andmore
affected by long-term unemployment than people without disabilities [3]. More often
people with disabilities are employed a-typically [3]. Many employers are unsure about
the conditions under which they can hire people with disabilities and about their needs.
Especially towards persons with mental disabilities, there are many reservations [3]. In
Germany, a huge amount of people with ID works in sheltered workshops for people
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with disability (“Werkstätten für Menschen mit Behinderung”) [28]. These facilities
offer vocational rehabilitation but are not part of the first labor market.

Regarding the accelerated digital transformation process due to the COVID-19 pan-
demic [3], the challenges of digital gaps and inequalities in social facilities need to be
focused on more intensively [14]. After all, digital media can offer an added value in
terms of vocational participation. The pandemic has highlighted the benefits of digital
media and digital applications for education and collaboration. Especially in the voca-
tional context, digitalmedia offer possibilities to increase the participation of peoplewith
disabilities. Digital media (e.g., smartphones, tablets) are an adequate medium to struc-
ture (work) routines [16, 17]. They can also support users’ social interaction [7] and the
acquisition of health skills [30]. Digital media offer innovative ways for individualized
job training, job coaching, and e-learning of people with ID [11, 16].

A variety of projects aim to increase the vocational participation of people with ID
by using digital media. The project LernBAR uses augmented reality to support people
with ID in various vocational contexts [16]. Practical approaches as tested in the PIKSL
laboratory or themiTASproject enable peoplewith ID to gain basic digital competencies,
autonomy, and self-efficiency [20, 21].Moreover, it opens new professional perspectives
for them.

2 Introducing the miTAS Project

The miTAS project aims to improve the vocational and digital participation of people
with ID and people on the autism spectrum. For these purposes, the miTAS app, a
pedagogical-didactic approach, and the miTAS media box, have been developed. The
miTAS app provides options for individual support for tasks and routines in various
contexts,where peoplewith ID face problems. It is used in facilities of vocational training
and vocational rehabilitation, but also for leisure activities, at home, housekeeping, etc.
For example, the miTAS app is used for step-by-step support of cleaning processes
in facilities and for preparing meals. It contains individualized multimedia checklists
and step-by-step instructions referring to the user’s needs and competencies [11]. The
miTAS app does not contain predefined content. Every content is created by individuals
with ID supported by social workers. The checklists and instructions can contain textual
descriptions, videos, photos, and audio instructions. Individual conditions and quizzes
can be added. The instructions and checklists can be shared within the facility or with
all users of the miTAS app. Shared instructions can be adjusted for individual needs,
e.g., further descriptions or multimedia content can be added. Choice of the media is the
first option to create accessible content. Then the miTAS app offers various settings to
provide accessibility. The contrast, font size, and wallpaper of the app can be adjusted
individually. Additionally, the miTAS app offers a read-aloud function, a calendar, and
the option to use skype for individual support. Referring to the users’ needs different
options of access rights can be made.

Based on the results of the first evaluation phase in 2019, themiTAS team has devised
the pedagogic didactic approach [11]. This approach maintains five phases according to
learning stations at school. Based on these phases the virtual miTASmedia box has been
developed as blended learning. Especially during the contact ban of the pandemic, the
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miTAS media box has offered support and orientation for using the miTAS app. There
are two versions of the miTAS media box. Both media boxes are created in German.
There is a detailed version for social workers which includes a variety of materials.
Additionally, there is a version for people with ID that includes less material. The video
tutorials and the material in the media box for people with ID are accessible and use
easy to read language.

Themedia box for social workers has been extensively expanded since January 2021.
It contains an introduction, basic information about the miTAS project and the miTAS
app, information about contact persons for technical and educational concerns, and a list
of frequently asked questions. Behind five colorful gears, the five phaseswithmultimedia
content can be found. Each phase offers an overview of the content, the purpose of the
phase, and implications for the first practical steps in each phase. The phases contain
multimedia support such as video tutorials, e.g., for creating accounts and instructions in
the miTAS app, textual instructions, and deployment scenarios. Material for evaluating
and adopting the use and added value of the miTAS app along with people with ID
is available, too. A flyer, a podcast, and material for webinars can also be found. The
miTASmedia box is freely available and can be used depending on individual needs and
interests.

Another approach to support the facilities in getting to know the miTAS app was the
miTAS seminar which was also developed based on the results of the first evaluation
phase. This seminar was supposed to offer support for the first practical steps with the
miTAS app since the participants of the first evaluations phase criticized the lack of
support during the first phase [11]. Due to the COVID-19 pandemic, the seminar was
adopted as a webinar. The webinar was held as a video conference and presented the
theoretical background of themiTASproject, basic information about the project, and led
to the use of the miTAS app. The seminar obtained frontal teaching but also interactive
group sessions and discussion. At the end of the webinar, the participants were asked to
give their anonymous feedback via an online survey. Since January 2021 more than 30
online seminars have been conducted.

3 Methodology and Data Acquisition

Since digital alternatives, such as home-schooling, home-office, and videoconferences,
have been provided in many aspects of life [4, 11], it was necessary to find out, how
the pandemic has affected the opportunities of people with ID to participate digitally in
vocational training and vocational rehabilitation. The intention was to find out about the
framework conditions for the use of the miTAS-app or other digital tools in the facilities.
The facilities’ motivations for the use of old-fashioned and new digital technologies
should be surveyed as well. Additionally, implications for how to manage the digital
transformation process in facilities for people with ID should be derived.

To find out more about the framework conditions, the guideline contained the ques-
tions if and which new digital technologies were used due to the pandemic or will be
used in the upcoming years. Additionally, the interviews contained questions about the
respondents’ needs to use the app or other digital tools more often and about the added
value of the miTAS app and miTAS media box. Moreover, the participants were asked
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how the change process regarding the use of new digital tools should be communicated
and managed in the facilities.

Facilities using the miTAS app were asked to participate in the second evaluation
phase. The facilities received an information sheet on the process and purpose of the
survey. The contact persons of the facilities asked social workers and people with ID
to participate in the interviews. Eleven semi-structured interviews with 13 people with
ID and 24 social workers of facilities of vocational training and vocational rehabilita-
tion in Germany were conducted in video conferences (2.–9.21). The interviews were
transcribed and analyzed according to Mayring & Fenzl [19].

4 Findings

The results of the inductive content analysis show that the COVID-19-pandemic has
influenced daily life in the facilities in different ways.

Status quo of Digital Participation. The facilities can be assigned to three groups. The
first group of facilities does not yet know how to enable digital participation. The second
group developed short-term solutions and the third group was able to build on previous
experiences.

Facilities of thefirst group still don’t knowyetwhere to start the digital transformation
process in their facility. They want to implement digital tools such as the miTAS app.
But they face fundamental barriers, e.g., lack of funding, lack of time, and lack of
human resources. Therefore, they face difficulties to accompany their clients in using
new digital tools. Another reason, that was frequently mentioned, was the lack of basic
technical infrastructure, e.g., Internet access, WIFI, and digital devices. Some of these
facilities used old-fashioned ways of bridging the gap, such as exchanging worksheets
by mail with the clients who had to stay home. The most common reasons for using
old-fashioned ways were lack of knowledge about data protection and liability as well
as lack of funding, time, and lack of human resources. Especially facilities in rural areas
were using old-fashioned ways because of missing technical infrastructure. People with
ID living in rural areas were also lacking internet access and technical devices, e.g.,
suitable laptops for e-learning and video conferences. As further reasons for using old-
fashioned ways, the social workers described a lack of media competencies of the people
with ID and were concerned about overwhelming them with the use of new digital tools.

Due to themeasures to contain the pandemic, facilities of the second group developed
digital alternatives overnight, such as virtual pinboards and video conferences. This
groupwas lacking prior experience and basic competencieswith these digital alternatives
which made the spontaneous activities more difficult. These facilities would like to
evaluate their experiences and develop long-term solutions for digital participation.

Facilities of the third group had already used digital tools before the outbreak of
the pandemic and intend to intensify the use. These facilities benefited from previous
experience. Technologies that have been intensively used during the pandemic were
video conference software. Video conferences provided contact with people with ID,
job application training, webinars, and tutoring. Some facilities also offered e-learning,
virtual pinboards, digital learning tools, and learning apps.
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In general, the facilities use or want to use digital tools not only to offer an alternative
during the pandemic but also to increase the autonomy of peoplewith ID. Further reasons
for the implementation of new digital tools were that people with ID can experience self-
determination and independence through using it. Moreover, self-realization, mobility,
and participation can be promoted. Additionally, the social workers want to offer a
contemporary tool to increase the vocational participation and to stay up to date. The
use of modern technologies is seen as a necessity, which is central to increase inclusion,
participation, and accessibility. The miTAS app or other digital tools are supposed to
open alternative learning opportunities. The new digital tools should also allow for
accessibility and data protection. In addition, technologies could help to reduce stigmas
and prejudices and create a hierarchy-free space. Especially the social workers hope
for a reduced workload and reduced need for time and human resources through using
digital tools.

Referring to the miTAS app the participants described the following aspects as
“potential added value”: “autonomy”, “fun”, “accessibility”, “equality of people with
and without disabilities”, “increase of digital competencies”, “up-to-dateness” and
“vividness”. As perceived added value of the miTAS app most of the participants men-
tioned “fun” “increase of autonomy” and “fulfills thewish of using a contemporary tool”.
Further aspects were e.g., “up-to-dateness”, “accessibility”, “joint learning”, “offering
a mnemonic” and “increase of digital competencies”.

To increase the use of the miTAS app or other digital technologies in vocational
training and vocational rehabilitation, most of the participants described a fundamental
need for digital infrastructure (e.g., internet access,Wi-Fi, digital devices). Most of them
alsomentioned the need for human resources. Especially, time resources are needed to get
to know the new digital tools and to develop a didactic approach for the implementation.
The participants also mentioned app requirements that would improve the accessibility
and the usability of the miTAS app, e.g., improving the read-aloud function and adopting
the options for offline use. Moreover, the features and the design of the miTAS app
should be improved to offer better orientation. Furthermore, the participants mentioned
new ideas for features of the miTAS app, e.g., for improving the options of working
collaboratively.

Conditions for the Digital Transformation Process. Regarding the digital transfor-
mation process, the participants described a need for support from the management
board. The management board should improve the technical infrastructure. Its com-
munication should be motivating. The participants recommend transparency during the
change process, e.g., they want basic information about the miTAS app, its purpose, and
the data protection of new digital tools. The added value of themiTAS app or other digital
tools needs to be communicated clearly. Moreover, it’s important to present examples of
best practices and space to get to know the new digital tools. A communicative exchange
and peer-to-peer support should be offered as well. Furthermore, people with ID should
be engaged as experts, e.g., they could present their experiences with the miTAS app
in the social workers’ team meetings. In some cases, the participants recommend that
the facilities’ leaders oblige the social workers to use digital tools. To communicate
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the change people with ID and social workers should be approached directly and per-
sonally. The facilities want to use the lessons learned from the alternative concepts for
interdisciplinary planning processes, in part with IT.

5 Discussion

The chosen methodology was suitable to capture the personal experiences, attitudes,
expectations, and needs of the respondents [23, 26]. It allowed for some flexibility as
well as adjustments, follow-up questions, and explanations [26]. Due to the pandemic,
the interviews were conducted as video conferences which may have made it difficult
to perceive nonverbal aspects. Further research should find methods to compensate for
this. Although attempts were made to create a trusting and non-judgmental atmosphere
influences of social desirability must be considered as well.

These interviews could only be conducted with facilities having the appropriate
equipment and which were in contact with the miTAS project. Since the results indicate
that there are facilities that are not well equipped technically, further research should
investigate how other facilities are equipped that are not participating in the miTAS
project. Due to the high value of digital participation in connection with vocational
participation, further research should investigate the status quo of digital participation
in further facilities of vocational rehabilitation.

The results highlight the perceived and the possible added value of digital tools in
vocational training and rehabilitation of people with ID. Digital tools support the acqui-
sition of basic digital competencies and provide experiences of self-efficacy autonomy
and joint learning. To achieve these affects, basic requirements need to be fulfilled, e.g.,
human and time resources. It is relevant for social workers to acquire digital competen-
cies [2, 9, 21, 27]. They should be trained on topics such as liability and data protection.
Because of their key function, socialworkers should be trained didactically to accompany
people with ID professionally. Moreover, this research reaffirms the results of studies
conducted before the outbreak of the pandemic [1, 2, 4, 10], e.g., regarding the ongoing
need for technical infrastructure, Internet access, and technical devices.

To implement digital tools successfully and increase digital participation, it takes
a digital transformation process in social facilities. For this process, information about
funding should be provided [28]. This also highlights the need for socio-political efforts
[4]. Regarding this process within the facilities, it takes new concepts for the digital
participation of people with ID. Provision of technical infrastructure (digital devices,
Wi-Fi, etc.), a pool of materials, technical support is fundamental to the digital transfor-
mation process. Furthermore, the results highlight the need for the management board’s
commitment and need for clarity and transparency. This research shows that people with
ID do have ideas, wishes, needs, and worries regarding the use and usability of digi-
tal tools in the vocational context. In the digital transformation process, these aspects
should be addressed [24]. Practical approaches to motivate and involve the social work-
ers are incentives, recognizable added value, low-threshold access, division of labor,
and peer-to-peer support. Other research projects in this area can also provide practical
implications towards the digital transformation process and digital participation such
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as the inclusive research approach of the Easy Reading Project [6] or the project Lern-
BAR [16]. The findings give first implications for the digital transformation process in
social facilities. These implications should be evaluated. Moreover, a long-term survey
to abbreviate implications for the digital transformation process in these facilities is
recommended as well.

6 Conclusion

The results show that the COVID-19-pandemic has boosted the development of visions
for digital participation in vocational training and vocational rehabilitation of people
with ID. The efforts made so far should be held up to intensify the access to digital
participation and therefore to qualification and vocational participation. Nevertheless,
there are still facilities that do not offer digital participation. To enable digital and voca-
tional participation a digital transformation process is needed. This also requires the
support of the management board, time and human resources, technical infrastructure,
and access to digital tools. Information on data protection and liability and a collection
of technical recommendations should be provided as well. Within the facilities, it needs
transparency and clarity in the internal communication and an appealing concept. More-
over, the inclusion of people with ID as experts and new ways of peer-to-peer support is
highly recommended. Interdisciplinary cooperation can be helpful aswell. These aspects
could help facilities initiate and move the process towards more digital and vocational
participation, even in times of pandemics. The miTAS app and the approach to individ-
ual adaptation using the pedagogical concept with the media box can contribute to this
respect.
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Abstract. Secure employment is an essential milestone of adulthood due
to its association with self-sufficiency, personal achievement, and finan-
cial stability. Over the years, autistic population has been greatly affected
by high unemployment rates, which is often attributed to their social
skills deficit. Existing vocational facilities employ long-term intervention
programs that rely on qualitative data to assess collaboration and social
skills. However, qualitative data might be prone to error and bias. In addi-
tion, long-term qualitative analysis requires the presence of an observer
throughout the program, which can result in high operational cost of such
training facilities. This paper proposes the design of a collaborative vir-
tual environment that includes LEGO building tasks that are mapped to
nine dimensions of collaboration, which can be assessed by collecting and
analyzing multimodal data captured during the tasks. A feasibility study
with 6 participants was conducted to test the system. The results showed
that the system was able to correctly capture multimodal data that cor-
responded to different dimensions of collaboration. Self-reported surveys
reflected that the proposed system fostered a collaborative environment
for the participants to exercise their social skills.

Keywords: Collaboration assessment · Social skills training ·
Employment for autistic adults · Autism · Multimodal data ·
VR-based HCI Systems · Serious games

1 Introduction

Securing employment has become one of the most essential milestones of adult-
hood due to the self-sufficiency, financial independence, and social acceptance
that it has to offer [1]. It is often considered a measure of self-worth, achieve-
ment, and societal status [2]. Thus, unemployment can have drastic effects on the
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mental health, development of interpersonal relationships, and financial stability
of an individual [3]. In addition, it can increase financial strain on the families
of unemployed individuals as well as the government that has to come up with
resources to provide support [2].

Autistic individuals are amongst one of the most vulnerable populations who
suffer from high unemployment rates. Autism spectrum disorder (ASD) is a com-
plex developmental condition with persistent deficit in social interactions, restric-
tive interests, and/or repetitive behavior [4]. According to a survey conducted
in 2017, about 5.5 million adults had ASD [5]. Despite their cognitive abilities
and technical skills, the high unemployment rate amongst autistic adults has
been a major concern over the years. A study conducted in 2015 suggested that
at least 42% of autistic individuals in their early 20’s were unemployed. These
findings have been supported by many studies since then [6–8]. In addition, the
ever-increasing prevalence of autism amongst children (1 in 44 reported in 2021
[9]) suggests that there will be even more autistic adults seeking employment in
the coming years.

Social skills are becoming increasingly important in the current labor market.
According to a report led by Microsoft Corporation, the capability to commu-
nicate and collaborate with colleagues is among the core skills that they are
looking for in future employees [10]. Unfortunately, the high unemployment rate
amongst autistic population is often attributed to the challenges many of them
face with social interaction and collaboration [2]. Not only does it make it dif-
ficult for them to secure employment, but it also becomes challenging for them
to maintain it. Wei et al. [6] observed that the average employed autistic adult
seems to maintain employment for half the time as compared to an average neu-
rotypical adult. Thus, several government and private vocational intervention
programs have been set up to provide autistic individuals necessary support in
order to secure employment [2].

Ke et al. [11] conducted a survey and classified existing social skills inter-
vention techniques available for autistic adults and youth into three categories:
direct instruction interventions, naturalistic interventions, and technology-based
interventions. Direct instruction intervention depends on the presence of a coach
or a facilitator who could instruct, role-play or provide feedback [11]. Naturalis-
tic interventions consist of activities designed for autistic individuals and their
peers that puts them in a social situation that targets certain skills and provide
corrective feedback based on their actions [11]. However, such activities require
a well-structured curriculum and constant presence of a facilitator over a series
of sessions. Many governmental vocational programs are often underfunded and
understaffed to afford a working model whereas private vocational programs that
may be able to afford such training can be expensive [2].

Even though direct and naturalistic intervention techniques are more com-
mon, technology-based intervention techniques are becoming more popular over
the years [12]. This technique supports implementation of conventional methods
through video modeling or Virtual Reality (VR) based serious games [11]. They
allow the implementation of a variety of easily personalized social scenarios in a
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controlled environment and reduce added stress by eliminating social scenarios
that might induce high anxiety [13]. Since autistic individuals commonly have an
affinity for computers, they are more likely to be motivated during technology-
based intervention [12,13].

Currently, most intervention techniques, whether they are conventional or
technological, rely on surveys and questionnaires filled by facilitators and/or the
participants for the assessment of skill training [11]. Such qualitative analysis is
prone to bias. In addition, it relies on the constant surveillance of an observer,
which can add to the staff’s workload as well as the operational cost of a pro-
gram. Quantitative assessment of collaboration can not only provide unbiased
feedback, but it can also reduce the cognitive and financial pressure on these
programs. Advancement of human computer interface (HCI) design allows for
the development of a VR application that can collect multimodal data that can
be used to assess collaboration quantitatively. However, such a system requires
mapping of different dimensions of collaboration with measurable data from an
HCI system that can be a reliable indicator of collaboration.

In this paper, we propose the design of a naturalistic collaborative virtual
environment (CVE) shared by two users that (1) includes two specialized LEGO
[14] building tasks that are mapped to nine different collaboration dimensions,
and (2) utilizes multimodal data - speech, eye gaze, task progression, and con-
troller input - to determine if the proposed system can capture collaborative
interaction between participants.

This paper is structured as follows. Section 2 presents an overview of existing
VR-based HCI systems that have been developed for assessing collaboration
and social skills. This is followed by the design of our proposed CVE in Sect. 3.
Section 4 presents the experimental setup for the feasibility study. The results of
the study are shown in Sect. 5 followed by a discussion in Sect. 6 and concluding
remarks in Sect. 7.

2 Related Work

Numerous VR-based interventions designed for autistic individuals for social
skills training have reported significant improvement in social interaction. Dide-
hbani et al. [15] designed a study to investigate the impact of VR-based social
skills training on children with ASD. They used a virtual world software called
Second LifeTM where participants went through different social settings as vir-
tual avatars. Participants interacted with an avatar of a clinician who played
different social roles in these scenarios. The results reported significant improve-
ment in the social skills of the children after five weeks of intervention. Another
study conducted in Hong Kong reported improvements in social interaction
specifically in social reciprocity when a group of children went through real life
based social scenarios using a Cave Automatic Virtual Environment [16]. The
children were able to interact with one another as well as virtual objects in the
system.

Additionally, several VR-based serious games have been designed that specif-
ically focus on collaborative skills training. Silva et al. [17] designed a game for
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a multitouch table in which young ASD participants worked in pairs to put
the uniform on a player together. The game was designed to offer training of
four different collaboration patterns: active sharing, passive sharing, joint per-
formance, and unrestricted interaction. The system was evaluated by therapists
who observed the participants as they went through different phases of the game.
The results showed that the system encouraged the participants to collaborate
by showcasing the interactive situations and intentions that corresponded to the
four expected patterns of collaboration. Sara et al. [18] designed an intelligent
agent that would perform different goal oriented as well as cooperative turn-
taking activities with an autistic child. These activities were mapped to differ-
ent dimensions of collaboration such as reciprocal interaction, sharing intentions,
sharing emotions, and other nonverbal cues such as eye gaze. The results of the
training reported improvement in collaborative skills.

However, all the aforementioned studies were conducted with autistic chil-
dren. There are few social and collaborative skills training programs that were
designed specifically for autistic adults and even fewer designed for collaborative
skill training in a workplace. Kandalaft et al. [12] conducted a version of a study
[15] mentioned above with autistic adults and reported improved social skills.
One of the most notable VR-based systems for collaborative training focusing
on workplace was designed by Microsoft. Their neurodiversity hiring program
includes an adaptation of Minecraft that allows candidates to go through differ-
ent social scenarios that requires team building [19]. However, like all the earlier
works mentioned above, the assessment of collaboration relied on the observation
of a personnel.

In addition to observations, specialized tests as well as surveys were com-
monly used to assess and evaluate collaboration. One study utilized multimodal
data to assess collaboration skills of autistic population. Alozie et al. [20] pre-
sented the design of a real-world collaborative task mapped to different dimen-
sions of collaboration whose assessment relied on the analysis of multimodal
data such as verbal communication, head pose, gestures, and eye gaze. However,
the collaborative task was designed for autistic children and was mapped to a
limited number of dimensions of collaboration.

Motivated by the existing work in the design of VR-based intervention sys-
tems that have shown potential for improvement in collaborative skills, we
present a novel VR-based collaborative system that addresses some of the cur-
rent challenges. Our proposed system incorporates a series of LEGO building
tasks in a virtual environment to foster natural collaboration between two adult
participants over a network. This increases the portability of the system by
allowing participants to access it from different locations. The building tasks are
mapped to nine different dimensions of collaboration that are important in a
workplace. The multimodal data collected during the collaborative game can be
used to draw inference about the degree of collaboration between the two par-
ticipants based on the strategic design of the tasks that relies on collaboration
for completion.
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3 Design

The design of the CVE-based assessment tasks can be divided into three subsec-
tions. Section 3.1 goes through the design of the block-building tasks. Section 3.2
provides an overview of the architecture of the collaborative virtual environment,
and Sect. 3.3 presents different dimensions of collaboration and their mapping
to the tasks.

3.1 Design of Collaborative Tasks

Unity [21], a commercial game development software, was used to design LEGO-
inspired block-building tasks in an environment where two participants sit across
from one another with a LEGO mat between them (see Fig. 1). An invisible
impenetrable wall was used to divide the LEGO mat such that each participant
had access to one-half of the mat. All the LEGO pieces were randomly distributed
amongst both participants. They were expected to finish their halves of the
structure within a time limit by using the pieces on their side and requesting
their partner to share required pieces that they do not have access to.

Fig. 1. A schematic representation of the top view of the building task layout (b) A
snapshot of one of the levels of the game with two participants interacting with one
another. The interactive map (top left corner), video of player 2 (bottom left corner),
and timer bar (bottom center) can be clearly seen.

The task included two tutorials and two levels. The goal of Tutorial A was to
acquaint both players with the controls and features of the task independently
whereas Tutorial B was designed for them to practice building a simple object in
a shared environment. Both the tutorials included elaborate written instructions
for each step. Level 1 required the players to build a piano together whereas Level
2 required them to build a scene from a road intersection together by using an
interactive map. The map was provided as an aid to both participants that
displayed the object or scene they were building. The map allowed them to go
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through different layers of an object by pressing the Page up and Page down
keys. (see Fig. 2).

Fig. 2. (a) Second layer of the interactive map for level 2 (b) Final layer of the inter-
active map for level 2

The complexity of the tasks (i.e., number of pieces, shape of pieces, type of
task, etc.) was increased from Level 1 to Level 2. The variation in the levels
was introduced to encompass all the dimensions of collaboration mentioned in
Sect. 3.3. Section 3.2 shows the implementation of a collaboration environment
that allows the task to run synchronously over a network for both players while
collecting multimodal data.

3.2 System Architecture

The proposed CVE system was implemented to support peer-to-peer communi-
cation between two people. Some of the necessary components needed for each
participant’s setup includes a personal computer with a mouse and keyboard to
interact with the task, a webcam and a headset that allows the two players to
interact with each other, and an eye gaze tracker that can keep track of where
the person is looking. Tobii EyeX Eye trackers [22] were used to collect the eye
gaze data and Logitech [23] webcams were used to stream the video of each
participant.
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Figure 3 illustrates the three main components of the CVE-based system. A
Network Communication Layer (NCL) links the participants to a shared virtual
environment. This network layer was established using the WebRTC API [24].
WebRTC is an open-source real-time communication API that allows for cross
platform multimedia communication between nodes [25]. The built-in AV trans-
mission channel was used to exchange audio-visual data between the two players.
WebRTC’s data channel was used to update and synchronize participants’ inter-
actions with each other and the environment. This includes movements of the
block pieces made by either of the participants.

Fig. 3. Collaborative assessment system architecture

Outside of the NCL, there is a Player Controller component and a Data
Collection Module for each participant. The Player Controller holds the logic
for keyboard buttons presses and mouse clicks when participants manipulate
the block pieces. The Data Collection Module stores multimodal input data
from participants during the interactions. This includes transcribed speech, gaze
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points, region of interests (ROIs), keyboard button presses, and time to complete
the task. Microsoft Azure’s Speech-to-text service [26] was used to transcribe the
speech of each participant. The multimodal data collected on each player’s side
was stored every second with timestamps in a log file on Player 1’s PC via
WebRTC’s data channel. Table 1 defines each entry of the log file.

Table 1. Complete list of multimodal data recorded in the log file from both players

Multimodal data Description

Timestamp Instance of time the data was logged

Label Player 1 or Player 2

Text Transcribed Speech

Utterance Number of words uttered

Duration Duration of the sentence that was uttered

X Gaze Point X-coordinate of where the participant was looking on the screen

Y Gaze Point Y-coordinate of where the participant was looking on the screen

Focused Object Name of the Object the participant was looking at

Total Score Percentage of pieces latched by both participants

Individual Score Percentage of pieces latched by each participant

Piece Latched Name of the piece that was just latched

Piece Shared Name of the piece that was just shared

Shared Count Number of pieces shared by each player

Brick Selected Name of the piece that a participant is currently interacting with

Brick Select Duration Amount of time a participant interacted with a certain piece

Active Effort Bool A Boolean that indicates active interaction with the system

Map Interact Bool A Boolean that indicates if a participant is interacting with the map

Time Remaining Amount of time remaining once the game ends

3.3 System Measures and Collaboration Matrix Scheme

Although technology-based collaborative intervention has been explored, limited
studies looked at the features or dimensions of collaborations that can reflect
important communication skills that are essential for workplace collaboration.
After extensive research, Meier et al.’s [27] rating scheme for computer-supported
collaboration was adapted to design a collaboration matrix that can be mapped
to the multimodal data. This matrix was then used to design the levels such that
all the collaboration dimensions can be measured by analyzing relevant multi-
modal data (see Table 2). Designing the levels this way allows for setting varying
expectations for collaboration at each level such that participants can get focused
on the task at hand without feeling overwhelmed. Setting such expectations also
serves as a marker while analyzing the multimodal data of the participant to see
if all the expected dimensions of collaboration were exercised.
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Table 2. Nine different dimensions of collaboration along with multimodal data that
is relevant to each dimension and an example from task design that maps to the
dimension

Collaboration dimension Data relevant to

the dimension

Example from the task design that

maps to the dimension

Sustaining Mutual Understand-

ing:

Do the participants understand each

other?

Speech When an explanation is offered for a

question asked by their partner

(Tutorial B, Level 1, and Level 2)

Dialogue Management:

How are the participants following

the etiquette of a conversation?

Speech, eye gaze When a question is asked and the

participant is responding. When the

participant is looking at their partner

while talking (Tutorial B, Level 1, and

2)

Information Pooling:

How often are the participants

referring to and/or sharing available

information

Speech,

Controller Input,

Eye gaze

When the participant is talking about

or following the instructions. When the

participant is looking at or interacting

with the map (all levels)

Reaching Consensus

How are they coming to a decision

together?

Speech When the participants are discussing if

a piece needs to be shared (Tutorial B,

Level 1 & 2)

Time Management:

How concerned are they about the

time constraint?

Speech, Eye

Gaze

When the participant looks at the timer

and/or mentions if the time is running

out (all levels)

Technical Coordination:

How are the participants handling

technical dependencies?

Speech,

Controller Input,

Task Progression

When the participants are sharing

pieces with each other (Tutorial B,

Level 1, and Level 2)

Reciprocal Interaction:

Comparable input towards the

completion of the task

Controller Input,

Task Progression

If the participant is matching the pace

and progression of the task on their

easily (Tutorial B, Level 1, and Level 2)

Task Division:

How was the task divided?

Speech If the participants came up with a

scheme to breakdown, divide and

complete their tasks (Tutorial B, Level

1, and Level 2)

Individual Task Orientation:

An individual’s commitment to

complete the task

Speech, Eye

Gaze, Task

Progression, and

Controller Input

How well is a participant doing in

finishing the task on their end (all

levels)

4 Experimental Setup

A feasibility study was set up to test the designed system. Three autistic adults
were paired with 3 typically developed (TD) adults to work on the task together.
An ASD-TD pairing was chosen to match real-world circumstances. It is more
likely that an autistic individual will end up in a company with a significantly
higher number of typically developed individuals. All six participants identified
as male within the age range of 18–25 years (mean age = 22.0, SD (Standard
Deviation) = 2.16).

The system was set up on two personal computers placed in two different
rooms in a lab setting. Both participants were seated in front of their PC’s after
they signed and handed in a voluntary participation consent form. A screen
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recording of the participants’ display was captured along with the aforemen-
tioned multi-modal data. The participants were informed about all the data
that was being collected. The study was approved by the Institutional Review
Board (IRB) of the authors’ university.

Figure 4 shows snapshots of all the levels of the task. Each participant went
through Tutorial A to get acquainted with the building tasks independently.
Ten minutes were allotted for this level, which was more than the time needed
to complete it so that the participants can focus on learning the system without
worrying about the time constraint. Support was offered if the participants faced
any technical difficulty in this stage. Following Tutorial A, the participants went
through Tutorial B, Level 1, and Level 2 in a collaborative environment. Five,
8, and 10 min were allotted for each level, respectively. The task took about
30 min to complete and was followed by a qualitative survey to be filled by each
participant.

Fig. 4. Snapshot of Tutorial A (top left), Tutorial B (top right), Level 1 (bottom left),
and Level 2 (bottom right) from the study

5 Results

All three pairs were able to successfully complete the entire task within the
time limits. The log files for all the levels were successfully retrieved. An offline
analysis of multimodal data was performed to show that the system can capture
different dimensions of collaboration. Some snapshots of the logged data are
shown below to demonstrate such mapping.

Sustaining Mutual Understanding: Transcribed speech showed different
instances of conversation that presented mutual understanding. Keywords and
key phrases like yes, yeah, no, nope, I agree/do not agree were used to look for
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such instances. Figure 5 shows a snapshot of a dialogue exchange between two
participants that maps to sustaining mutual understanding.

Fig. 5. A snapshot of a dialogue exchange between two participants that displays
mutual understanding

Dialogue Management. Dialogue management was tracked by using the tran-
scribed speech as well as the utterance. Bidirectional communication was suc-
cessfully tracked in the log file i.e., whenever a participant started a conversation,
it was always reciprocated by their partner. Figure 6 shows a snapshot of a con-
versation between a pair of participants when they entered the collaborative
environment.

Fig. 6. A snapshot of a dialogue exchange between two participants that showcases
dialogue management

Utterance recorded the number of words said by each participant in a sen-
tence. Table 3 below shows the mean and standard deviation of the number of
words uttered per sentence for two pairs. A t-test was performed to see if there
was a significant difference in the number of words uttered per sentence dur-
ing the task by each participant in a pair. For pair 1, no significant difference
was reported (p> 0.05) whereas a strong statistically significant difference was
reported (p< 0.0001) for words uttered by each participant in pair 3. The ASD
participant uttered fewer words per sentence as compared to the TD participant.
Data from pair 2 was not available for analysis as the utterance was not entirely
captured. However, this issue was fixed before the system was tested with pair 3.
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Table 3. Mean and standard deviation (STD) of words uttered per sentence by each
participant in a pair during the task. P-value of a t-test performed to see if there is a
significant difference between the number of words uttered

Pair Pair 1 Pair 3

ASD TD ASD TD

Mean 7.05 5.15 3.99 6.16

STD 5.98 4.11 3.28 5.44

p-value 0.076 <0.0001

Information Pooling: Exchange and sharing of information were represented
by the transcribed speech, gaze data, and the Boolean value set for any interaction
with the map using the controller input. Figure 7 shows a snapshot of an instance
of information pooling from the speech. Figure 10 shows the Map Interact bool
which is set to 1 whenever a participant interacts with the map.

Fig. 7. Snapshot of transcribed conversation between two participants in a pair that
shows an instance of information pooling

Reaching Consensus: Only a few verbal instances of consensus were noticed
among the participants. Keywords including yes, you’re/you are right, and I
agree were used to look for any signs of consensus. Figure 8 shows a snapshot of
a conversation that reflects agreement.

Time Management: None of the data recorded display any concerns regard-
ing the time limit. No reference to time management was found in any of the
conversations nor was any eye gaze data recorded on the time bar.

Technical Coordination. Since the task completion is dependent on partic-
ipants’ ability to share relevant pieces with each other, the expected technical

Fig. 8. Snapshot of transcribed conversation between two participants in a pair that
shows an instance of reaching consensus
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coordination was recorded by the system. Keywords and key phrases like can
you send, share/pass or I need were used to look for instances in the tran-
scribed speech where a participant is asking their partner to share a relevant
piece. Figure 9 shows a snapshot of a conversation between two participants.
One participant is asking for a piece which is followed by their partner’s verbal
affirmation and action of sharing the piece that was recorded as Piece Shared by
using controller input.

Fig. 9. A snapshot of multimodal data recorded in the log file that shows an instance
of technical coordination

Another measure of technical coordination was time remaining which was
logged as soon as a pair was done with the level. Coordination can be assessed
by measuring how long did it take a pair to go through different tasks.

Reciprocal Interaction: Reciprocal interaction was measured by comparing
the individual score of each participant, number of pieces shared, and record of
any active participation on their side. Figure 10 shows snapshot of a log file where
Individual Score, Shared Count, and active Effort Bool can be used as indicators
of reciprocal interaction.

Fig. 10. A snapshot of multimodal data recorded in the log file shows an instance of
reciprocal interaction

Task Division: No instances of task division were observed through the data
analysis.

Individual Task Orientation: Individual task orientation can be easily extra
cted from the multimodal data. Figure 11 shows all the multimodal data collected



Design of a Virtual Task to Understand Nature of Collaboration 423

from controller input, eye gaze detection, and task progression that can be used
to track individual task orientation using the labels p1 and p2 for each partici-
pant.

Fig. 11. A snapshot of multimodal data recorded for 10 s that can be used to assess
individual task orientation for participant 2 based on Label = p2

The survey results obtained from each participant can be found in Table 4.

Table 4. Survey results obtained from all participants

Survey question Scale Mean STD

Experience playing the game 1 =Not enjoyable at all, 10 = Very enjoyable 6.7 2.79

Difficulty of the game 1 =Very difficult, 10 = Very easy 6.8 1.62

Communication in the beginning 1 =Not comfortable, 10 = Very comfortable 8.3 1.54

Communication towards the end 1 =Not comfortable, 10 = Very comfortable 9.4 0.85

Allotted time 1 =Not enough, 10 = Too much 6.3 2.10

6 Discussion

The objective of this study was to design a collaborative virtual task and to
show that the designed system is capable of recording multimodal data that
maps to nine dimensions of collaboration that are essential for collaboration in
the workplace. As presented in the previous section, the multimodal data cap-
tured by the system can successfully represent mutual understanding, dialogue
management, information pooling, consensus, technical coordination, reciprocal
interaction, and individual task orientation. However, the system was unable to
record any instances of time management or task division.

The amount of time allotted might be one of the reasons why participants
were not concerned about time management. This assumption is supported by
the results of the survey where participants rated more than enough time when
asked for the allotted time. In addition, the system was unable to capture any
task division because the existing levels were designed with the block pieces
divided between the two players at the beginning of the task shown on the
interactive map. Design of an additional freestyle level without an interactive
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map will give the participants more room for decision making and task division
as they build something together.

Survey data showed that the participants found the system fairly enjoyable
with moderate levels of difficulty (see Table 4). The participant also reported
that they were more comfortable communicating with their partners towards
the end of the task as compared to the beginning of the task. However, the
number of participants is not enough to attribute the increased level of comfort
to the design of the system.

A notable observation made from the data analysis was that it could be used
to perceive participant’s conditions or states. For example, with the multimodal
data, we can observe whether a participant was in idle state (i.e., there was no
active contribution), struggling (i.e., they were actively participating but making
no progress), or in steady state (i.e., they were making progress) over a fixed
period of time. This information can be used to design and train an intelligent
agent that can offer support catering to the different states (idle or struggling)
and upgrade the assessment system to allow for collaborative training.

Only three pairs of participants were enrolled in the study because the objec-
tive was to present a proof of concept. Future work includes the design of an
intelligent agent that could analyze multimodal data to detect the dimensions
of collaboration. The detected dimensions can be compared with the expected
collaborative activity for every level to rate collaboration.

7 Conclusion

The motivation behind this work was the unwavering high unemployment rate of
autistic population that is often attributed to their social skills deficit. Existing
vocational centers are unable to provide cost-effective long-term collaborative
skills training because of the added workload on their staff to facilitate and
assess collaboration. Existing VR-based systems designed for social skills training
mainly focus on autistic children and still depend on personnel for evaluation of
collaboration. Our objective was to design a VR-based collaborative virtual task
that could assess different dimensions of collaboration using multimodal data.
The task was designed to foster a natural collaborative space for an autistic and
neurotypical adult to replicate a social interaction that many autistic adults end
up having in a workplace. Results of the feasibility study showed that multimodal
data can successfully capture different dimensions of collaboration mapped to
the task. Future work includes the development of an intelligent agent that can
be trained on this multimodal data to automatically detect different dimensions
of collaboration.
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Abstract. People with ID tend to need support with most daily tasks,
require time for cognition and multiple repetitions during learning of
basic skills (APA 2013).Developing their visual learning ability, com-
munication and numeracy skills is important for their daily life but
presents challenges. Contextualizing and gamification of communica-
tion and numeracy skills into visual formats can help in the learning
and assessment processes.Before proceeding to co-design, It is impor-
tant to explore the existing technological know-how, ability, inclination
and acceptance. It is also important to understand accessibility issues
and limitations to usage. Teachers, parents and carers are most suited to
understand the needs of the students with ID. Semi-structured interviews
with such domain experts will help explore the constraints for participant
selection, data collection, nature of co-design activities and method of
analysis. This knowledge is essential for the success of co-design activities
which would include ideation process with the students with ID.

Keywords: Co-design · Intellectual disabilities · Accessible virtual
environments · Numeracy education

1 Introduction

1.1 Background

The estimate is that 2.16% of adults in the UK have an intellectual disabil-
ity (ID) and the variation in presentation of intellectual disabilities can be sub
divided based on the level of support required into four levels: mild, moderate,
severe and profound. People with mild to moderate intellectual disabilities may
be semi-independent in many areas of their lives and possess the ability to learn
new skills and information. Studies on education have shown that students with
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mild ID showed a similar, but delayed (Brankaer 2011) development of abili-
ties as compared to neuro-typical students of the same age. Various tools and
techniques for numeracy and communication skills learning and evaluation for
neuro-typical students are being currently applied with student with ID along
with some special tools created just for students with ID. Many of these learning
tools utilise visualization as a means to aid the learning and evaluation but it is
unclear if these have been effective and popular with the students with ID. Since
so many tools apply data visualization, it is assumed that they could be helpful
to supplement the learning and assessment of the numeracy and communication
skills for students with ID. It is hypothesised that there is a need for intervention
because the current tools and techniques are designed ‘FOR’ the students with
ID. Research method such as co-design integrate user’s ideas into solution thus
creating a better understanding of the problem faced, and co-ownership of the
solution being designed and may have a better chance of being accepted by the
community of users. Therefore, co-design method needs to be applied to develop
a data visualization based intervention ‘WITH’ the intended users, which are
the students with ID.

1.2 Research Problem

Co-designing with students with ID as a research method has not been applied
frequently. Existing methods of co-design need to be tailored to the participants
based on their inclinations, severity of ID and support available (Standen Brown
2014). However, how the tailored method should be and what are resources
required to conduct co-design is not entirely clear. Thus, there is a need to iden-
tify the process of co-design when researching with students with ID. This paper
deals with methodological review for building such co-design method within the
context of using data visualization based intervention to aid in the learning and
assessment of numeracy and communication skills.

1.3 Aim and Objectives

Aim: To investigate how co-design could help in building data visualization (DV)
based intervention that can be used to aid numeracy and communication skills
learning and evaluation for students with ID.

Objectives: To achieve the aim, the following objectives have been recognised:
Objective 1. To construct a working understanding of key relevant concepts,

which include; numeracy and communication skills training tools and techniques
for students with ID, co-design with the intellectual disabled.

The objective is to understand the critical issues in numeracy and commu-
nication skills training for the intellectually disabled as recognised by different
authors and the need for intervention. Then, the literature review demonstrates
how the key concepts are relate to each other. It is important to explore prior
research in co-designing with the intellectually disabled and review the methods
used by such studies. This objective is briefly described in this paper.
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Objective 2. To devise a methodology to appropriately apply data collection
method and thematic qualitative analysis method for field review.

Field review includes semi-structured interviews with domain experts such
as teachers, carers and established researchers working with people with ID.
The interviews will explore the constraints for participant selection, nature of
co-design activities, useful interventions and the method of evaluation (quali-
tative and quantitative) that will need to be applied to understand the effect
of intervention to the numeracy and communication skills tools and techniques
currently being used. The method and its rationale are core of this paper which
is part of a series of publications. This paper however, does not provide the data,
analysis and findings and focuses solely on developing a theoretical method for
field work.

Objective 3. Identifying platforms for development of intervention and the
co-design strategy.

A feature driven development method with experts, including the students
with ID, their teachers and carers for rolling working versions of platform for
applying intervention to the numeracy and communication skills tools and tech-
niques that are currently being used. Further, co-design strategy to apply and
study the developed platform needs to be proposed from the data. This is not
within the focus of this paper and will be part of future publications.

1.4 Section Summary

The problem recognized is that, though co-designing WITH the students with
ID could be useful method for developing data visualization based intervention
for learning and evaluation of numeracy and communication skills, it is not well
established research method within the context. Therefore, the co-design process
needs to be tailored to the specific inclinations and needs of the students with
ID. For this reason, the paper explores literature to develop a field study which
will be conducted with domain experts such as teachers, carers and researchers
with experience of working with students with ID. The paper provides method
to analyse the data and proposes a strategy for co-designing WITH the students
with ID.

2 Literature Review

2.1 What Is Intellectually Disabled?

The term intellectual disabilities (ID) is used synonymously with “developmental
disabilities” and “learning disabilities”. The Diagnostic and Statistical Manual
of Mental Disorders (DSM-5), defines intellectual disabilities for diagnostic pur-
poses (American Psychiatric Association 2013) as:

• An intellectual impairment that can be formally diagnosed with deficits such
as planning, reasoning, problem-solving, judgement and learning from expe-
rience to name a few;
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• Significant difficulty with daily living skills including looking after themselves,
communicating and taking part in activities with others;

• Onset of the intellectual and adaptive deficits during the developmental
period

According to Public Health England (2016), only 23% of people with intellectual
disabilities are formally diagnosed and recognised by the authorities in the UK.
It is hard to determine the accuracy of this estimate because, in practice, not
everybody receives a formal testing and nowadays some services that were tra-
ditionally designed for people with disabilities originating during developmental
periods, now cater for people with acquired brain injury. This already gives some
indication of the variation in presentation of intellectual disabilities which can
also be sub divided based on the level of support required into four levels: mild,
moderate, severe and profound. So, for example, people with profound intellec-
tual disabilities tend to need significant support with most daily tasks and will
do for the whole of their lives and they often have additional physical or mobility
problems. Comparatively, people with mild to moderate intellectual disabilities
may show ability to learn new skills and information and achieve some amount
of independence in certain areas of their lives. But many schools often have
to group students with varied diagnosis together and sometimes also encourage
attending classes with typically developing students to promote peer support
(Darling-Hammond et al. 2020). Studies on the level of education of such cohort
have shown that students with mild ID showed a similar, but delayed (Brankaer
2011) development of number magnitude processing and symbolic and a non-
symbolic representation tasks. Thus, students with same age but with and with-
out ID would perform differently (Brankaer 2013). Many students with mild to
moderate ID are capable of acquiring level 1 of the Krajewski model.

Fig. 1. A version of Krajewski model adapted from Aunio and Räsänen, 2016

2.2 Understanding Education Tools for Numeracy
and Communication Skills Development

It is very important for people with ID to be able to understand basic numeracy
and cope with communication to successfully live independently in their day-to-
day activities. There are already a few tools & techniques in place to improve
their way of education for numeracy & communication. Importance of counting
skills and the linkage of numbers and quantities has been explored by many
different authors (Sarama and Clements 2009; Krajewski and Schneider 2009;
Aunio and Räasänen 2016). These different models explore a common theme
called task analysis.
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Task Analysis: As per (Moyer and Dardig 1978) task analysis is basically a
sequenced list of the subtasks or steps that make up a task is widely used by
the special educators. It is counted as one of the critical components for the
behavioural approach which is used by the educators to understand and anal-
yse the need of students with ID. For example, Krajewski’s model for numerical
development (Krajewski and Schneider 2009), has been found to be applicable
when describing the numerical development of students with ID (Moser Opitz
et al. 2015; Garrote et al. 2015). This model is shown in Fig. 1 and has three
levels. Level 1 consists of basic numerical skills where students recite number
sequences, recognize number words, discern quantities and develop ability to
compare them in terms of more, less, and the same. Level 2 is the acquisition
of the quantity-number concept moving from imprecise descriptors such as- a
bit, much, or very much, to the precise quantity-number. At level 3, students
can compose and decompose numbers including addition and subtraction and
understanding equations. It is important to note that the model was developed
with focus on neuro-typical children of a certain age range, but has been use-
ful during research with students with intellectual disability at different ages.
Aunio and Räsänen (2016) build on Krajewski’s model to provide specific Core
numerical skills for learning mathematics model as shown in Fig. 2. Their dia-
grammatic representation include working model for the tasks that could be
applied for each levels of Krajewski’s model. These two models can be helpful to
identify categories of numeracy learning and assessment. Using these to under-
stand current tools and techniques would be helpful in understanding potential
data visualization based intervention to be developed WITH students with ID.
Thus, these models could be an important scaffolding to build and categorise
activities during this research.

Manipulatives: As per Bouck et al. (2014) manipulatives are a common tech-
nique in mathematics classrooms that help students understand mathematical
concepts and range from physical or ‘concrete’ to virtual or ‘abstract’ manipula-
tives. The physical is mainly about the actual object and these can be analogous
or digital objects. For example, Battocchi et al. (2010) used collaborative puzzle
games to enhance social interaction in youth with Autistic Spectrum Disorder
(ASD) compared to control group of neuro-typical youth. They showed that
such collaborative objects improved the interactions and helped with commu-
nication for the participants. Thus, there is value in using probes to enhance
communication and interaction during co-design sessions. There is a growing set
of virtual manipulatives which includes abstract techniques (songs, vibrations
etc.), as well as computing environments. For example, Brown, McHugh, et al.
(2011) developed an android based location tracking app that could help people
with intellectual disabilities to repeatedly plan and practice new routes and then
to apply them safely and independently in the real world. Clearly, this should
be explored with domain experts and made a part of the co-design activities
working WITH students with ID.
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Fig. 2. Core numerical skills for learning mathematics (Aunio and Räsänen, 2016)

Multi-modal and Multi-sensory Approach: Obaid (2013) states that using
multi-modal approach for the visual, auditory, and kinaesthetic modalities, some-
times at the same time is useful. They are considered useful because they assist
students make sense of material in a variety of different ways. Further, their
research noted that multi-sensory techniques have also been used frequently.
These are activities that make use of the 5 different senses and are especially use-
ful for teachers dealing with dyslexic students and students with ID. The modal-
ities and senses often go together. Visual medium can be categorised based on
immersiveness, e.g. 2d, 3d and head mounted display based (also called Ar/VR).
They further enhance spatial awareness aspect through visual media. Perceiv-
ing through touch and awareness of body motions is referred to as kinaesthetic
perception. Sometimes this includes other senses like smells, textures or tastes
to further embed knowledge. Auditory approach ranges from use in instructions,
motivators and tools for embedding knowledge e.g. through songs (sometimes
associated with dance). When using such multi-modal and multi-sensory tech-
nique, there are other aspects that should be considered.

Body Language/In Person: It gets easier for them to understand it better
when they see the way a talk is being delivered

In Writing: The best way for them to understand would be using bigger Fonts
and bullets point

On Phone: By using clear and concise words and at a slow pace. Using sign
languages, gestures, pointing towards picture are the best physical ways of com-
munication. Apart from that a lot for text to speech software and other speak
to talk apps like Proloquo2Go,Lamp words for life and ABCmouse are used.
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Online Tools and Virtual Presence: During recent years, the virtual meet-
ings with audio-video and online tools and environments have been used in edu-
cation. However, using these for students with ID remains relatively unexplored
area.

Assistive Technology: Use of assistive technologies especially in case of math-
ematics (Akpan and Beard 2014) where it can be in a form of piece of equipment
or a product created by a teacher that is intended to increase a student’s func-
tional capacity or assist a student in accessing the general education curricu-
lum. In order to achieve an inclusive classroom, students with impairments have
employed tools such as pencil grips and text-to-speech systems. Similarly, Math
Simulator games such as Tech tracker, Math Workshop, Virtual Ruler and so
many Videos and Songs relating or including maths are also being used (Akpan
and Beard 2014). The assistive technology also has practice environments and
assessment features. However, there is clearly a gap between use of assistive tech-
nology in classroom and use of the learnt concept in real world. For example,
Routemate tool helps people with ID to plan and reherse new paths which is
real application of the concept of distance. By making the taught concept and its
application in real life apparent could make the learning process more engaging
and motivating.

Gamification. Paper and pencil versions or card games that exercise and thus
develop memory have a long history in education and brain training games for
hand held devices are commercially available for the wide variety of contexts.
For example, Standen et al. (2009) used a switch-controlled computer game with
time limit measurement to assess choice reaction times and found that card
based intervention improved the reaction times for people with ID. Similarly,
Prins et al. (2011) also verified benefits of adding game elements are associated
to enhanced motivation and training performance of children with ADHD. In
yet another study, Brown et al. (2008) randomly assigned school aged students
with intellectual disabilities to playing a series of observational games that did
not rely on memory skills and found that such games could still improve memory
performance. Van der Molen et al. (2010) conducted similar research on a larger
scale, with mild to borderline intellectual disabilities playing computerised ver-
sion of the “odd one out” puzzle. The game could be played at any one of seven
speeds in one of three versions based on fractions, percentages and decimals.
These games designed show that gamification enhances the learning experience,
that gamification introduces the hierarchy of difficulty to introduce challenge
which can improve engagement, and that gamification needs to reflect a sense of
progress and tracking of such progress.

2.3 Section Summary

The intellectually disabled community is growing, and they require assistance
for different day to day activities. Learning numeracy and communication and
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assessment of such skills is important skill. However, the tools and techniques
used for this purpose need to be fit for purpose. They need to provide different
parts of numeracy knowledge, provide this through manipulatives which are
physical or abstract props. To reach different types of learners, the tools could
also provide multi-modal as well as multi-sensory approach and utilise assistive
technical solutions. Further, gamification can vastly improve learning process
for the students with ID. With so many requirements, it is important to explore
how students with ID could engage with these aspects through interviews with
the domain experts such as teachers, carers and parents. It is also important to
understand how would these aspects be applied as a part of data visualization
based intervention and used for assessing the measure of success. Thus, This
section explored relevant theoretical aspects and the next section should explores
practical methodology that could be employed to involve students with ID into
the process of understanding the problem and designing the solution WITH
them, rather than FOR them.

3 Review of Methods

3.1 What Is Co-design?

Co-design has gained importance in a variety of fields such as; educational insti-
tutions (e.g. ISTEAD, Stanford etc.), government organizations (e.g. the US
Social Innovation Fund, Social Innovation within the European Horizon 2020
Flagship Initiative, “The Innovation Union”), third sector non-profits (e.g. the
Young Foundation, the Centre for Social Innovation Toronto, and the Centre for
Social Innovation Vienna etc.) and more recently a growing section of the private
sector. Co-designing happens when facilitator goes beyond own creative practice
to draw out problem understanding and creative solutions WITH a community
who is facing the problem and will benefit from a solution. The researcher in
co-design process is a facilitator to help with design thinking being applied by
such community as well as any multi-disciplinary experts associated with them.
Any project is truly successful only when the community affected by the change
are comfortable with the methods applied to bring the change. This is why co-
design ensures participants have “contribution to a shared knowledge-base”, and
contributing members are invested in the success of the solution generated. Dur-
ing co-design the knowledge is generated through interactions (Platts 2013) and
application of design thinking through various activities. Thus, if co-design is
important, it is also important to understand what the design thinking process
means during this research.

3.2 Design Thinking

Design thinking usually applies convergent and divergent activities to find a
creative solution to the problem. Divergent activities include ideation of new
ideas by asking generative design questions. Usually the goal is to ‘brainstorm’
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(Osborn 1963) as many new and unique ideas as possible, and build a plethora
of choices. On the other hand, convergent activities focus on analysing the ideas
generated and filtering useful ideas so that a decision can be made of which ideas
should proceed for testing and development. Crucial part of the design think-
ing process includes framing the problem and co-evolving the understanding of
the problem with the solutions (Dorst 2017). Design thinking is the ability to
solve problems which are considered wicked because it challenges the problem
itself to build an understanding on the inherent paradoxes that make the prob-
lem wicked. The idea is to go beyond the regular logical questions and create
different perspective or ‘frames’ of references on the purpose or value being cre-
ated through the solving of the problem. A common example of wicked problem
solved with design thinking can be seen with transportation department where
the customer’s enquiry about bus while waiting at the bus-stop became point of
enquiry. Simple logical problem solving, or what Dorst (2017) calls closed prob-
lem solving, they accept the premise of the problem which is that ‘the product
solves a particular need of the customer’. Thus, the ‘What’ product we are
dealing with and ‘How’ it will be used remain the focus of such logical problem
solving process. Closed problem solving calls attention to investigating additions
to the product features, improving packaging, improving aesthetics etc. Essen-
tially, these solutions are perfectly acceptable and add to the value offering of
the organization and their brand. However, with the example of transportation
department, timetables were used on bus stops as a value offering to satisfy the
customers’ enquiry and the solution was considered unsuccessful. This is because
the perspective always leads to enquiry into what other needs could be satisfied
through that product. However, design thinking calls for challenging the premise

Fig. 3. Convergent Divergent design thinking, a visualization adapted from Law-
son 2006
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Fig. 4. Wicked problem with open and closed reasoning adapted from Dorst 2011

of the problem; that the product is able to fulfill the needs of the customer may
have been true at one time but, is that the case now? This means re-investigating
into understanding the needs of the customer to ‘re-frame’ the problem. Such
‘framing’ is a small but significant part of the design thinking process and it is
significant because it provides grounds for co-evolving the problem space and
the solution space through divergent and convergent activities (Cockton 2020).
Usually, all that is known is the aspired value that needs to be generated and
such problems require, what Dorst (2017) calls, ‘open forms of reasoning’. Such
process is called as design driven innovation. For the transportation department
it meant understanding why customers were unhappy and reaching the root of
problem which was not knowing at the bus-stop ‘when’ the bus was arriving
next. Such design driven innovation process is not a simple linear process and
poses problems as explained below.

3.3 Design Driven Innovation and Fuzzy Front End of Design:

The process of design driven innovation applies design thinking (Lawson 2006)
and deals with wicked problems (Dorst 2017) so that understanding of problem
‘frames’ and solutions can co-evolve (Cockton 2020). Such co-evolving activi-
ties during co-design form a part of, what Sanders and Stappers (2008) refer
to as the fuzzy front end of the design driven innovation process. The represen-
tation of the fuzzy front end shown in the Fig. 5 can be interpreted to define
the path to be random and complex, involves wide range of activities, has to
be performed by co-designers together, with limited or no knowledge of the pro-
cess. The co-designers are different stakeholders such as students with ID, their
teachers, carers, parents and even researchers involved in the process. As seen

Fig. 5. Design driven innovation and the fuzzy front end Sanders and Stappers, 2008
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in section on intellectual disability, there are different severity of condition and
sometimes, they are associated with different physical disabilities. These com-
bination of conditions can limit the participation and insights provided during
this research. Thus, the researcher of study needs to have good insight into
the co-designers before they can create and facilitate co-design activities. For
this reason, a preliminary study with domain experts is required before creating
activities for co-design.

3.4 Section Summary

During co-design, the researcher of the study has the responsibility to create
activities which will enable the stakeholders to apply the design driven inno-
vation process. Thus, the researcher of the study is not designing the solution
or understanding the problems, but simply facilitating the discussion where co-
designers co-evolve the understanding of the problem and the solution. This is
challenging work, and it is even more challenging when working with students
with ID. Thus, there is need to conduct preliminary study with domain experts
such as teachers, carers and parents of students with ID.

4 Conclusions

4.1 Field Review and Interviews with Experts

Before any co-design activities can be planned, a field review will be needed. This
is because, students with ID have their individual requirements and field review
will help the researcher to understand them. For example, which activities do a
certain group of students respond to, how do they engage, and what instructions
they would require are some of the details that the field review should explore.
Thus, field review will need to be conducted with experts on ID such as teachers,
carers, parents and other researchers with experience of working with students
with ID. The method of qualitative interview is considered appropriate because
interviews could provide information that the researcher of this study may not
have thought about. Semi-structured interviews will help explore and understand
common themes, but exploring information not known will remain very impor-
tant part of the method. Intellectual disability is often associated with physical
disability. These could bring additional complexity to the co-design process. The
field review can help explore what constraints on selection of participants are
required, so that appropriate participants could be selected. This will then help
the researcher decide on the co-design activities appropriate for the selected
participants. There are many different tools that can be used for data collection
during co-design. The field review can also help explore which tools would suit
the particular study. For example, using role play for a group of students with ID
could be selected as method for data collection during co-design sessions based
on the findings from interviews during field review.
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4.2 Co-design Session with ID Group

The sessions for co-design would require the students with ID to work with their
teachers, carers and parents to engage in activities which aid in understand-
ing how they learn numeracy and communication skills. These sessions would
explore where such knowledge is applied and provide context to the knowledge
gained. The co-design sessions will then focus on techniques which are popu-
lar for learning and assessment of numeracy and communication skills. Many
assistive technologies are currently available and understanding pros and cons
of each would provide an understanding of potential co-designed system. These
could then also help in creating manipulative props which are either physical
(real objects), abstract (songs etc.) or virtual objects. The co-design could also
explore how the material can be accessed through multi-sensory approaches and
integrate gamification into the assistive technologies.

4.3 Cross-validation with Other Researchers

The outcomes of the co-design sessions will need to be cross-validated. This is
to deal with Hawthorne effect, inter-research bias and correct interpretation
of qualitative data. During this process, it is not just important to involve
other researchers, but also experts such as teachers, carers and parents could
be involved to help understand what the participants are trying to co-design.
This can be done either through post-co-design interviews to verify the findings
with the participants. Or a separate group of experts not involved in co-design
can help to interpret the findings.

4.4 Limitations and Future Work

There is limited literature on designing ‘With’ students with ID. The literature
that exists, highlights that teachers, carers and parents are important to the
process of understanding, involving and interpreting co-design sessions with stu-
dents with ID. However, no clear plan is shared as a method during such studies
and the focus seems to be on findings of such sessions. This paper identifies
this as important gap in knowledge and builds on this methodological aspect.
Another limitation of the study is that it focuses on researcher of the study being
completely new to working with students with ID. However, many studies are
conducted by researchers with lot of expertise in the domain of ID. The study
is designed for a specific case of learning and assessment of numeracy and com-
munication skills. However, there are many more studies where co-design could
be useful.
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4.5 Section Summary

Fig. 6. Author’s view of method of data collection

As seen in the figure, the paper reviews different aspects of methodological
approaches, and presents a three stage method. The field work will explore
through interviews with experts, key criteria for participant selection, ways in
which students with ID selected can be engaged in co-design and how data can
be collected during co-design process. The next section deals with creating co-
design activities and facilitating them so that students with ID, their teachers,
carers and parents can help in co-designing an understanding of the problems
they face with regard to learning and assessment of numeracy and communica-
tion skills. The activities could further help in designing solution which could
be appropriate for the problem and explore how existing tools could be used for
this and what features could be involved. Finally, the findings from co-design
sessions need to be verified with other researchers and experts to ensure the cor-
rect interpretation is understood. This could further be used as requirements for
a system to be developed and such system could be tested with the participants
as intervention to improve the tools and techniques for learning and assessment
of numeracy and communication techniques.
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Abstract. Children with Down Syndrome face major challenges in maintaining
active social interaction. HCI research has well explored the design of computer-
aided systems to support education for teachers and therapists, but comparatively
lesswork has been considered in the case of social behavior learning forDownSyn-
drome children and their caregivers. Many challenging behaviors originate from
misunderstandingDS children’s emotions, body language, and verbal expressions.
To better investigate the barriers to maintaining active social interaction for DS
children and their caregivers, we conducted a social activity with an organization
providing therapeutic treatment for DS children. Situated in a co-designed drama
rehearsal activity for acting, storytelling, and socializing, our field observations
and semi-structured interviews with family caregivers, therapists, and volunteers
have illustrated certain behavior characteristics of DS children that may hinder
communication and understanding with their caregivers. Based on this field study,
we are contributing a nuanced understanding of the behavior issues of DS chil-
dren during social interactions. Furthermore, we are proposing a collaborative
partnership model to engage both non-professional and professional caregivers in
developing a safe, effective, flexible, caring mode to allow DS children to be more
self-independent in broader social contexts. Finally, we have brought forward the
suggestion that the visual analytics technique can be used as a novel mediated
form of assistive technology to support social behavior learning and personalized
intervention.

Keywords: Down syndrome children · Social behavior learning · Design with
caregivers · Visual analytics

1 Introduction

The Birth Defects Prevention and Treatment Report [18] states that Down Syndrome
(DS) is a common chromosomal anomaly that occurs in 14.7 of every 10,000 live births
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in China, resulting in the birth of approximately 23,000 to 25,000 DS Chinese children
each year [18]. These high rates are troubling, and are triggering an increased level of
attention to the quality of life for DS children and their caregivers. Research has shown
that children with DS are characterized by active social development and high visual
ability, which provides opportunities for self-independence and engagement in normal
society [4]. However, they frequently face significant challenges inmaintaining effective
social interaction owing to language disorders, low self-control in their emotions, motor
problems, and cognitive impairment [3], calling for an urgent comprehension of each
child’s behaviors to enable the design of personalized interventions and therapy.

Individuals’ performance characteristics during social interaction are highly person-
alized, and this is especially the case for children with DS, where sometimes their exag-
gerated emotions and body language can only be understood by specific caregivers with
whom they have established long-term, high-intimacy relationships. Current strategies
for understanding behaviors and evaluating learning abilities are still designed by thera-
pists through daily observation, tests, interviews, and language sample analysis [20]. This
process can be very time-consuming and a heavy burden for professional caregivers. In
addition, most social interactions happen outside the school or clinic environment, where
non-professional caregivers (i.e., peers, volunteers) have little prior knowledge of DS
children’s behaviors, resulting in low efficiency in communication, learning activities,
and social interactions. Especially for parents, the experience of having a child with DS
is both unexpected and stressful. Nevertheless, it is parents who play the decisive role in
tapping their children’s potential capabilities and applying effective interventions. Prior
research showed that when daily experiences discuss the child’s developmental delay
or challenging behaviors, parents efficiently run into emotional strain as they discuss
their hopes and fears, developmental concerns, uncertainty, and feelings of distress [19].
Hence, a novel way of mediated support technology, designed to help multiple types of
caregivers improve their communication with DS children and thereby to better manage
their behavior, should be explicitly considered.

Prior work on such a multi-phase, complex development disorder suggests that self-
tracking and feedback systems are essential in assessing treatment effectiveness [14]. DS
children spend most of their time at home, where they can experience various types of
therapy treatment. To date, information communication technology and assistive devices
(i.e., multi-sensory stimulation, virtual reality environments, language transcript soft-
ware) have been well explored by HCI research [7], presenting promising evidence
that these applications can enable children with DS to be more social and independent.
Additionally, previous studies have shown that technological solutions can be helpful
when leveraging the social aspect with multiple caregivers to improve the socialization
of children with DS. Nevertheless, the adoption of high-tech tools remains limited for a
number of reasons, including (1) insufficient contextual information [2]; (2) high costs
[4]; (3) single behavior assistance or single conversation assistance [14]; (4) the need for
a high level of professionalism; and (5) the level of acceptance varying from one child
to another, one school to another, and even by country [4].

To better understand the commonproblems faced byDSchildren and their caregivers,
we conducted a qualitativefield study focusedon three caregiver groups, including family
caregivers, therapists, and volunteers. Our findings have allowed us to distill goals for
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DS children and their caregivers that can be addressed through design. In this paper,
therefore, we:

(1) Characterize the primary challenges associated with caregivers’ understanding of
DS children’s behavior during social interaction.

(2) Examine the applicability of HCI research supporting communication and social
interaction to this group and identify opportunities to create a collaborative
partnership model.

(3) Discuss how advanced mediated technology can support DS children by pro-
viding integrated, visualized feedback of their behavioral indicators to improve
understanding between DS children and their caregivers.

2 Related Work

Social Behaviors of DS Children and Observation of Daily Living. Children with
DS are often seen as cheerful, affectionate, and sociable, but they may struggle with
understanding, managing, and identifying emotions as a consequence of cognitive and
language delays. Most DS children will be associated with lifelong Sensory Processing
Disorder (SPD), a neurological disorder in which the brain is unable to integrate certain
sensory information received from the body, invariably resulting in poorer nonverbal
requesting and language expression [23]. Thus, the social behavior of DS children is
always characterized by a lack of social-emotional communication, an inability to share
their interests and respond to other’s communication initiation, the avoidance of eye con-
tact [5], failure to carry out normal social interaction adjust with contexts, and difficulties
in maintaining collaborative work or playing games [21], among other factors. These
challenging behavioral features cause serious understandable problems and ineffective
communication between DS children and caregivers. However, research on improving
social interactions, includingDS children’s social-emotional learning and social commu-
nication skills, is much scarcer. Previous designs and methods applied in the healthcare
domain suggested that the patient-generated health data in daily life can help caregivers
understand andmanage patients’ habits and behaviors more effectively [17]. To generate
detailed health data, Hong et al. [11] introduced a concept named Observations of Daily
Living (ODL), designed to visually depict daily behavior indicators, status indicators
(i.e., mood, energy level, appetite), and the socio-environmental context by using the
storyboard technique. This study provides evidence that visual OLDs can serve as a pow-
erful toolkit with which to support patients’ emotional journeys and life experiences,
and ultimately support both parent-children interaction and data-driven medical conver-
sations. Thus, we have identified a need to explore how to visually present DS children’s
social interactions that enable multiple types of caregivers to recognize their behav-
ioral indicators and expressive language, which will facilitate learning DS children’s
behavioral characteristics, and thereby create personalized treatment strategies.

Assistive Technology for Caregivers-Children Interaction Support. Supporting
children with physical and mental disabilities with regard to some of their physical func-
tions and altering behaviors in the context of daily life has already been studied in some
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depth in the field of HCI, constituting a significant body of literature under the heading of
assistive technology [2–4]. In addition, real-time automatic social behavior recognition
has been proven useful to behavior reflection and change [13]. To date, notable advances
have beenmade in supporting parent-children interaction therapy, especially for children
diagnosed with Autism Spectrum Disorder [10], Attention Deficit Hyperactivity Disor-
der [13], dyslexia [12], developmental language disorder [1], to name a few. Guiding by
assistive technology, current research can be categorized or monitoring conversation for
developmental interventions and non-verbal expressive behavior for behavioral change
[14].

The motivation for monitoring conversation in behavioral therapy is that it aims
primarily to allow caregivers to determine their role and think back to their talking or
parenting strategy during interactions. Huber et al. [13] developed SpacialTime, which
is a conversation monitoring system that provides automatic feedback on parents’ spo-
ken dialogue to improve parent-child interaction. Song et al. [22] proposed TalkLIME,
which is a mobile system that provides real-time feedback about howmuch time parents
and children speak during a conversation, to improve parent-children interaction and
reinforce parent-training intervention. Chan et al. [6] produced WAKEY, a technology-
based system including the WAKEY app used by parents, a stuffed animal toy used by
children, and RFID tags, used by both parties. This design aimed to use the toy and
event tags to guide children to better prepare their morning routine, and the use of the
application gives parents a number of recommended phrases to suit their goals based
on tracking and analysis of their experience. Meanwhile, non-verbal behavioral change
study focuses on real-time feedback for caregivers through the automatic analysis of
behaviors, including acoustic sensing and motion-sensing. MAMAS, which is designed
by Eunkyung et al. [14], provides mealtime assistance that integrates multimodal sensor
data to improve parents’ self-awareness of their words and behaviors during mealtimes.

Nevertheless, previous work has been proven that diverse sensory data generated
from different intelligent systems will leave a heavy cognitive load on non-expert users.
To avoid causing unnecessary distractions during social activities, integrating multi-
modal sensory data becomes a growing topic in the HCI area [14]. Several studies have
evaluated that interactive visualization can serve as great promise in aiding users to
gain insight into complex, multi-modal data [15]. More specifically, many behavioral
visualization tools have been designed to support caregivers in healthcare-related con-
texts. To assist healthcare professionals in clinical analysis, for example, BEDA used
data analysis and visualization techniques to make pattern analyses across conditions
with different sensory inputs [15]. TipoVis allows users to compare two social and com-
municative behaviors during a screening session [9]. Furthermore, work from Kosara
and Mackinlay [16] asserted that visualization for storytelling could also lead to deeper
analysis and effective communication among users.

Through this way, we are completing the study by evaluating key features and future
directions from caregivers’ perspectives for using technology-mediated tools to enhance
social interactions for DS children. We discuss both the opportunities and the necessity
of integrating non-verbal behavior indicators and verbal expression elements into overall
behavioral pattern analyses and personalized intervention design. We also hypothesize
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that a new approach, using visual analytics technology, can be a powerful tool with
which to accelerate multi-aspect, collaborative therapy treatment for both DS children
and their caregivers.

3 Methodology

The research is guided by three research questions: (1) What challenges do DS children
encounter when maintaining conversation and socializing within a small group during
social activity? (2) What barriers and enablers have worked to either limit or support
caregivers’ understanding ofDS children’s social behaviors? (3)What assistivemediated
technology can effectively support caregivers’ understandingofDSchildren andpromote
personalized therapy treatment in daily life? To answer these questions, we conducted
an experimental study with LemonTree House, an education training school in China
that provides therapy and specific education training for children with DS.

3.1 Procedures

The research consists of three parts: first, we conducted preliminary semi-structured
interviews with primary family caregivers (i.e., parents) and therapists at school.
These interviews helped us to ascertain which barriers caregivers commonly encounter
in their daily interactions with these children, and how they handle any challenging
behaviors. Meanwhile, the results of the preliminary interviews both helped our vol-
unteers to better understand DS children’s preferences and characteristics, and give us
insights into which features we should track and observe during social interactions.

As Geller and Porges stated, “effective social communication can only occur during
states when we experience safety” [8], so for this study, we chose a naturalistic social
environment rather than a clinical context to conduct the experiment. To understand the
children’s behavioral changes and any learning progress during social interactions, we
then co-designed a drama performance activity with therapists, family caregivers,
and volunteers from the Drama Club in the University of Nottingham Ningbo, China,
where the children’s behaviors and performances (i.e., emotions, eye tracking, gestures)
were recorded using cameras. This study included 11 DS children (4 girls and 7 boys)
aged from 5 to 19 years, with mild-to-moderate cognitive and motor impairments. Chil-
dren attended drama rehearsals every Saturday during one term, along with therapists,
parents, and volunteers. The therapists first aligned drama roles based on each child’s
cognitive level and learning ability. Each practice group consisted of one volunteer and
one child, where the volunteer helped the child understand, memorize, and play their part
through storytelling, video, and games. Meanwhile, we observed and recorded how the
children’s behaviors and learning progress (i.e., receptive and expressive language, nar-
rative contents) were changing. The pace and content adjusted according to the learning
progress.

After each rehearsal, we conducted semi-structured interviewswith the caregivers,
including the therapists, parents, and volunteers. To augment their memories with addi-
tional detail, we applied a stimulated recallmethodology to review the recorded rehearsal
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videos with the family caregivers and the therapists, to focus on the children’s verbal
and nonverbal cues to indicate their preferences and challenges when socializing with
the volunteers. We kept the interview topics consistent across the therapists, the family
caregivers, and the volunteers while adapting the specific question phrasing for each
group. Topics addressed included (1) awareness of the verbal and non-verbal behavioral
data, (2) experiences and challenges that occurred during the activities, and which inter-
ventions had positive impacts, (3) the DS children’s preferences related to the use of
information technologies in their daily life, and (4) whether and how non-expert care-
givers appropriated commonly available technologies to support their communication
and behavior management tasks. For the therapists, the topics also addressed family
caregivers’ participation in consultations and other care-related communication (e.g.,
electronic forms of communication with children and their caregivers). We also probed
their experiences of communicating behavioral performances with both volunteers and
family caregivers, to learn their perspectives on the impact of computing systems on
behavioral tracking and feedback visualizing reports.

3.2 Data Collection and Analysis

The interviews and observations were run concurrently fromOctober to December 2021.
We conducted four preliminary interviews individually with therapists (T1 and T2) and
family caregivers (F1 and F2). The co-design session included five therapists and two
volunteers. Therapists in this session included one speech and language therapist (T1),
one sensor processing therapist (T2), and three special education teachers (T3, T4, and
T5). The after-rehearsal interview session included two family caregivers (F1 and F2),
three therapists (T1, T2, and T3), and five volunteers (V1, V2, V3, V4, and V5).

We conducted a thematic analysis [7] of the interview transcript and observational
notes with NVivo 12 and performed inductive open coding throughout the interviews
and observations, which aimed to determine the inner connections and patterns between
the codes as they emerged. After revising the results, we explained the generated themes
with examples and quotations from this study.

4 Findings

When discussing the themes resulting from our analysis, we present combined data from
the interview and observations. In reporting on findings, we refer to family caregivers
with the label “F”, therapist caregivers with the title “T” and volunteers with the title
“V”, while the DS children are labeled “C” (e.g., F1, T1, V2, and C2).

Threemain themes emerged fromour analysis. Thefirst investigates the challenges of
maintaining effective social interactions between caregivers and DS children, and which
strategies caregivers use to overcome, or fail to handle, any understandable problems, and
the reasons for the same. The second finding explores how the collaborative partnership
model can enhance social interactions for DS children. Finally, we discussed assistive
technology, including “multimodal behavioral indicator integration”, “visual display
observation” and “personal-centered performance reports” which may speak to effective
intervention and treatments.
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A Nuanced Investigation of DS Children’s Social Behavioral Issues. DS children
usually have a wide range of constraints in their social lives related to cognition, mobil-
ity, health, and expressive language skills. Therapists and family caregivers described
how it was both beneficial and essential for DS children to maintain active social inter-
actions to allow them to be more self-independent in broader social contexts, and to
relieve the burden placed on caregivers to manage their daily routines. For example, F1
and C3 explained how “understandable problems, especially communication problems”
can make school time difficult for these children, further affecting their motivation for
attending school. During the rehearsal session, V1 and V3 stated that “…if they don’t
know how to use language to express themselves, we can only guess from their facial
expressions or body language what they might be thinking at the time.”

Meanwhile, non-verbal expressions can also be challenging for unfamiliar caregivers
to understand. In this case,V1 stated that “… their emotional feelings can be too intense or
forceful for normal people. I remembered one child kissed the volunteer on his face when
they first met, and then the volunteer seemed to have difficulty accepting this behavior.”
Sometimes for the more complex situations, such as reluctant or resistant behavior, it is
even more difficult for volunteers to use reinforcement to continue communication, or to
allow children to focus on tasks at the beginning, because unfamiliar caregivers always
fail to understand children’s feelings and the reasons for the same. T3 said, “their unique
way to communicate feelings places a heavy burden on unfamiliar caregivers”, thereby
asking them to “pay attention to the child’s emotions at all times, and to reassure the
child if he or she becomes afraid or cries during the teaching process.” Consequently,
in this study, we paid attention to which particular behavioral characteristics hinder DS
children from regular social interactions.

Following the observation and recall session, we summarized the social behavior
descriptions of our participants in two respects: low-verbal expressions and confusing
nonverbal behaviors. Among these features, low-verbal indications include slurring,
repetition of words, lack of logic, lack of narrative content. In contrast, non-verbal
behavioral indicators include exaggerated facial expressions and body language, sudden
emotional outbursts, changes in volume or tone of voice, and fluttering eye lids during
communication.

By applying stimulated recall methodology to review the rehearsal video, the ther-
apists illustrated: (1) how to allow unfamiliar caregivers to have a direct overview of
a specific DS child’s behavior performance characteristics, and (2) how to accelerate
collaborative communication between a primary caregiver and an unfamiliar caregiver,
which could be a solution to breaking any interaction barriers for DS children.

ACollaborativePartnershipModel toCreate Safe,Normalized, andFriendlySocial
Environments. Caregivers described the importance of DS children being integrated
into broader social contexts, with the prerequisite of joining in a safe, friendly social
environment where people treat them equally, understand their feelings, and adequately
reflect their behaviors. T2 gave details of how a collaborative partnership can be used
to create a platform on which both primary and professional caregivers may share their
experiences, and label DS children’s social behavior characteristics to support under-
standing and improve interaction quality. In addition, such collaborative partnerships
may also benefit the parent-children relationship by relieving parents’ level of stress and
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uncertainty. F2 explained that “Sometimes, children can behave well at school, but when
they are at home, they often refuse to do things they can perform well, like planning their
routines, doing their homework. We don’t know if we are choosing an inappropriate
way of talking with them. We try to seek help from teachers, but it’s impossible to talk
to teachers very often”. Similarly, both teachers and therapists are of the opinion that
home therapy can provide the most effective intervention with regard to DS children’s
behavior, because they spend most of their time at home. “We always pay attention to
changing children’s challenging behavior, but if parents can learn their emotions, and
expressions, and adopt proper intervention, and even the progress of children’s social
behavior performances, they can be more confident in the parent-children interactions.”

According to the requirements, we have proposed a collaborative partnership model
(shown in Fig. 1.) to: (1) meet the requirements of multiple types of caregivers; (2) work
together to enhance social behavior learning; and (3) better coach DS children to suit
broader social contexts.

Fig. 1. Framework demonstrating the collaboration partnership model

Assistive Technology to Support Social Behavior Learning. As described above, a
collaborative partnership model can be used to ensure caregivers are aware that continu-
ous tracking of DS children’s social, and behavioral indicators is both recommended and
beneficial. However, it is very challenging for parents to regularly keep a record of their
children’s developmental milestones, because they are often occupied with other respon-
sibilities [14]. As T1 explained, “…, we tried to use diaries to allow parents to record
their experiences in parent-children interaction and children’s challenging behavior,
but this method did not last for more than a few days because they did not know how to
describe accurately any behavior characteristics”. In addition, non-professional care-
givers often lack the knowledge with which to identify and document developmental
milestones [14]. This is especially true for new parents, who have not yet achieved a
tacit understanding with their children, so they will easily feel nervous, uncertain, and
under stress. F2 stated that he always suffered from being unable to distinguish between
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his child’s emotions when he was in early childhood. A similar situation also occurs in
respect of understanding children’s body language and verbal expressions. In this case,
T3 expressed her concern about how assistive technology could help family caregivers
to establish an automatic tracking and feedback system which allows non-professional
caregivers to have a direct overview of children’s behavior performances. Specifically,
integrating verbal and non-verbal cues can improve the accuracy of analyzing overall
behavior performances.

Under this concern, we have proposed a visual analytics toolkit framework (shown
in Fig. 2) which can integrate multi-modal sensor data while leveraging domain knowl-
edge and computing strength. The interactive visualization technique has demonstrated
significant promise in aiding people to gain insights into complex, multi-modal data.
Thus, the visualization technique, as a novel example of mediated assistive technology
in this field, can be adopted as a powerful method for facilitating communication and
understanding between familymembers and their children, aswell as enhancing effective
collaboration among caregivers.

Fig. 2. Framework demonstrating the design procedure of the visual analytics toolkit

5 Conclusion

In conclusion,we have investigated issues relating to keepingDS children socially active,
and the identified technological and personalized intervention opportunities to promote
the ability to understand their social behaviors. Based on the requirements of multi-
ple caregivers, we have proposed a collaborative partnership model which can gather
caregivers together to support social behavior learning and thereby achieve effective
intervention. This model may also act as a guide for the future design of assistive social
technology, which may be suitable for broader audiences in a variety of social contexts
(i.e., in clinics, at home, and beyond). We have shed light on how the visual analytics
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technique can be a powerful tool with which to synthesize children’s multiple behaviors
and learning progress, leading to the design of improved education materials and the
arrangement of personalized learning tasks.
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Abstract. Visually impaired people have trouble getting visual infor-
mation, affecting their learning progress and day-to-day life. The Braille
system was introduced to teach blind and low vision people to read and
write. However, teaching them how to use and understand Braille is
also essential. Low visioned people usually use Braille, but due to lack
of resources and more time consumption, it becomes difficult for them
to learn Braille, affecting their learning growth. Therefore, this paper
presents a mobile application interface called “D-Braille” for people with
low vision. This application has been designed specifically for people new
to Braille who want to learn Braille from the beginning. This applica-
tion helps them to learn and feel simultaneously. They will gain access
to tutorials to verify the spelling of terms and practice letters on the
Braille display. The application’s main features are learning to read and
practicing reading letters and words. Such a user-friendly application will
enable users with low vision to learn to read letters and words with the
braille dots on their fingertips connected by the Braille keyboard.

Keywords: Braille · Visually impaired · Mobile application · User
interface design

1 Introduction

Globally there are 2.2 billion people who have near or distant vision impairment.
Of those 2.2 billion, half of the people are not even aware of vision impairment [1].
Different kinds of visual impairment that vary between individuals can impact
several developmental zones, notably personality, intellect, language, and cogni-
tive development. In addition, the social development of children is influenced
negatively as they cannot understand the nonverbal cues and cannot make eye
contact [2].

Low visioned people usually use Braille, but due to lack of resources and
more time consumption, it becomes difficult for them to learn Braille, which
affects their learning growth. Also, the resources available can become costly for
some people as their costs can vary from 500–2000 dollars. The Braille system
was introduced in 1824 for low vision and blind people and was adopted from
the military-based “Night Reading” system. It is a system that consists of touch
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Antona and C. Stephanidis (Eds.): HCII 2022, LNCS 13309, pp. 455–465, 2022.
https://doi.org/10.1007/978-3-031-05039-8_33
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reading and writing for blind and low vision people. Braille consists of 6 dots,
two horizontal and three vertical dots. It’s read from left to right, and both
hands are used in the process. It also contains punctuation equivalents and
provides symbols to indicate the grouping of characters. The reading, on average,
is 125 words per minute and can go up to 200 words per minute in some cases.
Therefore, all the printed words can be read and enjoyed by the blind and visually
impaired people just like everyone else [4]. Over the years, many other methods
have been introduced to support blind or visually impaired reading. Several of
them, though, were elevated copies of printed letters.

From a basic typewriter created in the nineteenth century to assist blind
people in writing intelligible letters to a mobile phone app that lets blind peo-
ple “see” and comprehend their environment, technology has advanced tremen-
dously over the years. By increasing freedom and safety, assistive technology can
improve the quality of life for visually impaired people. Additionally, these tech-
nologies can alleviate their anxiety of social isolation by encouraging them to
take a trip outside their usual location and interact socially [5]. Braille reading
and writing are the two essential needs for visually impaired or blind people.
But, as we see, it is difficult for a child or an adult who just started learning
the Braille system to read and write simultaneously. Therefore, they need to be
trained to do both jobs together.

Touch-based applications are in trend as everyone uses a smartphone in their
day-to-day life. Both android and IOS phones come with voice-over technology
developed to help blind and visually impaired people to access the phone’s main
features and give them access to use smartphones just like other ordinary peo-
ple. Braille touch mobile and mBraille are the applications developed for smart-
phones and provide the user with the ability to learn Braille using their mobile
phones. mBraille allows the user to learn to write letters or characters, practice
writing the letters in the application, and play some learning games. It was devel-
oped in Bangladesh and allowed the users to learn to write English and Bangla
letters [6].

Such applications have been implemented for many years, but most of the
applications only train writing Braille letters and words. And hence, there is a
need to create a generic platform where visually impaired people can learn how
to read Braille letters and words. A user-friendly application that will enable the
users to learn reading letters and words with the feel of the braille dots on their
fingertips.

Therefore, in this paper, we present the first, to our knowledge, a mobile
application interface called “D-Braille” for people with low vision. This applica-
tion has been designed specifically to teach read and write letters, numbers, and
words and practice them to learn better. The main objective of this application
is to provide a user-friendly interface where the user will be able to use the appli-
cation without facing any problem interacting and understanding how it works,
and learn how to use braille in the easiest way possible. We have conducted two
assessments to measure the task solving abilities of low vision people carefully.
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Our results show that our was more engaging to interact with and promoted the
low vision people more feature to use compared to existing applications.

2 Related Work

In recent years, the concept of developing solutions to teach Braille has gained
popularity. VinithaIt et al. [3] developed a software solution for teaching braille
letter recognition to young blind people. It lets users engage with the computer
by interacting with the integrated NFC-tag blocks with Braille characters fetched
on both sides. Young people interact with the system through a tangible interface
to provide information and receive audio feedback through a voice-based inter-
face. The virtual interface consists of a block with Braille characters embossed
on the sides, and an NFC (Near Field Communication) tag is attached to the
bottom. The blocks are small enough to be operated with small hands and sturdy
materials such as wood and plastic to allow children to survive rough handling.
The groove-based surface enables multiple blocks to be placed simultaneously
and hides the NFC tag reader linked to the PC. When the young child puts
the block on the surface, the Software detects the letters and provides proper
auditory feedback.

Mobile braille touchscreen [2] was to help users, significantly visually
impaired students, to learn Braille. The braille touch mobile app has voice nar-
ration to enable users, especially the visually impaired, to use the app. The
narrator’s voice uses Google’s text-to-speech technology. The braille touchscreen
application on a mobile phone has six main functions: learning, practice, writ-
ing, translation, configuration, help. There is also an additional feature called
Speed Writing Compute. The virtual braille keyboard layout in the Braille Touch
Mobile app has six buttons and a 3× 2 binary matrix layout (Fig. 1).

Fig. 1. Virtual braille keyboard [2]

mBraille application mobile app was designed for VIS-focused elementary
education as shown in Fig. 2. Besides auditory and vibration responses for ele-
mentary school students or trainees, this app includes all characters and words in
Bengali and English Braille. Student users will gain access to tutorials to verify
the spelling of terms and practice letters in Braille. The application is operable
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on Android phones. The screen contains six dots, which the user can press. Some
features of the application are [7]. It includes letters to learn, which offer users
to learn letters. This sub-function will explain which points must be pressed to
write a particular letter. Practice letter provides the necessary tools to practice
the letters learned in the “Learn Letters” sub-function. However, this applica-
tion works only on low-cost Android phones. However, these Android phones
might not be available in the future, and therefore, more alternatives need to be
explored.

Fig. 2. mBraille user interface [7]

From the research mentioned above, it is clear that many educational appli-
cations have been introduced in recent years. However, no generic educational
mobile application exists for people with visual impairment to learn and practice
letters, words, and sentences at a low cost. Therefore, we first design and imple-
ment a generic mobile application to learn and practice braille in this paper.
Also, we evaluate this application with eight low-sighted people to check the
usability.

3 Research Methodology

To develop an effective design for the digital braille application, we first inter-
viewed two teachers at the University of Education in Germany. They are teach-
ing Braille and the five low-vision people from a non-government organization.
Through this interview, basic needs were identified. The students were using the
Braille display to learn Braille. But, because of COVID-19, they could not go to
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the schools and learn Braille in person with teachers. They also added that these
Braille displays were expensive and not affordable because of the high cost. The
needs were collected, and initial designs were created and evaluated.

3.1 Software Architecture

The system is made up of several components. The primary application has
three user-facing features. The first feature, “learn and practice reading Let-
ters,” enables users to read and practice letters while receiving audio feedback.
The second feature, named “learn and practice reading words,” allows users to
learn and practice reading letters. The third and most essential lesson is “Learn
and practice reading numbers,” which enables users to learn and practice read-
ing numbers. The application uses the database to store and retrieve data for
the users. The system employs a Braille keyboard to provide input and receive
output. The application uses device Bluetooth and voice-over features to connect
to the Braille keyboard. It is required to enable the voice-over function in the
IOS device to use the app since this allows the app to provide audio feedback.
The application’s initial feature teaches the user to read letters from “A” to “Z”
one by one. Upon completion of each letter, it announces which letter it was.
The microservice architecture of the application is shown in Fig. 3. Furthermore,
users can go back and go to the main menu.

Fig. 3. Microservice architecture

Application Flow. The main features of the application are designed in English
and German language. When users launch the application, they have six alter-
natives to choose from. On the screen, there are six buttons:
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1. Learn Reading Letters
2. Practice Reading Letters
3. Learn Reading Words
4. Practice Reading Words
5. Learn Reading Numbers
6. Practice Reading Numbers

Since the application is for visually impaired people while navigating through
the options, the voice feedback will help the users know which button they are
on; an animation will indicate where they are navigating. To navigate, they have
to use the Braille keyboard. Once they know which mode they want to learn,
they must press okay from the Braille keyboard.

Learn Reading Letters, Words and Numbers

– In these mode, the user navigates through the numbers 1 to 6 using mobile
application, while the application’s audio feedback tells them which digits are
dotted as well as what is clicked on the screen. Every letter or dot touched
will be felt on the braille.

– To check which letter is dotted, the user presses the “NEXT” button.
– In the new screen, voice feedback pops out, displaying which letter, word or

number it was.
– The user now has three alternatives to select from:

• Either they can go back and recheck the numbers if they are confused by
clicking the “PREVIOUS” button.

• Or they can go to learn the following letter by pressing the button
“NEXT”.

• Or they can go to the main menu to change their learning mode by
pressing the “HOME ICON” button.
The same process is done when they choose to learn reading words or
learn to read numbers.

Application Design and Implementation. The application is implemented
with react native framework and Microsoft Azure SQL database. The applica-
tion’s home page design, seen in Fig. 4, is the first screen visually impaired users
encounter when they open the app. The home screen has been designed to make
it more noticeable to them. The colors blue and yellow were chosen for the design
because they are more visible to visually impaired individuals. The animation
on the middle of the screenplays by indicating which button the user has clicked,
with the assistance of voice feedback. On the main screen, users have four options
to choose from and two others on the next page: learn Reading letters, practice
reading letters, learn reading words, practice reading words, and learn reading
numbers practice reading numbers.

Figure 5 displays a standard screen which is the first screen of all the three
learning modes of the application. It consists of seven buttons, of which the first
six are numbers from 1 to 6. Some of them are colored in blue to show that the
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Fig. 4. Home screen of the application (Color figure online)

button is clicked. For example, it is dot 1 and the button “NEXT” to see the
result on the second screen. For example, in here the result is “Dot 1 is shown
and represents letter a”. On the other hand, voice feedback will always mention
what is on the screen and what is clicked in order to guide the user. Then the
user can click “NEXT” for the following letter or “PREVIOUS” to repeat the
letter, Or click the “HOME ICON” to go to the main screen.

Fig. 5. Letter ‘a’ dots (Color figure online)

Figure 6 displays a screen which is the second part of the application, and it
is learning words. It consists of learning short-form words by starting with the
words beginning with the letter A. Firstly simple words like “About,” “Above,”
“After” will be shown to the users. Then, according to what he will select,
“About” in this scenario, he will feel dot 1 and 2 on the braille representing the
short form of “About.” Then that explanation will be given at the final screen
when he clicks “NEXT.”
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Fig. 6. Learn word starting with A

Fig. 7. Learning number

Figure 7 displays the screen of the third part of the application, and it is
learning numbers. It consists of learning numbers where first an explanation of
how number works is given. It is different from other learning concepts here
since it is a combination. Users must first know to read the letter before learning
numbers.

Figure 8 shows the result user has clicked dot 1, which is letter a, and is
asked to add a number sign which he was thought in Fig. 7. Then after adding
the number sign on the second screen, the third screen shows the result and
explains how the process was done.
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Fig. 8. Learn reading number one

4 Usability Testing and Verification

– Participants: The application is evaluated with the five low-vision people
interviewed earlier and two teachers who are expert users of Braille display.
Here, we conducted a study to understand the application from the user’s
perspective.

– Apparatus: The usability testing was performed in the presence with the D-
Braille application running on iPhone.

– Procedure: At first, we introduced the application and explained the concepts
in detail. After that, we gave them approximately 15 min to get comfortable
with the application. Some of the participants already started to give the
feedback as follows:
• The error messages should also come via a voice and haptic feedback
• Color of the button can be darker
• Size of the animations and button can be increased more

We gave a few tasks to the participants to check the users’ efficiency, effective-
ness, and satisfaction. The tasks given to the participants are listed below:
1. Could you please go to the learn reading letters and read out letter “S”?
2. Could you please go to the learn reading number and read out numbers

“2”?
3. Could you please go to the learn reading number and read out numbers

“1” and “5”?
4. Could you please go to the learn reading number and read out words

“Ant” and “Cat”?
– Results

1. The animation is not visible.
2. The numbers and letters are visible. The users mentioned it would be nice

if they could increase the size of the buttons by themselves.
3. Users suggested adding the guide for connecting the Braille display with

the smartphone
4. Users suggested adding dark mode in the application to adapt it easily.
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5 Discussions

– Target Audience: Visually impaired and blind people are the primary audi-
ence for the application. Although, the application can be used for learning
Braille by ordinary people as well.

– Opportunities: The application is unique such that all the features of the
application are merging to provide a stage for visually impaired people to
learn how to read in a faster way at their own pace. The most astonishing
thing about the application is that it is integrated with a Braille keyboard
that helps users learn and feel simultaneously.

– Future Scope: The current application helps the users to learn how to
read Braille letters. They can even feel the dots by their fingertips using
the Braille display. The application consists of three functionalities, of which
the first functionality has been developed. The scope for the future of this
project consists of the wrest two functionalities: “Practice Reading Letters”
and “Practice Reading Words.” The use cases for these functionalities are
already being created. The requirements for these functionalities are React
Native Developer, Braille Keyboard, Microsoft Azure SQL database. An AI
function that can assist users in talking to the app to get to a specific letter
they wish to study is another feature that may be introduced to the app.
Users will have greater freedom due to this functionality, and the application
will be more feasible. This functionality can be implemented using “speech
to text” AI technology.

6 Conclusion

To conclude, the developed application has provided a platform for visually
impaired and blind people to read the letters from ‘a to z’ and feel the braille
dots in the braille keyboard. The application helps them to grow their knowledge
and allows them to learn at their own pace. As discussed in the long term, the
application will develop further and have more advanced features. It will stand
out from other applications as it is integrated with the Braille keyboard, unique.
The application is built with React Native, an open-source framework that is
entirely free to use. Microsoft Azure SQL cloud data storage is being utilized
for the initial data storage, which may be expanded in the future to hold more
complex data when the application is developed further. Since the Braille Focus
40 keyboard integrates the application and can be only connected to IOS devices,
therefore, for now, the application can only be installed on IOS devices such as
iPhones and ipads.
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Abstract. In this study, we have acquired the experiences of five individuals with
visual impairments as job seekers and employees. Our focus has been on technol-
ogy, but we have also shed light upon topics such as training, technical support,
aid schemes, attitudes, and the employer-employee relationship. The interviews
with our informants show that being able to use ICT is vital for participation in
the workforce. At the same time, technologies introduce a number of technical
and related challenges. One of the most important measures to remedy these chal-
lenges and achieve a higher degree of digital inclusion in the working life, would
be to amend the Norwegian legislation, such that it no longer exempts the labor
market from the requirement on universal design of ICT.

Keywords: Digital inclusion · Universal design · Accessibility · IT · ICT ·
Technology · Assistive tech ·Work ·Working life · Workforce ·Workplace ·
Facilitation · Impairment · Disability · Low vision · Blind

1 Introduction

For a great share of jobs in today’s societies, there is a high demand for technical skills,
in particular with regard to information and communication technology (ICT) (Bjønness
et al. 2021). This coherence has increased further with the Covid-19 pandemic. At the
same time, it is known that the share of people with impairments who are unemployed,
but want to work, has changed little in Norway since 2006, which marks the beginning
of the statistics (Statistisk sentralbyrå 2020). Several recent studies, described below,
have shown that employees with vision impairment are particularly affected by the
proliferation of ICT.

In this work, we have focused on people with visual impairments and gathered
knowledge about in which circumstances technology acts as an enabler, and when it is
a disabler or barrier for their participation in the workforce. Our work is divided into
two parts: In the first, we have surveyed recent related research and other work in the
intersection of the following fields: work, vision impairment, and technology. The work
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has been published as a technical report in Norwegian (Fuglerud, Fyhn, et al. 2021). In
the second part, we present five case studies of employees with vision impairment and
their experiences with technology throughout their work career. This work has also been
published in Norwegian as a technical report (Halbach et al. 2022).

1.1 Abbreviations

• AT: assistive technology
• CRM: customer relationship management
• HR: Human Resources (Department)
• ICT: information and communication technology
• IT: information technology
• NABP: (The) Norwegian Association of the Blind and Partially Sighted
• NAV: (The) Norwegian Labor and Welfare Administration
• NGO: non-governmental organization
• OS: operating system
• UD: universal design

2 Related Work

An overview over related work has been published in Norwegian as a technical report by
the authors (Fuglerud et al. 2021). The interviews in the current study are partly based
on these findings and were carried out after the completion of the literature review.

Thebarriers andpossibilities of ICTandAT for peoplewith disabilities in theworking
life is a research area with several different theoretical starting points and perspectives.
It spans academic disciplines such as technology, design, working life, rehabilitation,
economics, law, human rights, social work and sociology. The overview in (Fuglerud,
Fyhn, et al. 2021) covers 56 publications and is mainly related to the labor market in
Norway. It includes peer reviewed publications and gray literature, such as surveys,
reports, and master theses. The reviewed publications vary with regard to data quality
and methodology. Most of the publications are not peer-reviewed. Also, most of the
studies are qualitative, and few quantitative studies have been carried out. Nevertheless,
the results seem to point in more or less the same direction, which strengthens the overall
conclusions. In the following, we highlight some of the most important findings.

In many of the reviewed publications, “vision impairment” is only accounted for as
part of the greater topic “human impairment”. The literature were thematically catego-
rized and structured according to the following six broader topics: Research, universal
design and human impairment, information- and communication technology (ICT) and
assistive technology (AT), public administration and training, employer perspective, and
society.

One important finding regarding the topic “research” is that while we found a number
of publications documenting ICT barriers, there is a lack of peer-reviewed literature that
investigates how the ongoing digitalisation within the working life affects inclusion or
exclusion of people with disabilities. Moreover, there are research gaps when it comes
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to which strategies and measures are most effective for inclusion of people with impair-
ments in the workforce, and especially regarding digital barriers and universal design
(Bufdir 2020; Gulliksen et al. 2021; LDO 2015; Proba 2019).

Research on inclusion of people with disabilities in the labor market has documented
a wide range of barriers (Chhabra 2021), including technological barriers and lack of
universal design of ICT (Fuglerud et al. 2021; Gulliksen et al. 2021; Halbach et al. 2020;
Halbach and Tunold 2020; Proba 2020). Universal design (UD) comprises the design of
products, applications, and environments in such a way that it is accessible and usable
by all people without the need for adaptation or specialization (Miljøverndepartementet
2007). Thus, the goal of UD of ICT is to increase the usability and accessibility of
mainstream ICT products and services. The principles of universal design have been
solidified in both international and national legislation (European Telecommunications
Standards Institute (ETSI) 2021;Kulturdepartementet 2017;UnitedNations (UN) 2006),
but does not yet cover domain specific ICT systems used in working life.

One of the most important findings of the literature study is that many administrative
systems and domain-specific software systems, such as economy, CRM or electronic
patient record systems are not universally designed. The degree of universal design can
impact whether employees with disabilities can use a software system independently
(Fuglerud et al. 2021; Halbach et al. 2020; Halbach and Tunold 2020). In particular we
find that digital barriers arise due to lack of compatibility with AT. Compatibility with
AT is one of the requirements of universal design of ICT (Fuglerud et al. 2014). Also, the
development of AT seems to receive less attention than mainstream technology, which
results in less-than-optimum quality and delays for people that are dependent on AT.

The lack of regulation with regard to universal design of technology used in working
life is likely one important reasonwhy there is little consciousness of universal design and
human diversity among developers, testers, and designers of administrative or domain
specific software systems. Peoplewith impairments are typically not sufficiently involved
during the development of such systems (Gulliksen et al. 2021; Walday et al. 2016).
While cost-benefit analysis of ICT solutions in general is a well researched field, very
few attempts have been made when it comes to analyzing the effects of UD of ICT
solutions in the work life (Fuglerud et al. 2015; Halbach and Fuglerud 2016a, b; Proba
2019).

The literature suggests further that both competence and attitudes of public admin-
istrations seem to limit exploitation of the possibilities provided by technology with
regard to increased work inclusion for people with visual impairments. Moreover, better
coordination of efforts is necessary across all the different parts of the administration
to give a more holistic service to both employers and employees. The literature states
that the training offered by public actors varies widely, and in many instances it is not
universally designed, which renders it useless to people with impairments (Fuglerud
et al. 2020; Fuglerud et al. 2021; Fuglerud and Solheim 2008; Mordal et al. 2020). For
example, it is assumed that students can follow instructions visually.

People with weak digital skills have a lower degree of employment than those with
strong digital skills (Bjønness et al. 2021). But good digital skills are not enough if the
systems in the workplace do not have good enough accessibility for the employee. 21%
of those outside the Norwegian labor force experience a lack of universal design as an
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obstacle to becoming better at using digital tools (Bjønness et al. 2021). In one survey,
which was conducted among 300 members of the Norwegian Association of Blind and
Partially Sighted (NABP), 84% answered that they experienced barriers when using a
computer, and 75% answered that they needed help because of this (Halbach et al. 2020).

Important findings with regard to the employer perspective is that the majority have
little or no experience with employees with impairments, and that there are attitudinal
barriers (Fyhn et al. 2019; Spooner 2017). Studies have shown that job seekers with
visual impairments were assessed least positively compared with job seekers with other
types of disabilities, minority backgrounds, or various health problems (Chhabra 2020;
Fyhn et al. 2019). Another barrier is that technical personnel at the workplace are not
sufficiently trained with technical accessibility in mind. Often, this results in a lack of
or non-optimum facilitation of the (digital) workplace (Halbach et al. 2020).

The literature regarding society shows that there are potentially huge benefits from
the inclusion of a greater share of individuals with impairments in the workforce. Statis-
tics Norway (SSB) estimates that 27% of all unemployed persons with disabilities in
Norway wish to join the workforce. Only 43% of Norwegian people with disabilities
are employed, compared to 74% in the general population (Bufdir 2015). According to
the European Commission’s Disability rights strategy (EC 2021) it is essential to imple-
ment the UNCRPD principle of mainstreaming the universal design approach for better
accessibility and provision of reasonable accommodation for persons with disabilities
into the society.

While there are legislation and public support schemes in place to facilitate work
life participation for persons with disabilities, the legislation and its enforcement are
scattered over multiple laws and public institutions. In many cases this leads to unclear
responsibilities, and lack of awareness and knowledge about the rights and possibilities.
This calls for a clearer division of responsibilities and perhaps also simplifications.

3 Interviews

The case studies comprise conversations with 11 individuals, hereof five employees with
visual impairments, five management staff, and one HR representative. The informants
were recruited from professional contacts within the project group. The conversations
were conducted as semi-structured in-depth interviews on the phone or as a video meet-
ing. We had prepared two interview guides, one for employees and one for employer
representatives, with a series of questions we wanted to get answered, but depending
on the dynamic of each conversation we also touched upon related topics. The employ-
ees’ interviews were carried out prior to the employers’ interviews. Speech from the
conversations was recorded, transcribed, anonymized and then went through a thematic
analysis (Nowell et al. 2017).

The employee population consisted of two females and three males between 30
and 60, all of Norwegian ethnicity. Three employees worked reduced (50–60%) due
to various reasons, ranging from “nice with spare time” to following the physician’s
advice with regard to health, rehabilitation, and physical training. While one employee
had highschool as the highest educational degree, the others had up to four years of
college or university on their CV. Two of the informants gave their own IT skills a
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“medium” and three a “strong” rating. The one low-vision individualmade use of various
magnification technologies, both of technical and non-technical nature. For the four who
were entirely blind, the use of screen readers was common, both on PC and phone. Two
of the employers can be classified as public and three as private sector, and there was
geographical variation in the population.

3.1 Topics

The analysis of transcripts identified the following topics of interest. Where different
informants contribute to the themes, this is specified accordingly.

Personality, Skills, and Educational Training. The employees’ self-assessment var-
ied somewhat, but they all had in common that they described themself as being proactive,
forward-leaning, independent, and self-securing. The population’s mainly good techni-
cal skills (self-assessed), and the fact that they all rated themselves as experts for their
AT, must be seen in the light of these adjectives as a direct effect. This is exemplified
by the story of one informant who was supposed to teach a co-worker a tool she did not
know herself yet. She thus first taught herself how to handle the tool properly and then
showed her co-worker.

The informants were critical in a number of ways regarding educational training on
AT and IT systems in general. There were voices that the training is too hard to get, i.e.
taking too much time before the first class is held, that classes are not offered frequently
enough, and that five-hour sessions implies too much information. In fact, what is often
needed is training/help on demand, and this cannot be provided by training courses.
Moreover, much of the training comes in a format which is not universally designed,
leaving it useless for low-vision recipients.

Jobseeker Experiences. For some of the informants, the Norwegian Labor andWelfare
Administration (NAV) partly played a role during job seeking in terms of giving advice
and organizing interim positions. However, they all have in common that they eventually
landed their first job on their own. In fact, three of the informants hadnegative experiences
with NAV in regard to job seeking. One was advised to seek jobs she was not qualified
for, at workplaces with other low-vision employees. Another was told that the best option
wouldbe to apply for social-security income, even though this personwasnewly educated
and eager to work. Yet another received the advice to become a painter/decorator, even
though that person could not see colors.

Job Interview and Hiring Process. There was great variation in the individual expe-
riences with job interviews and hiring process, ranging from “alright” and “agile” to
meeting prejudices. For some, it was beneficial to ask a third party to join the job inter-
view, not only in terms of getting help in an unknown environment, but also because
these helpers could inform the employer about appropriate public support schemes.

The picture regarding applying for these schemes is not clear, though. Some employ-
ers said “it is OK after you have done it a couple of times”, while others stated that the
process is cumbersome and time consuming. Several informants and employers men-
tioned internal mentoring schemes as an upside for both employee and employer in the
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beginning. And even though some employers expressed to have implemented facilitation
of the physical workplace, the tone was that employees with impairments need as much
or as little time during startup as compared to others.

Superior, Work Environment, and Co-workers. While one superior had experience
with an impaired employee, having someone with no or low vision was new for all
of them. As a consequence, the superiors had little knowledge about the employees’
technical and non-technical needs. The culprit for this situation are partly the employees
themselves, as they in certain situations abstain from communicating some of their needs
and problems with the management.

The following list of aspects summarizes the traits of a leader as expected by the
employee informants: Taking responsibility, being a problem solver, flexible, and clear,
having the ability to see others, having good knowledge about a particular human
resource, share relevant information, being open regarding challenges, and being assur-
ing. One informant denoted the superior’s knowledge about functional impairment and
its effects as a “to be or not to be”.

The influence of the work environment and co-workers was also emphasized by the
employees. The co-workers’ knowledge regarding what it means to have an impairment
is according to the informants essential for the coordination of tasks and a general
understanding of an employee’s abilities and disabilities. When it comes to getting help,
though, co-workers are mentioned as being third in line, after help by self-help and help
by personal assistant or secretary assistant, but before help by a superior.

Neither HR nor customers were mentioned as important factors in this respect.

Assistive Technology, Facilitation, and Inclusion Strategies. The blind informants
employed screen readers on PC and phone. The informant with low vision used magni-
fier applications, both separate and built-in into the OS. Other AT includes braille reader,
letter reader, dictaphone, and color reader. The general preference among informantswas
to have their own devices for proper installation of applications and the right settings.

Some employers had implemented facilitation of the physical workplace, such as
braille labels for signs and tactile guiding elements. In one case, however, a more costly
investment, to enhance the poor acoustics of an open-space office was not made. This
resulted in trouble for the informant to hear their screen reader. The technical customiza-
tion was often done by the informants themselves and sometimes by Technical Support.
The integration of AT with the existing IT systems, often domain-specific software but
also generic office solutions, was often said to be problematic or in the worst case
impossible. As one informant put it: “There is always something” (talking about tech-
nical problems) and applies not only to the initial installation but also to later upgrades.
This is exemplified by the story of one informant who said that, after a technical upgrade,
she was unable to do her most important task for nine months. IT Support were not able
to fix it, and eventually she was assigned other tasks.

Public Supporting Institutions and Schemes. The informants’ opinions about public
supporting institutions and schemes is dominated by negative sentiments. More than
once we heard about “bureaucratic” and “rigid” institutions and cumbersome applica-
tion processes. The story of a financial aiding scheme, which first was granted, then
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withdrawn, then granted again, indicates that a certain amount of randomness is part of
the experience. The informants’ experiences are, however, not solely black and white.
Some commented that their contact person in NAV had been very helpful and proactive,
and they were quite satisfied with the help they got.

The interviews revealed a number of various institutions and schemes which are
relevant for employers and employees with impairments. As this list is specific to the
Norwegian context, it is not repeated here, and the interested reader is referred to the
original technical report (Halbach et al. 2022).

It appears that the high number of relevant institutions makes it difficult for people
with visual impairments to navigate in the jungle of responsibilities, in particular when it
comes to the organization of educational training on AT, complicating information flow
and implying many referrals to the right recipient for a request and unnecessary delays.
There also is a high number of supporting schemes, and our conversations revealed that
some are little known to (and used by) employees and employers alike.

Attitudes and Discrimination. Employees’ attitudes are naturally quite varied. When
encountering difficulties, some try to hold a low profile: “I think it is embarrassing to be
so exposed”. Yet others are the opposite and stand up for themselves: “I would not want
to work for somebody who does not accept my impairment”. This corresponds to the
above description of informants as self-confident and forward-leaning individuals. All
employers displayed politically correct attitudes and expressed that one has to “see each
single human and ask how they could contribute”, that it is about seeing “possibilities
rather than limitations”, and that organizations as part of the society also have an obli-
gation for inclusion. There were, however, subtle statements which revealed different
positions. One superior expressed that a lot of facilitation is needed for low vision, and
another stated that it is crucial that the employee with an impairment is motivated to do
most of the facilitation themselves: “We as an employer do not have the time to deal
with all that”, referring to technical facilitation, application for public support schemes,
and so on. This also signals employers’ perception that additional work is expected to
be carried out by employees with a disability, possibly at the cost of their productivity.

We also heard a story of discrimination, where one particular employee had experi-
enced to be rejected access to the office due to a co-worker’s alleged allergy against fur.
However, it is entirely legal for owners of guide dogs in Norway to take them wherever
needed.

Covid-19 Pandemic. The effects of the Covid-19 pandemic were mixed. While some
did not have any customized equipment at home and therefore got a special permit to
attend the office during home office times, others stated that their equipment at home
was much better suited to their needs.

Efficiency and Costs. The employers were satisfied or very satisfied with how their
employees with low vision solved tasks and stated that their efficiency was satisfactory
or highly satisfactory and comparable to their co-workers. As one superior put it: “[The
management] is very impressed by the way she works and how efficient she is”. Here,
one of the employees gave us a possible explanation by mentioning that he often tries to
meet higher (perceived) requirements towards himself than the others. He also confirmed
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that over-performing and stamina are strategies to compensate for an impairment and
to prevent discriminating attitudes. Some of the employees admitted that they needed
more time for particular tasks, for instance to acquire new knowledge or manage new
tools. This was then compensated for by over-performing in other areas. One informant
explained her highworking efficiency by the fact that she knew thePCkeyboard shortcuts
so well.

Other Aspects. Multiple informants reported that being unemployed has affected their
mental state in a negative way, which once again illustrates the importance of employ-
ment. Technological barriers and other challenges, however, apparently lead to a lot of
frustration and may thus counteract the positive effects of being employed.

When it comes to what are good technical solutions for communicating and inter-
action, the picture is not coherent. Solutions which are presented as good by some are
pointed out as poor by others. This may indicate that personal liking and preference play
major roles besides universal design.

Civil society organizations like the NABP were seldommentioned in the interviews.
One had received help from this organization to set up their equipment at home, and one
had enrolled in a class on how to use a particular screen reader. Both narratives show
that an NGO can fill the gaps which are left blank by an employer or the authorities.

3.2 Categories

The findings from the aforementioned topics were structured further and generalized in
the below four main categories.

Technology:

• The use of technological means, especially AT, is crucial for the participation of
individuals with impairments in today’s working life.

• The technology partly eases the work day of impaired employees but also introduces
a number of challenges, in particular when IT systems, including domain-specific
systems, are combined with individual AT. This may be due to the lack of universally
designed solutions, insufficient testing with AT, and low-quality AT.

Inclusion strategies and barriers:

• Each individual’s personality, technical competency and skills, as well as personal
effort, may be a resource to counteract the challenges experienced with technology.

• The low-vision and blind employees in this study get their job description and tasks
customized.

• The (Norwegian) public support schemes “Reading andSecretaryAssistant” and “Per-
sonalAssistant”maycompensate formost of the technological difficulties experienced
by the informants in this study.

• The majority of IT support staff has insufficient knowledge about the combination of
domain-specific systems and AT.

• A great share of educational training is not universally designed, such that it is not
beneficial for individuals with impairments.
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Employer and work environment:

• Superiors of impaired employees are in a key position with regard to the organization
of tasks, facilitation of the workplace, influence on work environment and attitude,
and inclusion in general.

• Few superiors and employees in general have sufficient knowledge about the needs
of co-workers with low vision.

• Some employees have experienced discriminating practice and attitudes by their
employers due to their visual impairment.

• Typically, employers view the physical facilitation of the workplace as manageable
and implement the necessary steps, but simultaneously neglect technical measures.

Public support institutions and schemes:

• Some public support schemes in Norway have a good effect but are not well known
and/or used.

• There is potential for improvement when it comes to the coordination of schemes
among public support institutions in Norway.

• The informants in this study have had poor experiences with low competency and
negative and prejudiced attitudes of public institutions with regard to the assessment
of their ability to work.

4 Discussion

The experience by one particular informant about the re-assignment of tasks after tech-
nical barriers points at three crucial aspects which are paralleled in the other narratives:
1) Many existing IT systems are not universally designed, with the result that they
do not work together with AT. 2) Many technical-support departments lack the proper
knowledge regarding AT. 3) The assignment of other tasks is an often used strategy
when technical problems are encountered and also illustrates the high dependence of
low-vision employees on their AT. We need to add, though, that often it is possible to
distribute the workload over several employees according to personal abilities, and in
many cases both superiors and employees are satisfied with how the task assignment is
solved.

Twomore aspects can be derived by the story of another informant regarding the role
of AT suppliers in Norway. One particular supplier was unable to set up the AT on her
system properly and failed to do so several times, with the consequence that she could
not do her work for more than half a year. She suggested strengthening the requirement
for the suppliers to successfully install the AT by linking that requirement to financial
sanctions. Her personal strategy to cope with the situation was to make extensive use of
the secretary assistant, which of course is quite costly. The aspects are thus: 4) There are
insufficient requirements towards the suppliers of AT for the successful installation of
their software. And 5), public supporting schemes can solve and are often used to solve
situations with technical shortcomings.

The results from the thematic analysis of interviews confirms many of the findings
from the literature review. In addition, some new aspects complete the picture further,
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including: 1) A high level of technical skills can be the consequence of a high number of
technical problems an employee with vision impairment typically has to solve. 2) Many
vision-impaired employees are given suboptimal job tasks due to technical problems.
3) Physical facilitation typically receives more attention than technical facilitation. 4)
Human assistance and adaptation of tasks as a strategy in case of technical problems
may stand in the way for the development of more universally designed solutions.

The findings in the literature overview, together with the interview findings, lead to
the following list of recommendations.

• Amending the Norwegian legislation, such that it no longer exempts the labor market
from the requirement on universal design of ICT, is likely an important measure to
achieve a higher degree of digital inclusion in the working life.

• Informational campaigns among organizations’ managements and other employees
regarding diversity may be effective in increasing knowledge and improving attitudes
towards employees with visual impairments.

• Additionally, informational campaigns on assistive technologies and diversity may be
effective. The campaigns should be targeted at work and career consultants, as well
as caseworkers at the Norwegian Labor and Welfare Administration.

• The Norwegian Labor and Welfare Administration should consider strengthening
some of their support schemes (for instance, “Guidance for Work”).

• It should be considered to strengthen the programs for reading / writing assistants and
personal assistants as backup in case of technology failure and organize them on an
hourly basis.

• Digital accessibility and facilitation should get the same attention as physical facilita-
tion and universal design of buildings and environments by the authorities and public
and private organizations.

4.1 Limitations

The validity of this work is limited by the following considerations.
The population cannot be said to be representative for employees with low vision

due to the low number of participants (N = 5) and a recruitment based on convenience
sampling. Also, the assessment of education and technical skills shows that the employee
informants likely are among the more resourceful ones in the workforce. The limited
project budget has further resulted in only one researcher carrying out the thematic analy-
sis. The credibility of the analysis would have been enhanced by additional researchers.
Finally, it is stressed that verification of the individual narrative has been outside the
scope of this work. As the employees’ interviews were prior to the employers’ inter-
views, it has however been possible to verify some of the employee claims by comparing
them with what had been said by the employer.

5 Conclusion

In this work, we have studied various aspects related to the role of technology in the
working life for employees with visual impairments. Our study shows that this is an
interdisciplinary and complex area.
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We first surveyed relevant literature on the Norwegian labor market. Although there
is a lack of peer-reviewed literature, we found many reports and studies that document
profound barriers related to ICT systems used in working life for people with visual
impairments. This includes lack of universal design, compatibility with assistive tech-
nology, as well as ICT-related training and technical support. Nevertheless, there is little
research on the effects of universal design of ICT and other ICT-related measures on the
inclusion of people with disabilities in the labor market.

We then conducted a series of in-depth interviews with both employees and employ-
ers.Wehave not found any area of conflicting results,meaning that our findings underline
the results from previous research. However, our conversations also revealed a few new
insights.

The main message is that a labor market with equal opportunities for all will not
be accomplished by tomorrow. Nevertheless, we believe to have increased our under-
standing of all relevant areas, and we have identified a number of aspects that can be
improved. Our recommendations target both developers and suppliers of ICT systems,
employers, administrative authorities, as well as law makers. A thorough analysis of the
effects of each countermeasure has, however, been outside the scope of this work and
remains for future research.

Even though all measures will contribute in someway, we are convinced that amend-
ing the Norwegian legislation, such that it no longer exempts the labor market from the
requirement on universal design of ICT, may be the most important measure to achieve a
higher degree of digital inclusion in theworking life for personswith visual impairments.
Work participation depends to a large degree on the accessibility of the ICT solutions for
employees with visual impairment. As of today, many ICT solutions are not universally
designed, resulting in inclusion barriers. This conclusion is likely applicable to other
forms of impairment and other countries as well.

We round off by citing one particular informant who formulated: “Incredible what
one can accomplish with just a little facilitation”!

Funding and Acknowledgments. This work received funding from the Norwegian Directorate
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Abstract. People with visual impairments can face challenges with
independent navigation and therefore may use traditional aids such as
guide dogs, white canes, or a travel companion for navigation assistance.
In recent years, researchers have been working on AI-based navigation
assistance systems. Obstacle detection and distance estimation are two
of the key challenges in such systems. In this paper, we describe a
LiDAR-based obstacle detection and distance estimation technique. A
lightweight deep learning-based model called EfficientDet-LiteV4 is used
for obstacle detection, and a depth map from the LiDAR is used to esti-
mate the distance to the obstacles. We have implemented and tested the
approach with the LiDAR integrated into a Raspberry Pi4 board. The
results show good accuracy in detecting the obstacles and in estimating
distance.

Keywords: Navigation · Visually impaired · LiDAR · Deep learning ·
Assistive technology · Obstacle detection · Distance estimation

1 Introduction

Navigation or wayfinding for people with visual impairments is a prevailing chal-
lenge in the scientific community. Independent navigation could increase the level
of independence [1]. However, travelling alone in unfamiliar environments can
be challenging.

People with visual impairments typically use aids such as guide dogs, white
canes, or depend on a travel companion. In addition to those conventional aids,
diverse assistance systems and solutions have been proposed in the literature to
address issues involved in the navigation of people with visual impairments [2].
Some of the main problems related to such systems are linked to portability and
providing real-time environmental information in the immediate vicinity during
navigation to avoid obstacles and prevent accidents [3].

In recent years, researchers have been actively exploiting artificial intelligence
and machine learning to develop universally accessible navigation solutions [4].
In addition, different technologies and hardware are explored in the development
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of navigation assistance systems. It might be inspired by the miniaturization of
electronics and the advancement in processing power and sensing capabilities of
various devices [1]. Among those, one prominent technology is LiDAR (Light
Detection and Ranging) cameras.

LiDAR is a remote sensing technology that uses one or multiple laser beams
to estimate distance measurements. LiDAR system sends a pulse of light and
estimate distance based on the time it takes for the emitted pulse to return
back. Some advantages of LiDAR sensors include high resolution and accuracy
in measurements, easy conversion to 3D maps to interpret the environment, per-
formance in low light conditions, and speed as it offers indirect distance measure-
ments that do not need to be decoded or interpreted1. Because of these reasons,
LiDAR technology has become a useful device for obstacle detection, avoidance,
and safe navigation through various environments. LiDAR is commonly used in
robotics and autonomous vehicles [5,6].

In this paper, we propose using a miniature LiDAR that can acquire visual
image and depth information for accurate obstacle detection and distance esti-
mation in a navigation assistance system for the visually impaired. A lightweight
deep learning-based model called EfficientDet-LiteV4 is used for obstacle detec-
tion, and a depth map from the LiDAR is used to estimate the distance to
the obstacles. We have assessed the performance and compared the results with
our previous works, which use smartphone-based object detection and distance
estimation methods for navigation assistance.

This paper is organized as follows. Section 2 discusses related works, and
Sect. 3 describes our proposed LiDAR-based obstacle detection and depth esti-
mation methods and their implementation. Section 4 describes the experiment
involved. Results and discussions are presented in Sect. 5. The paper concludes
in Sect. 6.

2 Related Works

Obstacle avoidance is vital during navigation for visually impaired users. Obsta-
cle or object detection involves identifying and locating obstacles in the environ-
ment, enabling a safe navigation. This section discusses related literature and
notable developments in three areas: obstacle detection, distance estimation, and
some literature reported on miniature hardware-based navigation systems and
RGBD-based obstacle detection systems.

2.1 Obstacle Detection

Typically, there are two machine learning-based approaches used for obstacle
detection in a navigation assistance system. In traditional machine learning (ML)
based methods, computer vision techniques are used to look at various features of
visual input data (typically image or video), such as the color histogram or edges,

1 www.leddartech.com/why-lidar/.

www.leddartech.com/why-lidar/
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to detect and identify objects. On the other hand, modern deep learning-based
methods employ convolutional neural networks (CNNs) to perform end-to-end
object detection, in which features do not need to be defined explicitly but rather
extracted automatically [7]. Because of this and the availability of ever-increasing
computational capabilities required by deep learning models, researchers most
recently tend to use deep learning models over traditional ML models.

A deep learning-based object detection model typically has three major com-
ponents: a backbone network that extracts features from a given image; a feature
network that has the backbone as the input and a list of fused features that
denotes salient characteristics of the image as the output; and the final class/box
network that uses the fused features to predict the object class and location of
each object in the image.

Most of the popular object detection models belong to the Region-Based
Convolutional Neural Network (R-CNN) family. This includes the models R-
CNN, Fast R-CNN, Faster-RCNN, Mask R-CNN, etc. Over the years, they have
become both more accurate and more computationally efficient [8]. One of the
limitations of such models is their larger size and need of high computational
power which limit their use in edge devices. Hence models belonging to the single-
shot family are being started to be explored by researchers. Examples includes
MobileNet+SSD [9], You Only Look Once (YOLO) [10] in several variants,
SqueezeDet [11], etc. SSDs make great choices for models destined for mobile or
embedded devices [4,12]. In this work, we use a relatively new, lightweight, and
efficient object detection model, called EfficientDet-LiteV4 model [13]. Section
3.1 describes the model in more details.

2.2 Distance Estimation

In earlier times, most navigation assistance prototypes that provide distance
information used ultrasonic sensors such as SR04 [1]. Ultrasonic sensors mea-
sure the distance of a target object by emitting ultrasonic sound waves and
converting the reflected sound into an electrical signal. Typical disadvantages of
conventional ultrasonic sensors include limited range, inaccurate readings, and
inflexible scanning methods [14]. RGB-D cameras have started to be used in nav-
igation systems to acquire depth information along with the color image. Major
limitation in the RGBD depth-sensing technology is that it fails to capture depth
information in four critical contexts: (1) distant surfaces (>5 m), (2) dark sur-
faces, (3) brightly lighted indoor scenes, and (4) outdoor scenes with sunlight
[15]. Furthermore, another limitation of currently existing RGB-D cameras is
their size factor, which is comparatively more extensive, making it inconvenient
to use in a portable navigation system. Still, researchers explored the option of
RGB-D cameras for depth estimation in their navigation assistant prototypes
[16,17]. Various smartphone-based distance estimation methods applied in navi-
gation systems for visual impairments can be found in the literature [18]. In this
work, we use an RGB-D camera that utilizes LiDAR technology to estimate the
distance to the obstacles.
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2.3 Miniature Hardware-Based Navigation Systems

There are several navigation assistance systems reported in the literature which
use various modes to process information about the obstacles, their type and/or
distance. These systems use hardware such as Raspberry Pi, Arduino, Jetson,
smartphones, or even a laptop connected with necessary components such as a
camera for data processing and computation.

Rahman and Sadi [19] proposed a Single Shot Detector (SSD) model with
MobileNet to recognize indoor and outdoor objects. The system consisted of a
laser sensor that helps the user to identify directions. The system sends infor-
mation collected to a remote server for processing. However, the authors did not
explicitly mention the usage of such an arrangement and how they deal with pri-
vacy issues since the data might contain private and personal information such
as images of people. Moreover, the model used for the obstacle detection was
comparatively heavy-weighted, which could take a long execution time. Hence,
it would not work as a practical solution in a real-time navigation environment.
In a similar attempt, Joshi et al. [20] explored a Jetson nano-based system using
MobileNet-SSD. The system provides only an overview of identified obstacles to
the user without providing other relevant details such as distance to obstacles
that are helpful during navigation.

Afif et al. [21] used the RetinaNet model for object detection in their proposed
navigation system. Even though the model is claimed to provide high accuracy,
the experimental evaluation showed high inference time, rendering it unsuitable
for real-time operation. In another work [22], the authors used camera and time-
of-flight sensors as its primary system components. The system’s accuracy was
low, and it was not intended for outdoors.

The system reported in [23] consisted of an ATmega328 microcontroller
embedded with an Arduino Uno. An HC-SR04 ultrasonic sensor was used to
identify obstacles. The primary limitations associated with the system were its
inability to recognize types of obstacles and the use of ultrasonic sensors, which
were not accurate compared to other modern distance estimation sensors.

Anandan et al. [24] described an outdoor and indoor navigation system for
the visually impaired using Raspberry Pi. The system used SURF (Speeded Up
Robust Features) algorithm for obstacle identification and ultrasonic sensors for
distance estimation. The main limitation of the system was in the accuracy in
detecting the obstacles.

2.4 RGBD-Based Obstacle Detection Systems

Researchers also explored the potential of RGB-D-based cameras in navigation
assistant systems for people with visual impairments. The Navigation assistance
for visually impaired (NAVI) system proposed by Aladren et al. [16] used a
consumer RGB-D camera to acquire both depth and visual information. The
system uses RGB-D system to fuse range information and color information to
detect obstacle-free paths. But it does not give much information such as the
type of obstacle.
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The authors in [25] put forwarded an indoor navigation system that uses
a wearable RGBD camera mounted on head to construct a 2D map for the
surrounding environment. An optimal path is generated fro the 2D map. The
system also used an ultrasonic sensor to detect obstacles along the path. A
Raspberry Pi 3 B+ board was used as the central processing unit. Even though
the work mentioned path planning in detail, it did not explain how the RGB
images captured from the camera were used for obstacle identification.

Lee and Medioni [17] also investigated the potential of an RGB-D camera in
a navigation system. The RGB-D camera was placed in the user’s eye position to
capture scenes. A laptop was used for data processing. The major limitation of
the system is the portability and inconvenience associated with the system due
to the carriage weight of all the hardware [1]. The system creates indoor maps
which guide the users to navigate. Like in [16], the system was also incapable of
giving information about obstacles such as its type.

3 LiDAR-Based Obstacle Detection and Distance
Estimation

With the development of technologies, more and more miniature LiDAR cameras
that can acquire both high-resolution color image and depth information simul-
taneously are available in the market. In this work, we use such a high-resolution
miniature Intel RealSense LiDAR Camera L5152 (see Fig. 1) for accurate obsta-
cle detection and distance estimation. The camera can detect obstacles up to 9 m
and weighs only 100 g. The low weight and small form factor make it suitable
for specific applications such as navigation.

The Intel RealSense SDK 2.03 and other tools such as Intel RealSense API
enable configuration, control, and access to the streaming data. It’s extensive
language support including Python makes it easy to implement the proposed
solution.

The RGB image acquired with the LiDAR camera is sent to an object detec-
tion model to detect objects there in and their bounding boxes. The model and
the methods we used for obstacle detection and distance estimation is described
in the following subsections. After that, the preceding subsection describes the
implementation done for testing and evaluation of the proposed methods.

3.1 Obstacle Detection

Our previous works explored the pre-trained MobileNet+SSD [12] and
YOLOv5m [4] as obstacle detectors. Even though these models provided rea-
sonably good accuracy, we look for a better alternative as new models are intro-
duced to the scientific community to achieve more accurate detection results at
the same time with minimum inference time.

2 www.intelrealsense.com/lidar-camera-l515/.
3 www.intelrealsense.com/sdk-2/.

www.intelrealsense.com/lidar-camera-l515/
www.intelrealsense.com/sdk-2/
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In this work, we used an EfficientDet object detection model [13], which
proved to be efficient and it can produce a reasonably good accuracy for detecting
objects from an image/video. EfficientDet uses EfficientNet [26] as its backbone
network for improved efficiency. EfficientNet is based on a CNN architecture
and scaling method that uniformly scales all depth/width/resolution dimensions
using a compound coefficient. Combining the new backbone and BiFPN (Bi-
directional feature pyramid network), the small-sized EfficientDet-D0 base-line
was developed, and then a compound scaling was applied to obtain EfficientDet-
D1 to D7. Each consecutive model has a higher compute cost but provides higher
accuracy.

EfficientDet-Lite is a derivative of EfficientDet trained on the MS COCO
dataset [27], optimized for TensorFlow Lite and designed for mobile CPU, GPU,
and EdgeTPU. The accuracy of lite models is comparatively less than conven-
tional object detection models, which require high-end GPUs and processors.
However, as a tradeoff, the computation time of conventional models is signifi-
cantly higher than lite models. Moreover, while designing a real-time navigation
solution, factors such as low inference time, small model size to deploy in a
portable device, comparatively good accuracy should be considered [28]. Con-
sidering these, we have used the most recent version of the EfficientDet-Lite
model, EfficientDet-LiteV4, to transfer learn and train with our custom dataset.
The reason for choosing this version is the model’s accuracy and size compared
to other lightweight object detection models without compromising inference
time4.

Dataset: We have created a custom dataset for testing and evaluating the pro-
posed obstacle detection model. The dataset consists of 15 object classes relevant
to indoor and outdoor navigation scenarios, namely, bed, bench, billboard, cab-
inetry, chair, door, fire hydrant, kitchen appliance, person, stairs, table, traffic
light, tree, vehicle, and waste container. Each of these classes has around 5000
images. The images were collected from various sources, which are publicly avail-
able such as Google Open Images [29], ImageNet [30], and images acquired by
ourselves. After examining the extracted images, we found that many images
require some preprocessing, such as labeling. Those images were labeled using
the LabelImg5 annotation tool. We used the PASCAL VOC data format to save
the annotations from the images.

3.2 Distance Estimation

The bounding boxes of the objects on an RGB image detected by the object
detection model are projected onto its corresponding depth image acquired by
the LiDAR camera. The estimated distance of an obstacle from the camera/user
is then calculated by median averaging the depth data within its bounding box.

4 www.github.com/google/automl/tree/master/efficientdet.
5 www.github.com/tzutalin/labelImg.

www.github.com/google/automl/tree/master/efficientdet
www.github.com/tzutalin/labelImg
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3.3 Implementation

TensorFlow Lite Model Maker6 library was used to train the proposed object
detection model using the custom dataset. The Model Maker uses transfer learn-
ing to reduce the amount of training data required and shorten the training time.

A Raspberry Pi4 board is used for implementing and testing the proposed
methods. Intel RealSense LiDAR Camera is connected to the Raspberry Pi4,
and power is supplied from a portable power bank, as shown in Fig. 1. Since
a Raspberry Pi4 board is smaller and easier to carry than a heavier hardware
device such as a laptop, we considered it a portable and practicable solution for
navigation assistance. Only essential components such as the LiDAR camera,
which is essentially needed for our application, are included in the experiments.

Fig. 1. A photo illustrating intel realsense LiDAR L515 depth camera connected to a
Raspberry Pi4 board along with a portable power bank.

4 Experiments

This section elucidates how the experiments were conducted for obstacle detec-
tion and distance estimation.

4.1 Obstacle Detection

The object detection model was trained on an HP G4 Workstation with an Intel
Xeon processor with 32 GB RAM and NVIDIA GeForce GTX 1070 GPU. The
platform settings of the experiment are TensorFlow-GPU 2.4, NVIDIA CUDA
toolkit 11.0, and CUDNN 8.1. The model was trained, validated, and tested by
randomly shuffling and splitting the dataset in the ratio of 80:10:10, respectively.

6 www.tensorflow.org/lite/guide/model maker.

www.tensorflow.org/lite/guide/model_maker
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The default epochs in the Model Maker library6 were 50. However, we run 100
epochs. The number was found to achieve better accuracy as determined through
hyperparameter optimization using the validation dataset. The default batch size
64 was used. The training model was exported to tflite format. The Model Maker
library applies a default post-training quantization technique when exporting
the model to tflite format. This technique can help reduce the model size and
inference latency while improving the CPU and hardware accelerator inference
speed7.

4.2 Distance Estimation

To evaluate the performance of the distance estimation, we tested distance mea-
surements on five different types of obstacles, billboard, chair, waste container,
door, and table. The obstacles were placed at different distances, and the actual
distance of an obstacle from the camera/user was measured using a measuring
tape. The measurement was done to the nearest edge point of the objects. The
obstacles with varied sizes were chosen intentionally to check whether the size
of the obstacles affects distance estimation. The waste container obstacle we
considered in this experiment was smaller. We also tried to check if the sunlight
affects the distance estimation by placing a chair outdoor under direct sunlight.

5 Results and Discussions

Figure 2 illustrated object detection and depth estimation results where RGB
images and depth map images are given with the bounding boxes around the
detected objects are marked. The elaborated results from obstacle detection
and distance estimation methods are given and discussed in the following sub-
sections.

5.1 Obstacle Detection

Table 1 shows the results from the object detection model in terms of prediction
accuracy of the 15 object classes in the custom dataset. The prediction results
were reasonably good, with an average accuracy of around 88%. The results
show that cabinetry and stairs are the only two object classes where accuracy
is below 80%. The quality of images and annotations could be reasons for the
low accuracy in those two classes. We observed that in some cases, the model
failed to detect objects correctly because of similarities in some object classes.
For example, there were false detections between white doors, walls, and long
billboard. This was probably because of the pattern similarity in those objects.

Even though the class categories in the dataset for obstacle detection are lim-
ited (15), we tried to include object classes relevant to the navigation scenario.
Since this is a proof-of-concept, it is possible to extend this with more classes

7 www.tensorflow.org/lite/performance/post training quantization.

www.tensorflow.org/lite/performance/post_training_quantization
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Fig. 2. (a) (Left column) Three different obstacles/objects (billboard, chair, and door)
on the RGB images as detected and marked with bounding boxes by the object detec-
tion model. (b) (Right column) Depth map images with the marked bounding boxes
around the obstacles after mapping with corresponding RGB images.

in the future. The average accuracy of around 88% is not the best compared
to other heavy-weight object detection models, and it is anticipated from the
lightweight model used. Nevertheless, considering the various aspects required
for a real-time navigation application (see Sect. 3.1), the proposed obstacle detec-
tion model’s performance could be considered reasonably good, as low computa-
tion time enables real-time environmental information without much delay than
conventional models. The results from the model also show it has fewer param-
eters (29 M) and model size (49 MB), which makes it possible to deploy in a
less-powerful portable device such as Raspberry Pi.
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Table 1. Performance of the proposed obstacle/object detection model in terms of
percentage accuracy.

Obstacle Accuracy(%)

Bed 95.4

Bench 93.7

Billboard 84.6

Cabinetry 78.4

Chair 94.7

Door 83.2

Fire hydrant 88.9

Kitchen appliance 92.7

Person 84.7

Stairs 79.5

Table 90.9

Traffic light 83.7

Tree 81.5

Vehicle 94.1

Waste container 94.6

Average 87.6

5.2 Distance Estimation

Table 2 shows the actual and estimated distance of the four obstacles from our
experiment from the proposed method. It also provides estimated distance from
the best method, the Rule of 57, from among the various smartphone-based
distance estimation methods from our previous work [18]. The results show that
the proposed method can estimate distance more accurately compared to the
Rule of 57 method.

Another advantage of using LiDAR cameras for distance estimation com-
pared to smartphones is that LiDARs can detect obstacles at longer distances
(900 cm in the case of the LiDAR camera used in this work). The smartphone-

Table 2. Observations of distance estimation from various obstacles (all in centime-
ters).

Obstacle Actual
distance

Estimated distance
(Proposed method)

Estimated distance
(Rule of 57 [17])

Billboard 100 100.0 74.8

Chair 200 200.0 209.6

Waste Container 300 299.5 312.4

Door 500 500.1 485.0

Table 900 898.9 Unable to estimate
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based method had a distance limit of 500 cm. Moreover, the results were not
consistent at a 500 cm distance. Therefore, the estimated distance in the case of
door at 500 cm from the smartphone-based method was recorded by averaging
five readings due to its fluctuating nature. Smartphone-based also failed to report
any result when the obstacle was placed at less than 100 cm. One disadvantage
with the LiDAR camera-based method is that it needs to be connected to a
computer (e.g., Raspberry Pi). This could raise portability concerns and cause
inconvenience to the user. On the other hand, the portability factor is positive
for the smartphone-based method. Therefore, one could note this tradeoff while
designing a navigation assistant system while making a design choice.

When the smallest obstacle from the test set, the waste container, was placed
at 50 cm, the smartphone-based method could not detect any result. However,
the proposed solution using LiDAR gave the result as 49.5 cm. When we experi-
mented with the chair obstacle placed outdoor under the sunlight, the obstacle
detection model was able to detect the obstacle as a chair. However, the distance
estimation method failed to estimate the distance well. It estimated a distance
of 281.7 cm against the actual distance of 300 cm. Surprisingly, the smartphone-
based method also showed similar results, with an estimated distance of 280.4 cm.
The performance degradation with the LiDAR method could be because of inter-
ference to its depth estimation system from the infrared light from the sun. This
issue is cross-checked with the manufacturer’s website and found that this LiDAR
camera is recommended for indoor environments2. However, in other applications
such as autonomous vehicles, LiDARs are used together with other devices such
as laser reflectors, radars, and stereo cameras to address the influence of sun-
light8. 3D LiDARs, which are very expensive compared to 2D LIDARs, can also
solve the issue to a certain extent8. Nevertheless, in application scenarios such as
navigation assistance, where portability is also a significant concern, installing
additional reflectors or devices only to use outdoors may not be a preferred
design choice.

6 Conclusion

The proposed LiDAR-based method, which used an EfficientDet-LiteV4 model,
shows reasonably good performance in terms of obstacle detection and distance
estimation indicating its potential to be used in a navigation assistance system
for individuals with visual impairments. Using a LiDAR camera connected with a
Raspberry Pi and a power bank asks for proper camera placement and needs for
carrying the hardware, which might raise portability concerns. And the perfor-
mance degradation of the LiDAR cameras when it is used under bright sunlight
could limit their use in outdoor navigation. We believe this research could bring
valuable insights to the use of LiDARs in portable navigation assistance solutions
for the visually impaired.

8 www.sevensense.ai/blog/localization.

www.sevensense.ai/blog/localization
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Abstract. People who are blind and visually impaired (BVI) primarily
rely on white canes for everyday mobility. Smart canes were introduced
to address the limitations of traditional white canes and to inform users
of their surroundings more efficiently. While the smart cane’s advantages
are evident, these devices are not used often in the BVI community. To
gain a better understanding of the low adoption rate, we spoke with ori-
entation and mobility specialists for some background on BVI mobility,
conducted a survey to gauge user awareness and initial perceptions of
the smart cane, and interviewed 16 participants for an in-depth view
regarding their smart cane experiences. While most of the participants’
apprehension was based on initial product cost, we found that other fac-
tors like user personality, durability, battery life, experience bias, as well
as the lack of awareness from the users all contribute to the low adop-
tion rate of smart canes. As such, our findings are structured based on
four main themes: (1) Impact of Participant Characteristics on Adop-
tion, (2) Perceived Advantages and Disadvantages, (3) Product-Related
Concerns, and (4) Building Trust. We contribute a user-centered investi-
gation on the merits of the smart cane and suggestions for future design
considerations based on user feedback.

Keywords: Human-centered computing · Accessibility · Individuals
with disabilities and assistive technologies · Internet of Things

1 Introduction and Related Work

Navigation safety is key for BVI individuals. They utilize several mobility aids
to ensure they are able to efficiently navigate in a safe manner and reduce the
risk of bodily injury [20]. Individuals with visual impairment typically rely on
a white cane, guide dog, sighted guides, and/or mobile applications (e.g., GPS
apps, AIRA), among others [1,3]. The use of the standard white cane dates back
to the 1940s [17,34] and has become not just a popular mobility aid but also a
symbol for blindness [34]. Despite being widely used, the white cane has several
limitations that can make it ineffective. For example, the white cane has a short
detection range because it is limited to the length of the cane. This reduces

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Antona and C. Stephanidis (Eds.): HCII 2022, LNCS 13309, pp. 492–508, 2022.
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the reaction time before bumping into an obstacle which could result in bodily
injury. As such, extra care has to be taken while using the cane, leading to a
reduced speed in movement [17] and consequently reducing self-confidence when
navigating [20]. Another key disadvantage of the white cane is the inability to
detect objects that are elevated from the ground such as low-hanging branches;
these objects will be missed by the sweeping motion of the user. This might
result in some serious injuries that may be detrimental to the individual. In their
survey about the nature and causes of head-level and fall accidents, Manduchi
et al. reported that about 92% of participants had experienced some form of the
head level incident and over 45% of blind participants experience this form of
an accident once a month or less [20].

The advancement in technology and computing has led to the push for mod-
ern ubiquitous devices. This opens up the enhancement of devices, such as the
white cane, for better functionality [16]. Smart canes currently exist either as
research prototypes in the lab or as commercially available products for purchase.
Available products include, but are not limited to, UltraCane (2010) [5], Smart-
Cane TM(2014) [4], WeWalk (2017) [6], and BAWA Cane (2018) [2]—with prices
ranging from $100 to over $1000 plus shipping. Researchers share design sugges-
tions that focus on detecting obstacles and providing voice or audio [19,30,35],
haptic [8,11,27,31], a combination of both sound and touch [13,22], vibrotac-
tile biofeedback [29] and thermal feedback [26]. Previous research also looked
at using more affordable materials and ergonomic-conscious design [7] as well
as directly supporting users through a force feedback mechanism built inside a
ball attached to the tip of the cane [9]. Although the smart cane has undergone
significant development and have previously evaluated better than traditional
white canes in terms of obstacle detection and avoidance, it is still beset by the
low adoption rate of BVI individuals [17].

As with every technology, increasing penetration among the target popula-
tion is necessary. Lindley et al. discussed that investigation on the implications
of technology adoption is essential to HCI research to assess the viability of a
product and to determine how it will be used by its intended users as part of
their daily lives [18]. Our study was guided by the following research question:
What are the potential reasons for the low adoption rate of smart
canes?

We first conducted informal discussions with two orientation and mobility
(O&M) specialists about BVI mobility and their thoughts on the smart cane.
Based on these discussions and our initial research, we designed a survey that
was sent out through different channels and received 57 valid responses where
only 19.15% of users have tried a smart cane before. We then followed up on
16 participants who agreed to share more of their thoughts in one-on-one inter-
view sessions and analyzed the data resulting in four main themes: (1) Impact
of Participant Characteristics on Adoption (i.e., different user personalities and
how these may affect their decision to use a smart cane), (2) Perceived Advan-
tages and Disadvantages (i.e., user impressions and understanding of the smart
cane), (3) Product-Related Concerns (i.e., concerns and needs related to the cost
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and technical aspects of the product), and (4) Building Trust (i.e., confidence
in the product and other external influences). We found that a large percent-
age of users have only heard of the smart cane but never tried it. This research
provides an in-depth look on the personalities and expectations of BVI users
regarding smart cane technology as well as potential ways to promote adoption
of the smart canes.

2 Methods

The study began by engaging in an in-person discussion with O&M special-
ists from the Association for Blind and Visually Impaired (ABVI) in Rochester,
NY. We referred to them as subject matter experts to gain more background
their thoughts about the smart cane and about the user’s mobility experience.
They were asked questions related to the process of getting clients, their teach-
ing methodology, and their awareness of smart cane technology. Based on the
responses from the O&M specialists and background research, an exploratory
survey was designed and distributed through various channels (e.g., Twitter,
Reddit). The participants were asked to complete the survey first; a phone inter-
view was then scheduled if they expressed interest in further study. The purpose
of the interview was to gather in-depth data and additional context around the
survey responses. We received 57 complete survey responses and conducted 16
semi-structured interviews.

2.1 Survey

Survey Design. A survey was conducted to help gauge the users’ awareness,
understanding, and impression of the smart cane. It consisted of 86 questions
exploring the navigation and mobility assistance options used by the BVI com-
munity, the mobility challenges they face, resources used to stay updated on
new technology, barriers for using a smart cane, and their experience in using a
smart cane (if any). The survey was hosted on the Qualtrics XMP Platform and
both qualitative and quantitative data were collected. It was tested for acces-
sibility with commonly used screen readers on both desktop and smartphones
(Android and iOS). Based on the results from the accessibility tests, the matrix
table questions were changed to separate multiple-choice questions as the matrix
table was not accessible through the screen readers. The O&M specialists also
provided suggestions for appropriate wordings and framing of the sentences to
increase understandability. After accommodating their feedback, a pilot study
was conducted with 4 people (3 people with vision, 1 person who was blind) and
modified the flow of the survey accordingly before sending it out. The survey
was posted on Reddit, Twitter, and was sent to more than 30 BVI organizations
across the US.

Survey Participants. A total of 97 people responded to the survey. Out of
those, 63 people completed the survey and 57 participants (blind: 40, low vision:
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14, legally blind: 2, severe low vision: 1) were selected for analysis through pur-
poseful criterion sampling. The sampling criteria for the participants were: (1)
must identify as blind or low vision; (2) uses assistance for mobility; (3) equal
to or more than 18 years old; (4) has been living in the United States for most
of their life as our focus was on the US population. Among the 57 selected par-
ticipants, 54 used white canes, 39 used smartphone applications, 13 used guide
dogs, 6 used smart devices, and 9 used other options (sighted guides and a sub-
set of smart devices). Thus, an overlap was observed in the usage of different
navigation options.

Survey Analysis. In the survey, a separate set of questions for people who
have heard about smart canes, used a smart cane, and owns a smart cane were
added. Out of 57 responses, 41 participants have heard about smart canes but
not used it. As such, Likert type questions centered around the reasons for not
trying or using a smart cane garnered more neutral (i.e., “Neither Agree nor
Disagree”) answers than was expected as shown in Table 1. Because of this,
data was not analyzed for significance. The large number of neutral responses,
however, suggests that users are not familiar enough with the smart cane to
make final judgments about the product.

Table 1. Likert scale data from the survey for potential reasons for not trying/using
a smart cane

Likert scale question Strongly
Agree

Agree Neither Agree
nor Disagree

Disagree Strongly
Disagree

I don’t know where to get
a smart cane

11 16 8 2 4

I don’t want to deal with
technology

1 6 6 9 19

The smart cane was not
available at that time

13 7 14 2 5

I felt that the smart cane
was seeking unwanted
attention

2 5 14 5 15

No technical assistance
was available

4 7 22 3 5

I felt that the smart cane
was not safe to use

2 7 19 9 4

I was not confident about
using the smart cane

7 5 13 4 12

I felt that the smart cane
was not easy to use

2 7 21 4 7
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2.2 Interview

Interview Design. In the 45-min semi-structured interview sessions, par-
ticipants were asked questions related, but not limited to, their experience
with mobility and navigation technologies, barriers to adoption, and options to
improve smart cane adoption. A few questions were modified based on the par-
ticipant’s survey responses. We also followed up on their smart cane impressions
and experiences. The questionnaire was pilot tested 5 times (1 blind person) and
modified to get the correct flow and to address any leading questions.

Interview Participants. From the survey given earlier, participants were asked
if they were willing to join us for an in-depth interview about their experiences.
16 BVI participants were recruited, ranging between 22–80 years old with an
average age of 56.38 years and average cane experience of 27.81 years. Most of
the participants used multiple mobility devices such as white canes, guide dogs,
smartphone apps, and other smart devices. They were also located in 6 different
states in the US which represented diversity in their environment—some lived in
bigger cities while others are located in more suburban areas. The participants
were chosen because they have some level of smart cane awareness (i.e., have
heard of it before).

Interview Data Collection and Analysis. The participants were based at
various locations in the United States; all the interviews were conducted using
a Zoom conference call. One researcher lead all the interviews; all the other
researchers participated in the data analysis. A thematic analysis was completed
on Miro by first open coding the data in different post it notes and grouping them
together until four main themes were achieved—all of which are highlighted in
Table 2.

Table 2. Themes, sub-themes, and the explanation behind each.

Impact of Participant Characteristics on Adoption

Participant Characteristics - who they are, what their abilities are, and how these affect their

choice of navigation

Social Acceptability - how others influence their navigation option

Perceived Advantages and Disadvantages

User Impressions - what they know about smart canes

Potential Applications - how they think this can help them that other devices already cannot do

“Smart Cane is Not Needed” - why they think this does not help them

Product-Related Concerns

Financial Constraints - are the added benefits worth the cost

Durability and Portability - is the product reliable and will it withstand daily wear and tear

Cognitive Load - are the additional feedback options too much

Building Trust

Trial and Training - what will encourage them to buy it

Awareness and Influence - how do they gather information and what affects decision-making
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3 Findings

The themes informed by our thematic analysis (Table 2) will help guide this
section. Because our survey and interview findings support one another, we
present the results of both methods in this section so as to prevent repetition.
Data from survey participants are labeled S[x], while interview participants are
coded as P[x].

3.1 Impact of Participant Characteristics on Adoption

Among the 16 participants we interviewed, many of them described their person-
alities, abilities, and hobbies in detail by sharing their backgrounds and stories.
The data showed a relationship between participant characteristics and their
decision to choose specific mobility aid options. This section also discussion par-
ticipant attitudes regarding the use of smart canes in public in terms of social
acceptability.

Participant Characteristics. This section introduces three main personality
factors that could affect the utilization of advanced mobility aid tools like smart
canes. Although there might be intersections between an individual’s indepen-
dence, curiosity, and self-confidence, those characteristics were separated to make
their attitudes clearer.

Independence. Some participants who identified as independent or those who
pursued to be more independent under the assistance of mobility devices showed
more unwillingness to rely on a sighted guide. P11 was inclined to use a smart
cane because “it would be a huge tool to use to be able to be more independent.”
Several participants mentioned that they liked socializing, enjoyed outside activ-
ities, and preferred to go out in public without the help of others. For example,
P6 stated that:

“I’m very independent. So sometimes, it’s hard to let other people guide
me if I’m out in public and I’m using my cane because I try to really rely
on my cane to find any obstacles in everything. So I will rely on people at
certain times but I try to be as independent as I can.”

Curiosity. Most of the participants were inquisitive about travelling to new places
and experiencing new technologies. Some participants shared that they were fre-
quent travellers. P9 mentioned having friends who travel and “use their smart-
phones to get around airports, get around cities, strange cities.” P2 has also
travelled all over the country using a white cane.

Tech enthusiasts were also categorized as curious. For example, P1 was “big
into computers and my hobby is home automation and anything smart”. This
can also be seen in the survey responses where 68.29% of responses said that
they were comfortable dealing with technology. However, it should be noted that
there were some participants who mentioned they were not a very “techy person
[P10]” or that they did not “rely on technology for navigation because things
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like poor internet and unupdated maps occur [P16].” Curious participants were
more inclined to try out smart canes and evaluate if it works for their lifestyle.

Self-confidence. It was observed that participants who felt less confident while
navigating used multiple mobility options when they went out. For example, P3
used both cane and sighted guide for safety because they did not “feel confident
enough anymore” because of deteriorating vision. S48 also said, “I would like to
feel more confident using a white cane and to be able to navigate places that I
am not familiar with.” On the flip side, participants who were very confident in
their daily routines did not see the benefit of the smart canes for their current
situation.

Of the 30 survey participants that said they were strongly interested in learn-
ing about smart canes, more than half of them explained in the reasoning part
that they were curious about the technology and were striving to be more inde-
pendent and confident in their daily lives. However, it should be noted that the
aforementioned personality types are only reflective of the interview participants.
This research does not assume that these personalities represent the entire pop-
ulation and understand that there is a large variety of user characteristics within
the BVI community.

Social Acceptability. There were some discussion about the social stigma of
using the white cane. The results not only provide more evidence to support
prior research but also add some mutual concerns (i.e., those concerning both
visually impaired and sighted persons) regarding BVI individuals interacting
with others in the social context. These social acceptability concerns could vary
depending on the situation (i.e., people travelling alone in crowded places may
have different experiences from those walking their daily route). This section
presents the feelings and perspectives of participants towards using mobility
devices in social settings.

Neutral and Negative Feelings. Participants had mixed feelings on social accep-
tance with the assistive tools they used in public—some participants had neutral
attitudes, some were concerned about social stigma and first impressions, and
almost half of the participants did not mention anything about social accept-
ability. The participants with neutral attitudes, like P2, mentioned that another
person’s “assumption is [not] going to change how I use (the cane).” Meanwhile,
other participants reported that they sometimes get uncomfortable navigating
new places, especially crowded areas, with their white canes. P5 shared, “I’m
on parade, everybody, here comes this blind [person]. Let’s look at [them] with
[their] cane.” To add, P12 specifically mentioned avoiding the use of white canes
in public because it made them feel different from others. Furthermore, it took
them a long time to adapt to the cane technically and accept it emotionally. As
P12 shared, “I didn’t want to look different and I didn’t want to really admit that
I was losing more of my sight.”

These negative feelings elicited by the social stigma against the white cane
discouraged the participants from trying out the smart cane. Both commercially
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available canes and known research prototypes are usually bulky in design and
may attract more attention than a white cane would.

Mutual Influence. Some participants expressed their thoughts on how they tried
their best to stay conscious of the surroundings when using their preferred mobil-
ity tool. For example, canes may be too bothersome in crowded places, while
guide dogs may not be allowed in certain public places. P12 relied on the guide
dog most of the time but avoided bringing the dog in places with fireworks or
other places that “wouldn’t be good for [the guide dog].” To add, P7 noted that
BVI users needed to be more alert in places like train stations because inade-
quate information from the white cane could be a safety risk to other people (i.e.,
accidentally pushing someone off the platform). On the other hand, participants
also noted that other people sometimes acted as barriers in their mobility: too
much noise from other people hindered their hearing ability, strangers who tried
to help ended up being ineffective, and other people suddenly coming up in the
participants’ central vision promoted feelings of anxiety.

3.2 Perceived Advantages and Disadvantages

This section highlights participants’ impressions and the potential applications
of smart canes based on their understanding. In some cases, participants thought
that smart canes did not provide them with any unique navigation feature.

User Impressions. Most participants have not used a smart cane before. They
have only heard of them through conferences, word-of-mouth, social media, or
blog posts. Some participants, like P11, thought “it’s a device, for my under-
standing, that hooks up to your white cane that you already have.” while other
participants, including P14, highlighted the obstacle detection capabilities of
smart canes (e.g., overhead or waist high, drop offs like in construction):

“My understanding is it will give you some information that a dumb cane,
just a regular cane won’t, won’t give you like, for instance, finding obstacles
that are like maybe, waist high, something the cane wouldn’t find or even
maybe lower, like for a barrier, like some kind of construction barrier.”

It is good to note that while smart canes were mostly developed for their
obstacle detection capabilities, the notification “could tell you where the obstacle
is but it can’t tell you what the obstacle is that you’re going to figure out anyway
when you touch it with your cane. So there’s an obstacle and anyways you touch
it with your cane.”, P1 says. This suggests that the information provided by the
obstacle detection system of smart canes may not be sufficient.

A lot of participants focused on the feedback notifications like vibration and
audio as those were the smart cane features that stood out to them the most.
One participant, on the other hand, highlighted the GPS navigational assistance
provided by some smart canes. While some of these impressions were true, it
should be noted that most participants were unsure of their answer thereby
showing a lack of understanding on actual smart cane features.
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Potential Applications. Less than half of the participants shared their excite-
ment with the smart cane technology. P7 pointed out that it may “just become
part of an every day thing.” P16 said that the “smart cane would be of advan-
tage” and shared specific scenarios where smart canes would be of most use:

“If you’re going [to] places that you’re not familiar with or if you’re going
in to busy places where there’s lots of people or if you have a community
with kids in it, with things are left out on the sidewalks.”

P16 said that receiving an earlier warning through the smart cane would help
increase the reaction speed in avoiding obstacles.

“Smart Cane Is Not Needed.” While there are certainly advantages to the
smart cane, a few participants directly mentioned that they will not be pur-
chasing the smart canes as the benefits do not outweigh the cost. Additionally,
participants noted that they had already found alternatives solutions (i.e., other
mobility devices, apps, or AI-based technologies) that help them combat the
limitation of traditional white canes. This sentiment was also echoed in some of
the survey responses. According to S37,

“The smart cane a luxury product that will make blind people not use their
skills and instead rely on something that can glitch and die.”

3.3 Product-Related Concerns

This section details multiple concerns related to the product design that
prompted concerns and apprehensions about the smart cane, which contributed
to users feeling like the smart canes were not a worthy investment. These included
cost, durability, portability, battery constraints, and cognitive load. Some par-
ticipants were more likely to try the smart cane if these issues were resolved.

Financial Constraints. One resounding concern expressed by all participants
involved the costs associated with the purchase of a smart cane (i.e., they were
worried about the financial implications of owning a smart cane). 66.67% of
survey answers noted that the biggest barrier they had in adopting smart canes
is its high cost. Assistive tools are always pricey and as such, the participants
were forced to prioritize which ones they need the most and what fits their
budget. S64 said,

“It all comes down to cost. 99% of the time I don’t have a piece of equip-
ment I’m interested in because it’s too expensive. I’m trying to complete
my masters degree and have no job, not for lack of trying. So if somethings
too pricey, no dice”.

Durability and Portability. The participants were concerned about the dura-
bility of smart canes and gave examples of various situations to describe their
considerations. They talked about water resistance under inclement weather, in
particular, such as pouring rain and snow. Participants also pointed out the
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weight of the smart cane because some of them suffer from other health issues
related to lack of mobility. Also, few participants mentioned that they were
concerned if smart canes could hurt them or other people around by quickly
unfolding and popping it back up. P4 explains,

“I would like to suggest the durability of the cane and then also how com-
pact it is. One of the challenges with the regular cane is folding it up and
then trying to keep it together and making it pop too quickly now that you
might get hurt.”

They were also concerned about battery life and charging issues while using
a smart cane, especially since canes are meant to be used most of the day.

Cognitive Load. Based on their previous experiences, almost all participants
mentioned that one prominent feature of the smart cane is obstacle notification
through haptic and audio feedback. Participants emphasized the importance of
contextual and timely feedback—smart canes should not only randomly vibrate
but provide an idea on what type of obstacle is coming up. Additionally, par-
ticipants noted the balance of different feedback options because it can have an
impact on the cognitive load of the user. P10 mentioned that the vibration could
cause them to “lose my focus on my cane technique itself, or I would slow down
a lot.” and that users should not “worry about focusing on some vibration or
some other type of sensory input” while they are walking. Some participants did
note that haptic feedback will be useful in noisy environments but were worried
they would miss out on the notification if the vibration is too subtle or is unin-
formative. P5 states, “I wonder if it’s just haptic, Will that tell me? How will
that tell you that there’s an obstacle in front of you?”

While some participants thought that accompanying audio can provide more
context (e.g., street names and signs), they were worried that multiple feedback
methods might disrupt their focus on different environmental cues which may
increase the likelihood of accidents and collisions. Several participants mentioned
that “there are other ways of doing it [detecting obstacles] that I think might
be as reliable or more reliable than smart canes, namely, that’s echolocation
[P7].” With other feedback methods increasing the cognitive load of the user,
participants are worried that they may not be able to fully utilize their native
navigational skills and in turn, fail to recognize surrounding activities such as
the traffic flow.

3.4 Building Trust

This section discusses the importance of access, training, and external influences
in the adoption of smart canes. While most interview participants were inter-
ested in smart canes and 84.21% of survey participants were trusting of new
technologies, access to the product was a large barrier. Survey responses showed
65.85% of the participants did not know where to get a smart cane.

Trial and Training. Some participants mentioned that they were able to try
out smart canes through conventions or research studies. Unfortunately, not all
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BVI users have the opportunity to join those venues. P7 shares that “we don’t
really get a chance to demonstrate it [or] to try this smart cane outside for any
length of time.” All the participants want assurance that the smart canes would
provide them additional benefits and will work better than their traditional white
canes—they believe that trials can promote their confidence in a new product.

Furthermore, participants get confused on what features to expect from a
smart cane because of the wide variety of products, both commercially-available
ones and those that are still research prototypes. P6 shares that after attending
a research study, they were surprised to find that “it didn’t have all of the tech-
nology that I’ve read about in smart canes.” Those who have once been let down
by previous iterations have a lesser likelihood of trying out newer versions of the
cane. Most participants also emphasized that accompanying training can make
a difference in learning new technologies. P15 expands on this in the statement
below:

“What would really be helpful is when the designers hand something, hand
a piece of assistive technology, they should also find a way to arrange for
some kind of training. Maybe not just provide a manual, but also provide a
human being that you can call and ask questions. That would be helpful.”

Awareness and Influence. While trial and training are crucial, the partici-
pants first wanted to be informed about the progress with smart cane technology.
According to both the survey and interview participants, the information can
be delivered through social media advertising (e.g., blind groups, Facebook, chat
rooms), TV ads, or from their friends and family. While others mentioned public
places as good places to advertise and try out smart canes (i.e., similar to the
availability of electric scooters and bikes as rentals), some participants, includ-
ing P10, said that those places may not be the best avenue “because most people
wouldn’t know how to use them” unless there was an accompanying lesson or
module in the area.

Participants mentioned that the adoption of any new kind of mobility or nav-
igation technique or technologies can be heavily influenced by O&M instructors.
These specialists and trusted in their field and as such, participants are more
likely to be confident in the product if it is endorsed by the O&M instructor.
However, some specialists prioritize mastery of native mobility and navigation
skills instead of with the aid of technology, as explained by P2 below:

“There’s kind of different philosophies of training and I think a lot of them
(O&M specialists) would say that it’s important for people to like, get the
fundamental skills of using a cane, like understanding their environment,
without technology [because] technology can always fail.”

Trust in the product can also be improved through word-of-mouth. Some
participants mentioned that they follow blind forums or newsletters and only
try out new technologies after some of their peers endorse it.
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4 Discussion

The work from this research sought to emphasize possible reasons for the low
adoption rate of smart canes within the BVI community even after being in
development for over 50 years. This study indicates that the participants’ con-
cerns with other mobility options, such as the white cane, contributed to the low
awareness of the smart cane and directly affected the interest level of potential
users. Hence, we critically analyzed the impressions and expectations from the
participants’ perspectives which we believe would inform the future product and
service design process from the manufacturer and designer point of view.

4.1 Impressions Based on White Canes

While HCI researchers think that smart canes are a good way to transition white
cane users into smarter technology because of their similar cognitive model [28],
we found that the participants’ negative experiences with the white cane affected
their first impressions of smart canes. For example, white canes need to be
replaced often and as such, participants believed that smart canes would also
suffer from the same flaw. Issues regarding social stigma against assistive devices
like the traditional white cane also get carried over to the smart cane, confirming
and extending on previous work from Shinohara et al. on social acceptability [33].
This is exacerbated by the fact that smart canes contain additional systems that
make them bulkier and more noticeable than the white cane. While social accept-
ability may be less of a concern as participants get older [25], HCI researchers
should consider user’s feelings of self-consciousness, vulnerability, or embarrass-
ment [14]. Future studies may consider providing methods to make mobility aids
more inconspicuous in terms of aesthetics factors [32]. Additionally, novel fea-
tures such as built-in OCR readers and indoor navigation should be considered
to increase the benefits of the smart cane and make it more appealing to BVI
users [24].

4.2 Addressing Concerns and Increasing Awareness

While the smart canes are rich with new features, users still have a lot of reserva-
tions regarding their reliability and consistency, especially against other mobility
and navigation options [24]. These product-related concerns should be addressed
before beginning any trial or training for new smart canes. Previous research
have proposed some solutions to smart cane concerns about battery life such as
providing Navigation mode, Eco mode and Offline mode [23].

Additionally, the result of our analysis suggested that there was not enough
information available about the smart cane to BVI individuals. Leveraging O&M
specialists’ direct access to individuals within the community would get the
word out faster [24]. However, it was also identified that the limited availability
of O&M specialists, expensiveness and unavailability of devices, and inadequate
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technology training provided to the O&M specialists might lead to reduced expo-
sure of the latest technology to the community [12]. Virtual sessions may be pro-
vided to multiple clients at a time; this might be more efficient because it reduces
travel time, increases user attendance per session, and speeds up the information
relay process. Additionally, up-to-date data on current smart cane developments
may be shared through BVI gatherings, conferences, organizations, and other
media outlets to help build confidence in newer options.

4.3 User Inclusion into Product and Service Design

As HCI researchers, we need to consider users’ needs to get a deeper under-
standing of the viability of the product from its prototype phase all the way to
its adoption. While previous research work in this field tried to address usabil-
ity issues [15,17,27], our research identified the user’s ultimate goals and other
combinations of navigation options that BVI users currently take advantage of
to help them with mobility and navigation. For example, based on the the char-
acteristics of the participants, the goal is to provide users with better assistive
options that will support the independent, curious, and less confident person-
alities. Although these personal factors are hard to easily reach and define, we
propose several guidelines to help stakeholders of smart cane to achieve a better
design.

Inclusive Design. BVI users want the smart cane to be able to accommodate
all essential environments such as public transportation, sidewalks, crossroads,
and noisy places. The feedback method was important across several partici-
pants, with most preferring a combination of vibro-tactile and auditory feedback
present in a smart cane; this, in their opinion, would aid them in effective com-
muting. However, this also comes with a possible fallback as there might be an
increased cognitive load to the user trying to process both feedback at the same
time [15,21]. Also, there are possible situations where the auditory feedback
would not be optimal as mentioned in the mutual effect of social acceptance in
Sect. 3.1. For example, participants would feel uncomfortable receiving auditory
input in places where making noise could easily catch another’s attention (e.g.,
concerts, restaurants). On the contrary, having a lot of background noise might
reduce the effectiveness of this feedback method [15]. There was also concern
among the participants about the steep learning curve associated with using
both feedback methods in a dynamic environment. Adding an easy-to-reach cus-
tomization option for different feedback mechanisms (e.g., tactile switch, button)
may help improve usability.

With the above stated recommendations, it is therefore imperative that
future development should dive deeper into designing more ergonomic smart
canes that fit well into different scenarios by providing multiple feedback depend-
ing on the environment and making the product portable and easy to store [7].
It should also consider the body constraints of users, including, but not limited
to, the length of human arms and the weight a person’s muscles can handle; we
can make smart canes more lightweight and adjustable, for example. In addi-
tion, adapting the smart cane design and components to fit people of various
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skill levels would make the adoption rate easier as it would require less initial
training [31]. As guided by the results stated in Sect. 3.3 and the work by Pariti
et.al. [27], the cane must be lightweight, compact, portable, and easy to swing
to increase the mobility of users and therefore, the usability of the product.
The physical constraints BVI users might face such as an occupied hand for the
smartphone and muscle fatigue when holding the cane for too long should be
considered in the design. We may consider adding built-in features to the smart
cane that would otherwise be present in smartphones (e.g., indoor GPS naviga-
tion). Additionally, some participants in our study had limited depth perception
and a poor sense of direction, which limits self-reliance during a commute. Hence,
the content of formal training should be customized based on the ability of the
user and any additional limitations caused by different usage scenarios.

Service Design. As mentioned in Sect. 3.4, providing a trial-based service sys-
tem for the smart cane could lead to an increased interest rate among the com-
munity as the end-users would be able to get a first-hand glimpse into the true
workings of the smart cane and ways they could benefit from it. To provide avail-
ability for trial, smart canes could be placed at some public places—airports,
museums, and lending libraries, for example [24]. The participants had some
concerns regarding initial training for the smart canes but most of the partic-
ipants were excited about this idea. While previous research studies allowed
users to try out the smart cane, they only typically spend about an hour or less
for the whole evaluation which consists of introduction, training, testing, and
pre/post interviews or questionnaire, with the training section lasting [10,27].
HCI researchers may choose to provide longer training times or lend their smart
cane prototypes to their participants for a longer diary study. We need to actively
find ways to integrate and adopt these new technologies into the user’s daily lives
and not stop in short evaluations or comparisons [18,36]. Conducting training
sessions for interested individuals could be one resource for the users to try out
the smart cane in an appropriate way. If done right, there would be a cascade of
information sharing within the community which would result in an increased
interest in the adoption level. This route also opens the smart cane to critique
and feedback on its performance in the real world which can be advantageous
to manufacturers as the information can be used to make continuous iteration
to their product so it meets the standards of the community.

5 Conclusion

Commercial smart canes are available in the market which provide haptic, audio,
and other forms of feedback to inform users about upcoming obstacles. Although
these smart canes target the limitations of the traditional white canes, it has
not been widely adopted by the BVI community for daily use. This research
highlights the implications for adoption that HCI researchers should consider
in future smart cane studies. While its high price is the biggest deterrent for
most users, product-related concerns, low awareness, limited resources for trial,
and limited interest from OM specialists also greatly affected user trust and
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confidence and therefore, their purchasing decisions. The lack of standardization
in the smart cane technology also makes it more difficult for people to judge and
manage their expectations on commercially available smart canes. Future smart
cane developments should consider user inclusion into product and service design
such that participants have a chance to get more acquainted with the smart cane
and be able to provide suggestions for improvement.
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Abstract. This paper proposes a context-aware model for a mobile indoor navi-
gation system in which users’ needs play a key role. We will present an overview
of the underlying architecture, describe the main data involved, and show how
they are used; we will especially focus on the role of the users’ preferences and
accessibility needs, since they are the key elements that allow to build a person-
alized and inclusive user experience. Thanks to a service-oriented architecture, a
mobile application will be able to retrieve the most adequate information for its
user about a specific point of interest in the environment, and issue a personalized
notification. Examples of interactionwith the system from the perspective of back-
end operators will also be provided, in which we will show how the model entities
are translated into practice during the configuration phase of the system. We will
pay particular attention to the case of visually impaired users, for whom acces-
sible navigation apps have proven to be effective assistive solutions to achieve
better social inclusion and autonomy. We will assume to be using BLE beacons
and an Android mobile app for our simulations, anyway we will show that our
model is generalizable. Finally, future possible enhancements of the system will
be discussed.

Keywords: Internet of Things · Personalization · User interfaces ·
Accessibility · Bluetooth low-energy beacons · User centered design

1 Introduction

The pervasiveness of mobile devices and the constant evolution of the sensors shipped
within them has led to a constantly increasing number of mobile applications for nav-
igation and positioning during the latest years. The Global Positioning System (GPS)
technology is extensively used when it comes to outdoor environments. GPS-based nav-
igation apps such as Google Maps [7] have become extremely popular and are now
considered essential utilities on every smartphone, moreover, mapping and localization
platforms such as those provided by Google offer services than can be easily integrated
by developers in any mobile application. From food delivery to real estate services,
many popular mobile apps include georeferenced maps as part of their functionalities
or simply to provide better user experience.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Antona and C. Stephanidis (Eds.): HCII 2022, LNCS 13309, pp. 509–520, 2022.
https://doi.org/10.1007/978-3-031-05039-8_37

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-05039-8_37&domain=pdf
https://doi.org/10.1007/978-3-031-05039-8_37


510 M. T. Paratore and B. Leporini

Indoor localization systems cannot rely on GPS, and require ad hoc hardware infras-
tructures and positioning techniques tailored on the physical characteristics of the target
environment (such as thickness and geometry of thewalls). Thanks to the constant evolu-
tion of such technologies, mobile applications for indoor localization are growing more
and more popular [19, 21]. Wi-Fi, Radio-frequency identification (RFID), Bluetooth
Low Energy (BLE) and Ultra Wide Band (UWB) [3, 15, 24], possibly combined in
hybrid systems [13], are among the most popular infrastructures adopted.

Context-aware mobile apps for indoor navigation have their main application fields
in the Internet of Things (IoT) and Smart Cities projects, and have proven to be effec-
tive assistive solutions for persons with visual impairments [2, 8, 15, 20], as means of
increasing social inclusion and autonomy. While visiting an indoor or outdoor environ-
ment, visually impaired users should be able to rely upon a navigation app in order to
get information about their actual position, route planning, and accessibility warnings.
This would enable them to get to a specific place in the safest and more effective way.

Navigation apps, anyway, are also an effective means to help visually impaired users
build a mental representation (aka “cognitive map”) of a specific environment. This is
particularly important in a training phase, i.e. before physically accessing an unknown
or rarely visited place [12].

Many studies exist that describe indoor positioning and tracking solutions based on
different technologies, mainly focused on how to develop effective wayfinding strate-
gies and build robust infrastructures that minimize localization errors [14, 22, 26] scarce
attention, anyway, is dedicated to issues related to the design of an effective user experi-
ence, and to the aspects of presentation and personalization of the information. Studies
focused on technologies that support mobility for users with visual impairments outline
the strategies adopted to improve user interactionswithout providing detailed description
of the design [2, 20].

Guerreiro et Al. [8] conducted a survey with two focus groups of visually impaired
users to assess common interaction issues encountered with an indoor navigation app;
their findings show that, besides ad hoc strategies to convey information such as the
haptic and audio channel, each user has their own peculiar needs (e.g., interaction ways
varywhether they use awhite-cane or a guide-dog). Finally,Wang etAl. [25] investigated
the ways users cope with indoor wayfinding, and found out it is affected by their age
and gender.

In this paper, we will focus our attention on the concept of personalization applied to
the user experience aswell as to the quality of the delivered information.Wewill describe
a context-aware model for a mobile indoor positioning system, which leverages user’s
needs and preferences to build a personalized conceptual view of the physical space,
while at the same time providing information tailored upon the user’s interests and
specific needs.

2 Two User Scenarios

In order to clarify the concept of personalization introduced in the previous section, we
describe two user scenarios for an app to guide visitors through a museum.
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2.1 User Scenario 1: Senior Experienced User

Anna, a 75-year-old retired teacher, loves art and regularly visits exhibitions and muse-
ums. Anna is used to deepen the knowledge of the works of art that most strike her, but
she has some vision problems, and sometimes it is tiring for her to read captions and
booklets provided by cultural institutions. She would be glad to have a mobile appli-
cation to get the most from her visits; she would in particular appreciate an app that
provided her with extra contents in a downloadable format, in order to learn more about
the artworks when she gets home. Moreover, she would find it very handy if the app
provided a functionality to render real-time captions in an accessible format for persons
with vision problems. Such a functionality may show a caption as every piece of art is
approached; captions should be rendered on the device’s screen in large, high contrast
fonts.

2.2 User Scenario 2: Young Non-experienced User with Visual Impairment

Ben is a 20-year-old student. He is visually impaired and a white cane user. Ben rarely
visits museums; he is not an art enthusiast, but he is a curious person and likes to explore
new places. On such occasions, one of his main concerns is to find suitable routes for
visually impaired visitors. He would appreciate a mobile application that helped him
with this task by signaling areas that pose accessibility issues. He is not interested in
having a deep insight of the pieces of art exposed, anyway, he would like if the app
provided, for each artwork, an audio file containing its title and a short description.

These user scenarios highlight that the level of interest/experience of a user in a given
environment (e.g. their attitude towards museum visits) shapes the amount and quality of
information that the app provides them. On the other hand, possible special needs could
hinder not only the physical exploration of the space (as in the case of mobility issues),
but also the user experience with the app itself (as in the case of visual impairments).
Disability issues must be hence kept into account by developers both when designing
the user interfaces and when deciding which kind of information should be conveyed to
users.

In our architecture, the problem of tailoring the information content is delegated to
a backend service, that is responsible for recognizing the proper piece of information,
associating it to the correct format, and returning it to the app for presentation. The
mobile app will hence be responsible for issuing notifications related to the presence of
POIs and rendering the information obtained by the backend service; potential users’
disabilities, such as visual impairments, must be taken into account in the design of the
user interfaces and, more broadly, of the user experience.

3 Architecture Overview

The first requirement for an indoor positioning system is to make users aware of rele-
vant places or objects in the surrounding space, known as Points of Interest (POIs). Our
architecture is meant to be generalizable with respect to the hardware adopted for the
positioning, anyway, in order to develop our model, we assumed to rely on an infras-
tructure based on BLE transmitters (AKA beacons), in which each POI is signaled by
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a beacon via its unique identifier (UID), that is broadcast to every Bluetooth-enabled
device. BLE beacons benefit of ease of installation, low power consumption and fair
localization accuracy [8, 9]. This has led to a wide diffusion of such transmitters in
public urban areas and buildings, which makes it also possible to rely on pre-existing
BLE infrastructures to develop positioning applications for different purposes.

Figure 1 shows an overview of our architecture, which is based on a service-oriented
approach [11]. The navigation system’s front-end for the user is provided by a mobile
application; as soon as the app receives the UID from a beacon, it will issue a request to a
RESTfulweb service, notify the user and present the retrieved information. Data exposed
by the REST are created and modified via a web application which enables operators
to translate the physical environment into logical entities; it in fact enables operators,
among other functionalities, to search through the installed beacons, associate a beacon
to a POI and define its information content. A dedicated server is also present, which
will be queried by the app to fetch maps of the surrounding environment, or of parts of
it.

Fig. 1. An overview of the architecture.

4 Mapping Physical Entities to a Logical Model

Indoor localization systems are typically adopted to guide users through complex indoor
environments (such as hospitals or airports, museums), aswell as restricted outdoor areas
such as university campuses; parks or cultural sites. Information related to POIs may be
of varying degrees of complexity, depending on the context and the purpose for which the
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system is conceived. For instance, a mobile app that guides visitors through museums
and exhibitions will not only provide navigation hints, but also detailed information
about specific objects in the environment recognized as artworks. A POI must be hence
associated to a type, which identifies its function; a typical POI may be an ATM, an
artwork or a physical barrier which is relevant from an accessibility point of view [6].
Figure 2 shows the class diagram of our model, which is directly related to the well-
known concept of Building Information Management (BIM) modelling [16]. A BIM
model provides a thoroughdescription of a building in termsof its structural elements (via
CAD mappings) and allows to describe functional properties and relationships between
those elements, as if they were database records. An example of an open-source BIM
modelling tool is the indoor map editor provided by the OpenStreetMap (OSM) project,
in which basic entities that may be given a meaning by means of attributes named “tags”
[17, 18]. The figure shows how the objects in our model are related each other and
categorized.

Fig. 2. A class diagram that describes the key entities of our model and how they are related.

The Beacon class contains the coordinates of the transmitting device and its unique
identifier; aPOI is related to just onebeaconvia theUID,while aTypeobject describes the
purpose of the POI itself. Furthermore, a POI is related to the surrounding environment
via the Context class, which assigns a specific purpose to a portion of environment (a
shop, a ticket office, amuseum’s room, etc.). Finally, the Environment class describes the
highest hierarchical entity in themodel; it semantically identifies the indoor environment
according to its wider function, which may be a railway station, a museum, a shopping
mall, etc.
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Figure 3 shows how POIs are related to other entities in our model according to our
database schema. It highlights the relationship between a particular spatial context and
the types of POIs it can contain. It also shows that additional complex information can
be associated with a POI via an XML document, namely the info_content field.

Fig. 3. The DB schema for the tables related to POIs in our model.

4.1 Accessibility and Personalization

Every user has their own preferences, related to factors such as age, gender, and personal
experiences and needs; moreover, possible impairments may hinder the accessibility of
the mobile app for navigation and compromise the whole user experience [4]. Figure 4
showshow theUser class translates into thePreferences section of anAndroid application
developed as a front-end prototype for two different environments: a museum and a
railway station. User interfaces (UIs) in the figure were designed in order to avoid
accessibility issues (e.g. default Android preferences widgets were avoided since they
were based on pop-ups). In order to guarantee a thorough accessible user experience,
anyway, not only themobile appmust be properly designed, but also the backing services
must assure to deliver the proper content [11].

In our model, we designed the AccessiblePOI class, a specialization of the POI
class whose purpose is to identify a POI as accessible to a particular category of users
with special needs and define special audio and haptic feedbacks to be issued by the
mobile app contextually with the POI notification. AccessiblePOIs are the key entities
upon which an accessible user experience of navigation can be built, since they make it
possible to define routes in the surrounding space in which every accessible object or
place is properly highlighted and notified. A flight of stairs or an elevator, for instance,
should be considered as AccessiblePOIs, and consequently the mobile app should signal
them much more clearly to visually impaired users than to others. Moreover, contents
associated to these POIs may be adapted according to specific rendering needs, e.g. if a
screen reader or a magnifier is used.
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Fig. 4. The Preferences section of the mobile app as it appears in different environments: a
museum and a railway station.

Figure 5 shows the layout of a form to create a new POI via the back-end application;
one of the beacons installed in the environment can be associated to the POI via a drop-
down menu or by choosing one item on a map that shows also its coordinates. A section
of the form is related to accessibility; it provides functionalities by which operators can
define haptic or audio feedbacks associated to the POI and choose the categories of users
with special needs which can benefit from this POI. For every POI object, structured
content may be associated, that accounts for detailed information and additional content
to be provided to users; this information is modelled via the structuredContent field of
the POI class, associated to an XML document.

4.2 Structuring the Information Content

One of our main concerns was to provide each user with information tailored on their
profile. In order to do so, each POI object was associated to an XML document contain-
ing exhaustive information about the point of interest, structured upon users’ features,
such as language, age, expertise and special needs. A detailed description of the XML
Schema designed for our model is beyond the scope of this paper and will be omitted
for simplicity’s sake.
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Fig. 5. Editing GUI for a new POI.

Figure 6 shows a portion of an XML document associated to a POI; the root, i.e. the
structuredContent element, is related to the POI type via an attribute (e.g. “artwork”)
and contains a variable number of complexDescription children elements, each charac-
terized by attributes related to customization, namely “language”, “age”, “expertise” and
“accessibility”. Each complexDescription node contains a short descriptive text element
(which will be used as. a caption for notifications issued by the navigation app), HTML
content to be shown as a detailed description within the app, and a variable number of
file elements, which refer to additional multimedia contents such as mp3 tracks of an
audio-guide or pictures of a building’s entrances, and the relative descriptive metadata.
XML is the data format of choice when it comes to working with structured data that
can be presented differently. Depending on the request issued by the mobile app to the
web service, it will respond with the proper information content extracted (and possibly
transformed) from the whole document.

Back-end operators can add a new piece of structured content directly when creating
a new POI (see Fig. 5). A wireframe of the user interface for creating and editing this
kind of complex, structured information is shown in Fig. 7.
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Fig. 6. Part of an XML file containing the structured description of a POI.

Sample notifications issued by the mobile app are shown in Fig. 8; samples refer to
different users for the same POI. The POI object of the model is responsible for the title
of the notification and the vibration or audio hints (if any), via the description, sound
(audio-hint) and vibration-pattern fields (see Fig. 2). The first refers to a young visually
impaired user with a “beginner” level of expertise; the notification contains a short and
clear text message (that will be read by the smartphone’s screen reader) and contains
a play button that fires the playback of a descriptive audio file meant for a compatible
target audience. The second notification, on the other hand, is addressed to a young
experienced user with no disabilities; the caption shown in the system’s window is a
long text. Tapping on the window will open a section of the app where detailed html
formatted information will be displayed, together with additional multimedia contents,
if any.
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Fig. 7. The GUI for creating and updating structured content associated to a POI.

Fig. 8. Notifications issued by the app depending on the user’s preferences.

5 Conclusions and Future Work

We have presented the software architecture of a versatile system for indoor positioning
and navigation,with samples of implementation.Our aimwas to provide a software back-
end which was reusable and highly configurable according to the physical structure of
the environment, the context of use and the users’ needs and preferences, with particular
attention to special features related to accessibility.
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The data model and UIs designed for the system operators were conceived to make
its configuration as intuitive as possible. Our architecture is generalizable, provided
that each electronic device associated to a POI broadcasts a unique identifier; anyway,
depending on the associated transmitter, a POI may broadcast richer information, such
as data collected by sensors, or even a URL [23, 24] We are planning to provide the POI
object with more optional fields as a consequence. We will also investigate more aspects
related to accessibility for users with visual impairments; to this extent, we are planning
to expand our architecture to include wearable technologies, such as haptic bracelets
[5]. This would imply to enhance our backend model with more accessibility options,
as such devices allow for more complex and semantically significant haptic hints.
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Abstract. Despite the growing concern and several efforts to make museums
accessible to visually impaired publics, their participation in these institutions is
still limited, frustrating their desired inclusion. These visitors often experience
multiple barriers in museological environments, and there is a lack of assistive
technologies to promote access to exhibits, allow contextual information, and
support mobility and orientation inside museum spaces.

This paper presents the accessible, interactive, and multisensory exhibition
“Mysteries of the Art of Healing”, which is organized in ten moments of an
on-site visit to a history and science museum in Portugal, mediated by a set of
technological solutions: an interactive 3D layout plan of the museum, seven high-
fidelity prototypes of accessible interactives with thirteen 3D replicas, and one
mobile application that acts as an assistive navigation guide during the entire
visit. For its development, several principles proposed by a group of 72 blind and
partially sighted persons to improve their autonomy during visits tomuseumswere
taken into account, namely: to provide sensory, intellectual, and physical access
throughout the entire museum experience.

Evaluation results with 25 visually impaired participants revealed the appli-
cability of the developed solutions within this museum visit context, and global
satisfaction results showed to be very positive and correlated to four variables:
pleasantness of interacting with digitally fabricated objects, entertainment pro-
videdby the ten experiences, interactionwith thedeveloped accessible interactives,
and pleasantness regarding the handling of manually fabricated replicas.

Keywords: Visual impairments ·Museums · Accessibility · Technology ·
Visitor experience ·Multimodal ·Multisensorial

1 Introduction

Museums undertake the hardmission of preserving humanity’s heritage while exhibiting
and communicating this heritage to provide society with insights and opportunities to
experience art, culture, history, and sciences, among other subjects. This complexity
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increases when dealing with publics with impairments since an equal access to those
places and exhibitions that include all members of society is expected.

Being aware that an important part of the world population lives with different types
of disabilities, museums are, more than ever, conscious of the importance of including
these individuals and welcoming them in their spaces, exhibitions, and programs [1]. In
fact, the World Health Organization [2] estimates that 2.2 billion people globally have
a vision impairment, of whom about 36 million are blind, 217 million have moderate to
severe vision impairment, 188.5 live with mild visual impairment, and 1.8 billion have
near vision impairments.

Despite the social functions of museums being at the very core of their existence,
a recent report from the European Union [3] stressed the inaccessibility of cultural
premises, venues, and contents as barriers to visually impaired citizens’ participation
in culture. Regarding their visits to museums, it is estimated that only 5.5% of these
persons visit museums in Europe [4], which exposes a significant potential market.

Several authors [5, 6] relate barriers to the blind and partially sighted visitors’ par-
ticipation with the fact that museums remain mostly visually oriented. The situation is
worsened by a frequent lack of physical, intellectual, and sensory access to exhibits
or replicas, increased by the inaccessibility to use information and communication
technology-based alternatives or augmentative communication resources that may allow
different interactions to sighted visitors [7–9].

Even though visually impaired visitors are considered one of themost difficult groups
to address in museums, information and communication technology can contribute to a
beneficial impact on serving these publics by diminishing the barriers to accessibility [8,
9], although being rarely used.Moreover, positive economic effects are expectedwith the
implementation of inclusive digital technologies to promote access to exhibitions [10],
since they offer new possibilities to interact with museums and their themes, which can
also bring non-disabled visitors closer to museum collections, broadening their sensory
experiences [11].

This paper aims to contribute to the fields of human-computer interaction and acces-
sibility in museums by presenting the accessible exhibition “Mysteries of the Art of
Healing: Amultisensory experience over 5000 years of history”, developed for the Phar-
macy Museum of Porto (Portugal) as a result of the doctoral research of the first author
[12]. This exhibition – mediated by technological solutions to promote interactive and
multisensory experiences during the on-site visit – was conceptualized and implemented
by taking into account an integrative framework previously co-created with 72 visually
impaired persons [13] to improve their autonomy during visits to museums: to provide
sensory, intellectual, and physical access throughout the entire museum experience.

The article begins with the discussion of assistive technologies to enhance visually
impaired visitors’ experiences in museums. It proceeds with the process of designing,
prototyping, and implementing the accessible exhibition, followed by the evaluation
results by 25 visually impaired participants concerning: hedonic and pragmatic aspects
of the interaction with eight high-fidelity prototypes, their perceptions of the visiting
experience and global satisfaction. The article ends with some conclusions and future
work directions.
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2 Contributions of Accessible Digital Interactives for Visually
Impaired Visitors in Museums

By using digital media solutions as mediators to increase the accessibility of exhibi-
tions and spaces, some museums are allowing visually impaired patrons to have more
enthusiastic and inclusive experiences [9].

Haptic interfaces, can benefit from the dynamic nature of the kinesthetic sense and
generate forces, allowing for the exploration of virtual copies of museum and gallery
collections, solving, as well, the issue that some institutions face regarding the storage
for a duplicate collection of physical replicas. They can mainly contribute to enhancing
the sensory access of those virtual replicas. However, when multimodal approaches are
used, the intellectual access can be increased, as well, by audio description and other
complementary sounds [10, 14].

Other museums are using 3D-scanning and printing technologies to provide digitally
augmented touch replicas, offering multisensory experiences (tactile and auditive) that
help blind and partially sighted visitors formulate mental images of the objects [15,
16]. With Near Field Communication (NFC) tags, touch-sensitive sensors, and others
embedded inside the objects, these solutions can enhance visually impaired patrons’
sensory and intellectual accessibility. Despite enabling visitors to interactively obtain
contextual information about the exhibits, they also offer the advantages of reconstructing
their original form.

In turn, gesture-based interactive tactile reliefs tracked users’ interactions by
computer-vision systems, which facilitates the exploration of specific parts in more
detail, enriched by contextual audio description [15, 17]. They are particularly useful to
provide access to bas-reliefs of 2D original artworks, like paintings and photos. In this
case, sensory and intellectual accessibility can be improved through multimodality.

Other projects [18–20] relate to the use of assistive technologies to promote better
physical access, autonomous indoor navigation, and wayfinding in museums. These
solutions are based on hyper-directional guidance systems [18], and mobile applications
with sound instructions, connected to Bluetooth low energy (BLE) beacons to update
users’ current location [19], and computer vision to identify tags placed throughout the
visiting path floor [20].

Different from the explored solutions, the project of Anagnostakis et al. [21] allows
these visitors to use a hybrid solution that supports their orientation andmobility, together
with the possibility of touching exhibits and knowing more about them by listening to
contextual audio descriptions. Approaches like this one seem to be the more suitable
for the in-museum experience, taking into account a previous research conducted with
72 blind and partially sighted individuals that allowed to co-create an integrative and
multisensory framework to enhance future experiences in museums for these publics,
based on their expectations and necessities [13]. Furthermore, most of the reviewed
projects only propose multisensory strategies combining touch and audio, but none of
them explored olfactory or tasting opportunities.

The following section explores the steps involved in designing, prototyping, and
implementing an accessible, interactive, and multisensory exhibition, based on several
dimensions of the co-created framework. This project aims to be an example of how visu-
ally impaired visitors’ limited experiences in museums can be surpassed and their visits
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enhanced by moving beyond accessibility: by embracing inclusion and focusing on the
creation of multimodal and multisensory human-computer technological approaches to
foster engaging and exciting visiting opportunities, while encouraging their spontaneous
and autonomous participation.

3 Design, Prototyping and Implementing the Accessible Interactive
Exhibition “Mysteries of the Art of Healing”

The “Mysteries of the Art of Healing: Amultisensory experience over 5000 years of his-
tory” was laid out across the entire floor of the Pharmacy Museum of Porto’s permanent
exhibition to allow visually impaired visitors the same experience of moving through
the entire museum space and stimulate a genuine sense of inclusion.

The exhibition unfolds in ten accessible stops – highlighted in Fig. 1 in distinct colors
and with a brief description – each exploring a specificmuseological theme, mediated by
ubiquitous technologies that allow visitors to have autonomous and non-conventional
interactions with replicas of exhibits (points #1 to #7) and exhibition spaces of the
museum (points #0, #8 and #9).

Fig. 1. Overview of the exhibition “Mysteries of the Art of Healing” conceptualized for the
Pharmacy Museum of Porto.

After the #0 interactive, the following accessible point communicates the importance
of crushing and grinding substances for prehistoric humans. Next, ancient civilizations
started to store and preserve their prepared pharmacological substances. The third stop
explores the theme of healing by text and its importance. The following accessible point
conveys the theme of rituals for healing in fourworld locations. The storytelling proceeds
with the exploration ofmiddle-aged pharmaceutical ceramics and their decorativemotifs,
followed by the theme of the portable pharmacies. The visit ends in actual Estácio (old
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corporate) and Islamic (example of style) pharmacies, where visitors can explore them
while learning their history.

During the visit, individuals can therefore experience the museum in multisensory
ways, by independently interacting with eight high-fidelity prototypes that automatically
detect the user’s actions and promote sensory and intellectual access:

• A 3D-printed layout plan of the museum (point #0, in Fig. 1), with eleven interac-
tive areas that render contextual audio-described contents when pressed. The tactile
exploration of this 3D-layout plan introduces information to visitors about: the exhi-
bition and the physical space where it happens; the locations of the eight accessible
interactives and the 3D-replicas of artifacts from the museum collection that each one
contains; the location of two real pharmacies existing at the museum; and the related
museological themes which will be explored in each interactive point.

• Seven high-fidelity prototypes of accessible interactives, exhibiting a total of twelve
3D-replicas of museum objects and one bas-relief, available to be handled during
the visit. Whenever visitors use these objects (by handling them or opening them),
the user interfaces’ corresponding systems automatically present voice-overs with
museological and audio-described information related to the corresponding exhibit.
One case also incorporates olfactive user experiences (point #7, in Fig. 1), in which
visitors have access to eight original pharmacy bottles of the collection containing
pharmacological substances with typical odors to smell.

Concerning the visitors’ physical access, onemobile application based on augmented
reality conveys contextual text-to-speech audio information regarding their location and
orientation inside the museum. This application acts as an assistive navigation guide
throughout the entire visit, also presenting audio-described and museological informa-
tion about the two real pharmacies existing at the museum (point #8 and #9, in Fig. 1).
When entering these pharmacies, visitors can have tactile and audio experiences in both
cases, added by an olfactive experience when entering the Islamic one (#9) – where two
hidden bowls containing spices and incenses let them smell typical Islamic scents, as it
seemed to be in the original environment.

Details about the development of the exhibition will be presented next.

3.1 Developing the Digitally and Manually Fabricated Objects

The eight digitally fabricated artifacts were produced through photogrammetry. First, the
shapes and texture of the original artifacts were collected into digital images, allowing
to obtain an average of 199 photographs for each object. The second phase of pro-
ducing the digitally fabricated artifacts regarded the individual image processing in a
photogrammetric software – Agisoft Metashape [22], to generate each 3D virtual model.
A post-processing step followed, aiming to fill some holes resulting from 3D reconstruc-
tion errors, flatten the models’ base, smooth their surfaces, and create specific holes to
accommodate a real acupuncture needle (for the acupuncture model of the point #4, in
Fig. 1).

Besides the eight 3Dmodels, one bas-relief of the painting on the back of the double-
handed drug pot was also developed (see the object of point #6, in Fig. 1), given that it



526 R. Vaz et al.

represents an essential museological aspect of this artifact and was intended to provide
visitors tactile access to this visual information.

The last phase of developing the digitally fabricated replicas was printing them, as
illustrated in the left images of Fig. 2. The Ultimaker Cura software [23] was used to
prepare the files, and a BQ Witbox 3D printer with 1.75 mm PLA – Polylactic Acid,
white filament, was used to print the objects. All 3D-objects were printed on a real scale,
excepting the acupuncture model, which was reduced by a scale factor of 1:5.

A general view of the nine digitally fabricated artifacts is presented in the image on
the right of Fig. 2, allowing comparing the various objects’ dimensions with a 1e coin.

Fig. 2. From left to right: a) Illustrative photos of the 3D printing process; b) The nine digitally
fabricated replicas and a 1e coin placed next to them.

In addition to the digitally fabricated artifacts, four additional objects were manu-
ally fabricated using materials similar in texture and colors to the originals since their
handling could enhance the haptic perception, and visitors with low vision who still can
enjoy seeing colors could have an improved visual perception. Also, the museological
aspects to convey with these exhibits had more to do with their function and materiality
than with their shapes. Figure 3 presents these four fabricated objects.
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Fig. 3. The four manually fabricated objects using materials similar to the originals.

3.2 Developing the 3D Interior Layout Plan of the Museum

Aiming to provide visitors with a hands-on interactive activity while introducing them
to the Pharmacy Museum of Porto and its exhibition space, a 3D-layout plan of the
museum’s interior was developed and made available on the accessible interactive #0.

A bi-dimensional floor plan of the entire space was used as a reference to design a 3D
virtual model from scratch, using the Blender software [24]. The 3D-model includes the
museum entry, reception, walls, corridors, physical obstacles, the display cases contain-
ing the exhibits, and the roomswith both Estácio and Islamic pharmacies. The accessible
interactives were also included on their respective locations in the museum space, so
visitors could also get to know in advance where they would find them during the visit.
After this, holes were designed in the virtual model for the correct fit of the eleven
moveable pieces, corresponding to the eight accessible interactives, the two pharmacies,
and the museum reception.

The layout plan was then 3D-printed in three stages, as illustrated in the image on
the left of Fig. 4. The final result of the digitally fabricated layout plan of the museum
with all parts assembled is shown on the right of Fig. 4, next to a 1e coin. Its maximum
dimensions are 343 mm in length, 197 mm in width, and 22.5 mm in height.

Fig. 4. From left to right: a) Illustrative photos of the 3D printing process; b) The 3D interior
layout plan of the museum.
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3.3 Conceptualizing Interaction and Development of High-Fidelity Prototypes

The next step of the exhibition development involved designing the conceptual model
of interaction, creating physical constraints to accommodate the objects and the elec-
tronic systems, and implementing the conceptualized interactionmodel into high-fidelity
prototypes.

Designing the Conceptual Model of Interaction. The conceptual model of interaction
aimed to integrate the 3D objects on the tangible interfaces and establish how visitors’
interaction with the systems would occur, by encouraging them to focus their attention
on the voice-overs while having both hands free to explore the objects, one at a time.
The design considered the inputs provided by the individuals who participated in the
development of the co-created framework, and one blind collaborator validated the final
conceptual model.

It was conceptualized that the act of picking up an object would identify an interest in
finding out more about it (a click is provided as audio feedback, and the respective voice-
over starts), while putting it back down indicates a loss of interest or lack of intention
to continue accessing associated content (the respective voice-over stops gradually with
a two-second fade-out audio effect). Moreover, for the cases of the replica of the book
“The Canon ofMedicine” (#3) and the portable pharmacy (#7), the interaction with both
objects focuses on the analogy of their use in everyday-life contexts [25], respectively:
opening a book to read it and closing it when finishing the reading, and opening a box
to access its stored contents and closing it after.

It is worth mentioning for the cases of the three accessible interactives which have
two or three replicas (i.e., #2, #4 and #5), that if a visitor is already handling one replica
and picks up another one (or two when applied), an audio warning message is presented,
informing users about the systems’ correct operation.

For the case of the 3D layout plan, when a visitor presses a button, both haptic and
audio feedback are provided, and the respective voice-over starts. The voice-over playing
stops when pressing another moveable part, and a new one starts.

Implementing the Conceptual Model of Interaction into High-fidelity Prototypes.
The development of the eight high-fidelity prototypes included: designing the electronic
hardware system architecture for each system and conducting a technical viability study
with various sensors; programming the software to support the desired interactionmodel;
developing eight physical constraints to accommodate the exhibits and the 3D layout
plan; and building everything together. A generic system architecture for the accessible
interactives is presented in Fig. 5.

There are two types of user interfaces: seven accessible interactives are based on the
use of one, two, or three objects (type A), while the other interface is based on push
buttons connected to the moveable pieces of the 3D layout plan (type B).

For the case of the interfaces with objects (type A), LDRs – Light Dependent Resis-
tors were placed on specific points of the physical constraints to detect light intensity
variations whenever objects are picked up, opened, closed, or put back in their respective
places. It was also necessary to create independent electric circuits for each user interface
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Fig. 5. A generic system architecture overview of the eight accessible interactives.

and connect it to Arduino Leonardo microcontrollers’ analog input ports (indicated as
A0 and Ax in the figure).

Regarding the typeBuser interface, visitors can interactwith elevenmoveable pieces,
each one connected to a push-button. When pressed, these switches connect two points
in an electric circuit and are connected to an Arduino Leonardo’s digital input ports
(indicated as D2 and Dx in the figure).

The software running on the microcontrollers interprets the signals received from
the LDRs and the push-buttons every 100 ms. Based on these inputs, it is decided what
information must be presented to users (feedback, voice-overs, or warning messages).
This decision is then interpreted by the open-source Processing software [26] running
on the associated computer, connected to the Arduino microcontroller via serial com-
munication. Finally, the corresponding information defined in the conceptual model of
interaction is presented by loudspeakers.

Figure 6 aims to illustrate the process of assembling the high-fidelity prototypes,
where it is possible to observe: the eight physical constraints developed to accommodate
the replicas, the connections made on the bottom of these structures and inside objects,
and the physical structure developed to accommodate the 3D layout plan.

Fig. 6. From left to right: a) Photos of the developing process of the physical constraints; b)
Photos of the implementation of the high-fidelity prototypes.
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3.4 An Assistive Guide with Location-Based Information

The NaviLens mobile app [27] was used to enhance visitors’ physical access inside the
museum, allowing adding contextual information to printable tags and using augmented
reality to guide users in outdoor and indoor environments by presenting them orientation
information through audio.

After testing this solution inside the museum and concluding its applicability within
this project, several tags were placed in specific points to provide visitors with an assisted
orientation and wayfinding. The tags were placed at the museum reception, on each
exhibit case, and at the Estácio and Islamic pharmacies’ entrance. Then, contextual
informationwas added for each tag, accordingly, to inform visitors about which area they
were approaching. The tags were also included to sign the beginning of the exhibition
and inform visitors that they should keep walking along corridors to arrive at the next
accessible interactives and pharmacies.

Fig. 7. Photographs with details of the exhibition.
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3.5 The “Mysteries of the Art of Healing” Exhibition

The exhibition “Mysteries of the Art of Healing: A multisensory experience over
5000 years of history” was installed in March 2021 at the Pharmacy Museum of Porto.
Some illustrative photographs of the exhibition are presented in Fig. 7, where it is possi-
ble to observe: the eight accessible interactives with their respective exhibits displayed
on their tops; some of the NaviLens tags placed on the accessible interactives and at the
entrance of the Islamic pharmacy; the 3D layout plan of the museum finished, with red
velvet covering the eleven interactive pieces; the acupuncture model with a real nee-
dle stuck; and the samples of clay, glass, and glazed earthenware corresponding to the
original materials of the replicas of Greek, Roman, and Arabic bottles.

4 Evaluation

4.1 Sampling Process, Research Instrument and Tools for Data Analysis

Aiming to randomly sample participants for the evaluation phase, the information about
the exhibition was spread to 12 associations, 3 schools, and 5 other institutions working
with visually impaired people, mainly located in the North and Center Regions of con-
tinental Portugal; in 4 private groups of visually impaired persons on Facebook; and on
social media to the general public.

The research instrument was used in three different moments of the visits for gath-
ering quantitative and qualitative data related to the user experience and the visiting
experience:

• An initial questionnaire with 16 questions (pre-visit): to understand the profile of
the participants, their habits regarding visits to museums before the COVID-19
pandemics, their previous knowledge about the museum, and usage of technology.

• Observations (during the visit): about the participants’ interaction with the 3D layout
plan and the other seven accessible interactives. It was also used the think-aloud
technique with 4 participants during their visits to gather data about their verbal
reactions, comments, and expressed thoughts in real-time.

• Semi-structured interviews with 20 questions (after the visit): to gather data about
the participants’ perception of the interaction with the accessible interactives and
exhibits; their perceptions of multisensory experiences, the acquired knowledge, and
the integrated access; and their perception of the visiting experience.

The evaluation phase occurred between the 5th and the 17th of April of 2021 in situ,
during which 25 visually impaired persons visited the exhibition and accepted to partic-
ipate in the study. The visits lasted on average for 59 min and 10 s (SD = 12 min and
47 s), ranging from a maximum of 1 h and 28 min and a minimum of 44 min.

The quantitative data gathered was processed to produce descriptive statistics and
exploratory data analysis about the research topic, and inferential statistics for testing the
correlation between the global satisfaction and the assessed aspects of the experience.
The interviews and data gathered from the think-aloud were transcribed manually, and
a qualitative analysis based on thematic analysis [28] was performed.
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4.2 Evaluation Results

Participants’ Profile. The 25 participants had different degrees of visual impairment:
52% reported to be blind and 48% partially sighted. Regarding the blind individuals,
28% were early blind, and 24% were late blind, with an average age of vision loss of
32 years old (M= 32; SD= 12.5). Considering the visual degrees of low vision visitors’,
20% had severe, 16% moderate, and 12% mild visual impairments.

The sample was composed of 52% females and 48% male participants, with ages
ranging from 11 to 88 years old (M = 43.5; SD = 23.9). Their predominant age group
was between 42–49 (24%), followed by 13 or younger (16%), and 74 or older (16%).
The age groups of 14–17 and 50–57 relate to 12% of the sample in both cases, while the
ages between 26–33 and 34–41 represent 8% and 4%, respectively.

Regarding the visitors’ education level, the basic school represents the highest edu-
cation level completed by 52% of the participants, the secondary school by 16%, and
32% mentioned they had completed higher education: 16% hold a bachelor’s degree,
12% a master’s degree, and one participant holds a doctoral degree. Their occupation
was also diversified: 32% were retired, 8% were unemployed but actively searching for
a job, 28%were students, and the remaining eight participants (32%) mentioned distinct
occupations: researcher, Braille specialist, archive conservator, economist, programmer,
translator, businesswoman and assistant operator.

Visitors came from diverse places of continental Portugal to attend the exhibition:
76% lived in the District of Porto, 12% in the District of Aveiro, and the remaining three
individuals came from Lisbon (4%), Braga (4%), and Bragança (4%).

Technology Use. All participants stated they use ICT in their daily lives, mentioning it
is very common to use their mobile phones or smartphones and computers almost every
day for work or leisure purposes. When asked to indicate the level of difficulty or facility
regarding its use (measured in a 5-point Likert scale), the average of the answers was
3.88 (SD = 1.27), meaning participants considered ICT use close to easy.

Museums Visiting Habits and Awareness of the Pharmacy Museum. Concerning the
visiting habits before the COVID-19 pandemic, the participants indicated they seldom
visited museums (44%), visited once or twice in a year (16%), visited three or four times
in a year (16%), and that they had never visited museums before (12%). On the other
hand, 12% mentioned they used to go to museums at least five times a year.

When asked if they knew about the existence of the Pharmacy Museum of Porto,
92% of the participants informed they did never hear about the museum before the visit,
and 8% mentioned they did know about it. However, none of the participants had ever
visited the museum, meaning that this was their first visit this institution.

Regarding how they got to know about the exhibition, 44% stated friends as the
primary source of information, followed by social media (32%), schools (28%), associ-
ations (20%), a Braille periodic publication (12%), by family members (8%), and in the
news on the Internet (8%).

Results of the Participants’ Interaction with the Accessible Interactives. The
results concerning the participants’ interaction with the eight accessible interactives
are presented in Fig. 8, organized by the interaction aspects under analysis for each case.
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Fig. 8. Results concerning the participants’ interaction with the eight accessible interactives.

Objects Handling and Pressed Areas of the 3D Layout Plan. Concerning the interactive
3D layout plan (#0), it is concluded that 80% of the participants pressed all the moveable
areas while exploring it, while 20% did not. For the case of the other seven accessible
interactives (#1 to #7), it was verified that the totality of participants handled all replicas
of objects in exhibition.

Listening to the Voice-overs. Only the five individuals who did not press all the inter-
active areas of the 3D layout plan did not listen to all the voice-overs until the end
(despite having listened to the voice-overs of the areas they interacted with until the
end), while the remaining 80% did. Regarding the accessible interactives #1 to #7, 92%
of the sample listened to all the replicas-related voice-overs until the end.

Exploration After the Voice-Overs Ending. It was verified that 56% of the participants
continued to interact with the 3D layout plan after listening to all voice-overs: to tactile
exploring some areas of the museum in more detail, making sense of the exhibition path
to follow next, and how to exit the exhibition after the end of the visit. The portable
pharmacy (#7) was the most used after the voice-overs ended, by 92% of visitors, who
kept discovering and smelling the different pharmacological substances of the eight
original bottles. For the accessible interactive #5, with the pre-Columbian vessel and
the indigenous “toucado”, 68% of individuals continued handling the objects after the
end of their explanations. In the accessible interactive #6, 64% of participants dedicated
extra time exploring the bas-relief of the painting. It was registered that 60% of visitors
kept exploring the acupuncture model (#4) to figure out the diverse acupuncture points.
The Greek, Roman, and Arabic bottles (#2) were examined by 56% of participants
after hearing the respective voice-overs while sensing the material samples similar to
the originals (i.e., glass, glazed earthenware, and clay). Ten visitors (40%) continued to
explore the sheets of the replica of the book (#3) after listening to its audio contents.
The less explored object after the audio-described information ended was the mortar
and pestle (#1), in which only 16% of participants continued to sense the different
irregularities mentioned in the voice-over.
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Objects Handling More than One Time. 20% of visitors handled objects more than one
time in the case of the accessible interactive #5, the mortar and pestle (#1) was handled
more than one time by 16% of participants, the double-handled drug pot (#6) by 8%,
and the Greek bottle (#2) and the book (#3) by one individual (4%), each one.

Handling More than One Object at the Same Time. This scenario was verified only
for the accessible interactive #2 and happened because 16% of participants and their
com-panions picked up two or the three replicas of the bottles simultaneously.

InteractionWithout Extra Explanation. The 3D layout plan (#0) was the one that caused
more confusion regarding its interaction: 56% of visitors understood how to interact
with it without extra explanation, while 44% did not figure it out by themselves. Several
participants informed they did not realize there were buttons to press, since this infor-
mation was only provided by the mobile app. Concerning the cases where visitors had
to pick up the exhibits, 88% realized by themselves the system’s operation of the ac-
cessible interactive #1, and all participants realized how to use the others following the
same interaction model (#2, #4, #5, and #6) without additional clarification. Regarding
the case of having to open the book (#3), 80% figured it out by themselves, and for
the case of the accessible interactive containing the portable pharmacy (#7), 92% of
indi-viduals understood how to interact with it by themselves.

System Errors. 28% of the errors were verified during the participants’ interaction with
the accessible interactive #2, 16% with the #4, 12% with the “toucado” (#5), and 8%
while using the accessible interactive #3. One error (4%) was observed for #1 and #6,
respectively. For the accessible interactives #0 and #7 no errors caused by the system
were registered.

Results of the Participants’ Perception About the Visit. The following subsections
present the results of the participants’ perception about: the interaction with the acces-
sible interactives, the multisensory experiences, learning assessment, integrated access
for mobility and orientation, and the visiting experience assessment.

Perceptions About the Interaction with the Accessible Interactives. Participants evalu-
ated both the easiness and pleasantness of interacting with the eight accessible interac-
tives, measured in two 5-point Likert scales. The results showed a very easy interaction
with the accessible interactives containing the replicas (M = 4.72; SD = 0.54) and an
easy interaction with the 3D layout plan (M = 4.08; SD = 1.04). By analyzing the data
related to the pleasantness of interaction, it is concluded that participants perceived it as
very pleasant for all the accessible interactives, i.e., the 3D layout plan (M= 4.6; SD=
0.58) and the other seven interactives (M = 4.8; SD = 0.41).

Perceptions About the Multisensory Experiences. Visitors revealed they had very pleas-
ant interactions while handling the digitally fabricated objects (M = 4.76; SD = 0.52)
and the manually fabricated ones (M = 4.88; SD = 0.33). Regarding their perceptions
about the voice-over’s duration, they considered it very near the ideal (M = 2.83; SD
= 0.38): the vast majority of participants highlighted the audio described contents as
being out-standing, with a perfect balance between the museological themes and the
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objects’ description. The results of the perception of entertainment provided by the eight
accessible interactives revealed that the visually impaired visitors found the experiences
very entertaining (M= 4.58; SD= 0.5). Their five favorite experiences were the portable
pharmacy (84%), the indigenous “toucado” (48%), the Estácio pharmacy (44%), the 3D
layout plan of the museum (40%) and the replica of the book (40%). When questioned
about the experiences they liked the least, all participants stated all the experiences were
unique and that it was unimaginable to point out one they did not like.

Perceptions of Learning. Participants perceived they had learned a lot during their visits
to the exhibition (M = 3.8; SD = 0.41). When asked to provide a brief verbal resume
of what they have learned, all participants mentioned at least one thing they did not
know before the visit, with 46 answers registered in the total. From the thematic analysis
performed, for main themes emerged: the history and evolution of the pharmacy (48%);
how different civilizations deal with health and what pharmacological objects they used
(44%); how some civilizations practice religious rituals to ask for health (36%); and
general curiosities related to pharmacy themes (20%). Regarding what they considered
that better helped their learning, all visitors mentioned it was the simultaneous combi-
nation of the handling of the objects with the voice-overs. Two representative quotations
follow: “This interaction is what stimulates the interest in the piece itself”, and “Given
the touch and audio at the same time, I felt transported to a new world in each object”.
One visitor also mentioned that the sense of smell contributed to her/his learning about
the pharmacological substances available at the portable pharmacy. Another participant
stressed the samples of thematerials provided on the accessible interactive #2 as a “genial
idea because I got the whole image of the bottles from their handling, the voice-overs,
and the touch of the materials”.

Perceptions About the Integrated Access for Mobility and Orientation. The evaluation
results revealed that visitors perceived the quality of their mental image of the museum
space as good, based on exploring the interactive layout plan (M = 4.12; SD = 0.83).
Concerning the use of the app for mobility and orientation – utilized only by sixteen
participants (64%) – and its contribution to supporting their navigation, the evaluation
results showed they perceived it as easy to use (M = 3.69; SD = 1.01). However, the
app was perceived as contributing only moderately to supporting visitors’ navigation
throughout the museum (M = 2.75; SD = 1). These results are in line with the direct
observations made during the visits: it was frequent people did not use the smartphone
vertically, as initially instructed, or covered the camera lenses with their fingers, or the
companions or other visitors at the museum covered the tags, so the app could not detect
the tags and participants kept walking without knowing the supposed direction.

General Perceptions About the Visiting Experience. Regarding the general perceptions
about the visiting experience, participants were asked to assess their autonomy and
global satisfaction. Their autonomy during the visits was perceived as partially (M =
3.32; SD = 1.03), and some visitors explained that “The museum’s configuration itself
does not help an autonomous visit”, and that “It was my first time visiting this museum,
so it is normal that I’m not as autonomous as desired because I did not know the space”.
Concerning the assessment of global satisfaction, it was concluded that participants
perceived the visiting experience as very satisfying (M = 4.56; SD = 0.58).
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Results of the Correlation Analysis Between the Global Satisfaction and the
Accessed Aspects of the Experience.The Spearman’s rank correlation coefficient was
used to test the degree of association between variables given the reduced sample of the
study (n= 25), the data did not follow a normal distribution, and the use of Likert scales
to assess the various aspects. A significance level of 5% was considered for the analysis
of the inferential statistics, and the correlation strength was interpreted according to the
classification of Evans [29].

Table 1 reports the results of the correlation between the global satisfaction expressed
by participantswith the various assessed aspects of their experiences of using the systems
and visiting the exhibition. Its analysis allows concluding that four variables present sta-
tistical significance and are correlated to the participants’ global satisfaction (presented
in bold font).

Table 1. Spearman correlation between the global satisfaction of the participants’ visiting
experience with the assessed aspects.

Assessed aspects of the
experience

n p-value r

Perception about the interaction [1.1] Perception of easiness
regarding the interaction with the
3D layout plan

25 0.221 0.288

[1.2] Perception of pleasantness
regarding the interaction with the
3D layout plan

25 0.265 0.232

[2.1] Perception of easiness
regarding the interaction with the
other accessible interactives

25 0.065 0.375

[2.2] Perception of pleasantness
regarding the interaction with the
other accessible interactives

25 0.023 0.452

Perception about the multisensory
experiences

[3] Perception of pleasantness
regarding the interaction with the
digitally fabricated objects

25 <0.001 0.656

[4] Perception of pleasantness
regarding the interaction with the
manually fabricated objects

25 0.038 0.417

[5] Perception of the duration of
the voice-overs

24 0.591 –0.115

[6] Perception of entertainment
about the experiences provided

24 0.004 0.567

Perceptions of learning [9] Perception of learning during
the visit

25 0.396 0.178

(continued)
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Table 1. (continued)

Assessed aspects of the
experience

n p-value r

Perception of the integrated access [12] Perception of quality of the
mental image of the museum
space

25 0.09 0.346

[13] Perception of difficulty of
using the app for mobility and
orientation

16 0.912 0.03

[14] Perception of the app’s
contribution to supporting
navigation

16 0.198 –0.339

[15] Perception of autonomy
during the visit

25 0.209 0.26

The first correlated variable was the Perception of pleasantness regarding the inter-
action with the digitally fabricated objects, with a strong positive correlation (r =
0.656), which was supported by several commentaries that individuals made during
their interviews, like, “Touching the objects was the best part of the visit”.

The variable Perception of entertainment about the experiences provided was the
secondmost related factor, presenting amoderate positive correlation (r=0.567)with the
global satisfaction expressed. This entertainment was provided during the ten accessible
experiences, enabling the combination of touching and handling activitieswith the voice-
overs’ contents and smelling experiences in two cases. Two representative statements
follow: “I’m extremely satisfied, the exhibition is very well organized. It seems that time
has flown, and I didn’t notice!”, and “I completely forgot the world outside”.

The third variable, Perception of pleasantness regarding the interaction with the
other accessible interactives, presented a moderate positive correlation (r= 0.452). For
this case, the vast majority of participants mentioned during their interviews that they
enjoyed simply picking up the objects to start hearing their contents and putting them
back down when finishing, having both hands free to interact with them all the time.
One participant commented, “The visit was amazing! I’ve visited many museums in my
life, but I’ve never seen anything like this! This new technology is amazing!”.

The fourth factor correlated with the global satisfaction expressed by the participants
was the Perception of pleasantness regarding the interaction with the manually fabri-
cated objects, with a moderate positive correlation (r = 0.417). This result is not com-
pletely unexpected since the assessment of the favorite accessible interactives included
three objects in the four highest rank: the portable pharmacy, the “toucado”, and the
replica of the book. Furthermore, the observed visitors’ reactions when interacting with
them for the first time showed they were enjoying these experiences.
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5 Conclusions and Future Research

The overall visiting experience of the “Mysteries of the Art of Healing” exhibition can
be concluded as being very positive. Although about 68% of individuals were not regular
museum attendees, they informed leaving the visit very satisfied and reported feeling
curiosity, enthusiasm, engagement, happiness, surprise, and interest, which was possible
to observe during their visits.

The interaction with the accessible interactives displaying the objects proved to be
easier than with the one with the 3D-layout plan of the museum, but the interaction with
all of them proved to be very pleasant. The direct observation of the users’ interaction
with the eight accessible interactives allowed concluding that the vast majority of visitors
handled all replicas and pressed all the areas of the layout plan, listened to all the voice-
overs and, in some cases, continued to explore the objects after the ending of their audio
contents. This last aspect can inform that the physical characteristics of the objects
in the exhibition and the different experiences provided by each one captivated the
visitors’ attention. These factors, added to the near-ideal voice clips’ durations and the
highlighted perfect balance between its audio description contents, seemed to be the key
for the individuals’ perception of learning a lot during the visit.

Some interaction errors caused by the systems were verified, which need to be
addressed in the future. However, most errors were observed during the use of the app
for orientation and wayfinding, concluded by participants as only moderately support-
ing their navigation inside the museum and not contributing to their sense of autonomy.
Several visitors suggested complementing it with physical information, as tactile floor
pavings augmented with sound, and future research should study how other auditory and
vibro-tactile technologies can contribute to assist their mobility and orientation. Never-
theless, this aspect was not correlated with the global satisfaction, which concluded as
principal factors: the handling of the digitally and manually fabricated objects, the level
of entertainment experienced during the visits, and the perception of pleasantness while
interacting with the accessible interactives #1 to #7.

Despite the objectives of the evaluation stage contemplated only the 25 visitors
with visual impairments, some curious behaviors of the spontaneous public (including
children, teenagers, adults, and seniors), were observed while using the accessible inter-
actives, like handling the 3D objects and searching for the originals on the permanent
exhibition while listening to their contents. Those observations allowed concluding that
the potential of this project was not only for the visually impaired visitors but also
for the sighted ones. It is an example that the effort for accessibility ended benefiting
other persons during their visits to the museum, allowing them to explore replicas of the
collection through touch, sound, and smell, apart from vision.
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Abstract. Much of the educational software that supports geometry learning is
intended for sighted children, since its main stimulus is based on images, which do
not provide enough information to children with vision problems. Consequently,
software has been developed to support geometry learning in blind students,
however, the understanding of the subject by these students remains complicated.

This work consists of the development of a video game to support children
who are blind attending 5th to 8th year of primary school in the construction of
concepts and geometric thinking in everyday contexts. The gamewas implemented
for mobile phones with touch screen, allowing an interaction based mainly on
vibration and sound.

In the game, calledGeoHouse, the playermust helpwith a housemove, placing
objects in a new house. The geometric exercises include the search for tiles in the
Cartesian plane and their isometric transformations, concepts that are studied in
primary school.

Subsequently, usability evaluations were carried out with both children who
are blind and their math teachers. The level of acceptance of the video game by
the students was quite varied, while teachers considered it a useful tool applicable
to their classes. Impact evaluations were also carried out, resulting that the video
game helped students learn after interacting with the software for a longer time.

Keywords: Children with visual disabilities impaired · Video game · Geometry
learning

1 Introduction

Diverse educational computing platforms are used to support the teaching of geometry in
schools. However,much of this software is intended for sighted children, since theirmain
stimulus is based on images of figures, numbers, and theorems, shown on a computer
screen, which provide little or no information to children with visual disabilities.

Currently, children with visual disabilities are instructed in a special way to learn
geometry, using different materials with relief and well-defined shapes. However, it is
not an easy task since the mental maps that these students construct are different from
those of a sighted person.
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Consequently, some software has been developed to respond to this issue for learners
with visual disabilities, whose stimuli are mainly based on audio and tactile sensations.
However, the understanding of geometry and its application in everyday life remains
complex for these children.

This work presents the design, implementation, and evaluation of GeoHouse, a
videogame created to support children with total and partial blindness in the construc-
tion of geometric concepts and thinking in an everyday context. In this way, students
who are blind will better understand the correspondence between a 3-dimensional place
(everyday environment) and its representation on a 2-dimensionalmap (Cartesian plane).

Main users are children with total or partial blindness from 5th to 8th year of primary
school and, also, differential math teachers, who can provide and configure the game.

The software was developed for Android mobile phones with touch screen, using
Unity3D and C#. The interaction occurs through touches on the screen, vibration and
sound, also considering the use of contrasting colors for children with partial blindness.

In the game’s story, the player has to help a friend called Lucy to move objects inside
a house. The player has to use a 2D map to find out where each object should go as a
result of a geometry exercise on a Cartesian plane.

The geometric exercises consist of searching for specific tiles on the floor (equivalent
to squares on aCartesian plane) or their isometric transformations (translations, rotations,
and reflections). The game has three levels of difficulty for each type of exercise and a
tutorial level.

2 Related Work

Most of the technological tools aimed at people with visual disabilities help develop
their orientation and mobility (O&M) skills. Some of them are the following:

• Legend of Iris [1]: Video game for children inspired by The Legend of Zelda that
includes puzzles with 3D audio. It is played with a computer, headphones and a
joystick control. Players can also use Oculus Rift headphones, allowing them to orient
themselves in the game, moving their heads. The game has additional interfaces so
teachers can see the children progress.

• AudioPolis [2]: Video game where thieves are searched in a city. The player walks
the streets, while receiving sounds and haptic information from a 3D cursor (Novint
Falcon).

• Audio Haptic Maze [3]: Video game to escape from a maze in the shortest possible
time. It is played with headphones and a 3D cursor.

• mAbES (Mobile Audio-based Environment Simulator) [4]: This video game allows
the user to walk a museum based on a real one. It requires a mobile phone with touch
screen and headphones.

• AudioDoom [5]: Video game with 3D sound where the player must navigate the cor-
ridors of a spaceship, while interacting with different objects and shooting monsters.
The game was designed for children and requires a wireless joystick.

• AudioSIM [6]: Video game based on The Sims that deals with the daily life of an
athlete, who has to learn to orient himself in a Sport Campus. The game includes
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3D audio feedback and requires an Xbox 360 joystick, allowing the player to receive
vibrations when colliding with objects.

• Virtual Cane System [7]: System that allows the user to explore virtually places before
visiting them in real life. It requires a desktop computer and a NintendoWii controller,
which works like a stick, helping to explore the surroundings and receiving auditory
and haptic feedback.

• Terraformers [8]: Galactic video game with 3D sound and contrasting 3D graphics
that are generated in real time. It requires a numeric keyboard of a computer as an
input interface.

• MOVA3D [9]: 3D video game based on audio feedback that requires a haptic device
called Digital Clock Carpet. The player must explore a closed place to find pocket
watches, while fleeing from enemies. The Digital Clock Carpet is a circular carpet on
which the player must be placed and it is divided into 12 parts like an analog clock.

Some computational tools that support the teaching of geometry in blind learners
are:

• Math Melodies [10]: Software available for iPad devices to learn basic mathematics.
It allows finding treasures through audio, images and math exercises for sighted and
blind children.

• Audio Wizard [11]: Video game for geometric learning of isometric transformations
and the Cartesian plane. The player represents a magician who goes through various
mazes and meets several riddles related to translations, rotations and reflections of a
magic cube. The main source of information consists of sound and vibration from an
Xbox 360 joystick. It also includes graphical interfaces for partially blind children.

• AudioGeometry [6]: Video game developed for Android tablet. The player survives
a shipwreck and reaches the Geometric Island from which he must escape, while
deciphering geometric puzzles. Sound and vibrations on a touch screen inform the
user about the status of the game and his actions.

• FromDots to Shapes [12]: Auditory video game that helps in the teaching of geometry
and reinforces orientation and mobility skills. It is intended as a complement to clas-
sic geometric teaching methods, allowing the shape recognition by two-dimensional
sound with frequency changes in a graphic tablet. It includes 3 classic mini-games:

– Simon: Helps to find points on the plane, receiving different sounds in sequence,
whose notes will determine a location in the plane, that the player has to repeat,
touching the correct points on the screen.

– Points Connecting: Helps to recognize lines, listening to sounds of 2 points in the
plane (as in the previous game), which should be joined in the screen. It also allows
the player to recognize a line shape by two-dimensional sound to identify the points
of the plane that form it.

– Concentration: Helps to recognize pairs of equal figures, using a classic game called
Concentration (also known as Memorize).

• Clicks [13]: Digital device for children that mixes manipulation of physical structures
with auditory feedback from a tablet. The physical structures correspond to 3D prints
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that represent lines, shapes and angles, which when placed on the tablet are detected
by an app. For example, the application asks for an isosceles triangle, the learner
constructs the triangle with 3D prints on the tablet and, finally, the app detects if the
shape made is correct.

• Lugram for the blind [14]: Based on a game called Lugram, a puzzle for building
geometric figures. Exercises are performed on a 3 × 3 matrix where each cell is a
basic unit corresponding to a complete square or its different halves (rectangle on
the right, rectangle on the left, rectangle above, rectangle below, lower left triangle,
upper left triangle, lower right triangle and upper right triangle). The game requires
a keyboard, whose numeric keys are associated with cells of the matrix, generating
different sounds.

• GEOVIB [15]: Software for use in inclusive geometry classes. Geometric shapes
can be explored, using sound and vibration from a tablet. For example, touching each
vertex of a figurewill generate a distinctive sound and touching the edgeswill generate
a vibration. Sounds also change depending on how close the user is to a vertex.

3 General Procedure

For the development of this work, the following steps were carried out:

1. Previous research: Bibliographic reviews were carried out on geometry video games
for blind people. Also, visits were made to the Colegio de Ciegos Santa Lucía,
located in Santiago, Chile, to observe how children with blindness used this kind of
applications.

2. Prototypes: The plot of the video game was designed and software prototypes were
implemented, receiving feedback from differential teachers. Icon and sound tests
were also carried out on teachers and students to choose the right resources for the
game. For the software development, Unity 3D was used with C# programming
language (C Sharp) and a development methodology based on Rapid Prototyping
[16],which allows generating incremental prototypes,while receiving feedback from
the users.

3. Usability tests: The usability of the prototypeswas evaluatedwith children and teach-
ers from the Colegio de Ciegos Santa Lucía. As tests were carried out, adjustments
were made to the software, based on discoveries made. The participants correspond
to 12 children between 5th and 6th year of primary school (see Table 1) and 2 math-
ematic teachers (see Table 2), to whom a questionnaire was applied to record their
opinions about the video game.

4. Impact evaluation: Game sessions were held with different children from those who
participated in the usability tests. The geometric knowledge of these children was
previously evaluated by a special education teacher andwas evaluated again at the end
of the game sessions to measure the new knowledge acquired. The participants were
9 children between 5th and 8th year of primary school from the same educational
establishment (see Table 3), who interacted with the game at different levels of
difficulty and performed geometry exercises with physical material to check their
understanding of the contents.
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Table 1. Sample of users corresponding to children with total or partial visual impairment who
course between 5th and 8th year of elementary school.

User Age Year of elementary school Blindness

1 12 7th Partial

2 12 7th Partial

3 11 6th Total

4 10 5th Total

5 12 7th Partial

6 14 8th Partial

7 14 8th Partial

8 12 7th Total

9 11 6th Partial

10 13 7th Partial

11 12 6th Partial

12 12 7th Partial

Table 2. Sample of users corresponding to teachers of blind children between 5th and 8th year
of elementary school.

User Years of elementary school teacher Educator type

p1 5th and 6th Differential educator

p2 7th and 8th Mathematics teacher

Table 3. Sample of users participating in the impact assessment.

User Age Year of elementary school Blindness

i1 13 6th Partial

i2 11 5th Partial

i3 12 6th Partial

i4 11 5th Partial

i5 11 5th Partial

i6 11 5th Partial

i7 15 8th Total

i8 11 6th Total

i9 11 6th Partial
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4 Video Game Description

The solution of this work is an educational software built as a video game to motivate
learning in children.

The stage and story scriptwere developed to link concepts of geometrywith everyday
life. The Cartesian plane can be quite abstract for children during a class (even sighted
children). For this reason, the video game has a context that helps them better understand
how to apply these geometric concepts. In particular, the game makes users switch from
a 3D to 2D view and vice versa continuously so the children can understand how the
Cartesian plane represents any real space.

4.1 Story

The player arrives with his friend Lucy to a new house to which they will move. Lucy
mentions that she has already left some furniture inside the newhouse, but at thatmoment
she must go to work and needs the player to continue ordering. She introduces Jimmy,
the driver of the moving truck, who will give the objects one by one to the player so he
can place them where they belong in the house.

During the game, the player receives each object from Jimmy and talks on the phone
with Lucy, who tells him where the object should go in the house, in geometric terms,
since the floor of the house is divided into tiles that represent squares of the Cartesian
plane. The objects to be moved can be chairs, tables, lamps, pictures and plants.

Upon completing the game, Lucy arrives at the house and congratulates the player
for his efforts in helping with the move.

4.2 User Interaction

When you touch any element of the interface, that element changes its color and causes
a short vibration. In this way, users can feel each component of the game.

At the moment the user plays, there are two interaction views: 3D view and 2D view
(map).

3D View. Figure 1 shows an example of 3D view. The main character is controlled
with 90° degree turns and forward steps. The user must slide their finger on the screen
horizontally to rotate and down to take a step. This is with the aim of going to find a new
object or bring an object to its correct place.

2D View. Figure 2 shows an example of 2D view. The floor is divided into 6 × 13 tiles,
which represent squares in the first Cartesian plane quadrant. Every time a tile is touched,
there is a piano key sound. If the user drags their finger across the screen and changes
the row of tiles, the sound will change in height. In this way, the upper rows of the
Cartesian plane will have higher sounds than the lower ones and users will know when
they change rows by moving their finger across the map. Also, if users use earphones,
they can perceive the squares on the left and right side, while navigating through the
columns of the grid.
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Fig. 1. Game interface (3D view)

When touching any tile twice in a row, a voice is heard, saying which square has
been touched. For example, the voice can say “2 point 5”, alluding to the square (2,5)
of the Cartesian plane.

If the tile contains an object, is part of a wall, or is the current location of the player-
controlled character, a distinctive sound is heard when dragging the finger over each of
those elements on the touch screen. When you touch this kind of tile twice in a row, a
voice is heard, indicating what the element is and its location.

To select a tile on the 2D map, you must double-tap the chosen square and activate
the button “select square”.

The 2D map mechanism is essential in this video game. Distinctive sounds are a
great help for the visually impaired as they are the reference when searching for other
elements in an interface.

Buttons. Figures 1 and 2 show the buttons available to the user while playing in both
views (on top of the screen).

By touching a button once, a voice is heard, indicating which button is being touched
and, by touching it twice in a row, the corresponding function is activated. For example,
if the user taps the button once to switch to the map view, a voice is heard saying “Go
to map”, and double tapping brings up the map interface.

This kind of button is very important in software aimed at people with visual dis-
abilities. When touching a button, they cannot know which button it is and it would not
be convenient to activate its function to find out, since errors and actions that the user
does not intend to carry out could occur.

In “more options” (button on the right with 3 dots in a vertical line) are all the options
not seen in the immediate interface. When activating the button, a new interface appears
with each new option, occupying the entire screen, in such a way that the user can scroll
one option at a time, sliding his finger horizontally (see Fig. 3). The mechanism is the
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Fig. 2. Game interface (2D view/map)

same for the main menu options and its sensitivity works the same as the small buttons
on the game interface.

Fig. 3. Options during the game. The user must navigate through 3 screens, sliding his finger
horizontally across it. The buttons, in this case, are: “Return to game” (exit options), “help” and
“Go to main menu” (discard current game).

4.3 Game Modes

There are 5 game modes in GeoHouse:

– Tutorial or practice
– Simple mode
– Translations game
– Rotations game
– Reflections game

The tutorial has only 1 level of practice in the backyard of the house. The player doesn’t
move any objects, since the objective is to practice using the map, the controls, etc. Here
the simplest exercise of the Cartesian plane is performed, which consists of finding a
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square (x, y). Voice instructions are available each time an interface is visited for the
first time. These instructions tell the user how to interact with the device screen, such as
swiping horizontally to navigate through the options.

The rest of the modes have 3 levels, which correspond to the first, second and third
floors of the house (see Fig. 4). In the simple mode the user plays with the same exercises
as the tutorial, while in the rest the user plays with isometric transformations. Each level
is made up of 4 exercises, that is, 4 objects to be moved around a house floor. The
geometry exercises that the user must perform to pass the levels are:

• Square exercises: The player must go to the square/tile (x, y).
• Translation exercises: The player must go to the square resulting from the translation
of the square (x0, y0) in the translation vector (x’, y’), that is, he must go to the square
(x0 + x’, y0 + y’).

• Rotation exercises: The player must go to the square resulting from the rotation in
D degrees of the square (x0, y0), in relation to the axis (x’, y’), where D = {90, 180,
270}.

• Reflection exercises: The player must go to the square resulting from the reflection
of the square (x0, y0), in relation to a value of X or Y (vertical or horizontal axis
respectively).

Fig. 4. Interfaces of the video game levels
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An exercise editor is included for the video game. This means that a sighted person can
modify the arguments of translations, rotations and reflections to control the difficulty
of the game for a course or a particular student.

A registry system is also included that stores a file inside the device where the video
game is installed. The file contains data from the different exercises that are performed,
such as the date, the game mode, the level, the arguments and the time it took the player
to find the solution. With this data, a teacher can check the student’s performance with
the video game.

5 Results

5.1 End User Questionnaire for Students

The results of an End User Questionnaire for students are presented below. This ques-
tionnaire was applied to 12 children, however, one of them did not complete all the
answers. Table 4 shows the average marks of the statements corresponding to a section
of questions with scale (marks from 1 to 7).

The marks given by the students, in general, were varied. Some looked quite excited
playing the video game, while others got bored very quickly, which was reflected in the
results. Because of that, the average marks are intermediate, with a final average of 5, 5.

Statements regarding difficulty and learning (such as number 4 and 8) have higher
marks, which suggest that the video game has a difficulty that allows a user to stay
focused, which would help them learn with a longer use of the application.

On the other hand, the results of statements such as 1 or 2 show that the video game
needs more motivating characteristics for children, either in graphic or auditory form.

Below is a summary of the results of open questions of the End User Questionnaire
for students.

• “What did you like about the video game?”: The fact of being able to move freely
inside the house was a repeated answer in this question. Others noted they liked the
opening scene. As the results of the previous part of the questionnaire, there were also
negative responses, saying that they did not like anything about the video game.

• “What did you not like about the video game?”: Three users did not like the game
sound the repetitive voice of instructions. On the other hand, there was a user who
did not like the game because he didn’t understand the numbers (coordinates) and,
therefore, the instructions.

• “What would you add or change to the video game?”: In this case, the responses were
varied, but the decrease of the voices and the improvement of the images stand out
and swipe indications (these changes were done in next prototypes). There was also
a suggestion about adding instructions that say where to move in the house (which
was not considered, since the children should orient themselves with the information
of the coordinates and cardinal points and not with indications such as “now turn to
the right “,” go forward 1 step “, etc.).

• “What do you think the video game can serve you for?”: Seven people referred to
mathematical learning and orientation. Two other users found no use for the video
game.
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Table 4. Average marks for each statement in the End User Questionnaire for students.

Statement Average mark (1–7)

1. I like the videogame 5.2

2. The game is fun 5.5

3. The game is challenging 5.8

4. The game make me stay focus 6.3

5. I would play the game again 5.6

6. I would recommend this game to other children 6.2

7. The game let me know about new things 6.0

8. The game has easy and difficult parts 6.5

9. I felt controlling the situations in the game 5.0

10. The game reacts to my actions 6.4

11. The game is easy to use 4.6

12. The game is motivating 4.9

13. The game adapts to my rhythm 4.5

14. I like the sounds of the game 5.3

15. The sounds of the game are clearly identifiable 5.4

16. The sounds of the game give me information 5.1

17. I like the images of the game (only children with partial blindness) 5.0

18. The images of the game are clearly identifiable (only children with
partial blindness)

4.9

19. The images of the game give me information (only children with
partial blindness)

5.3

5.2 End User Questionnaire for Teachers

The results of the questionnaire applied to 2 teachers who teach mathematics to children
with visual impairements are described below. Figures 5 and 6 show the marks set by
them in the “Questions with scale” section (marks from 1 to 7):

Both teachers liked the video game in general, although they mentioned that the
software lacks more playful features to be more entertaining for children, such as more
“alive” music and sounds. They agreed that the video game is very challenging and has
an adequate level of difficulty for their students.

In general, they believed that the contents treated in the software are relevant, except
for the rotation exercises, which are even more complex for the students.

As sighted people, teachers had difficulty orienting themselves as they relied heavily
on images, even though the voices indicated where the user was looking. For this reason,
they did not perfectly control the game situations and concluded that it was not very easy
to use.
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0 1 2 3 4 5 6 7

9. The game reacts to my ac�ons

8. I can control the game situa�ons

7. The game has proper contents

6. The game has proper difficulty levels

5. I would use the game with my students

4. The game make me stay focus

3. The game is challenging

2. The game is fun

1. I like the game

Mark t1

Mark t2

Fig. 5. Results of “Questions with scale” section in the End User Questionnaire for teachers t1
and t2. Contains statements from 1 to 9.

0 1 2 3 4 5 6 7

18. The game images give informa�on

17. The game images are clearly iden�fiable

16. I like the game images

15. The game sounds give informa�on

14. The game sounds are clearly iden�fiable

13. I like the game sounds

12. The game has a proper rhythm for learners

11. The game is mo�va�ng

10. The game is easy to use

Mark t1

Mark t2

Fig. 6. Results of “Questions with scale” section in the End User Questionnaire for teachers t1
and t2. Contains statements 10 to 18.

One of the teachers gave a “2” mark to the way the sounds are identified, saying
that they were similar and did not sound loud enough. However, it was not an opinion
made by a special education teacher in this case, but by a math teacher. According to a
special education teacher who supported this work, a blind user has a better ability to
differentiate sounds than sighted people.
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Regarding the images, the teachers suggested marking more the edges of walls and
tiles, along with improving the color contrast between the different elements of the
screen, which was done in next prototypes.

5.3 Impact Evaluation

The results of the evaluation of geometric knowledge and mental representation applied
to the students before and after the game sessions are presented below.

0%

20%

40%

60%

80%

100%

i1 i2 i3 i4 i5 i6 i7 i8 i9

Pre-test

Post-test

Fig. 7. Final results of the impact evaluation

Figure 7 shows that there is a notable improvement in the geometric knowledge of the
students. In the case of 5th grade students, the resultsmaybe affected by the geometry unit
taught by teachers during the game session period. This means that the learning obtained
by these children is influenced by both the video game and the math classes. However,
the rest of the participating students showed a very similar improvement without having
taught that content in the classroom.

5.4 General Observations

Most students are used to using mobile devices. This would allow them to use the game
on their own (not necessarily in the classroom).

Totally blind children must hold the device with their hands when using the video
game. This helps them to control the direction of their maneuvers on the screen and to
better feel the vibrations.

When exploring the interface, students have a habit of short tapping the screen,
instead of dragging their finger across it, to find out which buttons can be pressed. This
is a problem for totally blind children as it prevents them from exploring the screen so
that they have an idea of which places have already been explored and which have not.

When touching a button twice, some partially blind students did so very slowly. Two
completely blind children used to deflect their finger down once they found it and ended
up double-tapping outside the button.
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Partially blind children rely heavily on their eyesight (like sighted people)when using
the device and find it difficult to pay real attention to the instructions. Some users scanned
the screen with their fingers before hearing all the explanatory voices. For example, a
student skipped those instructions when performing maneuvers on the screen, which did
not allow him to hear all the information.

They all learned by themselves to move around the house and to identify the different
elements of the map (obstacles and the correct square).

In general, it did not take long for the students to find the correct tile on the map,
but in 3D game, users took more time. Some kept coming back to the map and getting
to the right position on their own, but others had to get a little help. It was also observed
that some were guided by a green square (correct tile) that can be seen on the floor and
they did not apply coordinates to reach it.

At first, some did not know what a coordinate (x, y) of the Cartesian plane meant, so
a little explanation had to be given, using the game map as a tool.

6 Conclusion

This work consisted of the development of a video game to support children who are
blind, coursing between 5th and 8th year of elementary school, in the construction of
concepts andgeometric thinking in everyday contexts. The softwarewas implemented for
mobile phones with touch screen and Android operating system, allowing an interaction
based mainly on touches, vibration and sound.

The game called Geohouse applies geometric concepts related to the Cartesian plane
in the context of a house move. The video game is intended for students who should
have at least a general idea of what the Cartesian plane is, based on their curriculum.
Also, a house move is a daily situation because it allows the player to go through the
floors of a house, using a map.

Showing the different versions of the game to teachers of a school for the blind not
only allows them to see progress in the project and give feedback, but also gives them
an idea of what other things are possible to implement in future computational tools that
they would like propose.

To validate the usefulness of the video game, usability evaluations were carried out
with both children who are blind and their math teachers. Impact evaluations were also
carried out to measure the learning gained by students with blindness after interacting
with the software for a longer time.

The results of the usability evaluations showed varied opinions by the students. Some
of them said the video game was fun and others, something boring. Clearly, every child
has different tastes and, above all, high expectations when playing a new video game.

On the other hand, the results of the impact evaluations indicate that there was a
significant improvement in student learning after using the video game. In the case of 6
of 9 students evaluated, part of the learning obtained could also be due to the beginning
of the geometry unit at school during the period of these evaluations, which subtracts
some reliability from these results. However, there was also a major improvement in the
other 3 children.
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This work can serve as a basis for the implementation of other similar educational
video games that include important usability aspects such as tactile sensitivity of different
interface elements.
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