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Abstract. The SAE International plays a major role in shaping research and
development in the field of automated driving through its SAE J3016 automation
taxonomy. Although the taxonomy contributed significantly to classification and
development of automated driving, it has certain limitations. SAE J3016 implies an
“all or nothing” approach for the human operation of the driving task. Within this
paper, we describe the potential of moving considerations regarding automated
driving beyond the SAE J3016. To this end, we have taken a structured look
at the system consisting of the human driver and the automated vehicle. This
paper presents an abstraction hierarchy based on a literature review. The focus
lies particularly on the functional purpose of the system under consideration.
In particular, optional parts of the functional purpose like driver satisfaction are
introduced as a main part of the target function. We extend the classification
into optional and mandatory aspects to the lower levels of abstraction within the
developed hierarchy. Especially the decisions on movement and dynamics in terms
of driving parameters and driving maneuvers offer a so far underestimated design
space for (optional) driver interventions. This paper reveals that the SAE J3016
lacks a consideration of these kind of interventions. The identified design space
does not replace the SAE J3016, it does however broaden the perspective provided
by this important taxonomy.

Keywords: Automated driving - Driving experience - Interfaces for cooperative
driving - User interaction - Driver satisfaction - Abstraction hierarchy - Design
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1 Introduction

There are many positive effects anticipated with the introduction of automated driving.
In particular, research focuses on increasing safety, reducing driver workload, and more
flexible use of driving time. The SAE International (Society of Automotive Engineers)
plays a major role in shaping research and development in the field of automated driving
through its SAE J3016 automation taxonomy [1]. This taxonomy defines six levels of
driving automation ranging from no automation to fully autonomous driving. For this
classification, the taxonomy divides the dynamic driving task into “sustained lateral and
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longitudinal vehicle motion control” and “object and event detection and response”. In
addition, the responsibility to act as fallback for the driving task and the operational
design domain of the automation are used as criteria for the classification. Although
the taxonomy has made a valuable contribution to the classification and development of
automated driving, it has certain limitations.

The numerical levels are often understood as incremental steps of development [2],
even though in recent revisions the taxonomy clarifies that the levels are nominally and
not ordinally scaled [1]. Among others, this misunderstanding leads the development
towards a complete replacement of the human being in control of the driving task [2].
Humans are often seen as the single source of potential failures, ignoring the fact that
in many situations humans provide an important layer of safety [3]. Reducing solution
space to a few discrete levels can lead to missing out on opportunities. For example, a
missing or wrong definition of a level of the SAE taxonomy has already been described
[4]. Levels 1 to 4 can sometimes lead to user confusion [5]. This is aggravated by the
various names given to equivalent functions by different manufacturers, which can result
in false user expectations [6]. These expectations are linked to the user’s mental model,
in which less than six levels of driving automation were identified [7, 8].

The limited consideration of user interventions within the six levels implies an “all or
nothing” approach for human control. This supports the misconception of a full replace-
ment of the human being in automated driving as the final goal. Existing literature
describes interaction concepts for automated vehicles that cannot be adequately catego-
rized by this taxonomy e.g., maneuver control or haptic shared control [9]. However,
more recent revisions of SAE J3016 provide a first starting point for describing user
interventions across different levels using a definition of the term features [1]. Hence,
there are some levels of cooperation between humans and driving automation for which
the six levels of the SAE J3016 are not suitable.

Human control in driving automation is not necessarily a negative aspect. Next to the
additional safety layer, manual driving control enables users to perceive an optimized
driving experience (DX) through self-determined driving behavior. Today, automated
vehicles offer only limited inputs during automated driving modes. Therefore, an indi-
vidual user-centered adaptation of the journey cannot be achieved in these modes. It is
necessary to understand the drivers with their purpose and goals of actions to find new
design spaces for cooperative interaction concepts. Such concepts have the potential to
transfer the advantages of manual driving to automated driving without removing the
benefits of automated driving functions. This can lead to improved user experience of
automated driving.

2 Methods

We aim to identify design spaces for novel driving control concepts that go beyond the
implied “all or nothing” approach of the SAE J3016. The main focus of this paper lies
on DX during an automated drive. To this end, we have taken a structured look at the
system consisting of a driver and an automated vehicle. Following Rasmussen’s method
of abstraction hierarchy (AH) from the field of work domain analysis [10], the focus lies
particularly on the functional purpose of the system under consideration. This method
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is part of the cognitive work analysis framework, which is suitable for the design of
innovative user interfaces [11].

AH as a method has been applied widely in the context of driving [11-16]. How-
ever, the scope of investigation was mostly manual driving. Unlike previous studies, we
consider humans as part of the overall system. This allows for the description of non-
driving-related tasks (NDRT) to be a functionality of the system. An AH divides the
functional properties of a system into several layers of abstraction. Based on the func-
tional purpose as the top level of the AH, abstract and concrete functions are arranged in
multiple levels [17]. Typically, the AH is composed of five levels connected by means-
end relations. Rasmussen’s original definition of these five levels was later generalized
for a broader range of applications [18]. The top-level presents the functional purpose,
followed by values and priority measures on the second layer. This layer shows metrics
that help to evaluate the fulfillment of the functional purpose. The third layer consists of
purpose-related functions and the fourth one shows object-related functions. These lev-
els construct a connection between the upper levels and the basic resources and objects
on the lowest level of abstraction. By considering all connections of one node to the level
above, it is possible to identify the reason for its existence [11]. The connections to the
lower level show what is needed to fulfill the node’s purpose [11]. All connections can be
used to validate the AH. This involves checking the described structure and coherence
for each node’s connections [11, 19].

The AH developed uses existing literature as its foundation, which is shortly pre-
sented in the respective sub-chapters. The definition of layers and the structure of con-
nections provided by the general method has been used to structure the process of iden-
tification of relevant literature. In addition, existing applications of this method within
the context of driving [11-16] were used as a starting point. The developed AH has been
verified using the described method of validating each node based on its connections to
other nodes.

AH as a method has limitations concerning automated control systems [20]. There-
fore, we considered monitoring failures as another function of the system next to the
inclusion of the human operator. For this purpose, we also looked at generic cases of
failures based on a simplistic model of information processing and reaction.

By using the aforementioned method, design spaces for new interaction concepts
have been identified. This paper provides an overview of the most relevant aspects of the
described analysis and provides insights into used literature. We also describe proposed
simplifications and the proposed design spaces.

3 Abstraction Hierarchy

In the following sub-chapters, the AH of the system consisting of the human operator
and the automated car is described. For the sake of clarity, a generalized and simplified
version of the developed AH is shown in Fig. 1. Therefore, some of the functions and
objects identified were combined into logical groups. For each group, solely a selection
of the influencing factors is shown. The relevance of the connections between the indi-
vidual elements can vary. The numerous connections show the multilayered and complex
interrelations existing between the elements of the AH.
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3.1 Purpose and Goal Structure

Fig. 1. Generalized and simplified abstraction hierarchy of the heterogeneous task system

In contrast to a distinct purpose, a goal defines a direction for the considered actions.
However, goals and purpose are not always clearly separable. In current literature, iden-
tical aspects of driving are partly described as goals and partly as purposes of driving. We
define an overall purpose-goal-structure of the system in this section, which is described

as:
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Safe, time efficient, ecological and satisfactory transport of passengers and/or load
from one geographical location to another.

Safe Driving. Increasing safety is often cited as a reason for introducing automated
vehicles [21]. Although users do expect increased safety from automated driving, they
are simultaneously expressing concerns [22, 23]. This is particularly associated with the
concept of trust in automated driving [22, 24].

On the one hand safety is determined by the absence of harm or damage and on the
other hand by metrics of criticality. E.g., time-to-collision (TTC) is widely used in the
automotive context as a metric of criticality. Criticality is linked to the risk of harm or
damage involved. Drivers specify a tolerance towards risk through their chosen driving
style at the tactical level of the driving task and determine a maximum level of risk at
the strategic level of the driving task [25]. This shows that the system partly allows for
free choices of actions regarding this goal.

Time Efficient and Ecological Driving. Users describe time advantages as a reason
for choosing a car as means of transport over public transportation [26]. In automated
driving, two aspects of time efficiency must be distinguished: On the one hand efficiency
of travel can be described by the time needed to reach the destination. On the other hand,
the possibility of using the time for NDRTS is a new aspect of time efficiency. Depending
on the context of the trip and the NDRTs, there can be a large degree of flexibility of
actions regarding this goal. A third issue often associated with efficiency is environ-
mental sustainability or ecological driving. Due to climate change and environmental
consciousness, a great extent of research is being conducted on this topic at current times
[27]. Consequently, restrictions are imposed by most countries, which can reduce the
free space of possible actions in movement regarding this goal.

Satisfactory Driving. Evaluation criteria of satisfaction are, among others, UX and
DX. The focus of this work is primarily placed on DX regarding the movement rather
than on DX regarding the chosen vehicle. However, interactions may occur, e.g., the
comfort of a seat depends on the movement of the vehicle [28].

Existing literature describes DX regarding the movement in different ways. In vari-
ous models, the dimensions of comfort and (subjective) safety are described as relevant
factors [29]. Safety has already been addressed partially, whereby the focus is on objec-
tive safety rather than on subjective safety. Subjective safety is defined by a feeling of
control [30]. In automated driving, the feeling of safety is important across different user
groups [31]. Perceived feeling of control is expected to be lower [32] and perceived safety
is expected to be higher [33] in automated driving compared to manual driving. This
correlates with trust in its functionality [34]. In addition to safety, perceived efficiency
can also influence DX.

In the literature, different expected changes of perceived comfort are described,
depending on the automation’s characteristics, the scenarios considered, and the indi-
vidual user [22, 23]. Hartwich et al. [22] describe a dependency of perceived comfort
on users’ trust. According to Engeln and Vratil [35], the dimension of comfort can be
divided into action comfort, action enjoyment, usage comfort, and usage enjoyment.
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Enjoyment is characterized by the occurrence of situations driven by intrinsic motiva-
tion, while comfort is determined by situations driven by extrinsic motivation [35]. In
the case of enjoyment, the action itself creates pleasure, while in the case of comfort,
the result of the action creates pleasure [35]. The term driving fun is also often used to
describe this. Automated vehicles are expected to cause a positive influence on comfort
and a negative influence on driving fun [22, 23, 32]. For some user groups, driving fun
can be identified as a crucial factor affecting the selection of automobiles as a preferred
means of transportation compared to other options [36]. In addition, emerging boredom
at automated driving and fun at manual driving are partly reasons for switching off
automated driving functions [37]. Users also rate perceived driving pleasure differently
when riding along with a human driver compared to automated driving [22].

The described aspects of driver satisfaction are often related to control or perceived
control which are basic psychological needs of the user. Satisfaction allows a higher
flexibility in choosing actions compared to other goals. Satisfaction is more difficult to
measure than other goals. For example, an assessment of emotions based on camera
footage is possible.

Goal Prioritization and Target Function. The different aspects of the presented
purpose-goal-structure can be prioritized. We propose that the objective elements of
the goals of transportation and safety are to be considered as mandatory criteria for the
overall goal fulfillment. A larger optional freedom of action with acceptance tolerance
can be defined regarding the subjective goals. This means, for example, efficiency does
not necessarily have to be optimized to the maximum. There are possible situations
in which users purposefully want to drive inefficiently to increase satisfaction (e.g., a
winding mountain road with a beautiful view instead of the faster motorway). The pro-
posed concept of prioritization and categorization into optional and mandatory goals
can be transferred to the lower levels of abstraction through the means-end relations of
the AH to identify concrete spaces for interactions. The emerging concept of optional
and mandatory behavior overlaps with general social behavior theories. For example
following Rosenstiel [38], the behavioral determinants of willing, allowing, intending,
and situational enabling could be used in a modified form to further specify freedom
of action in (automated) driving regarding the control of movement and the control of
non-driving-related tasks.

The prioritization of goals can change over time. This happens e.g., to ecological
goals, as laws concerning environmental compatibility are constantly being tightened in
some countries, which can reduce flexibility in choosing actions. For simplification, we
propose to combine all sub-goals to an overall target function with adaptable weights
for the criteria of the second level of the AH.

3.2 Control of Movement

General Driving Task. Control of movement is represented by the driving task. Driving
is a necessary task in order to fulfill the general purpose of transport. The individual style
of driving influences the different sub-goals. According to Donges [39], the driving task is
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divided into navigation, guidance and stabilization. Navigation involves route planning,
which can be automated by using a navigation system. There are possibilities for user
interventions on this layer to adapt the route to the individual target function of the
user via a selection of various alternative routes. To fulfill the navigation task, suitable
driving maneuvers must be selected at guidance level. The guidance level also includes
the selection of trajectories and parameters of driving. Implementation of any change
in movement always takes place at the level of stabilization. Normally, a high degree of
control over the movement is available here.

There are different driving styles that can be chosen to reach a destination. Multi-
ple types of driving styles can be distinguished based on the choice of maneuvers and
driving parameters [e.g., 40, 41]. In automated driving, the manufacturer usually defines
the car’s driving style. Numerous studies can be found in the literature in which optimal
specifications for maneuvers and parameters in automated driving are defined [e.g., 42].
Here, metrics of the second level of our AH are usually used as design criteria [cf. 42].
Among drivers the preferred driving style varies based on their personal characteristics
and habits [43]. It may also vary depending on the driving environment [44]. In automated
driving, there may be different driving styles preferred than in manual driving [45]. Driv-
ing maneuvers, trajectories and driving parameters represent the object-related functions
of motion control in the proposed AH. As object-related functions, these aspects in the
AH stand above basic objects and resources, which are combined into the three basic
groups: passengers, vehicle, and environment.

Driving Maneuvers. Maneuvers provide a rough scheme of movement. There is a dis-
tinction made between implicit and explicit maneuvers. Explicit maneuvers are those
operation units of the guidance task that are complete on their own (e.g., “changing
lanes”), while implicit maneuvers are not [46, 47]. Implicit maneuvers are only com-
pleted by the initiation of explicit maneuvers or the end of the journey (e.g., “following
lane”) [46]. In some cases, there exists optional freedom of choice in the selection of
explicit maneuvers. A change of lanes on the motorway, for example, can be considered
as an optional action in terms of purpose, which solely influences efficiency and sat-
isfaction. However, there are other situations in which a change of lanes is mandatory
e.g., to take the correct exit to reach the determined destination. Implicit maneuvers are
mandatory and can be interrupted by explicit optional maneuvers.

Parameters of Driving. Maneuvers on their own are not sufficient to fully define the
movement of a vehicle. Further parameters must be set to define the exact movement.
This coincides with the driving styles that have been mentioned afore. A maneuver
usually defines the reference systems for relevant driving parameters. In particular, the
lane, other road users and environmental factors are possible references. Dynamic ref-
erences (e.g., a vehicle in front) require a continuous flow of information to control the
connected parameters. Primarily velocity, acceleration, distance, and time parameters
can be described. Especially for distance parameters, a multitude of alternatives can be
described based on varying references. The start or end time of a maneuver or a param-
eter change is a specific time parameter. Depending on the reference system, the chosen
lane on a multi-lane road or the chosen parking space at a parking area, for example, can
also be described as parameters of the current maneuver.
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At least one alternative of possible parameters can usually be identified as highly
relevant by the current maneuver. We propose to categorize parameters into maneuver
parameters and movement parameters. For example, steering angle is a basic movement
parameter and eccentricity between lane markings is a maneuver parameter for following
the course of a road. On a free field, however, steering angle can become the maneuver
parameter, as there are no reference points defined for the transverse guidance by the
maneuver.

The optional space for choosing parameters varies depending on the driving situation.
For example, in the case of following a free lane, the optional space of action regarding
the velocity is larger than in the case of following another vehicle. Therefore, the choice
of parameters usually offers optional freedom that is restricted by mandatory limits.

3.3 Control of Non-Driving-Related Tasks

If the automation allows users to perform NDRTs (level 3 or higher of SAE J3016), the
driver is usually free to choose which tasks to perform. Activities such as reading, eating
and watching a movie are possible tasks that users could perform [48]. The completion
of some NDRTs may be mandatory for the user (e.g., work tasks). By completing manda-
tory NDRTs, overall time efficiency increases. Optional NDRTSs can be considered as
an influence on user satisfaction. For this reason, controlling NDRTSs is considered a
purpose-related function in this paper. The actual NDRT is the object-related function
or defines the object-related function that utilizes the basic resources.

Each NDRT can require different resources of the driver. Although this may cause a
distraction from the driving task, users will usually continue to perceive parts of the move-
ment (e.g., through vestibular perception). During the NDRT observing surroundings
[49], perception of the movement will be extensive.

The automation can intervene in NDRTs if these take place in controllable areas,
e.g., on in-vehicle screens. Otherwise, the automation could only interact with the user
via sensory cues (e.g., auditive or visual cues).

3.4 Monitoring, Failures, and Changes in Control

Monitoring Task. The monitoring of automation by humans is described as a task for
the fulfillment of safety goals in case of an automation failure [1]. Monitoring of the
human by automation usually means observing the driver’s status to make sure the driver
complies with his or hers monitoring task [1]. In addition to monitoring the interaction
partner, an agent can also perform self-monitoring. This is mandatory for an automation
of level 3 of SAE J3016 or above. Self-monitoring can take place, for example, through
redundant system design or plausibility checks using stored knowledge.

For the monitoring task, all relevant information must be accessible by the monitoring
agent. If an action with negative effects on the target function is detected, a change in
control over the corresponding subtask should be initiated. Based on the prioritization of
goals, we also propose to divide the monitoring task into mandatory and optional parts.
This adjustment leads to mandatory and optional interventions in case of failures in the
mandatory and optional action spaces.
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Failures and Interventions. To avoid failures, the acting agent (human and/or automa-
tion) must be fully aware of the overall target function. Within user-centered design, the
target function from the user’s point of view should be the criterion used for optimization.
The automation must perceive this since the target function varies depending on user
and situation. However, the user’s wishes and needs are currently not well measurable
and therefore represent the first source of possible failures, which particularly affects
the optional goal components.

Despite complete knowledge of the target function, failures can occur for both agents
and in each step of information processing and reaction. Therefore, we combined basic
information processing models by Parasuraman et al. [50] and Endsley and Kaber [51]
in connection with the previous insights. Figure 2 shows the combined process model.

Failures can occur in all steps of the model. In addition to failures, self-monitoring
can lead to uncertainty in the execution of a processing step. For example, this could be
the case when several layers of the previous step serve as an input and contradict each
other. Uncertainties can be treated like (possible) failures, where an active involvement
of the interaction partner is possible.

Failures are transmitted through the process model to the following processing steps
and only become effective at execution level. Consequently, the user’s target function
is influenced only in the last step of the process (cf. Fig. 2). A transmission of failures
to the following steps can be prevented by intervening in every process step in which
the failure or consequential failures occur. To do this, failures must be identified via
monitoring and appropriate correction must be initiated.

A distinction must be made between transitions and interventions. Transitions are
defined as changing between two different driving states of automated driving [52].
Driving states are usually understood as levels of SAE J3016. Transitions often cause a
change of roles. Interventions, on the other hand, only describe a conscious active flow
of information from the user towards the automation. An intervention can either require
a transition or be necessary at the current driving state. The term takeover is often used
in this context.

On decision level, failures can affect the mandatory reduction of action space and/or
the decision in the remaining optional solution space (cf. Fig. 2). In addition, failures can
occur on maneuver level and/or on parameter level. For example, the optimal maneuver
may be known, but the parameterization, e.g., of the start time, may be erroneous.

If a decision is actively not being taken due to uncertainty regarding expected effects
on mandatory goals, the resulting effect can have a negative influence on optional goals.
If, for example, an overtaking maneuver is not initiated due to safety concerns, this only
negatively affects optional goals like efficiency, as no action is being taken.

In research, the most critical failures are often considered because the focus is on
safety goals. When viewing the system holistically, different types of failures can be
distinguished. This is especially important for failures in the optional action space.
Based on the conducted literature review and previous insights, we propose the following
dimensions of description:
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Fig. 2. Simplified process of information acquisition and reaction of driving a car

e Time budget for failure correction: How much time remains before a corrective
intervention must be made to be able to correct the failure without causing avoidable

secondary failures?

¢ Information requirements for failure correction: Does the automation require a
static or a continuous flow of information from the user to correct the failure?

o Effect of failure on user target function: Does the uncorrected state of driving has a
negative effect on optional and/or mandatory parts of the overall target function from
the driver’s point of view?

¢ Initiator of failure correction: Does the human or the automation start the interaction
for failure correction through a first active action?

These dimensions partly overlap with descriptions of transitions from Lu et al. [52].
Similar distinctions to dimensions three and four are also mentioned by Lu et al. [52] but
are defined more broadly here. Additionally, in this work, an intervention is considered
as initiated by the automation if the automation asks the user to perform an action. This
is described differently by Lu et al. [52].
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4 Design Spaces for User Interventions

In this chapter, there are general design spaces for user interventions described, which
have been identified using the developed AH and described literature insights. Interven-
tions are defined as takeovers of parts of the driving task in a defined driving state.
Additionally, we reviewed alternative taxonomies of automation levels to point out
possibilities to specify these design spaces and to find consistencies.

4.1 Identified Design Spaces Based on the System Analysis

As in the previous sections, the focus is on interventions into control of movement
and optimization of DX. However, the AH can also be used to describe design spaces
regarding NDRTs. For example, the automation may intervene in the execution of a
secondary task if this is useful for the individual purpose-goal construct.

For interventions into control of movement different layers can be distinguished. We
propose the classification of interventions shown in Fig. 3. Interventions at a lower level
can influence interventions at a higher level or override them altogether. For example,
the basic driving style can be adapted situationally via interventions into the choice of
maneuvers and parameters. The level of control of the automation is higher for higher
levels of intervention and the level of control of the human driver is higher for lower
levels of intervention.

Based on the insights of the previous sections and our classification of interventions
(Fig. 3), we propose the following design spaces. An automation should try to optimize
movement to the driver’s target function. Therefore, the overall design space is described
as follows.

1. The automation should model the driver’s overall target function as closely as pos-
sible to be able to make decisions based on these. This should include individual
optional components of the target function of the current user.

It cannot be expected that vehicles will be able to reproduce the target function completely
in the near future. Intrinsically motivated optional actions are likely to be problematic.
Therefore, design space two emerges.

2. The user should be able to adapt the basic target function used by the automation to
individual needs.

Normally the maneuver in execution defines a dominant set of maneuver parameters,
which is most relevant for the current situation. For some parameters it is possible to
define alternatives. Maneuver parameters are often connected to a dynamic reference
target e.g., distance to another moving vehicle. This design space can be used for a
correction of failures in the optional and the mandatory action space, as long as reference
targets are perceived correctly by the automation.

Timing parameters open up another space for interaction concepts for an improved
DX, which is described by design space three.

3. Thetime between a decision to perform an action and the point of necessary execution
can be used for interactions with the user.
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Fig. 3. Layers of user interventions in automated driving

This design space can be used for optional and mandatory interventions as well. The
time span to be used can vary between situations. Optional interventions might often
offer longer time spans than mandatory interventions. In case of a fallible automation
(level 2 and 3 of SAE J3016), we propose two generic automation behaviors regarding
the use of the optional action spaces.

e Defensive optional decision behavior: The automation avoids optional actions to
produce as few mandatory interventions as possible. This tends to make the optional
components of the target function less well served or users may have to take advantage
of these opportunities on their own.

e Offensive optional decision behavior: The vehicle tends to provoke mandatory
interventions through the execution of optional actions. This results in a tendency
to serve the optional target components more often, but simultaneously in a tendency
to produce more mandatory interventions.

The actual decision behavior might be a combination of both types. However, the types
illustrate the connection between optional and mandatory interventions. Both types can
be optimized through partial interventions into maneuver and parameter decisions.

4. If the automation anticipates a (potentially) failure, it can actively request the user
to intervene in the intended action on parameter or maneuver level.

This design space is usable for optional and mandatory actions. If interventions are
considered in such a way as described here, the sources of (possible) failures could
be mapped onto their (possible) effects on specific maneuvers and parameters. Thus,
automation can direct interventions to specific parameters or maneuvers and does not
need to trigger a general takeover. One has to differentiate between the impact of a
desired action and the impact of the (expected) failure onto the target function of the
user.

In some situations, users or automations can take wrong decisions. For mistaken
decisions, the following design space arises.
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5. The user should be able to take back mistaken decisions by canceling the execution
of a certain decision on maneuver or parameter level and, if necessary, choose an
alternative.

Design space six partly overlaps with previous design spaces. It is also applicable to
both optional and mandatory interventions.

The described design spaces often require the possibility of specifying certain target
parameters or maneuvers by the user. Based on the previously presented model of infor-
mation processing, the following more precise design space for optional interventions
can be described.

6. The automation can reduce possibilities for optional interventions at parameter and
maneuver level through mandatory constraints to avoid a decision with a negative
impact on mandatory goals.

If the automation may cause failures during determining the mandatory constraints for
this design space, this contradicts design spaces four and five.

For mandatory interventions, the various characteristics of failures based on the
proposed dimensions of description can be used to optimize emerging operating
concepts.

The lowest level of interventions of Fig. 3 describes direct and continuous inter-
ventions of the user via at least one basic movement parameter that is not dependent
on surroundings. A basic parameter of movement is e.g., steering wheel angle. This
level of intervention is useful if the automation is not able to identify maneuver parame-
ters correctly. Also, in some maneuvers the defined basic movement parameters are the
only option because there are no reference points to be used. Design solutions for this
statement are e.g., haptic shared control concepts [56].

4.2 Specification Using Alternative Automation Taxonomies

The general design spaces described in the previous section can be transformed into
different interaction concepts. We reviewed alternative taxonomies to the SAE J3016 to
discover consistencies with our findings and to point out possibilities to specify these
design spaces. This is only presented briefly in this paper as an extension. An overview
of different alternative taxonomies is given by Vagia et al. [53]. In this paper we used
the taxonomies of Sheridan [54, 55] and Endsley and Kaber [51]. Both taxonomies
describe ten levels of human automation interaction. These levels offer various modes
of cooperation between both agents. Based on this, we identified the following basic
dimensions for the description of user interventions in interaction concepts for automated
systems.

1. Informing the user: Is the user actively informed by the automation regarding an
intervention?

2. Decision selection by the user: Does the user have to or can they choose one option
out of a set of possible actions?
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There are two concepts of decision selection. Either the user can choose from the full
set of actions, or the automation reduces the solution space to a certain set.

3. Decision reviewing by the user: Does the automation present a concrete decision,
which can or should be reviewed by the user?

If a decision is taken by the vehicle, a user intervention can be implemented using one
of the following options.

e The user can cancel or reverse the decision taken by the automation during execution.

e The user is given a finite period of time to place a veto before the automated execution
of the decision taken begins.

e The user has to agree to the decision taken by the automation before the automated
execution will begin.

These three types differ only in the duration given to the user for a potential veto. It is
less than or equal to zero in case of the cancellation concept and it is infinite in case of
the approval concept.

4. Implementation of user interventions: How are user decisions implemented in
relation to decisions taken by the automation?

The following three options show the possible range for this dimension.

e The decision taken by the human operator is only implemented if the automation
agrees.

e A mixture between the decision taken by the automation and the one taken by the
human is implemented.

e The human’s decision is always implemented, even if the automation does not agree.

The first dimension (informing) is needed for all interventions initiated by the automa-
tion. In addition, users can be actively informed if a decision does not reach sufficient
confidence and they should consequentially review it. This corresponds to design spaces
four and five of the previous section. The second dimension overlaps with design spaces
two, three and seven. In case of optional interventions, the automation can reduce the
set of possible actions by the described mandatory constraints, if it recognizes them
correctly. Dimension three corresponds with design space six of the previous section.
Based on various possible situations in road traffic, a long time for an optional veto to be
placed will not be applicable in every situation, which is why all of the described options
of this dimension can be relevant. The dimension of implementation is primarily relevant
for the lowest level of interventions as defined in Fig. 3, which is not considered in detail
in this paper. Design solutions can be created by combining the different dimensions in
their various forms. Not every combination is useful, but these descriptive dimensions
of interventions can be used to create new design solutions based on the design spaces
defined in the previous chapter.
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5 Discussion and Limitations

This paper presents a system of design spaces for user interventions in automated driving.
These design spaces derive from theoretical models and literature on human machine
interaction and cognitive engineering. We define the safe, time efficient, ecological,
and satisfying transport of human and/or load as the functional purpose of the system
consisting of a driver and an automated vehicle. This definition leads to a large degree
of complexity at its level of abstraction while it is still non-exhaustive.

AH as a method has limitations concerning automated control systems [20]. This
article addresses this limitation by considering the user as part of the system and thus
raising the analysis to a higher level of abstraction. We also included failures and the
monitoring of failures into our analysis.

Since this is a theoretical approach, the most important limitation is the lack of appli-
cable validation of the findings. Real world applications could lead to other findings,
even if the current literature reveals a dependency between parameters, maneuvers and
the functional purpose. Nevertheless, the results can be used to further structure future
developments in this field. In addition, there are numerous statements in existing litera-
ture that fully or partially support our results. Also, in some studies, initial concepts for
design spaces as described here have already been developed. For example, an option
for adjusting driving style was recommended multiple times [42, 56, 57], which is in
line with the findings of this work. Hecht et al. [58] describe alternative concepts for
settings in route planning, which can also be understood as a concept to optimize the
automated drive to the target function of the individual user.

First approaches of maneuver-based control have already been tested [9]. The focus
was usually not on optional interventions. This paper reveals a potential in these kinds of
interaction concepts for user-centered driving automation. As proposed, the maneuver
defines dominant parameters in most cases. Applying these to user interventions is to
be considered as a design space. However, it may make sense to partially switch to
other parameters e.g., because an alternative parameter might be easier to track for the
automation or to reduce the complexity of the interaction concept.

The described design spaces arise because of differences among user characteristics.
In turn this also means that not every design space useful for every user.

Based on the findings of this work, the criticism towards SAE J3016 presented in the
introduction can be expanded. SAE J3016 lacks a detailed description of interventions
and of how they affect transitions between different levels. However, this does not argue
against SAE J3016 itself, but shows the need of an extension of this taxonomy. It has
become clear that focus must be shifted from safety as the main evaluation criterion
to the overall target function of the individual user. Even if the system performs in an
ideal way regarding safety, a positive value can be added for some user groups through
optional interventions. Therefore, the driving task has to be disassembled into smaller
units than currently done by SAE J3016. As described above, it is reasonable to look at
the level of driving maneuvers and driving parameters.

With the identified design spaces implemented, complete takeovers of the driving
task can potentially be reduced. With this approach, there could be automation created
that integrates the driver in a situation-specific, proactive and user-centered manner to
(partly) avoid mandatory failures and to achieve optimal DX. For mandatory takeovers,
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the entire spectrum of failures should be considered. In addition, the driver could exploit
the optional space of action at any time, adapting to personal needs.

6 Conclusion

We have identified and described design spaces occurring beyond the scope of SAE
J3016. Our findings broaden its perspective and should be used for an extension and not
a replacement of the SAE J3016. Based on this, various alternative operating concepts
can be developed for (partially) automated vehicles. A concrete implementation of these
operating approaches and an evaluation of their real-world applicability is the reasonable
next step. We propose that the aim of future driving automation should be a frequent,
self-determined and variant-rich use of automation functions in order to fulfill users’
individual and situational needs. Safety is more important than driver satisfaction, but it
should not be the only criterion of evaluation. The option to adapt the automated drive
to users’ individual target functions via optional interventions can be used to improve
the driving experience of at least some user groups at every level of driving automation
described by SAE J3016.
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