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From Robots to Humanoids: Examining 
an Ethical View of Social Robotics 
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Abstract Technology enables robots to have a voice, interact with 
humans, and execute a series of commands through artificial intelligence 
(AI) and human–robot interaction (HRI). The notion that robots can 
surpass humans implies that they can become conscious through five 
human senses along with ethics as the sixth sense. The sixth sense of ethics 
in robots can produce an efficient and versatile humanoid. Therefore, the

L. D. Ampe-Nda · B. A. Payne · A. S. Arora (B) · A. Arora 
University of the District of Columbia, Washington, DC, USA 
e-mail: anshu.arora@udc.edu 

L. D. Ampe-Nda 
e-mail: loucace.ampe@udc.edu 

B. A. Payne 
e-mail: barbara.payne@udc.edu 

A. Arora 
e-mail: amit.arora@udc.edu 

© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2022 
A. S. Arora et al. (eds.), Managing Social Robotics and Socio-cultural 
Business Norms, International Marketing and Management Research, 
https://doi.org/10.1007/978-3-031-04867-8_2 

11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-04867-8_2&domain=pdf
mailto:anshu.arora@udc.edu
mailto:loucace.ampe@udc.edu
mailto:barbara.payne@udc.edu
mailto:amit.arora@udc.edu
https://doi.org/10.1007/978-3-031-04867-8_2


12 L. D. AMPE-NDA ET AL.

key concept that emerges in our chapter is the ethical dilemma of artificial 
intelligence (ED-AI) and addresses the question whether the sixth sense 
can play a role in the robotic paradigms and perform relationship-building 
behaviors with a positive interaction. 

Keywords Artificial intelligence · Consciousness · Human–robot 
interaction · Robots · Robotic systems · Ethical dilemma of artificial 
intelligence (ED-AI) · Technology governance · Sixth sense 

Introduction 

John McCarthy, an American scientist in 1950s, is considered a co-
founder of the field of Artificial Intelligence (AI) (Computerhistory.org, 
2016). Since then, AI has come a long way and for many years scientists 
have been developing robots that could behave like humans. The twenty-
first century seems to be fulfilling the desire of the previous generations 
to make our world more futuristic. For many years, scientists and philoso-
phers have been debating about the nature of brain and its relationship 
with the mind. This leads to some fundamental issues including claims 
about new futurist robots that do not care about the importance of what 
it is to be a human, the necessities to build conscious machines, or its 
implications (Boada et al., 2021; Signorelli, 2018). Smart speakers, such 
as Amazon’s Alexa, a virtual personal assistant, which is a wireless device 
with artificial intelligence can be activated through voice command. 
Through such AI algorithms, senses of these devices can measure up to 
some attributes when information is processed. AI enabled voice assis-
tants can service an individual based on commands and accomplishments 
of input and output experiences. Some virtual assistants can understand 
human speech and respond via manufactured voices . Consumers can ask 
their virtual assistants to manage calendars, to-do-list, and emails. 

Marx’s dialectical theory propagates that every phenomenon must have 
two sides. When enjoying a positive influence, one cannot ignore its nega-
tive influence, especially in the development of science and technology 
(Ma et al., 2018). Since Marx’s conception theories are to be understood 
as representations of socially regulated experience, theoretical critique 
here echoes Hegel’s remark that dialectical consciousness is not “pecu-
liarly confined to the philosopher,” so that it “would be truer to say
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that dialectic gives expression to a law which is felt in all other grades 
of consciousness, and in general experience” (Hegel, 1892, pp. 149– 
150). Computers with their vital components such as AI have evolved 
into super-machines. One of the essential principles of Marx’s dialectical 
theory shows the negative and positive impacts caused by all elements. In 
artificial intelligence, people enjoy positive interactions and at the same 
time, face the potential of taking over human intelligence. In voice, the 
merits of the theory include flexible interfaces for communication that are 
challenged by the ease of cyber-attack. The ethics field allows the anthro-
pomorphisms of robots, but it is set back by the dilemma of giving our 
inventions human identities. This paper is an exploration of the Ethical 
Dilemmas of Artificial Intelligence (ED-AI). Modern legislation is not 
yet prepared to face the reality of artificial intelligence developments, and 
there is no guarantee that people will be fully secure in the brand-new 
world. There is a dearth of research in the field of social robotics, voice 
assistants, robot ethics, and sixth sense (Ma et al., 2018; Signorelli, 2018; 
Smith, 2018; Harrison, 2018; Boada et al., 2021). To bridge the gap, 
this research has the following objectives.

• Examine a framework that would allow conscious machines to meet 
and surpass human intelligence and capabilities;

• Investigate the kinds of AI interactions that feel more natural and 
lead us in our progression from chatbots to avatars to humanoid 
robots with voice, gaze, sixth senses, and other anthropomorphic 
qualities; and

• Examine how the law and a set of HRI regulations develop ethics to 
protect humans and impute liability for the limitations and failure of 
artificial intelligence. 

This research consists of four sections. First, we focus on defining 
and describing artificial intelligence and how AI interacts with humans 
through voice assistants, displaying consciousness using sixth sense. 
Second, we examine how AI has impacted and continues to influence 
consumer behavior through robot ethics, consciousness, and anthro-
pomorphism. Next, we utilize the Ethical Dilemmas of AI (ED-AI) 
framework to explore the benefits and risks associated with using the 
ethical approach in AI and social robotics. While there are always risks 
associated with social-ethical robotics, ED-AI has become an essential
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key to success today. Finally, we discuss the positive influences that 
ED-AI (through the utilization of social robotics) framework will have 
on business-to-business relationships, as well as business-to-consumer 
relationships. 

Theoretical Background 

AI still needs a considerable leap to reach the level of human intelligence. 
Aspects, such as autonomy, reproduction, and morality, make modern 
machines different from humans (Signorelli, 2018). It is necessary to 
understand how the human brain works and what our moral boundaries 
are to compare humans to AI. On the other hand, some researchers argue 
that AI is capable of all human activities, even those involved in creativity 
and interaction. Smith (2018) describes the world of Alexa robot, like a 
real human that can perform tasks people are not able to do. Machines 
take the shortest route between data input and output (Ma et al., 2018; 
Coeckelbergh, 2022). The human brain tends to follow a sequence of 
steps before arriving at the desired outcome. 

AI has some limitations and deficiencies especially in the context of 
situations involving ethical dilemmas where human lives are endangered. 
In such instances, humans are replaced by machines to achieve efficiency 
(Ma et al., 2018). New technology has discovered that ethical (sixth 
sense) robots are a revolutionary way to engage and interact with humans. 
According to Horningold (2019) and Coeckelbergh (2022), new tech-
nology often involves new arrays of sensitive material and machine 
learning algorithms to fill in the gaps. However, cloning this sophisticated 
sense can pose a challenge for robots. Researchers at a Swiss Univer-
sity created a bionic hand that gives amputees a “close to nature touch” 
that reproduces the feeling of proprioception (Nichols, 2019). The device 
stimulates nerves that provide sensory feedback in real-time. Though the 
challenge was to have similarities with human sense, the development of 
using the model is observed to provide a solution through the senses. 
Robots are machines capable of sense, plan, and act with human interac-
tion. Robots need sensors to mimic social abilities and enhance their task. 
When robots have sensors, this allows them to reach and explore beyond 
human capabilities.
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Artificial Intelligence and Social Robotics 

Marx’s dialectical theory is one of the critical theories that is appli-
cable and relevant in the domain of social robotics. In essence, this 
theory is concerned with the multifaceted nature of the phenomenon in 
all life aspects and the need to consider all these when engaging with 
fellow human beings and the more recent trend of artificial intelligence. 
Specifically, in relation to artificial intelligence, there are various inherent 
positive and negative facets, and it is essential to consider both dimen-
sions to develop a balance (Walker, 2012). While there may be the benefit 
of better analytics and augmented functions, there is also the ethical 
conundrum of application. 

Social Robotics and Voice or Sixth Sense 

Humans have an innate tendency to anthropomorphize surrounding 
entities and have always been fascinated by the creation of machines 
endowed with human capabilities and traits (Hudson & Mankoff, 2014). 
The example of the hierarchy paradigm below consists of gathering 
and processing data received through a robot’s sixth sense sensors. The 
processed data are used to demonstrate the human and robot interaction. 
The model established a set of symbols collected by predictions that can 
be operated by a logical system with humans to robotic machines. Once 
a suitable set of actions has been made, this helps executes the effect by 
changing a high-level command (voice) to mid-level (sense) into low-level 
commands (act) using a robot cognitive system. The process is repeated 
continuously until the primary goal of human interaction and AI has been 
achieved. The goal is to create robots that can interact with humans and 
move around in unity while understanding the series of voice, sense, and 
act. 

Further, the testing of human–robot interaction through social 
behavior has been analyzed to be natural and familiar. The “voice, sense, 
and act” (see Fig. 2.1) provide a communication channel through which 
action can coordinate and control any information distributed from 
humans to robots. According to researchers at Nanyang Technological 
Institution in Singapore, after interpreting the voice command (voice), 
a series of control data for performing tasks are generated (sense), and 
the robot finally performs a task (act) (sciencedirect.com). In the later 
sections, an AI machine named “Alexa” is described that can function
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Voice Sense Act 

Fig. 2.1 Hierarchy Paradigm based on Voice, Sense, and Act 

and communicate with humans through voice, sense, and act processing 
systems. 

Social Robotics and Anthropomorphism: 

Exploring Robotic Consciousness 

As AI gradually bridges the gap with human intelligence, it is necessary 
to explore significant aspects that raise ethical dilemmas associated with it 
Robotic consciousness is the ability of robotic machines to interpret and 
to analyze data similarly to human beings. Since humans develop artifi-
cially intelligent systems, this essentially translates to an ultimate situation 
whereby robotic intelligence fully surpasses that of humans. This char-
acteristic is further established by the recent unconscious wave of the 
anthropomorphism of robots. 

In past cases, artificially intelligent robots that were programmed with 
languages initially began to communicate, but it was sometimes impos-
sible to decode by human developers. The study had to be stopped 
immediately with questions arising on the limitless competency of robots 
(Kiggins, 2018). Since limitations, such as human control and reliance 
on human intelligence, are currently dictating the course of robotics, 
robots are still under the control of humans. However, equipped with 
so many limitless capabilities, it is a case in point that it might take 
only a few years before robots completely surpass human capabilities. 
The consciousness of robots remains a dilemma in the technology field 
due to the frequent upgrades of these systems to make them as close to 
human as possible. Strong illustrations include Sophia, a robot equipped 
with machine learning program (Knox el at., 2019; Belanche et al., 
2021; Coeckelbergh, 2022). Sophia was made the first robot citizen 
of Saudi Arabia, giving her probably more rights than local women. 
Along with her, Bina48, Philip, and Han are famous humanoids from 
Hanson Robotics located in Hong Kong. They are preprogrammed to 
hold a conversation using machine learning, natural language processing, 
and animated robotic software, even if they don’t fully understand the
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meaning of everything. These inventions are almost better than the 
average human teacher. Along with characteristics of competence and dili-
gence, these systems might gradually be absorbed, hence, negating the 
need for human tutors completely. 

Conceptual Framework 

Advancements in science and technology have led to the use of arti-
ficial intelligence that has impacted human lives. Innovations such as 
smart speakers and smart robots use artificial intelligence to conduct 
their duties. Ethical dilemmas surrounding the use of artificial intelligence 
revolve around consciousness, ethics, voice, and sixth sense. 

There are concerns as to whether positive moral thinking can be 
achieved by improving learning algorithms or computational capability. 
These improvements may not necessarily make a machine conscious 
(Signorelli, 2018). Attempts to develop sentient machines are a wrong 
approach, as is trying to make them surpass humans. According to 
Signorelli (2018), futurists talk of super-machines that exhibit human 
characteristics without pausing to think about what it entails to be human. 
It is preposterous for science to emphasize anthropogenic presumptions 
or compare the intelligence of humans and robots. 

Questions may arise on who will bear the responsibility for damages 
caused by the robots. A self-driving car and a surgical robot may cause 
a road or a medical accident, respectively. The law may regulate these 
incidents after they have occurred, but the damage will have been done. 
The deficiencies in the use of artificial intelligence may put the lives of 
people at risk. The use of smart speakers such as Alexa may expose the 
financial and personal information of people to hackers. 

The voice of a social robot or a personal assistant in a smart speaker 
may be hard for listeners to understand. It may happen to persons who 
come from non-English speaking countries. There is also a chance that 
some listeners may feel offended by the accents or dialects adopted by 
the personal assistant on smart speakers. 

Ethical Dilemmas of Artificial 

Intelligence (ED-AI) 

The Ethical Dilemmas of Artificial Intelligence (ED-AI) framework (see 
Fig. 2.2) supports Marx’s dialectical theory. Robots are vital elements of
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the scientific and technological fields that have proven their various irre-
placeable positive influences (Walker, 2012). These include the conscious-
ness of robots and the ease of anthropomorphism due to their similarity 
with real humans, such as voice and physical attributes. The dilemmas are 
levied by the limitless power of robots that can be consciously harmful 
in ethical terms. This observation means that the disadvantages might 
eventually outweigh the benefits. 

The idea of Artificial Intelligence (AI) has been developed to a miscel-
lany of controversial viewpoints regarding the current challenges of 
Human-Robots Interaction. A significant quantity of successful projects, 
already allowing the implementation of smart applications to optimize 
routine work, has proven that despite a range of capabilities machines 
afford, the measurement of their interference into real life is a complex 
riddle on the crossroads of scientific fields. Social interaction with robots 
should be discussed in the perspective of ethical challenges. For example, 
a self-driving car possessing consciousness is programmed to optimize the 
route in certain traffic conditions, although it could be challenging to 
measure the legal responsibility of a machine in case of a traffic acci-
dent. The human factor of immediate decision-making enables people 
to mentor robots, not vice versa. A sensor of a smart robot, which 
possesses certain anthropomorphic qualities, cannot be treated the way 
human senses are. Thus, artificial intelligence remains an object of direct 
human control. On the contrary, the evaluation of actual capabilities of 
the brain of robots enables people to optimize and automatize routine 
duties to such extent, that several jobs will be transferred to machines 
only. Curious management issues may be proposed here for negotiation: 
How is it possible to teach a machine the difference between human 
unemployment and robot leisure? Perhaps, the machine learning to 
generate human preferences through cases (algorithms for robot under-
standing) may be experimentally practiced as a precondition to effective 
mutual understanding. Therefore, a direct co-operation, and, conse-
quently, communication with subjects of artificial intelligence have already 
become the crucial challenge people have ever had in management. 

There is no doubt the numerous advantages of the successful imple-
mentation of smart technologies should not be underestimated. Never-
theless, the exploitation of artificial intelligence will lead to pending 
ethical problems regarding the future of human–robot coexistence: partial 
unemployment, inequality, behavioral dependency, insecurity, legal regu-
lation, and original creativity (Bossmann, 2016). The management of AI
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CONCIOUSNESS  
An aspect of the brain function 

and the state or quality of 
awareness involving humans’ 

unique thoughts, feelings, 
sensations, and environment. 

SENSES (HRI) 
Artificial Intelligence enables 
Human-Robots Interactions 
through senses for a more 

natural feel. Progression from 
chatbot to avatar, to 

humanoid, with 
anthropomorphic qualities.   

ETHICS (SIXTH 
SENSE) 

The use of 5 types of smart 
 applications: Traffic, 

Medical, 
 Financial, Business, 
Security; Technology 
governance, laws and 
human/robots rights. 

ED-AI 
Ethical 

Dilemma of 
Artificial  

Intelligence 

Fig. 2.2 ED-AI Framework in Social-Ethical Robotics exploring Sixth Sense: 
How “Robot Ethics” impacts “Robotic Consciousness / Anthropomorphism” 
and “Voice” 

performance is currently a scantily investigated topic, which integrates 
a range of approaches and sciences. Therefore, an immediate need for 
a human–robot relationship solution remains the key point of modern 
ethical studies. 

Voice Assistants, Consciousness, and ED-AI 

There are various aspects of social robotics that need to be evaluated to 
achieve the envisioned objectives as enshrined by AI. In essence, a scenario 
where technological advancements, including social robots and smart 
speakers, can be programmed to adhere to ethical standards, they manifest 
consciousness that can enhance human–robot collaboration (Ma et al., 
2018; Belanche et al., 2021). However, the concept of voice assistants is
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characterized by various ethical dilemmas that are inherently attached to 
their functionality. Thus, we offer the following proposition. 

Proposition 1: When technological advancements such as smart speakers 
and social robots follow ethical standards, they exhibit consciousness for better 
human–robot interaction. 

ED-AI: Relationship to Robotic 

Anthropomorphism and the Sixth Sense 

Social robots are considered an entertainment relationship with anthro-
pomorphism and have evolved into social interaction with humans. For 
example, supposedly, the paradigmatic shift emphasized the role and 
importance of the body and the environment in the cognitive competence 
of robotic agents, that leads to giving more considerable attention to the 
social environment as a fundamental factor in cognitive capabilities and 
development. Therefore, the goal is not merely to artificially reproduce 
the social intelligence of human agents but centralize personal informa-
tion with social robots (Belanche et al., 2021; Damiano et al., 2015). 
Additionally, the idea is to actively include users in the social perfor-
mances and presence of a robot by controlling robotics agents that inspire 
users to feature human feelings and mental states to robots, which should 
enhance and encourage social interactions. Thus, we offer the following 
proposition. 

Proposition 2: When machines/robots are considered as intelligent, 
humans anthropomorphize robots due to a robot’s association to voice and 
consciousness. 

Ethics and ED-AI 

Ethics are correlated with the ethical dilemma of AI in many ways. As 
AI systems move toward attaining human intelligence, discussions, and 
laws are recognized and pushed for the robots’ rights like the citizen-
ship of robots. While this is a feasible appreciation of robotic qualities, 
it is vital to understand the massive progress that the field continues 
attaining (Belanche et al., 2021; Kiggins, 2018). By allowing robots with 
this kind of power, a dilemma arises, whereby total robotic conscious-
ness is a factor that can provoke human oppression. Thus, we offer the 
following proposition.
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Proposition 3: When machines/robots are considered as intelligent, 
humans begin to recognize robot laws/rights and ethical standards for robots 
and other robotic systems. 

Discussions 

Companies worldwide need to understand and utilize social-ethical 
robotics so they can thrive in the new age and reach maximum consumers. 
Our research can guide this task by explaining AI, social robotics and 
ED-AI, and illustrating why companies will need new strategies and 
actions in this new ED-AI era, especially dealing with social robotics, 
sixth sense, and AI. Business managers can use this information to differ-
entiate themselves from their competitors. Taking into consideration the 
fact that advanced machines already exist, it can be inferred that robots 
may develop a better communication process with humans over time. 
Machines’ interactive abilities allow them to take on the position of a 
professional advisor. Humans develop trust only if an object is in prox-
imity and capable of maintaining eye contact. Such robots are more 
efficient in targeting the advertisement and search for the best option 
when it comes to investments, shopping, or travel planning. 

The interaction of the Ethical Dilemma of AI and Voice has posi-
tive impacts, such as better communication and the ease of user access; 
however, the negative impact is ease of hacking and data breach. Better 
communication means consumers can use the intelligent systems to 
maximum potential, while also dealing with data security problems. The 
lack of ethical standards is challenging for everyone who uses social robots 
such as Alexa at home or at their workplace. Users become accustomed to 
a machine for so long that they can suffer separation anxiety or psycho-
logical trauma when the perceived emotional support is no more. It is 
dangerous to move too soon or too late as for the implementation of 
robot ethical rules. Sometimes the laws can obstruct creativity in tech-
nology. On the other hand, pushing for laws at a late stage of technology 
development can make those laws outdated too soon since the world of 
technology progresses at a rapid rate. 

Both consciousness and anthropomorphism relate to ethical dilemmas 
by presenting merits, including cognitive computing that are hindered 
by the insecurity that this feature brings. Although computers enhance 
processes by learning from inputs, this enlightens programmers to their 
ability to surpass human intelligence. Ethics explores the probability of



22 L. D. AMPE-NDA ET AL.

AI systems to execute smart applications in hospitals, traffic regulation, 
and business settings. An emerging issue is the exploration of the citi-
zenship of robots, a factor that might negate the control of humans over 
robots. The US IEEE standard is a global initiative that mandates that 
all things robotics should have protocols regarding security and privacy 
issues (IEEE, Robotics and Automation Society, 2019). 

Modern AI machines still are not on the same level as humans. For 
example, Tailor Brands can develop unique logo designs based on the 
customers’ preferences for a low price, which is a perfect solution for 
low-cost startups and shows that AI really can perform creative tasks 
learning from itself and people, which is called cognitive computing. 
The creativity of the system is limited to algorithms that evaluate the 
customer’s descriptions and choices. As a result, the outcome may not 
evolve into a successful and outstanding logo, which is the main goal of 
designers (Avery, 2018). There is also no guarantee that such assimilation 
of machines into our daily lives will be safe in terms of rights. For example, 
if the machine advisor makes a mistake, there may be no one respon-
sible. The existing legislation does not presuppose such cases. Thus, the 
probable solution depends on the ethical dilemma of artificial intelligence, 
which considers whether machines are treated as humans, which is still an 
unresolved issue. The British Standard guide to the ethical design and 
application of robots and robotics systems allow roboticist and designers 
to perform an ethical risk assessment of these artificial agents (Villaronga, 
2019). 

Sophia is AI in its infancy stage, heading to artificial general intelli-
gence (AGI) (full human intelligence), which has not yet been achieved. 
At this stage, robots will be able to communicate with each other while 
sharing data through the AI mind cloud. Hanson is raising Sophia like 
a safe and good AI child. Some are against it and call her a puppet and 
a deceiver. Others think she may be doing more harm than good. The 
ethics lines are blurred, so there is a push for responsible foresight in the 
AI industry. There is a rising wave of AI ethicists dedicated to seeing AI 
and technology develop responsibly. If the desire is to make robots in such 
a way that there is reciprocal love or a human connection, people might 
be setting themselves up for disappointment. Nevertheless, Hanson said if 
we do not humanize robots and make them part of our family, the future 
might be frightening. 

AI with sixth sense will have a more significant impact in the following 
decades. Researchers in Poland have developed AI with a sixth sense:
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giving the ability to tell the difference between iris scans from living 
and dead people with a 99 percent accuracy (Harrison, 2018). Such 
advancements can potentially be the new algorithm for futuristic tools. 
The common-sense rule is that AI will not fully operate without human 
interaction. AI should not be treated as a single system; instead, it 
should be integrated with different solutions and capabilities (Stancombe, 
2018). There should be a plan to have all five senses working together if 
humans want to replicate human intelligence in AI machines, along with 
development of sixth sense in intelligence automation. 

At this point, research has demonstrated that AI still could not surpass 
humans in many areas. Its implementation is limited to human assistance 
rather than performing independent tasks. AI still has a massive potential 
in HRI. The higher the measure of consciousness, the higher the value. 
Although it may be harmful as there is no legislation securing human 
rights with the involvement of machines, taking control of the work 
of AI will eliminate the margin of error, hence the implementation of 
technology governance. Otherwise, it may cause much harm to humans. 
Cognitive and mental simulations can enhance robot’s resilience to 
errors/failures (Boada et al., 2021; Bongard et al., 2006; Coeckelbergh, 
2022; Vanderelst & Winfield, 2018). 

Conclusion 

As the world advances toward full adoption of artificial intelligence in its 
various forms, including voice assistance, consciousness, ethical dilemma, 
and sixth sense, there is a need to consider all the factors surrounding the 
phenomenon. Artificial intelligence is a significant aspect of the devel-
opment of computers due to the range of merit it has generated. In 
essence, this is based on Marx’s dialectical theory, which seeks to estab-
lish the various dimensions of the positive and negative aspects of AI. 
Ethical standards are imperative in the making of conscious and anthro-
pomorphic machines and in the interaction of humans and robots. We 
shed light on a new generation of ethical robots and their technological 
governance. The robotics industry and the laws that govern them have 
some ground to cover because there is no consensus on how to legis-
late and regulate the robotic social sphere. There are many reasons to 
be cautious, as well as be hopeful in the progression of AI development. 
Therefore, designers/programmers must take control to ensure that Arti-
ficial Intelligence works toward generating more benefits than provoking
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harm. This research can go further and has the potential of adding the 
conjunction of emerging sophisticated ethical machinery with transferable 
human to robot interaction. The desire to invent a sixth sense robot has 
been emerging quickly. The advancement of technology has engineered 
a milestone in the development of sixth sense technology. The advance-
ment of sixth sense technology integrated with other intelligent systems 
will usher in a new era in human–robot interaction. 
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