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Abstract In this chapter, we analyze and mutually compare the most used objective
tests in computer science courses in Learning Management Systems (e.g., Moodle)
and MOOCs. We outline their advantages, technical limitations, and ethical chal-
lenges.We also consider test feedbackmechanisms that facilitate continuous learning
for students as well as the identification and recognition of possible evaluation
mistakes of the system of AI-supported methods for automating objective tests in
programming. These tests come with a range of technical challenges to promote
students’ empowerment and support their autonomy in the learning process. There
are also ethical challenges that arise when a human evaluator is replaced by soft-
ware. We discuss and analyze these tests and focus on identifying and mitigating
the context-specific ethical challenges. A clearly defined form of evaluation also
checks and promotes students’ integrity and genuineness in summative evaluations.
Contrarily, in formative evaluations, automatedobjective tests should help tomotivate
students to commit to the learning process.We emphasize the essential characteristics
for these tests to correctly provide these two types of evaluations in courses.
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12.1 Introduction

The demand for professionals with programming skills and most recently AI skills
is constantly growing. We observe an ever-increasing number of students in both
face-to-face and online engineering and programming courses. Yet, the number of
lecturers and teaching assistants does not keep pace with the student demand. As a
result, the number of students per course increases, leading to massification issues
most evident in the Massive Open Online Courses (MOOCs). One of the issues is
related to student dropout and disengagement, mostly due to the lack of motivation
(see, e.g., [80]).

Interlaced with this problem is the issue related to the effective and continuous
assessment of the students’ progress in time. In order to determine students’ compe-
tency in achieving curriculum expectations, summative tests assess what has already
been learned and is often done at the end of the unit, period, or course. Ultimately, the
goal is to assure the assessment is meaningful to support well-designed lesson plan-
ning. The assessment should be both consistent and valid aswell as fair to all students.
By fair, we mean impartial and just without favoritism or any kind of discrimination.

Technology can assist us in providing authentic cross-curricular assessment
through the use of online education platforms as an aid to the teaching in the
classroom as well as a support of the courses held completely online through,
e.g., Learning Management Systems (e.g., Moodle1) or MOOCS. In such plat-
forms, objective tests are the most common way of student evaluation. They are
automatically evaluated providing interpretive reports. The strengths of automated
tests, among others, include objectivity, consistency, speed, and 24 h availability
[4]. Other ICT technologies in assessment that are out of the scope of this chapter
include AI-based robotic process automation, machine learning, pattern matching,
and natural language processing; all of these giving new perspectives to the Tech-
nologies Enhanced Learning (TEL), especially for exam and progress evaluation
(see, e.g., [39]).

In this chapter, we analyze and mutually compare the most used objective tests in
computer science (CS) courses taught online. We outline their advantages, technical
limitations, and ethical challenges. We also consider test feedback mechanisms that
facilitate continuous learning for students. These tests and their feedbackmechanisms
come with a range of technical challenges to promote students’ empowerment and
support their autonomy in the learning process.

There are also ethical challenges that arise when a human evaluator is replaced by
software (fairness, transparency, bias, explainability, etc.). Numerous ethical guide-
lines and some laws (e.g., GDPR in the EU) are being proposed to ensure that the
use of personal data and automation of human tasks are done ethically. Of particular
concern is the possibility for an automated process to introduce or reinforce bias in
society, or operate unjustly, cutting stakeholders and users from the ability to correct
introduced mistakes. Although some general principles can be outlined for all TEL

1 Moodle; http://www.moodle.org. Accessed 1 July 2021.

http://www.moodle.org
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solutions, there remains the need to discuss and analyze them in a specific context
and focus on identifying and mitigating the context-specific ethical challenges.

Nonetheless, objective tests serve more roles than just establishing whether the
student has given a correct answer to a problem. A clearly defined form of evaluation
also checks and promotes the integrity and genuineness of a student (e.g., prevent a
student gaming the system) in a summative evaluations context. On the other hand,
in a formative evaluations context, objective tests should help motivate students to
commit to the learning process. We emphasize the essential characteristics for these
tests to correctly provide these two types of evaluations in computer science courses.

Our methodological approach to this overview is drawn from three main concerns
from the point of view of the students and the teachers using objective tests in auto-
mated grading of computer science courses: their advantages, limitations, and ethical
challenges. As such, this chapter is not intended as a review of the current state of
research in objective tests but is rather an overview capturing key aspects of objec-
tive tests in automated grading of computer science courses. It is intended both as
introductory material for the researchers in the field as well as for the teachers using
objective tests in automated grading of their computer science courses. The method-
ology encompasses objective test development and design activities, a description
of challenges to sustain their efficient and effective use, and applicability criteria
outlining the kind of learning outcomes and tasks that can benefit from them. This
chapter is organized as follows. In Sect. 12.2, we give an overview of learning assess-
ment and online objective tests in automated grading of computer science courses.
We discuss the differences between assessment and testing, and subjective versus
objective assessment. We give five principles of testing and assessment that will be
used as key performance indicators in the evaluation of objective tests. In Sect. 12.3,
we categorize objective tests, while in Sect. 12.4, we discuss bias, ethical issues and
explainability in objective tests in automated grading of computer science courses.
Finally, in Sect. 12.6, we consider open challenges and discuss the requirements for
future proactive automated grading systems.

12.2 Background

Student learning outcomes are the knowledge, skills, attitudes, and values that
students obtain in a course. These outcomes identify the obtained student’s abili-
ties and aptitude related with the learned material at the end of the course as well as
the value of the learning process. Based on the hierarchy of cognitive-learning levels
of Bloom’s taxonomy [6, 16], cognitive domain can be divided in: (i) knowledge
of specific facts and conventions that is the lowest-level of learning shown through
remembering of previously learned material, (ii) comprehension or understanding,
(iii) application or the ability to use the learned material in a new and concrete situa-
tion, (iv) analysis or the ability to break down the learnedmaterial into its components
to analyze their relationships and to recognize underlying organizational principles,
(v) synthesis or the ability to resolve contradictions and to create a new whole by
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mutually assembling the parts, and (vi) evaluation or the ability to judge the value
of compiled material for a given purpose.

The necessary cognitive skill required in higher-education computer science
courses is to understand basic programming concepts, principles, and paradigms, i.e.,
the main constructive elements for writing program code. However, understanding
the concepts and principles does not assure the capacity to write computer programs,
which requires extensive practical experience and skills. To acquire them, a student
should develop a higher-level knowledge by applying the guiding concepts, princi-
ples, and paradigms on simple programming tasks, analyze the code for debugging
tasks, and synthesize the code in advanced programming assignments.

12.2.1 Differences Between Assessment and Testing

Testing serves to determine final grades or to make promotion decisions, to identify
the areas that need improvement or stronger emphasis or where the curriculum is
weak, to motivate students to study and to communicate to students what material is
important (see, e.g., [58].

Conventional classroom tests are performed in a given limited time in a written
or oral form to measure the learning process at a specific point in time. Assessment
is a broader concept of testing where a teacher uses a range of continuous-learning
procedures to evaluate the learning process and includes both formal and informal
observable measures for judgement (see, e.g., [15, 61]. It is a continuous process in
which measurable and clear student learning outcomes determine how well student
learning matches expectations (see, e.g., [19, 89]).

We can distinguish formative (used during the teaching process), summative
(measuring long term academic goals, mostly used for grading, e.g., midterms and
final unit tests and projects), and diagnostic assessments (used to get prior knowledge
on students and to plan future instruction, e.g., a test before a course).

Formal assessments are strict and specific testing procedures and rules, e.g., a
standardized test such as the SAT), while informal assessments lack supporting
data and use normal classroom testing procedures. Performance-based assessments
assess student’s ability to complete work in an academic task, e.g., the design of an
application for a computer programming class.

From the point of view of administering the assessment, it can be an individual
or group assessment. Norm-referenced assessments are based on a comparison of
students against similar demographics.
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12.2.2 Objective Versus Subjective Tests

Generally, we can divide test questions into objective and subjective ones. In an
objective question, a student should select the correct response from several alterna-
tives or provide a short answer or complete a statement. Subjective questions, on the
other hand, allow for an extended original answer to a question in terms of an essay,
a problem solving or performance answer. Choosing between objective or subjective
tests depends on the learning objective that we want to measure.

Automated assessment requires questions that can be marked objectively. There
is no objective assessment in the absolute meaning of that word. Each assessment
performed by a human is made with inherent bias built into decisions about relevant
subject matter and content. If a teacher is not cross-culturally sensitive, further bias
related with socioeconomic status, age, disability, cultural background, ethnicity,
religion, gender, and sexual orientation may occur (see, e.g., [53, 72]).

However, in addition to these biases, subjective assessment is further limited by
individual evaluators that can rate the same exam differently over time. The lack of
anonymity as well as handwriting and grammar can affect the grading process (see,
e.g., [71]).

The presence of marking bias requires either the use of multiple assessors for each
student, or standardization of marks between assessors, to minimize the problem.
This problem is related to intra- and inter-rater reliability.

For a teacher, subjective questions are generally easier and faster to construct than
most objective questions. Students with good writing skills will generally perform
better in subjective tests. Moreover, due to the extent of time required to respond to a
subjective question, the number of the questions in a subjective test is generallymuch
lower than the same in an objective test. In the case of lack of penalties, objective
tests can be correctly answered through blind guessing, while subjective tests can be
partially responded through well-written bluffing.

For some learning purposes, objective or subjective tests may provemore efficient
andappropriatebutbothcanmeasure similar content and learningobjectives.Students
respond almost identically to both tests covering the same content (see, e.g., [42]).

12.2.3 Five Principles of Testing for Assessment

The five commonly recognized principles of testing and assessment are: validity,
reliability, authenticity, practicality, and washback.

Validity

There are multiple definitions of validity in the literature that seem to be evolving
(see, e.g., [64]). One of them is that validity considers the extent to which inferences
made from the scores on a test are appropriate, meaningful, and useful for the purpose
of the test [55]. Airasian [2] defines validity as the degree to which assessment
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information permits correct interpretations of the desired kind. In general, validity
concerns accurate measuring of what we aim to measure through test results; it is a
measure of fitness for the decisions that will be based on those scores.

Reliability

Reliability is related to the degree of consistency of test scores or the degree to which
they are free from various types of chance effects and errors of measurement (see,
e.g., [24]). Reliability considers the likelihood that a student’s score would change
if that student repeated the same test or took another version of the test.

Reliability can be classified into student reliability (factors that affect a student’s
state of mind in the testing process resulting in an inaccurate test score), intra-rater
reliability, i.e., how consistently the teacher scores individual tests in the class due
to, e.g., fatigue, imprecise marking criteria, or student bias, inter-rater reliability,
i.e., how criteria change from one teacher to another evaluating the same class tests,
and test reliability, or how much, if a test is to be taken more than once, two or
more equivalent forms of the same test mimic one another while being sufficiently
different to avoid for the student to look up the answer.

Test reliability can be improved by clear task instructions. If the instructions are
clear, themarkswill bemore consistent because the taskmakers knowwhat to expect.
Clear assessment criteria and scales are another way of increasing reliability because
if the raters knowwhat they need to focus on in marking, they will have high levels of
agreement. The reliability is also increased by training teachers/examiners to deliver
tests and score tests in a consistent way.

Clear assessment criteria and scales are supported by an analytic scale that breaks
down the holistic scale based on certain criteria, and it facilitates reliability as the
teachers can follow the scale in marking a test taker.

Authenticity

Authenticity relates to how closely tested material matches authentic challenges
and conditions of real-world applications that students will encounter outside the
classroom, i.e., authentic tasks in authentic contexts closely related to work done in
the real world that students may engage in once they leave the class. Authentic tests
involve engaging problems or questions of importance, error-free representation of
the real-world context or field of study, and challenging tasks, among others (see,
e.g., [97]).

As an example, problem-based learning (PBL) develops higher-order thinking
skills by providing students with authentic and complex tasks that take place in real-
world settings. However, multiple choice questions are not a particularly authentic
testing method in checking the programming knowledge nor are they appropriate as
predictors of real-world training criteria.

Practicality

Practicality relates to test logistics such as development time, scoring time, budget,
resources, feedback delivery and administration issues including the means of test
evaluation. A test is practical if it respects budgetary limits, it can be performed
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entirely within the given test writing time, requiring not more than available human
and material resources for both design, test monitoring, and scoring (see, e.g., [20]).

Washback

Test impact or washback relates to the direct effect of the test on learning and is the
feedback given to students following a test or assessment. The best way to improve
the impact is to test those abilities whose development you would like to encourage
and not necessarily what is easiest to test. The challenge here is transmitting the
results in a positive way that does not overwhelm the student in the most adequate
form.

Formative feedback is aimed at helping students to improve their skills. Keuning
et al. [63] give a systematic literature review of automated feedback generation for
programming exercises in 101 tools to find out what kind of feedback is provided,
which techniques are used to generate the feedback, how adaptable the feedback
is, and how these tools are evaluated. They argue that feedback mostly focuses on
identifying mistakes and less on fixing problems and taking a next step while the
tools are not easily adaptable by teachers to their own needs.

To conclude, an effective and efficient test should test what it sets out to test
(validity) while producing scores that can be trusted (reliability) and supporting
learning (positive impact). However, it should be practical to develop and deliver.

The gender and background of the learner as well as personality traits could affect
the way they perform (see, e.g., [85]).

12.2.4 Online Educational Assessment

Both examiners and students usually prefer online testing because of the convenience
of the online platforms.

The ever-increasing number of online courses and MOOCs requires the use of
techniques and methods to assess online learners. Although the use of computers
brings many benefits for teaching [14], the very context of online education makes
online assessments problematic and difficult for teachers. Indeed, learners are
increasingly more numerous (often several thousand in the case of MOOCs), and
they are in a distance learning context, both distant from other learners and teachers.
Therefore, it becomes difficult to assess some elements which were first rather easily
observable, like learner’s participation or effectiveness regarding a specific task (e.g.
is it really the learner who performed the task?). Furthermore, the formalism induced
by learning systems hinders the evaluation of learners’ competencies. Common ques-
tions we face when setting up such online courses are for example how could several
dozens of a learner’s open text responses be evaluated or how could soft skills be
assessed in online training as well?

These issues are emphasized by the fact that classical assessments have been
carried over online courses. Notable among those is the evaluation by tests that
reports the result of a reasoning process (answer to a problem, closed question, etc.).
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They are poorly suited to the assessment of skills and give little to no information
about the reasoning behind the given result. However, online grading is fast during
the actual grading phase, but some of this benefit is offset by the additional overhead
prior to online grading [23].

There is also online homework, which is a more complete approach than a simple
test since it requires learners to produce an authentic document. However, due to the
context of online courses, they are difficult and time-consuming to set up for mass
training courses, and this raises important questions regarding learner’s honesty.

Consequently, several new modalities have emerged these last years to tackle
these issues, mostly shifting the focus of examination towards the students. It is
the case of ePortoflio assessments for example, which propose an increased range
of evidence such as video, text or even audio, to facilitate assessment and bring
meaningful information for learners [99]. Nonetheless, widely used modalities are
peer evaluations (e.g., [60, 92, 100]), where learners contribute to the grading of other
learners, thus increasing their engagement and mobilizing their skills, particularly in
MOOCs [74], and self-assessment were the learners grade their own assignments.
Additionally, these two modalities bring strong formative feedback [93] and are
already in use, for example, in Coursera and EdX.

Moreover, researchers in Learning Analytics (LA) and Educational Data Mining
(EDM) explore the new possibilities offered by the online educational environment
bygathering and analyzing learner data in order to answer assessment issues. Through
this data, it is possible to gain knowledge regarding learners’ knowledge andbehavior,
as well as bringing new feedback both to learners and teachers [47, 95] and even
grade them based on their activities [50]. While EDM relies heavily on the machine
to perform analyzes (e.g. clustering), LA is a more involving process per se, and
attempts to include at least teachers in the analysis and thus, presumably, better
encompasses pedagogical expectations [45]. Either way, EDM and LA are useful for
proposing indicators [34] and/or dashboards [29] to teachers and/or learners, which
are profitable to understand a learning situation. These approaches are particularly
interesting because many learners’ activities can be observed, particularly those that
are spread out over time (e.g. mobilization of soft skills in group work) and they have
a high prospect regarding the sharing and the re-usability of analyzes across online
courses and online systems [67, 78].

Finally, it has to be noted that the context of the COVID health crisis has high-
lighted once again the limitations of conventional assessments modalities in demate-
rialized environments [79]. The most notable limitations teachers face are an impor-
tant amount of plagiarism and cheating from their students, thus preventing teachers
from assessing students’ skills, and the difficulty to adapt their tests and evaluation
for online teaching is mostly due to the lack of guidelines. Nonetheless, the use of
automatic processes to provide automatic correction or feedback in online teaching
is steadily becoming more important [9], and maybe a part of the solution.
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12.3 Automated Objective Tests

An objective test is a test consisting of factual questions requiring usually short
answers that are either correct or incorrect. These answers can be quickly and unam-
biguously scored by anyonewith total reliabilitywith an answer key, thusminimizing
subjective judgments by both the person taking the test and the person scoring it.

Objective tests are most suitable for use at lower-order cognitive levels such as
memory, basic comprehension and application of numerical procedures but it is also
possible to design these tests to test higher-cognitive levels.

Objective assessment is a generic term referring to tests that can be marked with
complete reliability as there are clear right andwrong answers.Objective assessments
can be summative, where marks are used to calculate a final grade for the student,
or formative, where student efforts are met with feedback on their performance that
does not directly contribute to final grades.

Objective tests can be set to test a wide topic area at any required level of difficulty,
where large numbers of questionsmay be answered in a relatively short time covering
widely course content and focusing on specific knowledge and skills although some-
times superficially. They are especially useful with large student groups where the
test can be reused.

For large classes, it represents an efficientway of testing a large number of students
rapidly and within short time frames, particularly when computers are employed to
assist marking. As with all forms of assessment it is necessary to align assessment
with the desired learning outcomes for the course.

The strength of objective tests is fairness, impartiality of evaluation, and no scoring
variation due to the evaluator’s fatigue or lack of student anonymity.Also, the strength
is fast reporting of scores. Impartiality assumes equal treatment of all students and
implies that the evaluation is based on objective criteria, and not on the basis of
bias, prejudice or any other method that would benefit one student over another for
improper reasons.

However, there are three major weaknesses of objective testing: if a bank of
questions is missing, initially, it is very difficult and lengthy to construct it; test
questions require to be tested before they are used in order to check their validity;
and there are also known issues with gender differences in student performance of
objective tests since, on average, women have a higher aversion to risk-taking in
attempting to answer a question when a student is not certain of the result (see, e.g.,
[5, 25].

12.3.1 Types of Studied Objective Test Questions

It is important to note that there is no type of test that is intrinsically good or bad;
each one has its advantages and weaknesses that should be evaluated in considering
the fitness for the purpose of the test. However, concentrating on computer science
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Fig. 12.1 Some question types in Moodle

courses, we study in this paper the following objective factual tests available in
Moodle:multiple choice, true/false,matching, extendedmatching, and short response
tests as well as automatic grading systems for programming (CodeRunner among
others), Fig. 12.1.

We briefly present in the following each one of them and give their main charac-
teristics. Their more detailed description can be found in, e.g., Gordon et al. [54].

12.3.1.1 Multiple Choice Questions (MCQ)

This most widely used type of objective tests allows the selection of a single or
multiple responses from a predefined list. The test taker is usually given a short
question (the stem) with usually four to five optional answers of which one or more
are correct (the key) and others wrong (the distractors). A test taker must choose the
right one(s) (see, e.g., [57]).

One of the advantages of multiple-choice tests is that questions with different
levels of cognitive processing including higher-order thinking can be created. For
example, we canmeasure reasoning, comprehension, application, analysis, and other
complex thinking processes. Tasks are fairly easy to mark automatically online. The
weakness of this testmethod is that there is a high chance of getting the correct answer
through guessing [32]. It assumes that the world is fixed,there is a fixed number of
answers and only certain ones are correct. The differences between the answers may
be so small that a high proficiency of the context may be required, the context that
is not usually strictly related to what is being tested.
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Answering a multiple-choice question is not necessarily authentic since, in real
life, the test taker will not choose a multiple-choice option. Additionally, the set of
answers may be incomplete or misunderstood by the test maker based on the cultural
background or the proficiency in the language the test is written in. Regarding bias,
this kind of test may favor male students since they are statistically more likely to be
risk takers (see, e.g., [13]). Therefore, this kind of test should be balanced with other
test types. For an overview of multiple-choice tests (see, e.g., [7, 94]). McCoubrie
[73] present the guidelines for the construction of multiple choice questions tests
while [3] give a review of the literature treating the topic of improving the fairness
of multiple-choice questions.

12.3.1.2 True/False Questions

A true/false test is a simple form of multiple-choice question with two choices: true
and false. It can be divided into the tests where an examinee must select all options
that are true and a single best answer.

Selecting all options that are true requires additional judgement and guessing in
case the options are either not completely true or not completely false. This is why
options must be absolutely true or false without doubt.

Even though the true–false tests are often considered as superficial tests that lack
the pedagogical efficacy of more substantive tests, Brabec et al. [18] found that
especially when carefully constructed, true–false tests can elicit beneficial retrieval
processes that resemble those of other types of tests. Such benefits, however, might
not be as consistent or powerful as those elicited by other tests [83].

12.3.1.3 Matching Questions (MQ)

This is a variation of a multiple-choice test where the answer to each of a number of
sub-questions must be selected from a list of possibilities. Each item consists of two
lists of statements, words, symbols, or numbers which have to be matched one with
another. In general, the two lists contain different numbers of entries, those entries in
the longer list that do not correspond to entries in the shorter list serving the function
of distractors.

12.3.1.4 Extended Matching Questions (EMQ)

Extended matching tests are similar to multiple-choice tests. Given are at least two
different scenarios and an answer option list where the options may be used once,
more than once, or not at all.

This kind of test allows for an in-depth test of knowledge by providing scenarios
similar in structure and content related to the question theme with one’best’ answer
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from the plethora of answer options given (see, e.g., [98]). There is a greater chance of
answering incorrectly if an examinee cannot synthesize and apply their knowledge.

12.3.1.5 Short Response Questions (SRQ)

Short response or short answer tests require a direct answer made of one or a few
words rather than simply chosen from a number of options provided.A short response
test may consist of incomplete statements where the examinee must supply the
missing pieces of information, e.g., a word. phrase or a number.

It is graded by comparing against various model answers, which may contain
wildcard characters.2 The problem with the use of the wild card character is that the
number of answers considered correct is potentially infinite.

Short response tests can be used for both formative and summative assessment.
Generally, they have high reliability, focusing on specific knowledge or skills and
are relatively quick and easy to mark. Also, in the case of unique answer questions,
the examinee has to provide an answer to a question in terms of a word or a number.

12.3.1.6 Automatic Grading Systems for Programming

Among the program features that can be automatically assessed, there are: (i) func-
tionality (checking that the program functions according to the given requirements
by running the program against several test data sets), (ii) efficiency, e.g., measuring
running time of the program during the execution and comparing it to an existing
model solution, and (iii) student’s skills of designing test cases and testing thoroughly
before submitting the program, (iv) programming style and design, just to mention a
few.However, since all programming skills cannot be assessed automatically,manual
inspection of some skills is still necessary (see, e.g., [4]). In this case, some tools can
help to save time especially when teaching many students. In [28], for example, the
authors propose to identify equivalences between algorithms submitted by students
and then to cluster similar answers requiring similar feedbacks.

Over the past few years, many MOOCs in programming were created offering
learners an integrated environment to do all the exercises directly in a browser. This
type of MOOC has two main advantages: from the learner’s point of view, it avoids
tedious installation and configuration of non-user-friendly software (compilers, code
editor, versioning system, etc.), which is often the first obstacle for beginners in
programming; and from the teacher’s point of view, it allows to implement an
automatic grading framework.

Such an automatic grading framework must meet several objectives: allow the
teacher to detect errors and deduce a grade, avoid cheating, allow the learner to get
continuously quick and readable feedback, guide the student in solving algorithmic

2 AWildcard Character is a Kind of a Placeholder Represented by a Single Character, E.G., Asterisk
(*), Interpreted as a Set of Literal Characters or an Empty String.
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problems and writing code. Most experiments using automatic grading in program-
ming MOOCs have used a well-known practice in software engineering: test-driven
development (TDD) [10]. TDD consists of writing unit tests describing the func-
tionality to implement before any attempt of coding. A unit test is a piece of code
that checks the correct operation of a source code supposed to do something. Most
programming languages provide frameworks for the implementation of unit tests,
e.g., JUnit for Java, CUnit for C, and PyUnit for Python.

Transposed to teachingwithMOOC, this principle requires the teacher to describe
the expectations for each exercise in the formof unit tests.Depending on the program-
ming language (and the associated unit test library), these unit tests allow us to eval-
uate the validity of the solution produced by the learner’s code and in some cases the
quality of the code.

Works presented in Canou et al. [22] show it is possible to create an automatic
grader with the same assessment refinement as a real teacher. The authors succeed
in evaluating the coding style of a learner checking for example the use of nested
loops when necessary. They were also able to evaluate the algorithmic complexity
of a code. Since using a running time limit cannot always be reliable (depending on
the machine load), they use a tuned execution environment able to count the number
of performed operations.

From a technical perspective, implementing automated grading is challenging.
Two approaches are possible. The first one consists of running automated grading on
a server; this means that the code written in the learners’ browsers is sent to the server
to be run over unit tests. This execution must be done in an isolated environment to
prevent any malicious intent from a malicious user, e.g., memory exhaustion or extra
CPU time consumption. The second one consists of executing automated grading
directly in learners’ browsers. This solution allows distributing the computation cost
over all the learners and to avoid the possible attacks mentioned previously.

Romli et al.[82] give a review of approaches that were implemented in various
studies regarding automatic programming assessment, test data generation and
integration of both of them up till 2010.

Caiza and Del Alamo [21] reviews tools for automatic grading of programming
assignments. The review includes the definition and description of key features e.g.
supported languages, used technology, infrastructure, etc. emphasizing improve-
ments on security, support of different languages, plagiarism detection, etc. empha-
sizing the lack of a grading model for assignments in the reviewed tools. However,
there is no common grading being applied. Thus, further research is required to
propose an automatic assessment that grades the student achievement based on
learning taxonomy such as Bloom Cognitive Competency model [66].

In the following, we mention some state-of-the-art systems for automated testing
of code. The aim is not to give an exhaustive list of the software but to give a short
overview based on the main characteristics of the frequently used software.

Web-CAT 3 is a free, open-source automated grading system that grades students
onhowwell they test their owncode [43]. It is highly customizable and extensible, and

3 https://web-cat.github.io/projects/Web-CAT/. Accessed 8 January 2021.

https://web-cat.github.io/projects/Web-CAT/
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supports virtually any model of program grading, assessment, and feedback genera-
tion. It supports student-written tests, measurement of test coverage, and grading on
test thoroughness. It also supports static analysis tools to assess documentation and
coding style. In the static analysis, the student’s code is compared with the model
programs given by a teacher: the closer the student code is to the model programs,
the higher is the mark. It also supports manual grading with direct on-line markup
of assignments.

CodeRunner4 [38, 69] available in Moodle is another free open-source question-
type plug-in tool that allows submitting code as a solution to an assigned question and
assesses computer programming skills by compiling and executing student-submitted
code in a sandbox in different possible programming languages. CodeRunner has
also been used in computer science and engineering for automatic test grading when
multiple correct answers are possible.

The output is compared to the solution provided by the teacher. A student receives
his/her test-case results and feedback immediately and is given the opportunity to
modify the solution and resubmit, typically with a small penalty. This encourages
students to learn through an iterative process until they achieve the correct solution.
Such a system lifts theworkload fromevaluators andprovides uniformity and equality
in the final grade (see, e.g., [38, 69]).

Codingbat5 generates a fixed set of tests for Java and Python and shows the student
the result of (some of) these tests. Codingbat also keeps track of the student’s history
with a problem by producing a time-based graph showing each time the student tried
to run the program and the percentage of unit tests that were successful.

CLoudCoder6 [76] is still another open source web-based integrated development
environment (IDE) for creating, assigning, and sharing short programming exercises
for C/C++, Java, Python and Ruby. It is a property of Microsoft Research inspired
by CodingBat. Similarly to CodingBat, CloudCoder uses unit tests in a web-based
game to give players an opportunity to exercise their inductive skills. Players are
given the results of a set of unit tests (calculated result versus expected result) and
are asked to write code that will pass all the unit tests without knowing the problem
description.

Code Hunt7 is another system made by Microsoft Research [91]. An exercise
requires the student to write a small amount of code as an answer to a given problem.
The student is presented a series of puzzles that he/she has to explore through clues
that are presented as test cases. The student must find a solution to the problem,
introducing changes in the code that he/she writes until it matches the functional
behavior of some secret solutions.

The correctness of the student’s code is judged automatically by running the code
against a set of tests. If all of the tests pass, the student’s code is judged to be correct.
Since this tool is web-based and the assessment is automatic, students can work

4 http://coderunner.org.nz. Accessed 8 January 2021.
5 http://codingbat.com. Accessed 8 January 2021.
6 https://cloudcoder.org/. Accessed 8 January 2021.
7 http://codehunt.com. Accessed 8 January 2021.

http://coderunner.org.nz
http://codingbat.com
https://cloudcoder.org/
http://codehunt.com
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wherever and whenever is convenient for them, and receive immediate feedback
(see, e.g., [87]).

Spinoza8 [30] is Python IDE to enable classroom orchestration in introduc-
tory programming classes. It supports active learning [11] in introductory Java
programming courses.

Active learning is any activity that is course-related and that all students in a
class session are called upon to do other than simply watching, listening, and taking
notes [46]. It is learner-centered, not teacher-centered; the active participation of a
student is a necessary aspect in active learning. Students must be doing things and
simultaneously think about the work done and the purpose behind it so that they can
enhance their higher order thinking capabilities. Themotivation behind this approach
is that undergraduate students in classes with traditional stand-and-deliver lectures
are 1.5 times more likely to fail than students in classes that use more stimulating
active learning methods [49].

Spinoza includes the features of Codingbat, CloudCoder and Code Hunt. Spinoza
differs from other similar systems in providing the instructor with detailed feedback
in real time about the progress of the students during in-class coding sessions, both
at the level of the individual student and the class as a whole. From the students’
view, Spinoza provides authenticated access to a collection of named programming
problems and a web-based IDE which allows students to code, run, unit test, and
debug those problems. From the instructor’s view, Spinoza provides interfaces for
creating a variety of programming challenges and also provides multiple views of
students’ progress in solving the coding problems [31].

Spinoza can be used to generate this type of challenge but it does not provide the
game-like interface of Code Hunt. Code Hunt, in turn, lacks the dashboard view of
Spinoza.

Table 12.1 gives a qualitative evaluation of the studied objective tests in terms
of (high, medium or low) ease of gaming the system by the student, the time for
preparation of the test by the teacher, complexity of elaboration, depth of the tested
knowledge, the field specificity, test efficiency, authenticity of the test, accessibility
of the test, and the dependency on the statements’ accuracy. Besides, a great overview
of automatic assessment systems for programming until 2005 can be found in Douce
et al. [36].

12.3.2 Assembly of Automated Objective Tests

The previously presented objective tests can be both grouped in a question (item)
bank or a subpool in a Learning Management System (e.g., Moodle) and can be
delivered online. The questions in a test may be selected manually or automatically
(randomly) (e.g., one question per subpool), statically offline. There is a perception
among students that randomly selected questions from item banks are unfair [35].

8 https://github.com/abudeebf/Spinoza-2.0. Accessed 8 January 2021.

https://github.com/abudeebf/Spinoza-2.0
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Table 12.1 Qualitative comparison of objective tests in terms of their characteristics

Method

Characteristic MCQ True/false MQ EMQ SRQ CTS

Gaming the system High High Medium Low Low Low

Time consuming for user Low Low High High Medium High

Complexity of elaboration Low Low Medium High High High

Depth of the tested knowledge Low Low Low High Medium High

Field specific Low Low Low High Low High

Test efficiency Medium Low Low High High High

Authenticity of the test Low Low Low High Medium High

Accessibility of the test Medium Medium High Low High Low

Dependent of the statements’
accuracy

Low Low Low High High Medium

The questions can be selected also dynamically as the examinee performs during
the administration of the test (adaptive tests). Questions here are selected dynamically
at testing time and depend on the prior performance of the examinee. (see, e.g., [68]).

Social networks as well as fast and simple group messaging and calling appli-
cations provide for easy communication among examinees, and therefore, facili-
tate academically dishonest behavior and cheating. Various high-security solutions
exists to minimize and eliminate cheating during the exam (e.g. lockdown features
in the OS, Safe Exam Browser, Windows Take a test) but it can be also decreased
by conducting continuous background checks, logging and reporting of suspected
cheating to the teacher (see, e.g., [37, 48, 52, 88]).

Student Learning Experience

Learning is enhanced through active involvement in personally meaningful experi-
ences accompanied by processing for meaning and future use [70]. However, tests
generally are an intimidating experience that should be neutralized by explaining to
the students the purpose for the test and stress the positive effects it will have. Many
may have very negative feelings left over from previous bad experiences.

Detailed planning and development of e-assessment can contribute to generalizing
and increasing the quality of student learning experience, increasing the confidence
in test levels of engagement and cooperation (see, e.g., [35]).

12.4 Bias in Objective Tests, Ethical Issues, Explainability

Artificial intelligence is sometimes defined as the discipline concerned with
automating tasks that require intelligence [12]. Automation, in turn, is the process
of enabling machines and software to operate without direct control or supervision
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of people. When the outcome of automation has a direct impact on the well-being
of people, we are rightly concerned with ensuring our capacity to adeptly monitor
and analyze the automated activity. This concern has recently given rise to the field
of AI ethics which includes, but is not limited to, the problems of accountability,
transparency, fairness, and ethics.

Accountability

Accountability is defined in the Oxford dictionary as “the fact of being responsible
for your decisions or actions and expected to explain them when you are asked” [1].
In Test-based accountability, tests are used to determine student status with respect
to specific content standards. Every participant of the learning process is consid-
ered accountable for student test scores based on which the educational system has
assigned criteria for rewards and sanctions for students, teachers, and/or schools. The
educational system is responsible for communicating their functioning to educators
and the public [59].

Test-based accountability can make teachers cover more material in the course
and adopt better curricula or more effective teaching methods. However, test-based
accountability can also make teachers teach only tested aspects incidental to the
domain the test is intended to represent at the expense of untested aspects of the
standards.

Intensified test-based accountability can also facilitate cheating on tests while
decreasing equity, well-being, and justice (see, e.g., [81, 84]).

Another definition of accountability by Bovens [17] is:

a relationship between an actor and a forum, in which the actor has an obligation to explain
and to justify his or her conduct, the forum can pose questions and pass judgment, and the
actor may face consequences.

In the context of AI and algorithms, we define algorithmic accountability as the
accountability relationship in which the subject of the account is an algorithm [96].

When we are talking about the accountability of a system that is deployed, we
are asking how we can empower a forum to attain accountability from the system.
In contrast, when we are talking about a system in the design phase, then we are
concerned with identifying who should have the power to change the behavior of the
system being developed. When the new system is to replace human activity with an
algorithm, we need to be concerned with the impact this change will have on powers
that the user has. A human user can always freely and directly communicate with
a human exam evaluator. However, this power is necessarily taken away when an
automated evaluator is used. While we may not want to give students the power to
change the behavior of an automated evaluator, we need to ensure a clear feedback
communication path. This means that a student can react to perceived malfunction
and should be given a timely response to the concern.

Transparency

Transparency is defined as the quantity and quality of information made available to
the forum [33]. Test transparency is related with the clarity of information given to
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the students regarding how they will be assessed and based on what criteria, e.g., how
to answer the tests, available test time, the assessment procedure, and the formula for
calculating the final grade. Test transparency also includes accessibility to sample
questions and clarifying the evaluation criteria by making available to the students
their detailed evaluation results.

The transparency of an algorithm is measured as the extent to which the available
information about the algorithm that is subject to accountability allows the forum to
monitor the workings or performance of that algorithm. In the context of automated
evaluation, transparency can mean how much is the student aware of the workings
of the evaluation system. This can be as trivial as the student does (not) know the
evaluation is automated. It can also be that students are given details of the principles
of the algorithm used; for example, whether a rule-based system is used, or amachine
learning system, on which data is the system trained etc.

Explainability

Explainability, also called explainable AI (XAI), is explicitly concerned with the
account, the possibility of generating it by human or automatic means [56]. When
a decision or an evaluation is made about a person, particularly an undesirable one,
explainability plays a crucial role to empower that person to improve their standing
by mitigating the circumstances that led to the undesirable outcome. Beyond that
explanation plays a role in enabling the designers of an algorithm to analyze its
behavior particularly in specific contexts.

In the evaluator-student accountability relationship, explainability is a very impor-
tant property of an automated system as it can make a difference to the learning expe-
rience. There are two aspects to be explained here. The first is shared with human
evaluates: why is a particular answer marked as wrong? Explainability of AI and
algorithms in general refers to its ability to identify how the input affects the output.
In other words, an algorithm is explainable if it can provide information on how the
outcome can be changed. There are three basic ways to attain explainability, but not
all the three ways are possible for all types of algorithms.

The first is explainability by design. Some algorithms can be transparent to the
user who can directly inspect them. For instance, informing a student they have
obtained 125 points and that the threshold for a B is 130 points explains why they
got a C. In the case of a multiple-choice exam, together with the solution key, this is
sufficient explanation because the student learns how to improve their grade.

The second approach is “backtracking”. Explainability can be accomplished by
an algorithm that “backtracks” its own work to extract justifications or reasons for
each decision it takes. This approach is particularly suited for rule-based systems. But
tracking back the rules that have yielded the final evaluation, and which conditions
were satisfied that made the rule applicable, one can understand why a particular
evaluation was made. Knowing which rules the system can follow and changing
some of the conditions, will result in an improved evaluation.

Lastly, there is the approach of interpretation. Explainability can also be accom-
plished by a second algorithm that creates interpretations of the decisionsmade by the
algorithm that is subject of the account. This approach is explored for some machine
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learning algorithms [56] where none of the other two approaches can be applied. In
automated evaluation that uses machine learning, one has to be clear that the rule
“learned” by training is not an inference but a correlation that heavily depends on the
data used in training. The use of historic data in assigning grades comes with serious
possible consequences9 and if machine learning cannot be avoided, then it is very
important to couple such an algorithm with strong accountability to the students and
their guardians.

Fairness

When the output of an algorithm is different for different people, a major concern is
whether that algorithm is fair, namely whether it works equally well for all persons.
Fairness studies are motivated by the use of machine learning in the context of
decision-making [77], however concerns for fairness extend to all algorithms that
are part of systems that ethically impact individuals and society.

As an example of algorithmic bias in education, consider the case of a “vir-
tual teaching assistant for a Georgia Tech course on artificial intelligence” which
responded more successfully to concerns of male than those of female students [44].
The use of historical data can reinforce existing bias by transforming past correlations
between socio-demographic properties and grades into present rules of inference.

The unfairness of an algorithm can be introduced at two points: by using input
that has some kind of bias, or by having unfairness built in its operation and use. The
ethical impact of an unfair algorithm is in an output that has an impact on equity,
namely unevenly distributing resources among groups or individuals, but also by
supporting or exalting existing undesirable phenomena in society. These points of
introducing unfairness are not clearly separated and often bump into each other.
Algorithmic bias refers to the second type of introduced unfairness: “Algorithmic
bias is added by the algorithm itself and not present in the input data” [8]. Real-world
examples of the occurrences of data bias are listed in, for example [62, 75].

Two general notions of fairness are considered, both of interest for decision-
making and evaluation algorithms used in education: group fairness and individual
fairness. In group fairness [75], we are concerned with statistical notions of fair-
ness where a small number of protected demographic groups are identified. We are
concerned with ensuring that (approximate) parity of some statistical measure across
all these groups is maintained.

Individual fairness, on the other hand, is a metric that compares the similarity of
evaluations for similar answers. In individual fairness [41], we are concerned that
similar individuals should be treated similarly. A particular challenge for individual
similarity is the identification of a metric for comparing the likeness of individuals.
In group fairness we are concerned with the ability to identify many different metrics
which may be mutually unaligned.

Fairness in machine learning is challenging to achieve for a variety of reasons
[65]. Regardless of the problem, there sometimes does not exist a solution which
is universally fair, equitable and just. The additional requirement of fairness can

9 https://www.nytimes.com/2020/08/20/world/europe/uk-england-grading-algorithm.html.

https://www.nytimes.com/2020/08/20/world/europe/uk-england-grading-algorithm.html
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come at a cost of efficiency—an algorithm can only be made fairer if it is made
less correct. It has been shown that certain fairness types cannot be simultaneously
achieved in machine learning [26]. In such situations, a trade-off would be necessary,
meaning that we need to have a way to resolve such conflicts fairly. Both the data bias
and algorithmic fairness measures evaluate a particular machine learning problem.
However, local decisions, particularly when repeated over time, can lead to emerging
global effects. Namely, by allowing a particular data bias to go undetected or by
invisibly but consistently preferring one type of users over another, we may change
our society. The risk of emerging effects from automated decision-making is difficult
to localize, measure and mitigate.

The highest concern when we consider the fairness of algorithms that automate
grading is that, as Chouldechova andRoth argue, “statistical definitions of fairness do
not on their own give meaningful guarantees to individuals or structured subgroups
of the protected demographic groups. Instead, they give guarantees to ‘average’
members of the protected groups” [27].

When the new system is to replace human activity with an algorithm, we need
to be concerned with the impact this change will have on the service provider-
service recipient relationship. In this relationship, both parties have both rights and
obligations. One must be vigilant as to how this relationship changes when the
evaluator role is supplemented with an algorithm. A somewhat neglected aspect
of fairness is the disruption of this power balance: more obligations are transferred
from the human evaluator to the human student. For example, in non-multiple-choice
tests, a human evaluator will directly comment on the answer and how it can be
improved. The student gets this comment when receiving the evaluation. When that
same evaluation is automated, the answer can be marked as incorrect, but a human
evaluator needs to supply the explanation. Now, the student would have to explicitly
ask for the explanation, thus introducing an added obligation on the student that
was not there before: figure out how to ask for the explanation and from whom.
This too can be considered unfair behavior: students that have a strong technical
understanding of the system will be at an advantage.

Privacy

Lastly, the much-discussed property of algorithms today is that of privacy. As
discussed in Garshi et al. [51], new technology offers to blur the line between super-
vision and surveillance and change the learning experience altogether. Privacy in the
context of performance evaluation is not a concern that is unique to new technolo-
gies. There is no one definition of what privacy or breach of privacy is but as per
Solove [86], privacy can be breached by three main information-related activities:
information collection, processing, and dissemination.

In the context of automated evaluation, this means a student’s privacy can be
violated when data from the student is collected, when the evaluation is done and
when the results of the evaluation are disseminated. We would add that the world
of machine learning algorithms offers a fourth possibility—including information
from the evaluation process in a data set further used in training algorithms or made
available to third parties. The topic of the “classic” three privacy vulnerable points
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is, as far as we are aware, not explored in the context of automated grading and
evaluation.

The problem of student data use is a pertinent one that is to a certain extent
tackled by ensuring that any data collected satisfies differential privacy conditions
[40]. This means that data points that would make it possible for a student to be
identified in a data collection are removed. While ensuring differential privacy is the
first step in guaranteeing the privacy of students whose data is collected, it is not a
magic bullet. The problem of specifying what constitutes a violation of privacy in
automated grading and evaluation and how to prevent those violations is still an open
challenge.

12.5 Comparison of Factual Tests and Code Testing
Systems

This section discusses the selection of an appropriate type of test for each type
of knowledge: understanding of programming concepts and principles that do not
include writing program code, application—simple programming tasks, analysis—
debugging tasks, and synthesis—advanced programming assignments. We compare
the five principles of testing as well as ethical issues and explainability of the previ-
ously presented factual tests including multiple choice questions, true/false ques-
tions, matching questions, extended matching questions, and short response ques-
tions as well as code testing systems including Web-Cat, CodeRunner, Codingbat,
Cloud-Coder, Code Hunt, and Spinoza.

The performance indicators we consider are learning experience, transparency,
explainability, authenticity, reliability, practicality, andpositivewashback,Table12.2.

The rating systemof the studied performance indicators is represented by a 3-point
rating scale that measures whether a goal was accomplished. A 3 ranking implies
that a goal was met, a 2 ranking is given to partially met goals, and a 1 ranking is
assigned to an unfinished goal where most or all dimensions were not achieved. Note
that the indicated rating is given for the optimized questions designed to respond at
best to the type of the question.

A pleasant experience with an online test does not stress the student unneces-
sarily and it facilitates and stimulates learning. Learning experience in factual tests
is generally much lower than in code testing systems whose user interface (UI) plays
a major role that is generally useful, with an intuitive interface and the structure and
presentation of content and multimedia, easy to navigate, with a good graphic design
for a high-quality learning experience.

In the case of ambiguity of a factual test, the lack of space prohibits the students
to explain their answer and the interpretation of the question, which can result in a
negative experience. Moreover, code testing systems run in iterations. Spinoza is apt
for active learning, but it does not provide the game-like interface of CodeHunt.
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The transparency of factual texts in general is higher than the transparency of code
testing systems since the rules of evaluation are very simple and given in advance.
In the studied code testing systems, in static analysis, the students’ code is compared
with the model programs given by a teacher: the closer the student code is to the
model programs, the higher is the mark. Here it is more difficult to give a clear-cut
explanation on the grade as there are more sources of error that may be syntactic
and structural. Optionally, manual grading by the teacher with direct on-line markup
of code is possible, which is a type of subjective grading prone to bias and to other
errors discussed previously.

All the studied factual tests and code testing systems are explainable since we can
interpret the marks given while being able to clearly traverse back, from the grades
to the student answers, on the rule-based path the test took to arrive at the marks.

The authenticity of factual tests in evaluating computer programming knowledge
and skills is generally much lower than the authenticity of code testing systems.

Reliability in Table 12.2 refers to test reliability that can be improved by clear
task instructions, clear assessment criteria, and scales. However, creating an analytic
scale for marking a test is more difficult in the case of code testing systems than in
factual tests.

In general, practicality in factual tests is also higher than in code testing systems
since the time and effort that the development ofmodels and feedbackdelivery require
in code testing systems is much higher than in factual tests. Moreover, both in factual
tests as in code testing systems, it is difficult to give a personalized positive washback
that helps students to improve their skills. While feedback in code testing systems
mostly focuses on identifying errors, factual tests let the teacher adapt washback for
each type of answer. However, detecting errors in code-testing helps the student to
fix them and thus evolve in an iterative code development, even though not in the
most constructive environment.

Since validity depends on the type of knowledge tested, we compare the latter in
previouslymentioned tests for testing basic concepts andparadigms, simple program-
ming, debugging, and advanced programming. Additionally, we give the rating of
the matching of the four learning objective categories in computer science courses
with the discussed factual tests and code testing systems aiming at providing a higher
degree of test validity in Table 12.3. The 3-point rating scale that measures whether
a goal was accomplished here is the same as in Table 12.2.

The validity of factual tests in testing basic computer science concepts and
paradigms is high, contrary to code testing systems since here we speak about
understanding the basic constructive concepts, definitions, and their relations in
computer science. However, even though we may design multiple-choice questions
for testing simple programming skills, factual tests are, in general, not apt for testing
the knowledge and skills in simple programming, debugging, and advanced program-
ming. Additionally, the studied code-testing systems are apt for testing introductory
programming knowledge and skills but are not suitable for advanced programming
evaluation for which code testing systems are still waiting to be developed.
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12.6 Conclusions and Future Challenges

To achieve creative and critical thinking in our students and to facilitate their collabo-
ration and lifelong learning given the constant evolution of technology and the related
high probability of changing career paths, we need to provide for a fast development
of new skills and the change in the assessment going beyond conventional reactive
rule-based automated grading systems.

Contrary to traditional lecturing mostly used in the classroom, active learning
through online learning technologies (e.g., Spinoza) is a preferable learning
approach that specifically presupposes students’ activity. It benefits on average all
studentswhile offering increased benefits for students fromunderrepresented groups.
Widespread implementation of high-quality active learning can help reduce learning
gaps in computer science courses and promote student equity (see, e.g., [90]).

In Table 12.4, we give a three-level qualitative grading scale comparison (more,
equal, and less) of software based objective tests versus subjective tests performed
by human evaluators in terms of the following characteristics: fairness, bias, trans-
parency, explainability, and reliability. If designed well, in general, objective tests
may be more fair, less biased, more transparent, explainable, and more reliable
compared to subjective tests performed by human evaluators. This summative and
coarse comparison should be taken with reserve due to significant variations in terms
of subdiscipline and other relevant parameters that influence the choice of the test.
Since the discipline of learning assessment develops rapidly, it is likely that this
qualitative comparison will change in the future.

Yet another issue with advanced programming assessment tools in online tests is
that they still depend on human teacher evaluation capacity that cannot yet be easily
automatized. Thus, the scalability of these tools depends on the availability of skilled
teaching staff and on the level of preparedness and the homogeneity of the academic
background of the students in the class.

To bridge the gap between the active learning requirements for automated grading
of computer science courses online and the state-of-the-art online grading methods,
automated grading should consider learning preferences and constraints of each
student. Instead of reactive rule-based objective tests, a proactive automated grading
system of the future should be able to function as a learning assistant adaptable to
the learning pace, characteristics, preferences, and abilities of each student whether
they are at introductory, intermediate, or advanced programming level. Such a system
should also serve for connecting compatible students in creating study groups in large
MOOCs and thus facilitate students’ empowerment and learning autonomy, where
seamless meeting of new peers and establishing study networks among students

Table 12.4 Qualitative comparison of automated (software based) objective tests versus subjective
(human evaluated) tests

Fairness Bias Transparency Explainability Reliability

More Less More More More
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is still an open challenge. From our perspective, software agent technology seems
to be a promising line of research for active learning and efficient and effective
application of code testing systems in advanced programming based on the learning
pace, requirements and needs of each student.
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